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Abstract

Fungal diseases have emerged as significant causes of morbidity and
mortality, particularly in immune-compromised individuals, prompt-
ing greater interest in understanding the mechanisms of host resis-
tance to these pathogens. Consequently, the past few decades have seen
a tremendous increase in our knowledge of the innate and adaptive
components underlying the protective (and nonprotective) mechanisms
of antifungal immunity. What has emerged from these studies is that
phagocytic cells are essential for protection and that defects in these
cells compromise the host’s ability to resist fungal infection. This re-
view covers the functions of phagocytes in innate antifungal immunity,
along with selected examples of the strategies that are used by fungal
pathogens to subvert these defenses.
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INTRODUCTION

There are well over a million species of
fungi, but only a few can be considered truly
pathogenic and capable of causing disease in
individuals with intact immune systems. How-
ever, many fungal species (including sapro-
phytes, such as Aspergillus, or commensals, such
as Candida) are opportunistic pathogens that
will cause disease when there is an alteration
in immune status or if the physical barriers of
the host are breached. Indeed, infections with
this latter group have increased significantly
over the past few decades as a result of mod-
ern medical interventions, immunosuppressive
therapies, and AIDS. For example, an estimated
one million new infections with Cryptococcus
occur every year, and Candida is now ranked
fourth on the list of nosocomial agents of sepsis
(1, 2). Furthermore, despite the availability
of antifungal agents, systemic infections with
these organisms have a poor prognosis and
high rates of mortality. Infections with As-
pergillus, for example, can have a mortality rate
exceeding 80% and are one of the most feared
complications in patients with hematological
malignancies (3).

Interest in the immunology of fungal
infections has lagged behind those of other
pathogens, perhaps because medical need
has historically been low. However, the
considerable increase in the prevalence and
severity of fungal diseases has more recently
focused attention on understanding the host
response to these pathogens. The past two
decades, in particular, have been incredibly
exciting, with major new insights into the
mechanisms underlying innate and adaptive
antifungal immunity. Central to these studies
is the demonstration that phagocytic cells
[neutrophils, monocytes, macrophages, and
dendritic cells (DCs)] are required for protec-
tion against fungal pathogens and that loss of
these cells or defects in their antifungal effector
functions result in susceptibility.

While an innate response mediated primar-
ily by neutrophils and macrophages is sufficient
for controlling infections with some fungi, full

protection against most pathogens also requires
an adaptive response initiated and directed by
DCs with contributions from other cells, such
as monocytes (4). This generates an immune
response that involves several fungal-specific
components, but the augmentation of the an-
tifungal activities of phagocytes [through the
actions of interferon (IFN)-γ, for example] is
required for protection in all cases. In this re-
view, I explore the mechanisms of innate anti-
fungal immunity mediated by phagocytic cells
and cover the mechanisms they use to recog-
nize, ingest, and kill these pathogens, as well as
the mechanisms they use to induce inflamma-
tion and to initiate the development of adaptive
immunity. Selected examples of strategies em-
ployed by fungi to overcome or subvert these
defenses are also discussed.

RECOGNITION OF FUNGI

The innate recognition of fungi by phagocytes
is achieved largely through the sensing of cell
wall constituents, although other internal com-
ponents (such as fungal DNA) can also be de-
tected (Table 1). The cell wall is composed
predominantly of carbohydrate polymers that
provide a rigid framework, which gives the or-
ganism its shape and protection from the en-
vironment. Although the cell wall is not well
studied for many species, it is thought to consist
of an inner meshwork of β-glucans and chitin,
covered by an outer layer of mannosylated pro-
teins (mannan). Some of the internal compo-
nents may, however, be exposed in specific ar-
eas on the cell surface, such as the bud scar in
Candida albicans (5). Furthermore, the cell wall
is a dynamic structure able to change signif-
icantly, particularly during the morphological
transitions that many fungi undergo. For ex-
ample, C. albicans can reversibly switch between
yeast and filamentous forms, an activity that is
thought to contribute to the virulence of this
pathogen (6). The composition of the cell wall
also varies between different fungal species and
between the different morphological forms of
the same species.
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Table 1 Fungal pattern-recognition receptors

Location PRR Selected fungal PAMP(s)/ligandsa

Soluble Surfactant protein Ab Mannan, glycoprotein APc

Surfactant protein D Mannan, β-glucan

Galectin-3 β-1,2-mannosidesCa

Mannose binding lectinb Mannan

Pentraxin-3 GalactomannanAf

Ficolin-2 β-1,3 glucan, GlcNAc

Complement Fungal surfaces, mannan, β-1,6 glucan

C-reactive protein Phosphocholine
Membrane TLR1b Unknown

TLR2b Mannan, phospholipomannanCa, GXMCn

TLR4 Mannan, O-mannanCa, GXMCn

TLR6b Unknown

TLR9b Fungal DNA

Dectin-1b β-1,3-glucan

Dectin-2 α-mannan

CR3 β-glucan, mannan, BAD-1Bd, HSP60Hc, GXMCn

DC-SIGN Mannan, galactomannanAf

Mannose receptor Mannan, N-mannanCa, GlcNAc, glycoprotein APc

CD14 Mannan, GXMCn

FcγR Mannan, GXMCn

Mincle α-mannose

SCARF Mannan, β-glucan

CD36 β-glucan

CD5 β-glucan

Very late antigen-5 Cyclophilin AHc

Langerin Mannan, β-glucan
Unknown Unknown Chitin

aFungal-specific PAMPs are indicated in superscript as follows: Pc, P. carinii; Ca, C. albicans; Af, A. fumigatus; Cn,
C. neoformans; Bd, B. dermatitidis; Hc, H. capsulatum. Other abbreviations: GlcNAc, N-acetyl-D-glucosamine (monomer);
GXM, glucuronoxylomannan.
bPolymorphisms in encoding genes that have been associated with susceptibility to fungal infections in humans.

PRR: pattern-
recognition receptor

Fungal components are detected by
membrane-bound pattern-recognition re-
ceptors (PRRs) that enable the direct (or
nonopsonic) recognition of fungi by the
phagocyte. However, recognition of these
organisms can also be indirect, where soluble
secreted PRRs (which can be produced by
nonphagocytic cells) coat or opsonize the
pathogen, allowing recognition through
membrane-bound opsonic receptors. A good
example is complement, which is activated

through several mechanisms by all fungi,
including exposed β-glucan, allowing recogni-
tion of the opsonized organisms by phagocyte
complement receptors (CR), such as CR3 (7).
The production of fungal-specific antibodies
following the initiation of the adaptive response
also enhances opsonic recognition, although
the role of antibodies in antifungal immunity
is not clear for all pathogens.

Of all the infectious agents, fungi are recog-
nized by the widest range of membrane-bound

www.annualreviews.org • Innate Antifungal Immunity 3
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TLR: Toll-like
receptor

MR: mannose
receptor

PAMP: pathogen-
associated molecular
pattern

and soluble PRRs (Table 1). No cytoplasmic
intracellular receptors for fungi have yet been
described, although they can activate the
inflammasome (discussed below). Although
the role of many of these receptors is poorly
understood or has only been studied with
a limited number of fungal species, these
receptors have been shown to mediate binding
of the organism to the phagocyte and/or to
trigger intracellular signaling pathways that
induce cellular responses, such as phagocy-
tosis, antimicrobial effector functions, and
the production of cytokines and chemokines.
Polymorphisms in several of these receptors
have been linked to susceptibility in humans
(see Table 1 and below).

The interaction of intact fungi with host
phagocytes is complex, involving multiple
PRRs, and is not very well understood. All the
major fungal cell wall carbohydrates can be rec-
ognized by the innate immune system, although
the actual structurally defined fungal ligands
that are recognized by the various PRRs are
largely unknown. Furthermore, although re-
ceptors, such as the Toll-like receptors (TLRs)
and Dectin-1, are involved in the sensing of
many, but not all, fungal species, evidence sug-
gests that particular receptors are required for
sensing distinct organisms. Examples include
the C-type lectin Mincle, which has a prefer-
ence for species of Malassezia, and Galectin-
3, which allows phagocytes to discriminate
between C. albicans and nonpathogenic yeast
(8, 9).

To add further complexity, the same fungal
species may be sensed by discrete subsets of re-
ceptors that are expressed on different phago-
cytic cells, and this may be influenced by the
morphological form of the fungus. For exam-
ple, the recognition of mannan on Candida yeast
appears to be mediated primarily by the man-
nose receptor (MR) on macrophages, whereas
the MR, Dectin-2, and DC-SIGN contribute to
the recognition of these structures on DCs (10).
In contrast, mannan on Candida hyphae may be
preferentially sensed by Dectin-2 on both cell
types (11–13).

Fungal Evasion of Recognition

Fungal pathogens employ several strategies to
evade recognition by phagocytes, but a com-
mon mechanism involves the concealment of
the cell wall pathogen-associated molecular
patterns (PAMPs). One of the best exam-
ples is the extracellular polysaccharide capsule
of Cryptococcus neoformans, which is intimately
linked to the virulence of this pathogen and
covers the cell wall, preventing recognition
and uptake by host cells (14). Other pathogens
use components that are not recognized by
PRRs, such as the outer cell wall α-glucan layer
of Histoplasma capsulatum or the external hy-
drophobin layer of Aspergillus fumigatus rest-
ing conidia, both of which mask underlying
PAMPs, including β-glucan (15, 16). Conceal-
ment can also be associated with the morpho-
logical form of the pathogen, such as the hyphae
of Candida albicans that, unlike yeast, do not dis-
play β-glucans on the surface (5). There is now
interest in developing therapeutic approaches,
including established antifungal drugs such as
echinocandins, to unmask cell wall PAMPs
to enhance innate fungal recognition and
clearance (17, 18).

Fungi also use other mechanisms to sub-
vert recognition, such as the modulation of
complement activation or the targeting of
permissive host receptors or cells. Fungi such
as Aspergillus and Candida can prevent comple-
ment opsonization by recruiting host-derived
regulatory proteins to the fungal surface
(Factor H and C4-binding protein, for
example), or by secreting fungal-derived
complement-degrading proteases and in-
hibitory factors (19, 20). Other fungi, includ-
ing Blastomyces dermatitidis, actively target
permissive phagocyte receptors, such as CR3,
thereby avoiding or inhibiting the activation of
antifungal effector mechanisms (21). Finally,
several pathogenic fungal species, such as Cryp-
tococcus, Candida, and Aspergillus, can induce
their uptake into endothelial and epithelial
cells, which is likely to help these organisms
escape recognition by phagocytes (22).
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IL: interleukin

FUNGAL UPTAKE

The recognition of fungi by receptors on
phagocytes leads to their internalization
through the actin-dependent process of phago-
cytosis, whereby cellular membranes enclose
the fungal particle, which results in the for-
mation of an intracellular vacuole called the
phagosome. Although only examined in lim-
ited detail for a few species, the ingestion of
fungi by phagocytes appears to involve sev-
eral different mechanisms that depend on the
host cell type, presence of opsonins, fungal cell
wall composition, and morphological form of
the fungus. In DCs, for example, the ingestion
of Candida yeasts or Aspergillus conidia occurs
through coiling phagocytosis, whereas the hy-
phae of both species are ingested by a distinct
zipper-type mechanism (23, 24). Certain fungi
can induce the formation of actin-based cellu-
lar structures that are thought to be involved
in their uptake, such as the ruffle-like struc-
tures that resemble macropinosomes that are
induced by Aspergillus conidia in macrophages
(25) or the recently described fungipods that are
induced in DCs and macrophages by zymosan
(a particulate cell wall extract of Saccharomyces
cerevisiae) and by Candida parapsilosis, but not by
other Candida species (26). Uptake can also be
influenced by the anatomical location in which
the phagocyte-fungal interaction occurs, such
as on mucosal surfaces or in tissues (27).

Fungal phagocytosis is most efficient when
the fungi are opsonized with serum opsonins,
but several nonopsonic PRRs (including the
MR, DC-SIGN, Dectin-1, and SCARF1) can
mediate fungal uptake, although the phagocytic
abilities of some of these PRRs, such as the
MR, are still being debated (28). Whereas the
processes involved in phagocytosis by the op-
sonic receptors are reasonably well described,
less is known about the mechanisms used by the
nonopsonic receptors, which involve distinct
signaling pathways and can vary between
different cell types (see Reference 29 for a
recent review). Dectin-1, for example, triggers
phagocytosis through a cytoplasmic immunore-
ceptor tyrosine-based activation (ITAM)-like

motif and (like traditional ITAM-coupled
opsonic Fc receptors) requires Syk kinase for
uptake in DCs, yet this kinase is dispens-
able for Dectin-1-mediated phagocytosis in
macrophages (30, 31).

The TLRs, although not phagocytic
receptors in their own right, also influence
fungal phagocytosis. These receptors possess
extracellular leucine-rich repeat ligand-
binding domains and a conserved intracellular
Toll/IL-1R (TIR) signaling domain that
induces specific signaling cascades through
intracellular TIR-containing adaptors, such
as MyD88. The effects of these receptors
on fungal phagocytosis are still unclear but
appear to vary depending on the host cell type
and fungal species involved. For example, the
uptake of Aspergillus conidia by macrophages
involves TLR2, but not MyD88, whereas in
neutrophils this process requires MyD88 and
TLR4, but not TLR2 (32–34). In contrast, the
uptake of Candida by macrophages requires
MyD88, but no specific TLR (33, 34).

Phagosome Maturation

Following internalization, the phagosome ma-
tures through several sequential steps involving
extensive vesicle fission and fusion events,
largely with components of the endosomal
network, leading to the development of the
phagolysosome, a compartment with potent
antimicrobial activities in which the ingested
fungus is killed and digested. An important out-
come of this process, particularly in DCs, is the
generation and presentation of fungal antigens
that, along with selected cytokines, lead to the
induction and shaping of adaptive immunity
(see below). The antimicrobial activities are
acquired during phagosome maturation and
involve acidification through the actions of vac-
uolar ATPase (V-ATPase) proton pumps and
the acquisition of various oxidative and nonox-
idative effector mechanisms, as discussed below.

The factors controlling the kinetics of
phagocytosis and phagosome maturation are
incompletely understood but appear to be regu-
lated during fungal ingestion. In macrophages,
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for example, the phagocytosis of live or heat-
killed Candida results in the rapid accumulation
of maturation markers to the fungal phagosome
(35). These effects are likely to be mediated by
the receptors involved in fungal recognition, in-
cluding the TLRs (36). Although the role of the
TLRs in phagosome maturation is still contro-
versial (37), there is evidence that they influ-
ence fungal phagocytosis and that this may be
linked to their ability to engage the autophagy
pathway (38). Recent evidence suggests that the
activation of cellular enzymes, such as group
V secretory phospholipase A2, by opsonic and
nonopsonic receptors also plays an important
role in the control of phagosome maturation in
response to fungi (39).

The recognition of extracellular pathogens
by PRRs is generally thought to occur at the cell
surface in early phagosomes, but fungal recog-
nition can also occur during phagosome mat-
uration. For example, we found that the MR
is recruited to maturing phagosomes following
the uptake of Candida and is not involved dur-
ing the initial recognition and ingestion of these
microbes (40). Recognition may also occur in
the phagolysosome, although the evidence for
this is indirect. In mature macrophage phago-
somes, for example, the transition of Candida
yeast to hyphae induces actin polymerization
(41), whereas the swelling of Aspergillus conidia
stimulates the respiratory burst (42), responses
that are suggestive of receptor-mediated recog-
nition and signaling.

Fungal Evasion of
Phagosomal Maturation

Fungal pathogens use various strategies to sur-
vive following uptake by phagocytes, including
inhibiting phagosomal maturation, escaping
from the phagosome, and resisting the degrada-
tive phagolysosomal environment. Two fungal
species, Histoplasma capsulatum and Candida al-
bicans, are capable of altering phagosomal mat-
uration, although the underlying mechanisms
by which this is achieved are unknown. H. cap-
sulatum can have several effects on maturation,
including inhibition of phagosome-lysosome

fusion and modification of the intraphagosomal
pH (which is achieved in part through exclu-
sion of the V-ATPase); however, the magnitude
of these activities depends on the type of host
phagocyte (43). C. albicans has similar effects on
maturation, and although phagosomes rapidly
acquire markers of maturation following uptake
(discussed above), these markers are then recy-
cled out of phagosomes containing live fungi at
later time points (44). C. albicans and A. fumiga-
tus can also escape from the phagosome by gen-
erating hyphae, which leads to disruption of the
vesicle and ultimately to the destruction of the
host cell. Interestingly, this only occurs in cer-
tain phagocytes (such as selected macrophage
and monocyte populations), whereas neu-
trophils can block hyphal development in both
species, in part through the formation of cel-
lular aggregates (45). In addition, C. albicans
may also be able to escape by inducing host cell
apoptosis using mechanisms that are unknown
but that may involve Candida proteases (46).

Cryptococcus neoformans can also escape from
the phagosome, and the mechanism used by
this organism is noteworthy because it does not
lead to host cell death, but rather involves a
fungal-directed expulsion from the phagocyte
that is likely to facilitate infection of adjacent
cells (47). C. neoformans has also adapted to sur-
vive within the phagolysosomal vacuole and ap-
pears to require this environment to replicate,
which it does rapidly, leading to lysis of the host
cell (48). However, this pathogen does alter the
integrity of the phagolysosomal membrane, al-
lowing access to the cytoplasmic contents and
leading to the accumulation of fungal-derived
polysaccharide-containing vesicles within the
phagocyte (49).

FUNGAL KILLING
BY PHAGOCYTES

Phagocytes use several oxidative and nonox-
idative mechanisms that work synergistically to
kill extracellular and internalized fungi. These
activities are strongly influenced by the state of
cellular activation, which is controlled largely,
but not exclusively, through the actions of
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ROI: reactive oxygen
intermediates

MPO:
myeloperoxidase

CGD: chronic
granulomatous disease

cytokines and other soluble mediators that can
enhance (such as IFN-γ) or suppress (such
as IL-10) the antifungal effector mechanisms.
Different phagocytes vary in their ability to
kill fungi or restrict their growth, and these ac-
tivities depend on the fungal species involved.
With Candida albicans, for example, neutrophils
are the most potent effector cells, followed by
monocytes, macrophages, and then DCs (50).
In contrast, DCs possess fungicidal activity
toward Histoplasma capsulatum, whereas neu-
trophils are only fungistatic, and nonactivated
macrophages and monocytes are permissive for
intracellular fungal growth (51). Neutrophils
are thought to be essential for resistance to
infections with most fungal pathogens, but
they may actually contribute to susceptibility to
infection with Cryptococcus neoformans, despite
the fact that these cells show fungicidal activity
toward this pathogen in vitro (52).

Oxidative Antifungal Mechanisms

The respiratory burst. The production of
reactive oxygen intermediates (ROIs), also
termed the respiratory burst, is thought to
be a major component of the antifungal de-
fense mechanism of phagocytes and is mediated
through a multicomponent protein complex,
the phagocyte NADPH oxidase (phox). This
complex, which includes the phagocyte compo-
nent NOX2 (gp91phox), assembles at the phago-
somal or plasmalemma membrane (in response
to noningestible particles) upon activation by
cellular receptors and transfers electrons from
cytoplasmic NADPH to O2, resulting in the
production of superoxide. Superoxide itself has
limited, if any, toxicity but is converted through
processes such as the Haber-Weiss reaction to
toxic ROIs, including hydroxyl radicals and hy-
drogen peroxide (53). Other effective fungicidal
oxidants that can be produced are hypochlorous
and hypoiodous acid, which are generated from
hydrogen peroxide by myeloperoxidase (MPO),
an enzyme located in the azurophilic granules of
neutrophils and in the lysosomes of monocytes
(54). Although macrophages are deficient in this
enzyme, they can scavenge MPO through MRs

and transport it to phagolysosomes, where it
can contribute to fungal killing (55).

The importance of the phagocyte NADPH
oxidase is exemplified by chronic granulo-
matous disease (CGD), an inherited disease
resulting in an inability to generate superoxide.
Patients with this disease suffer from chronic in-
flammatory conditions and recurrent and often
lethal fungal (and bacterial) infections, partic-
ularly with invasive aspergillosis, but also with
other fungi, including Candida (56). Some mu-
tations also result in the loss of MPO, which in-
creases the risk of infection with Candida; how-
ever, most individuals with MPO deficiency
are asymptomatic (56). Gene-deficient mouse
models have recapitulated the importance
of these systems for several fungi, including
Candida, Cryptococcus, and Aspergillus (57, 58).

The antifungal activities of the respiratory
burst are generally considered to arise from the
toxic effects of the reactive oxygen species pro-
duced, but several lines of evidence suggest that
the fungicidal activity of this response is more
complex. In neutrophils, for example, the res-
piratory burst was found to induce a potassium
influx and a rise in phagosomal pH, both of
which are required for the release and activa-
tion of antifungal proteases from the proteo-
glycan matrix of neutrophil granules (59). More
recently, investigators showed that the suscep-
tibility of CGD mice to aspergillosis is due
to a block in tryptophan catabolism, catalyzed
by the superoxide-dependent indoleamine 2,3-
dioxygenase (IDO), which caused inappropri-
ate IL-17-mediated neutrophil activation and
inflammation and resulted in defective anti-
Aspergillus immunity (60).

Several soluble and membrane-bound PRRs
can trigger the respiratory burst, including
Galectin-3, Dectin-1, Fcγ receptors, and the
TLRs. Galectin-3 can induce the respiratory
burst in activated neutrophils through unde-
fined mechanisms, although this activity has not
yet been associated with fungi (61). Dectin-
1 and the Fcγ receptors can directly trigger
the respiratory burst through their cytoplasmic
ITAM sequences and intracellular signaling via
Syk kinase; however, the ability of Dectin-1 to
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RNI: reactive
nitrogen intermediates

induce this response may be restricted to spe-
cific subset(s) of phagocytes that can activate
Syk (62). The TLRs can also directly induce
the respiratory burst in leukocytes, through a
MyD88- and Vav-dependent pathway, and can
prime these cells for an enhanced respiratory
burst upon recognition of fungal particles by
other PRRs, including Dectin-1 (63, 64).

Reactive nitrogen intermediates. The
production of reactive nitrogen intermediates
(RNI) by the inducible nitric oxide synthase
(iNOS or NOS2) is another oxidative system of
phagocytes that is thought to possess fungicidal
activity, although its importance in humans
is still uncertain. This system can be induced
by the TLRs and cytokines such as tumor
necrosis factor (TNF) and IFN-γ, leading to
the production of nitric oxide (NO) through
the oxidative deamination of L-arginine. NO,
which itself has little antimicrobial activity,
reacts further with superoxide to produce per-
oxynitrite, which can kill fungi (53). There is a
large body of literature (some of it contradic-
tory) examining the role of RNI in the control
of various fungal pathogens in vitro, but data
from iNOS-deficient mice suggest that this
pathway may only be essential for the control of
selected pathogens, such as C. neoformans (65).
Although iNOS is not required for the in vivo
control of fungi, such as Aspergillus or Candida,
its role has yet to be fully explored under all ex-
perimental contexts (e.g., oral versus systemic
infection) (42, 66). Indeed, investigators found
mice deficient in both iNOS and gp91phox

are extremely susceptible to candidiasis, but,
importantly, phagocytes from these mice
do not show any defect in their capacity to
kill Candida in vitro, which highlights the
effectiveness of the nonoxidative fungicidal
systems that are also present in these cells (67).

Nonoxidative Antifungal Mechanisms

Phagocytic cells, particularly neutrophils, pos-
sess several nonoxidative mechanisms that are
very effective at killing intra- and extracellular
fungi or at restricting their growth, including

antimicrobial peptides (AMPs), hydrolases,
and components designed to restrict access to
essential nutrients. Several of the better char-
acterized systems are discussed here, but the
roles of many of the nonoxidative antimicrobial
components, such as neutrophil gelatinase-
associated lipocalin, bactericidal/permeability-
increasing protein, and Galectin-3, for exam-
ple, have been only briefly examined or not
examined at all (68, 69). Some soluble PRRs,
such as Galectin-3 and the surfactant proteins,
also contribute to fungal killing or growth in-
hibition directly, but the mechanisms by which
this is achieved are poorly understood (69, 70).

Antimicrobial peptides. Mammals express
various antifungal AMPs that are secreted by
epithelial cells or produced in secretions, such
as the β-defensins and histatin 5, and several
AMPs that are produced by phagocytic cells.
The α-defensins (HNP1–HNP4), for example,
are small cationic peptides that are found in the
azurophilic granules of human, but not murine,
neutrophils. These peptides can kill numerous
fungal pathogens, including C. albicans, A. fu-
migatus, H. capsulatum, and C. neoformans, but
their fungicidal mechanisms are unclear. Stud-
ies with C. albicans have suggested that these
AMPs bind to specific sites on the fungal mem-
brane, inducing nonlytic permeabilization and
the release of intracellular ATP (71).

The cathelicidins are a group of AMPs
characterized by the presence of a conserved
N-terminal cathelin domain that is proteolyt-
ically cleaved from the highly heterogeneous
C-terminal cationic peptide, which possesses
the antimicrobial activity. Humans (and mice)
only possess one cathelicidin, termed hCAP-18,
which is found in neutrophil granules, mono-
cytes, natural killer cells, lymphocytes, epithe-
lial cells, and a number of secretions (such as
sweat, seminal fluid, and plasma). The cleav-
age of hCAP-18 produces LL-37 and several
other differentially cleaved peptides that pos-
sess antifungal activity (72). LL-37 and other
cathelicidins can kill Candida and Cryptococcus by
disrupting their cellular membranes, although
they do not appear to be effective against
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filamentous fungi, such as Aspergillus (73, 74).
However, the physiological role of these AMPs
is still unclear, as deficiency of the mouse cathe-
licidin (mCRAMP) was found to have no effect
on in vivo resistance to Candida (75).

Hydrolases. Lysozyme is a cationic antimi-
crobial enzyme that is found in the granules
and lysosomes of granulocytes, monocytes, and
macrophages but also in blood and some se-
cretions. Although traditionally associated with
antibacterial activity, lysozyme also has activity
against fungi and has been shown to kill or in-
hibit the growth of Candida, Cryptococcus, Histo-
plasma, Aspergillus, and Paracoccidioides (76). The
effects of lysozyme on fungi are unclear but may
involve enzymatic hydrolysis of N-glycosidic
bonds within the fungal cell wall and/or injury
to the cell membrane (77).

The serprocidins are a family of serine pro-
teases stored within neutrophil granules that
possess antifungal activity but that also per-
form many other cellular functions including
the processing of cathelicidins (78). Investi-
gators have demonstrated the importance of
these proteases, including proteinase-3, cathep-
sin G, and elastase, for several pathogens, such
as Histoplasma, Aspergillus, and Candida (59, 68,
79). The activation of these proteases by the
respiratory burst (described above) has been
proposed as the primary mechanism of micro-
bial killing (80). However, azurocidin, a serpro-
cidin homolog that lacks protease activity, is still
fungicidal, which suggests that the antimicro-
bial activities of these proteases may not be re-
lated solely to their enzymatic activity (81).

Limitation of nutrients. The limitation of
nutrients is an effective antifungal mechanism
that is achieved by containment of ingested
fungi within the phagosome and by active
restriction of nutrient availability. Limiting
iron, for example, is essential for controlling
many fungal infections and is achieved through
several mechanisms. This includes sequestra-
tion by lactoferrin, an iron-binding protein
that also possesses direct antimicrobial activ-
ity and that is found in neutrophil granules

and most exocrine secretions (including breast
milk, intestinal mucus, saliva, and tears) (82).
Iron levels can also be controlled intracellu-
larly following phagocytosis by the downreg-
ulation of transferrin receptors, which reduces
iron delivery to the phagosome through the
endosomal-recycling network, and by trans-
porter proteins, such as natural resistance–
associated macrophage protein-1 (Nramp-1),
which removes iron and other divalent cations
from the phagosome (83).

Another effective mechanism of nutrient
limitation is the sequestration of zinc by the
dimeric molecule calprotectin (also termed
MRP8/MRP14 or S100A8/S100A9). Calpro-
tectin, whose antifungal activity is activated by
oxidative stress, is a major cytoplasmic compo-
nent of neutrophils but is also found in mono-
cytes and epithelial cells and, although not ac-
tively secreted, is released following neutrophil
death induced by fungi and at sites of inflam-
mation (84, 85). Indeed, calprotectin mediates
the antifungal activity of neutrophil extracel-
lular traps or NETs, extracellular antimicro-
bial structures that are generated by a novel
ROS-dependent death pathway. NETs consist
of DNA, histones, and granule proteins and
have been shown to trap and kill yeast and hy-
phal forms of C. albicans (86). NETs also con-
tain PTX3, a soluble PRR that is stored in neu-
trophil granules and that is essential for the
recognition, uptake, and killing of A. fumiga-
tus by these cells (87). In fact, the restoration of
NET formation may reestablish resistance to
Aspergillus infections in CGD patients follow-
ing gene therapy (88).

Fungal Evasion of
Phagocyte-Mediated Killing

Already discussed above are some mechanisms
by which fungi can avoid the antimicrobial ac-
tivities of phagocytes, such as escaping from the
phagosome, masking cell wall PAMPs, or tar-
geting permissive phagocyte receptors for up-
take. But fungi also employ several strategies to
cope with oxidative and nitrosative stress, in-
cluding active suppression of these responses,
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such as occurs with Candida and Cryptococcus, al-
though the underlying mechanisms are unclear
(44, 89, 90). Many fungi resist these stresses by
producing antioxidant enzymes, such as cata-
lase and superoxide dismutase, and by inducing
protective responses, such as DNA damage re-
pair systems and heat shock proteins, that help
the fungal cell cope with oxidative damage (91).
Other nonenzymatic mechanisms of resistance
include, for example, capsule enlargement by
Cryptococcus and the production of scavengers
of ROI and RNI, such as melanin, mannitol, or
trehalose (14, 92).

Fungi can resist the nonoxidative antimicro-
bial actions of phagocytes, and the acquisition
of host nutrients, particularly iron, has been an
area of specific interest. Some pathogens, such
as Aspergillus and Histoplasma, synthesize and
secrete siderophores to capture iron, and al-
though fungi, such as Candida and Cryptococcus,
do not produce these high-affinity chelators,
they do express siderophore transporters and
high-affinity iron permeases (93). Furthermore,
some fungi, including Candida, Cryptococcus, and
Histoplasma, can obtain iron by attacking host
iron-binding proteins, such as transferrin, fer-
ritin, or hemoglobin (93). These pathogens also
change their metabolism to respond to nutri-
ent deprivation in the host, such as occurs with
Candida following ingestion by phagocytes,
which results in upregulation of the fungal
amino acid biosynthesis and nitrogen assim-
ilation machinery and a shift from the gly-
colytic pathway to the glyoxylate cycle and
gluconeogenesis (94).

FUNGI, PRRs, AND THE
INDUCTION OF SOLUBLE
MEDIATORS

The recognition of fungi by PRRs on phago-
cytes induces intracellular signaling pathways
that result in the production of numerous
cytokines, chemokines, eicosanoids, and
other soluble mediators that initiate and
modulate inflammatory responses and help
shape the development of adaptive immunity.
These responses are crucial, and deletion or

polymorphisms within these PRRs can result
in susceptibility. Intracellular signaling giving
rise to these responses is mediated by TLR and
non-TLR PRRs, including Dectin-1, MR, the
Fcγ-coupled receptors (Dectin-2 and Mincle),
DC-SIGN, and the scavenger receptors (CD36
and SCARF1), and these receptors collaborate
to initiate optimal antifungal immunity.

TLRs

The TLRs were first identified based on their
ability to control fungal infections in Drosophila,
and five mammalian TLRs (namely TLR2,
which heterodimerizes with TLR1 or TLR6,
TLR4, and TLR9) have subsequently been
implicated in the recognition of most fungal
pathogens. Recognition of fungi by these re-
ceptors triggers the induction of numerous cy-
tokines and chemokines, and mice deficient in
the intracellular adaptor MyD88 are highly sus-
ceptible to infections with C. albicans, Paracoc-
cidioides brasiliensis, A. fumigatus, and C. neofor-
mans, although defects in IL-1 receptor signal-
ing probably also contribute to these pheno-
types (33, 95, 96). What is less evident, how-
ever, is the role of the individual TLR receptors
in antifungal immunity, as there is contradic-
tory literature for almost every TLR and fungal
pathogen (96). TLR2-deficient mice, for exam-
ple, have been shown to be more susceptible to
infection with C. albicans as a result of reduced
proinflammatory cytokine production and neu-
trophil recruitment (97). However, TLR2-
deficient mice have also been shown to be more
resistant to infection with this pathogen as a re-
sult of decreased IL-10 and increased produc-
tion of IL-12 and IFN-γ (33, 98). The reasons
for these discrepancies are still unclear but may
be related, at least in part, to the experimental
model and strain of fungus tested (99).

In humans, several polymorphisms in the
TLRs have been linked to a susceptibility to
fungal infection. A polymorphism in TLR4
(Asp229Gly) has been associated with increased
susceptibility to invasive and chronic cavitary
pulmonary aspergillosis, as well as bloodstream
infections with Candida (100). A polymorphism
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Card: caspase
recruitment domain-
containing protein

in the promoter of TLR9 (T-1237C) has been
associated with the development of allergic
bronchopulmonary aspergillosis, and polymor-
phisms in TLR1 (Arg80Thr) and in both TLR1
(Asn248Ser) and TLR6 (Ser249 Pro) have been
associated with invasive aspergillosis in trans-
plant patients (100). Despite all of these associ-
ations, however, no increased susceptibility or
defects in antifungal immunity have been found
in patients with defects in MyD88 or other crit-
ical downstream signaling components, such as
IRAK-4 (101).

Dectin-1

The β-glucan receptor Dectin-1 possesses a
single extracellular C-type lectin-like domain
(CTLD) that recognizes various fungal species,
including Candida, Coccidioides, Pneumocystis, As-
pergillus, and spores of Cryptococcus neoformans
(102, 103). In response to fungi, Dectin-1 in-
duces intracellular signaling via its cytoplasmic
ITAM-like motif through a pathway involving
Syk kinase, PLCγ2, and Card9 and through the
Raf-1 kinase pathway (102, 104). Dectin-1 sig-
naling is also thought to mediate the activation
of calcineurin (the target of cyclosporine A),
a protein phosphatase whose activity is criti-
cal for the control of fungal infections in mice
and humans (105). Induction of these path-
ways results in the production of numerous cy-
tokines and chemokines, including GM-CSF,
TNF, CXCL2, IL-2, IL-10, IL-6, IL-23, and
IL-1β, as well as arachidonic acid release and
prostaglandin production. In all phagocytes,
Dectin-1 can collaborate with the TLRs to
modulate cytokine production (discussed be-
low); however, the ability of Dectin-1 to in-
duce these responses directly is cell-type depen-
dent (102). For example, Dectin-1 can directly
trigger cytokine production in DCs, but not in
macrophages, yet this receptor mediates fungal
binding and uptake in both cell types (106, 107).

The production of IL-1β is of particu-
lar interest, as the generation of this cytokine
requires activation of the inflammasome fol-
lowing sensing by cytoplasmic PRRs. Indeed,
activation of the NLRP3 inflammasome and

IL-1β production are induced in response to
Candida albicans and Aspergillus fumigatus, and
this requires signaling through the Dectin-
1/Syk/Card9 pathways (95, 108). However, the
mechanism by which these fungi actually acti-
vate the cytosolic NLRP3 inflammasome is still
unclear, although it does involve fungal uptake,
the respiratory burst, and a potassium efflux.

Dectin-1 plays an important role in antifun-
gal immunity, and mice deficient in this recep-
tor have enhanced susceptibility to C. albicans
(in one model) and A. fumigatus, which results
from insufficient inflammatory responses and
fungal killing and these animals also show slight
defects in resistance to Pneumocystis carinii (109–
111). Furthermore, individuals homozygous for
a polymorphism in human Dectin-1 (Y238X),
which causes receptor misfolding and loss of ex-
pression from the cell surface, are susceptible to
mucocutaneous infections with C. albicans and
Trichophyton rubrum (112). This susceptibility
is due to defects in cytokine production, but
not to fungal uptake and killing, which explains
why these individuals do not succumb to sys-
temic infections. Individuals with mutations in
Card9, as well as Card9-deficient mice, are also
susceptible to fungal infections (113, 114).

Mannose Receptor

The MR (CD206) was one of the first fun-
gal PRRs to be identified and has been a fo-
cus of considerable interest, although many of
the earlier studies are likely to be inaccurate
as they were based on using fungal mannan,
which is also recognized by several other PRRs
(Table 1), as an inhibitor. The MR possesses
eight CTLDs through which it recognizes
fungi such as C. neoformans, C. albicans, and
P. carinii, and despite lacking classical signaling
motifs within its cytoplasmic tail, the MR has
been implicated in mediating the production of
cytokines including IL-6, TNF, CCL2, GM-
CSF, IL-1β, IL-12, and IL-10 (115). Although
a soluble form of the MR is generated by pro-
teolytic cleavage and shed into the serum, most
is located intracellularly within the endocytic
pathway, and the recognition of fungi by this
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Th: T helper

receptor may occur only following uptake, as
described above (40). Deficiency of the MR in
mice does not significantly alter the resistance
of these animals to infection with C. albicans or
P. carinii, although there are minor effects on
fungal burdens and pulmonary pathology, re-
spectively (116, 117). However, the MR knock-
out mice have increased susceptibility to infec-
tion with C. neoformans, and this is related to
defects in the development of adaptive re-
sponses to this pathogen (118).

Fcγ-Coupled Receptors (Dectin-2
and Mincle)

Dectin-2 and Mincle both possess a single
extracellular CTLD and a short cytoplasmic
domain that lacks consensus signaling motifs,
but these receptors associate with the ITAM-
containing adaptor molecule, Fcγ, inducing
intracellular signaling through the Syk/Card9
pathway. Dectin-2 can recognize several fungal
pathogens, including H. capsulatum, P. brasilien-
sis, unencapsulated C. neoformans, C. albicans,
T. rubrum, and Microsporum audounii, although
this receptor is thought to preferentially recog-
nize hyphal forms of the latter three pathogens
(11). Fungal recognition by Dectin-2 and sig-
naling through the Fcγ chain can induce the
production of numerous cytokines, including
TNF, IL-1Ra, IL-2, IL-10, IL-6, IL-1β, IL-12,
and IL-23, and possibly cysteinyl leukotrienes
(11–13, 119). Dectin-2-deficient animals were
shown to be susceptible to infection with
C. albicans, but not with C. neoformans, and al-
though the underlying reasons for this suscep-
tibility are unclear, it may be linked to defective
induction of Th17-type adaptive immunity (see
below) (13).

As is the case with Dectin-2, fungal recog-
nition by Mincle induces the production of
cytokines, including CXCL2, CXCL1, IL-10,
and TNF (8, 120). Despite initially being de-
scribed as a receptor involved in the recognition
of C. albicans, Mincle was subsequently shown to
preferentially recognize Malassezia species, in-
cluding M. furfur and M. pachydermatis (8, 120).
Limited analysis of the Mincle knockout mice

has suggested that they do have defects in their
ability to control C. albicans infections, at least
at an early time point after systemic infection,
as well as defective inflammatory responses to
Malassezia (8, 120).

DC-SIGN

Human DC-SIGN (CD209) possesses a single
extracellular CTLD, a stalk region that enables
multimerization of the receptor, and a cyto-
plasmic tail containing internalization motifs.
DC-SIGN recognizes several species of
Candida, Aspergillus fumigatus conidia,
Chrysosporium tropicum, and possibly Cryp-
tococcus neoformans (121–123). There are several
murine homologs of this receptor, but only
SIGNR1 and SIGNR3 can recognize fungi
(124). DC-SIGN can induce intracellular
signaling through the Raf-1 kinase pathway,
but the receptor does not appear to be able to
induce cytokine production in phagocytes di-
rectly. Rather, DC-SIGN appears to modulate
TLR-mediated cytokine production (125).

Scavenger Receptors
(CD36 and SCARF1)

The scavenger receptors CD36 and SCARF1
were recently identified as PRRs for Candida al-
bicans and Cryptococcus neoformans and are capa-
ble of inducing cytokine production, although
the intracellular signaling pathways leading to
these responses are unknown (126). CD36, in
particular, was found to be required for the pro-
duction of IL-1β, TNF, IL-12p40, CXCL2,
CCL3, CCL4, and CCL5, in response to these
fungal pathogens, and loss of CD36 results in
increased susceptibility to systemic infection
with C. neoformans (126).

Collaboration Between PRRs
in Response to Fungi

Fungi possess a diverse array of PAMPs, and
the recognition of intact organisms involves
interactions with many PRRs. Many exam-
ples demonstrate that the interactions between
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PRRs, particularly the TLRs and non-TLRs,
modulate responses to fungi, although our un-
derstanding of the underlying molecular mech-
anisms is still poor. Cooperative signaling be-
tween Dectin-1- and MyD88-coupled TLRs,
for example, synergistically induces the produc-
tion of cytokines such as IL-10, IL-6, TNF,
and IL-23, while simultaneously repressing the
production of IL-12 (102). The interaction of
DC-SIGN with the TLRs induces the produc-
tion of IL-10, but also stimulates or represses
the induction of cytokines, such as IL-12 and
IL-6, depending on the nature of the carbohy-
drate ligand (125, 127). Other examples of co-
operation between TLRs and non-TLR PRRs
include the interactions between TLR2 and
Galectin-3 (Candida), SCARF1 (C. neoformans),
and CD36 (C. neoformans) (9, 126). Although we
know virtually nothing about the interactions
between multiple PRRs, optimal responses to
Candida were shown to require (at least) TLR2,
TLR4, Dectin-1, and the MR (128).

Fungal Modulation of
Inflammatory Responses

In addition to the various strategies such as
morphogenic switching that are involved in
masking cell wall PAMPs and preventing recog-
nition by specific PRR, fungi have developed
several other mechanisms to avoid, modulate
and/or suppress the induction of protective in-
flammatory responses. P. carinii, for example,
may avoid MR-mediated recognition by secret-
ing a MR-binding glycoprotein and by enhanc-
ing shedding of the MR from phagocytes (129).
Fungi, such as C. albicans, can modulate in-
flammatory responses by targeting receptors,
including DC-SIGN, FcγR, CR3, and TLR2,
to induce the production of immunosuppres-
sive cytokines, such as IL-10. Indeed, mice de-
ficient in FcγR, CR3, and TLR2 (at least in
some models) are more resistant to infection
with C. albicans (98, 125, 130).

Other fungi have evolved virulence factors
that actively suppress inflammatory responses,
such as BAD-1 of Blastomyces dermatitidis, which
targets CR3 to inhibit the production of TNF

(21). Another example is the polysaccharide
glucuronoxylomannan (GXM), a major com-
ponent of the capsule of C. neoformans, which
induces the production of IL-10 by targeting
inhibitory Fc receptors on monocytes (14). In-
terestingly, GXM (which is also shed by the
fungus) stimulates the production of inflamma-
tory cytokines in neutrophils but inhibits their
migration, in part by inducing L-selectin shed-
ding (14). C. neoformans also produces melanin,
a virulence factor found in many other fungi,
that has been associated with the suppression
of proinflammatory cytokines, although the un-
derlying mechanisms are unclear (131).

THE INDUCTION OF
ANTIFUNGAL IMMUNITY

Protection against fungal infections requires re-
cruitment and activation of phagocytes, which
is mediated through the induction and sens-
ing of inflammatory cytokines and chemokines,
and it requires the development of Th1-type
adaptive immunity. This requirement is sup-
ported by several lines of evidence, particularly
for disseminated infections, from human pa-
tients and animal models. Mice deficient in the
Th1 cytokines IL-12 or IFN-γ, for example,
are susceptible to infection with many fungi, in-
cluding C. neoformans, A. fumigatus, C. albicans,
H. capsulatum, and P. brasiliensis, and humans
with defects in these pathways are susceptible to
disseminated infections with H. capsulatum and
P. brasiliensis (100, 132). Data (mouse knock-
out, gene polymorphism, and/or clinical stud-
ies) also support a role for other inflammatory
cytokines, chemokines, and chemokine recep-
tors in protective antifungal immunity, includ-
ing TNF, IL-1β, CXCL10, CCR2, CXCR2,
and IL-6 (45, 100, 132–134).

In contrast, the production of immuno-
suppressive cytokines (such as IL-10) or the
development of Th2-type adaptive immunity
is generally thought to contribute to fungal
susceptibility by repressing the antifungal
activities of phagocytes. Indeed, patients with
polymorphisms that result in the upregulation
of IL-4 or IL-10 are at increased risk of
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developing infections with fungi such as
Aspergillus or Candida (100). However, studies
from murine models have suggested that the
role of these cytokines is more complex. IL-4,
for example, is required for the induction of
protective antifungal Th1 responses, whereas
IL-10 helps to limit inflammatory pathology
and promote long-term memory immunity, in
part through the actions of regulatory T cells
(135, 136).

More recently, investigators implicated
Th17-type adaptive immunity in the control
of fungal infections, particularly at the mucosa,
although this may be relevant only at specific
mucosal sites and for specific pathogens (i.e.,
mucocutaneous forms of candidiasis and not
pulmonary Aspergillus infections) (137, 138).
Indeed, defective Th17 responses have now
been linked to the fungal susceptibility that
has been observed in diseases such as hyperim-
munoglobulin E syndrome and autoimmune
polyendocrine syndrome 1 (138). Evidence
from mouse models also suggests that Th17
responses may protect against disseminated
infections (139). In contrast to these reports,
however, there is also contradictory evidence
suggesting that Th17 responses may actually
promote fungal susceptibility by driving inap-
propriate neutrophil activation and suppression
of Th1 immunity (140). Although the reasons
for these discrepancies are unclear, they may be
related to the experimental models employed
(e.g., oral versus gastric candidiasis).

The interaction of fungi with PRRs on
phagocytes plays a key role in determining the
cytokine and chemokine profiles that shape
and influence the resultant immune response.

The interaction of C. albicans with TLR4, for
example, promotes Th1 responses, whereas
the interaction with FcγR or TLR2 promotes
Th2 responses (130, 141). More recently,
investigators have shown that the interaction
of C. albicans with Dectin-1, Dectin-2, and the
MR induces Th17 responses (12, 13, 142, 143).
However, as discussed above, each PRR indi-
vidually induces a complex pattern of cytokines
(and other cellular responses), and how these
are all integrated into a coordinated immune
response is still unknown. Furthermore, the
PAMPs displayed on the fungal surface and
the strategies used by these pathogens to alter
the availability of these structures, such as
morphogenic switching, may have significant
effects, as supported by experimental evidence.
In mice, for example, the interaction of
C. albicans yeast with DCs induces Th1-type
responses, whereas hyphae induce Th2-type
responses (23).

CONCLUSION

Recent discoveries have shed significant new
light onto the underlying mechanisms that pro-
vide resistance to fungal infections. Phagocytes
are the central players in host resistance, and
deficiencies in these cells or their antifungal
effector mechanisms result in susceptibility to
infection. Conversely, fungal pathogens have
evolved strategies to overcome these host de-
fense mechanisms. A better understanding of
the mechanisms used by host and pathogen
will hopefully enable the development of novel
strategies for vaccination, immunotherapy, and
antifungal drugs.

FUTURE ISSUES

1. We need to determine the differences in the recognition of yeast, hyphal, and other
fungal morphotypes (including cell wall composition and PAMP exposure) and how
these differences affect the development of immunity.

2. We need to better understand the roles of the various PRRs in directing the development
of antifungal immune responses in vivo and to use this information to develop novel
vaccine and immunotherapeutic strategies.
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3. We need to understand how the recognition by multiple PRRs is integrated and how
fungi influence these responses.

4. We must improve our understanding of the role of the immune response in commensal-
ism with opportunistic pathogens, such as Candida, and the changes that occur in both
host and pathogen that shift this toward pathogenesis.

5. We need to better understand the immunological factors that govern resistance and
susceptibility at different anatomical sites.

6. We need to broaden our focus to include poorly studied mycoses, particularly those
endemic in developing countries.
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Abstract

Interaction between different types of hematopoietic cells is essential
for proper functioning of the immune system. For instance, the cy-
tokines produced by antigen-presenting dendritic cells will determine
the type of T cell response that is induced. However, hematopoietic
cells are also strongly influenced by the surrounding nonhematopoi-
etic cells. The cells that form these microenvironments are collectively
called stromal cells. Here, we focus on the stromal cells present within
secondary lymphoid organs and discuss their importance for various
aspects of the immune system.
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SLO: secondary
lymphoid organ

FDC (follicular
dendritic cell): the
main stromal cell type
in the B cell follicles

BEC: blood
endothelial cell

LEC: lymphatic
endothelial cell

ADH (aldehyde
dehydrogenase):
an enzyme that
converts retinol into
retinal

RALDH
(retinaldehyde
dehydrogenase): an
enzyme that
metabolizes retinal
into retinoic acid

INTRODUCTION

Various hematopoietic cells meet and inter-
act in secondary lymphoid organs (SLOs) such
as lymph nodes, tonsils, spleen, and Peyer’s
patches. SLOs are the site to which dendritic
cells (DCs) travel from peripheral tissues and
where they present their antigen to T lympho-
cytes, which continuously recirculate through
lymphoid organs via blood and lymph. Because
the frequency with which T cells can recognize
a particular antigen is very low (1), T cells must
interact with large numbers of DCs in a rela-
tively short time. The SLOs are structured so
as to meet this requirement, and they are well
suited for efficient interaction of DCs and T
cells as well as that of T cells and B cells (2).

In addition to hematopoietic cells, stromal
cells are present within SLOs. Investigators
have long viewed stromal cells as cells that sim-
ply provide structural support to the lymphoid
organs and that create different microdomains
for T and B lymphocytes but not as cells that
affect ongoing immune responses or influence
hematopoietic cells. Thus, immune reactions
have classically been studied in the absence of
stromal cells. It has now emerged that stromal
cells not only provide structure and organiza-
tion within SLOs, but also help deliver region-
specific signals to the incoming hematopoietic
cells, which can determine the type of immune
response that is elicited (3–5). In addition, stro-
mal cells in SLOs play a crucial role in silenc-
ing autoreactive T cells, a function previously
attributed to the thymus (6–11).

The nonhematopoietic stromal cells present
within SLOs can be divided into two categories:
those that associate with the B cell areas [the
follicular dendritic cells (FDCs)] and those that
associate with the T cell areas (the fibroblastic
reticular cells). Other nonhematopoietic cells
present in lymphoid organs include blood en-
dothelial cells (BECs) and lymphatic endothe-
lial cells (LECs). The growing interest in stro-
mal cell function within lymphoid organs is
driving the increased identification of cell sub-
sets. We discuss the various levels of interac-
tions of stromal cells with immune cells within

SLOs and their functional consequences. We
do not discuss the role of stromal cells in pri-
mary lymphoid organs, such as the bone mar-
row and thymus, because these topics are dis-
cussed in excellent reviews elsewhere (12–14).

EARLY STROMAL CELL–IMMUNE
CELL INTERACTIONS LEAD TO
LYMPHOID ORGAN FORMATION

Initiation of Lymph Node Formation

SLOs develop prenatally in both mouse and hu-
man (15, 16). The formation of SLOs strictly
depends on the interaction of hematopoietic
cells with surrounding stromal cells. The first
step is for the hematopoietic cells that inter-
act with the stromal cells to collect in one
location. This initial event occurs somewhat
differently for the various SLOs, i.e., lymph
nodes versus Peyer’s patches, but after this ini-
tiating event, the mechanisms of lymph node
and Peyer’s patch formation more or less
converge.

For the development of lymph nodes, the
production of the chemokine CXCL13 and
the expression of its receptor CXCR5 on
hematopoietic cells are essential (17). This
chemokine-receptor pair is involved in attract-
ing the first hematopoietic cells to the loca-
tion of lymph node development (17). The in-
duction of CXCL13 is mediated by retinoic
acid, which is a metabolite of vitamin A.
Vitamin A (or retinol) is first converted into
retinal through the activity of aldehyde dehy-
drogenase (ADH) enzymes; subsequently, reti-
naldehyde dehydrogenase (RALDH) enzymes
then irreversibly convert retinal into retinoic
acid (18). Most cells express the ADH en-
zymes; however, the expression of RALDH en-
zymes is more restricted. Without CXCL13,
CXCR5, and RALDH2, hematopoietic cells do
not form clusters, and consequently no periph-
eral lymph nodes can be formed, which indi-
cates that the generation of both retinoic acid
and the ligand-receptor pair CXCL13-CXCR5
is essential in this process (17). Indeed, retinoic
acid induces the chemokine CXCL13, to which
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Figure 1
Schematic overview of the first phases of lymphoid organ development. The location of both lymph node and Peyer’s patch formation
is determined by different stimuli. (a) For lymph node formation (1) retinoic acid mediates induction of (2) CXCL13 expression in
mesenchymal precursor cells, which determines the (3) location to which the first LTi cells migrate. Clustering of LTi cells allows for a
TRANCE-TRANCE-R-dependent (4) induction of LTα1β2 on LTi cells, which can then signal through (5–7) LTβR expressed on
stromal organizer cells, leading to the definitive formation of lymph nodes. (b) For the initiation of Peyer’s patches (1) RET receptor–
expressing CD11c+ cells encounter RET ligands, which we speculate (2) results in the expression of LTα1β2 on these CD11c+ cells.
These cells can now (3) interact with stromal organizer cells, which are induced to express (4, 5) chemokines and adhesion molecules to
respectively attract and retain additional LTi cells. Moreover, LTβR engagement results in induction of interleukin (IL)-7 expression,
which is needed for further induction of LTα1β2 on newly arriving LTi cells, resulting in increased LTβR signaling.

LTi cell: lymphoid
tissue inducer cell

the hematopoietic cells involved in the earliest
phase of lymph node formation respond. The
structures that expressed the highest levels of
RALDH2 near the first clusters of hematopoi-
etic cells, and thus a potential source of retinoic
acid, were shown to be nerves (17). This led to
the tantalizing concept that nerves may provide
retinoic acid in a paracrine fashion and thus in-
duce the first CXCL13-expressing mesenchy-
mal cells (see also Figure 1a). Indeed, CXCL13
expression could be detected in the immediate
vicinity of nerves in the area of lymph node for-
mation. Consequently, the CXCR5-expressing
cells that are present within the embryos in the
area of CXCL13 expression will migrate to this
site to form the first cluster of hematopoietic
cells.

The hematopoietic cells that express
CXCR5 and that can respond to CXCL13
are lymphoid tissue inducer (LTi) cells and
their precursors that are characterized by
the expression of RORγt, Id2, IL-7Rα, and
CD45 and can be either CD4+ or CD4− (17).
These cells are present at the earliest phase of
lymph node development in both human and
mouse and are essential for the formation of
lymph nodes and Peyer’s patches (15, 19–22).
After LTi cells collect in the areas designated
for lymph node development, they start to
interact with the surrounding mesenchymal
cells to ensure the permanent character of
the developing structures. LTi cells need to
express lymphotoxin-αβ (LTα1β2), which
can signal through the lymphotoxin-β
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Stromal organizer
cells: mesenchymal
cells that, upon
signaling through
LTβR, express
chemokines and
adhesion molecules
instrumental to
attracting
hematopoietic cells to
developing lymphoid
structures and
retaining them

TRANCE:
TNF-related
activation-induced
cytokine, also known
as RANK-L

RET receptor
protein:
a transmembrane
tyrosine kinase
receptor that has
multiple coreceptors
and ligands, among
which is artemin

receptor (LTβR) expressed on mesenchymal
cells (23–25). This leads to the induction of
chemokines and adhesion molecules, which
are needed for the attraction and retention of
additional hematopoietic cells (Figure 1a).
Furthermore, in response to LTβR signaling,
mesenchymal cells are induced to express
cytokines that are needed to further induce
LTα1β2 on hematopoietic cells as well to
warrant their survival (21, 26–28). The crucial
differentiation of these mesenchymal cells after
LTβR engagement into cells that orchestrate
the formation of lymphoid structures gave
them their name: stromal organizer cells. It
is thus of great importance that LTi cells
start to express LTα1β2 in order for them to
interact and activate the mesenchymal cells.
We have proposed that, within developing
lymph nodes, it is in fact the clustering of LTi
cells, in locations where CXCL13 is produced,
that allows them to interact with each other,
leading to TRANCE-TRANCE-R signaling,
given that both cell surface molecules are ex-
pressed on LTi cells (21, 29). Signaling though
TRANCE-R can then lead to the expression of
surface LTα1β2 and to subsequent interaction
with the surrounding mesenchymal cells
(21, 28).

Initiation of Peyer’s Patch Formation

The first expression of LTα1β2 by hematopoi-
etic cells is also essential for Peyer’s patch
formation (30, 31). Hematopoietic cells enter
the embryonic gut at E12.5, after which they
move freely for about three days (32). At E15.5
the hematopoietic cells suddenly form clusters,
which represent the sites of Peyer’s patch an-
lagen. In this case, the initial trigger for cluster
formation requires the receptor tyrosine kinase
RET, without which cluster formation does
not occur (32). The RET receptor has a crucial
role in guiding the invasion of neuroectodermal
cells into the developing gut to form the enteric
nervous system (33). That the initial clustering
of hematopoietic cells is indeed mediated
through RET engagement was shown by incu-
bating embryonic gut explants with the RET

ligand artemin (ARTN)-impregnated beads,
which induced the formation of hematopoietic
clusters in the explants where the beads
contacted the embryonic gut (32). The cells
that express RET receptor are not the LTi
cells, but rather are CD45+CD11c+ cells. The
clusters that are induced by the application of
RET ligand, however, contain both CD11c+

and LTi cells. In addition, the stromal cells
within these clusters are induced to express
vascular cell adhesion molecule-1 (VCAM-1).
Thus, one may speculate that the application
of RET ligands induces the expression of
LTα1β2 on CD11c+ cells. These cells can
then trigger LTβR expressed on stromal cells,
leading to the induction of adhesion molecules
such as VCAM-1, as well as chemokines in this
location, at which point LTi cells are attracted
to this location (Figure 1b). Indeed, CD11c+

cells were shown to express higher levels of
LTβ compared with LTi cells taken from
freshly isolated E15.5 gut (32).

After the first LTα1β2-expressing cells are
induced, development of lymph nodes and
Peyer’s patches depends on further interac-
tion of LTα1β2-expressing cells with LTβR-
expressing stromal cells. This leads to the
production of cytokines such as IL-7 in both
developing lymph nodes and Peyer’s patches
and TRANCE in lymph nodes, which will fur-
ther contribute to the induction of LTα1β2 on
newly arriving LTi cells. This positive feedback
loop allows for a rapid expansion of the devel-
oping structures, which results in their defini-
tive formation. In addition to the production of
chemokines and cytokines and the expression of
adhesion molecules, stromal organizer cells can
also produce lymph-angiogenic factors upon
LTβR triggering, which accounts for the con-
nection to the lymphatic vessel network (21).

IDENTITY OF STROMAL CELL
SUBSETS IN SECONDARY
LYMPHOID ORGANS

In broad strokes, the cellular composition of
SLOs can be divided into a hematopoietic or
a nonhematopoietic compartment, depending
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CD31: also known as
platelet-endothelial
cell adhesion molecule
(PECAM-1)

Gp38: glycoprotein
38, also known as
podoplanin

FRC (fibroblastic
reticular cell): the
main stromal cell type
in the T cell area of
SLOs

MRC (marginal
reticular cell):
putative adult
counterpart of stromal
organizer cells

on the presence or absence of CD45 on the cell
surface, respectively. The CD45-negative com-
partment contains all bona fide mesenchymal-
derived stromal cells, as well as BECs and LECs
and other nonhematopoietic subsets that are
discussed below. It is as yet unclear how many
stromal cell types exist within the various SLOs.
A particularly useful combination of cell sur-
face markers was introduced by Link et al.
(34), who stained for CD31 and podoplanin
(Gp38) to distinguish at least four different sub-
sets within the CD45-negative cell population
of collagenase-digested lymph nodes (see also
Figure 2). BECs are positive for CD31 but neg-
ative for Gp38, whereas fibroblastic reticular
cells (FRCs) are positive for Gp38 but negative
for CD31 (Figure 2a). LEC are double posi-
tive for both CD31 and Gp38. However, this
subdivision among CD45-negative cells is far
from complete. The double-negative stromal
cell population in a CD45− gated CD31 versus
Gp38 plot comprises multiple separate popula-
tions, of which only some have been identified.

Identification of New Stromal
Cell Subsets

An interesting recent addition is a popula-
tion of antigen-presenting stromal cells char-
acterized by the expression of the epithelial
cell adhesion molecule (EpCam, EGP2) and
MHC class II (8). The Gp38-positive popu-
lation also contains an MHC class II–positive
antigen-presenting stromal cell population fur-
ther characterized by the binding of the lectin
UEA-1 (9). Furthermore, Katakai et al. (35) re-
cently identified a population of stromal cells
they designated marginal reticular cells (MRCs)
that share many markers with yet another
constituent of the CD45−Gp38+ population,
FDCs. Both MRCs and FDCs express ICAM,
VCAM, and Gp38 on their cell surface. MRCs
can be further identified by additional expres-
sion of MAdCAM-1 (mucosal addressin cell ad-
hesion molecule-1), and they may represent the
adult counterpart of lymphoid tissue stromal
organizer cells, which are crucial to embryonic
development of lymphoid organs. FDCs are

usually classified on the basis of CD35 (comple-
ment receptor 1) expression or of the binding
of monoclonal antibodies FDC-M1 or FDC-
M2 [the latter staining complement C4 deposits
(36)]. FDCs are not readily observed in suspen-
sions of SLOs made by collagenase digestion
because they are relatively sparse and hard to
dislodge from the extracellular matrix. More-
over, they tightly associate with B cells, making
it difficult to generate single-cell suspensions
(37).

Tight cell-cell contacts are also an issue
for the isolation of several other stromal cell
subsets. Even when single-cell suspensions are
achieved after tissue digestion, cell surface
markers are exchanged between, for instance,
EpCam-positive stromal cells and DCs (R.
Roozendaal & R. Mebius, unpublished data).
This has also been observed in the thymus,
where surface markers are exchanged between
medullary epithelial cells and DCs (38). Finally,
certain surface markers such as Gp38 appear to
be sensitive to proteolytic cleavage by proteases,
such as dispase, that are used in many proto-
cols for enzymatic tissue digestion. Investiga-
tors must understand these caveats when iso-
lating and analyzing stromal cells from SLOs
or they may overlook or even misclassify stro-
mal cell subsets. We believe that these issues
are among the reasons that new stromal subsets
will continue to be identified and characterized.

STROMAL CELL–IMMUNE CELL
INTERACTIONS FOR
DIFFERENTIATION OF
STROMAL CELL SUBSETS

Marginal Reticular Cell
Differentiation

For mesenchymal stromal cells to differentiate
into the various stromal cell subsets observed
in T and B cell areas, they must interact with
hematopoietic cells. Stromal organizer cells de-
velop in several steps from mesenchymal pre-
cursor cells. In mouse embryonic lymph nodes,
only the final differentiation step into VCAM-
1hiICAM-1hiMAdCAM-1+ stromal organizer
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cells appears to depend on LTi cell–derived
lymphotoxin (39). MRCs are the putative adult
counterparts of lymphoid tissue organizer cells
(35). They are present in all SLOs and can
be identified at birth in mice. In adult SLOs,

MRCs are characterized by the expression of
Gp38, MAdCAM-1, VCAM-1, ICAM-1, and
high levels of TRANCE. They also stain pos-
itive for BP-3, RelB, and CXCL13 (35). In
the adult spleen, MRCs are better known as
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sinus lining cells or MAdCAM-1-positive
FRCs. MRC maintenance in the spleen fully de-
pends on continuous LTβR signaling, whereas
in the lymph node, MRCs in the absence of
LTβR signals lose CXCL13 and MAdCAM-1
expression upon blockade of LTβR signaling
but appear to persist as TRANCE-expressing
cells in their characteristic location (35, 40).
B cells or the adult counterparts of LTi cells
likely provide the lymphotoxin signal required
for MRC maintenance by providing cell sur-
face LTα1β2 as a ligand for LTβR. The pres-
ence of many CXCL13-expressing stromal cells
that colocalize with LTi cells in the cortex
of severe combined immunodeficiency (SCID)
lymph nodes, which lack B cells, suggests a role
for LTi cells in MRC maintenance (41). Katakai
et al. (35) noted that MRCs are not observed
in tertiary lymphoid structures in the stomach,
which suggests that the formation of MRCs
is limited to a certain window during devel-
opment. However, in tertiary lymphoid struc-
tures induced after influenza infection, the pat-
tern of CXCL13 staining does not fully overlap
with the FDC network, suggesting the pres-
ence of MRCs (42). Other CXCL13-producing
cells, such as macrophages or DCs, cannot be
excluded, however (43–45). The developmen-
tal requirements for MRCs should be further
identified.

Follicular Dendritic Cell
Differentiation

Differentiation of stromal cells toward FDCs
also requires the presence of B cells within
SLOs, although a role for T cells in this process

has also been reported (46). The postnatal en-
trance of B cells is needed for expression of the
first FDC-specific markers that can be seen at
7 days after birth, whereas their precursors are
already present on the day of birth (47). FDC
differentiation can still occur at later stages in
SCID mice, which lack B and T lymphocytes.
Transfer of mature lymphocytes into SCID
mice results in the presence of FDCs within
the B cell follicles that then develop (48). The
stromal precursors that give rise to FDCs have
not been identified, although a large panel of
genetic modifications has provided insight into
their developmental requirements. B cells need
to express TNF-α as well as LTα1β2 to me-
diate the differentiation of mesenchymal cells
toward FDCs (48, 49, 50). LTβR and TNF-
RI signaling give rise to distinct NF-κB signal-
ing pathways, which differentially affect the de-
velopment of both lymphoid organs and FDCs
(reviewed in 46, 51, 52). TNF-RI signaling ex-
clusively activates the canonical NF-κB path-
way, leading to the activation of IKK2 (inhibitor
of IκB kinase 2), the phosphorylation of IκBα,
and the translocation of p50/RelA heterodimers
to the nucleus (Figure 3). LTβR signaling,
in addition to activating the canonical NF-κB
cascade, also activates the alternative NF-κB
pathway, leading to NIK (NF-κB-inducing ki-
nase) activation, IKK1 activation, processing
of p100/RelB heterodimers, and translocation
of p52/RelB heterodimers to the nucleus. Di-
rect evidence for the functional segregation
of IKK1- and IKK2-mediated signals comes
mainly from in vitro studies in which both
TNF-α and anti-LTβR trigger IKK-mediated
phosphorylation of IKK2, whereas LTβR

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 2
Identification of stromal cell subsets by FACS analysis and immunofluorescence. (a) Representative FACS analysis of collagenase-
digested lymph nodes. When gated on live CD45-negative cells, staining with Gp38 and CD31 identifies at least four populations.
Stromal cell subsets contained within each of these populations are indicated in the FACS plot. (b) Schematic representation of a lymph
node with insets showing characteristic localization patterns for various stromal subsets and DCs. B and T denote B cell follicles and
the T cell area, respectively. (c) Immunofluorescent micrographs of lymph node cryosections, corresponding to similar areas as depicted
in inset 1 and 2 in b. Left micrograph shows staining for MHC class II ( green), EpCam (red ), and CD11c (blue). Putative extrathymic
AIRE-expressing cells (eTACs) are indicated with white arrows. Right micrograph shows staining for fibronectin ( green), CXCL13
(red ), and CD35 (blue). White arrows indicate marginal reticular cells (MRCs). The FDC network is outlined with a white dashed
line.
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or germinal centers
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Peyer’s patches
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Figure 3
NF-κB signaling cascades induced by LTα1β2 and TNF-α differentially affect SLOs and stromal cell
development. This schema gives an overview of the canonical and alternative NF-κB cascades and their
activation by signaling through TNF-RI and LTβR. Boxes and associated text indicate the phenotype
presented by mice deficient for signal transduction components contained within the particular box, with
respect to stromal cell differentiation and SLO development.

ligation uniquely induces IKK1-associated
p100 kinase activity (53). However, in vivo
studies have revealed largely normal FDC
networks in classical pathway–deficient mice,
whereas FDC networks were absent in alter-
native pathway–deficient mice (49, 54–56).

The most detailed information to date
comes from an elegant study by Victoratos
et al. (57), who show that FDC-specific ab-
lation of IKK2 does not affect the develop-
ment of FDC networks, whereas it presumably
does block TNF-RI-induced NF-κB signaling.
Thus, TNF-RI likely transmits additional NF-
κB-independent signals in FDCs that are im-
portant for FDC differentiation and CXCL13
production (51, 57).

Strikingly, there is a virtually complete
overlap between mutations that affect the de-
velopment of FDCs and MRCs. MAdCAM-1
expression on sinus lining cells is defective
in TNF-RI- and TNF-α-deficient mice;
in these mice, ERTR7-positive sinus lining
cells no longer delineate the borders between
the marginal zone of the spleen and the B
cell follicles (58). Moreover, in TNF-RI-
and TNF-α-deficient mice, cells that have
a partial FDC phenotype accumulate in the
marginal zone (58) rather than occupy the B
cell follicles. Mice deficient for components of
the alternative NF-κB pathway, i.e., p52- or
RelB-deficient mice, completely lack FDC-M1
networks in B cell follicles and MAdCAM-1
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staining in the splenic marginal zone (55, 56).
In addition to these defects in splenic microar-
chitecture, p52-deficient mice exhibit a partial,
but clear, defect in expression of CXCL13 (59,
60). RelB−/− mice show a more dramatic re-
duction in expression of CXCL13, whereas the
levels of LTα1β2, TNF-α, and LTβR remain
normal (55). Thus, the lack of LTβR-mediated
signaling seems to lead to a more dramatic
reduction of CXCL13 expression than does
the absence of TNF-RI-mediated signaling.
Indeed, the phenotypic changes identified in
p52−/− and RelB−/− mice partially overlap with
those described in Cxcl13−/− mice (61). Taken
together, these data suggest that MRCs and
FDCs, the main producers of CXCL13, are
part of a common differentiation pathway that
depends on both TNF-α and lymphotoxin.
We propose that MRCs therefore represent
the long-sought precursors to FDCs. MRC
development depends on LTβR-mediated
signaling, whereas subsequent maturation into
FDCs additionally requires triggering through
TNF-RI (see also Figure 4).

Fibroblastic Reticular
Cell Differentiation

For the development of FRCs within the T cell
areas of the spleen, B cells are also instrumental.
Expression of CCL21 and podoplanin on FRCs
depends on LTα1β2 expression by B cells (62).
Because LTi cells that are present in the neona-
tal spleen lack the expression of LTα1β2, B
cells are the main inducers of LTβR-mediated
stromal cell maturation in the spleen early after
birth (63). The production of the extracellular
matrix, a typical feature of FRCs, by stromal cell
lines derived from lymph nodes is induced by
incubation with CD4+ T cells as well as by com-
bined signaling through TNF-RI and LTβR,
indicating that the interaction of T cells with
stromal cells may also contribute to their dif-
ferentiation toward FRCs (64).

In lymph nodes, the FRC network appears
to form normally in the absence of B cells, and
therefore different cells may contribute to the
differentiation toward FRCs in different SLOs

Marginal
reticular cells

Fibroblastic
reticular cells

Fibroblastic
reticular cells

Follicular
dendritic cells

TNF-α
LTα1β2

LTα1β2

TNF-α
LTα1β2

Stromal
organizer

cells
TNF-α
LTα1β2

Figure 4
Schematic overview of possible differentiation pathways of stromal organizer
cells toward stromal cell types present in SLOs. Speculative lineage
relationships are indicated between identified subsets and the factors that may
mediate this differentiation, based on the literature. Solid arrows indicate
well-established differentiation pathways, whereas dashed arrows are currently
supported by circumstantial evidence and remain to be verified experimentally.

(62, 65). After birth, the entry of B cells leads
to a remodeling of the FRC network into the
more sparse reticular network as it is commonly
observed in the follicles (65). In follicles, FDCs
and MRCs, rather than FRCs, wrap the reticu-
lar fibers (35, 66, 67). It is as yet unclear whether
FRCs lay down the follicular network and are
then replaced or whether the follicular reticu-
lar network is synthesized de novo by MRCs
and/or FDCs. The enormous plasticity of the
FDC network after an immunological stimulus
at least provides circumstantial support for the
latter alternative. While FDCs in resting fol-
licles mainly occupy the center of the follicle,
after immunization the FDC network often ex-
tends toward the subcapsular sinus and becomes
contiguous with the layer of MRCs. As is the
case for FDCs, the precursors to FRCs have
not been formally identified. Their phenotype
(Gp38+, VCAM-1+, ICAM-1+) suggests that
FRCs may also be related to stromal organizer
cells, but LECs constitute at least one valid
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alternative. FRCs and MRCs develop at ap-
proximately the same time (35), and their de-
velopment depends on the same signaling path-
ways. This could suggest that MRCs and FRCs
have a common precursor in stromal organizer
cells (Figure 4).

STROMAL CELL–IMMUNE CELL
INTERACTIONS IN THE
CONTROL OF SECONDARY
LYMPHOID ORGAN FUNCTION

In addition to the vital role that stromal
cell–immune cell interactions play in the early
development of SLOs, these interactions are
also essential for generating the complex archi-
tecture of the SLOs. In the following sections,
we discuss the role of stromal cell–immune
cell interaction for the induction, maintenance,
and regeneration of SLO architecture. We only
briefly address how SLO architecture serves to
optimize immune system function because this
topic has been extensively covered in excellent
reviews elsewhere (2, 68).

Through the production of homeostatic
chemokines, the stromal cells within the sec-
ondary lymphoid tissues direct the incoming
lymphocytes to migrate through the tissue to
the distinctive domains. Within the B cell areas,
FDCs and MRCs produce CXCL13, whereas
FRCs in the T cell areas produce CCL19 and
CCL21. Production of these chemokines is
necessary to segregate B and T lymphocytes
into their distinctive microdomains (61, 69–72).
Upon activation, the chemokine receptors on
B and T lymphocytes are regulated so that T
cells start to be responsive to CXCL13, allow-
ing their migration to the edge of the B cell
follicles, while B cells become more respon-
sive to the chemokines expressed in the T cell
areas, also stimulating their migration toward
the edge of the B cell follicles (73). T follicular
helper cells (TFH cells) express sufficient levels
of CXCR5 to migrate into the B cell follicles,
where they assist in the initiation of germinal
center responses (74).

The stromal cells within the T cell areas of
the lymph nodes are, through their production

of the CCL19 and CCL21 chemokines, effec-
tive in guiding the migration of DCs and T cells
(75–77). In addition, DCs are anchored to the
FRCs, resulting in the formation of a network of
DCs. This network is especially well established
around the high endothelial venules and in the
bridging channels, where naive lymphocytes
enter the lymphoid organs (66). Because DCs
are anchored to the network of FRCs on which
the T cells migrate (78, 79), T cells will effi-
ciently sample antigen-presenting cells, max-
imizing the chances that they will encounter
their cognate antigen (66, 80).

This sampling of antigen-presenting cells
by T cells is essential because only limited
numbers of antigen-specific cells of any speci-
ficity can be present in a naive individual (1).
Thus, the chances of two cells randomly meet-
ing are extremely small. Upon encounter with
a pathogen, a program of changes is initiated
within the lymph nodes that drains the affected
tissue to increase the chances that antigen-
specific cells encounter their cognate antigen.
Afferent blood flow to the lymph nodes is in-
creased, and lymphocyte egress is temporarily
halted, resulting in accumulation of immune
cells in both lymph nodes and spleen (reviewed
in 2). In particular, the accumulation of immune
cells in lymph nodes is paralleled by extensive
changes to the stromal cell network (64, 81, 82,
83). Both B cells (81, 82) and DCs (81) have
been implicated in the induction of vascular
changes. FRC proliferation is likely required
to accommodate the increase in lymph node
size and may be a limiting factor in regenerat-
ing the reticular network structure. Temporary
disruption of SLO structure could account for
the transient immune suppression that is ob-
served after primary infection with pathogens
such as measles and influenza (2). In fact,
some pathogens appear to employ disruption of
the reticular network as a strategy of immune
evasion (83).

Perhaps even more surprising than the re-
markable changes that SLOs undergo during
an immune response is the fact that resolution
of an immune response is usually paralleled by
complete restoration of the original structure
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ILF: isolated
lymphoid follicle

AIRE (autoimmune
regulator):
a transcription factor
involved in the
transcription of diverse
tissue-specific antigens

MTECs (medullary
thymic epithelial
cells): the main
AIRE-expressing cells
in the thymus that
express an array of
tissue-specific antigens

eTACs: extrathymic
AIRE-expressing
stromal cells

and size of the SLO. For the spleen, this pro-
cess depends on LTi cells as well as on LTα1β2-
dependent signaling (83). The peripheral T cell
pool is remarkably constant in size, which sug-
gests that T cells compete for limited amounts
of survival factors in SLOs (84, 85). IL-7 has
long been known as the chief survival factor
for naive T cells in the periphery. Lymph node
FRCs provide a limiting source of IL-7 for
maintaining the peripheral T cell pool (34). In-
triguingly, IL-7 also appears to be the limiting
factor for maintaining the peripheral pool of
adult LTi cells (27, 86).

Several lines of evidence support the no-
tion that LTi cells, in particular, are the limit-
ing factor for SLO size and/or number. When
LTi cells are prevented from inducing Peyer’s
patches by disrupting LTβR signaling, they
subsequently form isolated lymphoid follicles
(ILFs) instead, which results in an increased
number of total ILFs within the intestine (87).
IL-7-dependent expansion of LTi cells leads
to enlarged lymph nodes, Peyer’s patches, and
spleen and to the formation of additional ec-
topic lymph nodes and tertiary lymphoid organs
(26, 27).

Thus, IL-7 levels may provide a set point
for immune system homeostasis. IL-7 levels de-
termine the number of LTi cells. In turn, LTi
cell numbers govern SLO size and number, and
SLO size and number then control the size of
the adult T lymphocyte pool via FRC-derived
IL-7. Because regeneration of lymphoid organ
integrity after infection also depends on LTi
cells (83), a limited pool of LTi cells or LTi cell
precursors provides an intuitive explanation for
both a fixed secondary lymphoid size and recon-
stitution of size and structure after an immune
response. Studies into the role of LTi cells in
adult mice have been challenging because they
present a much more heterogeneous population
of cells than do their fetal counterparts (88, 89).
Although adult LTi cells can be expanded by in-
creased provision of IL-7, they do not appear
to be fully dependent on IL-7 for their survival
(27), which is in agreement with the facts that
not all adult LTi cells express IL-7Rα (89) and
that thymic stromal lymphopoietin (TSLP),

another ligand for IL-7Rα, can to some ex-
tent rescue LTi cell development (86). The
transcription factor RORγt has been shown to
be a master regulator of LTi cell development
(19, 20). Nevertheless, RORγt-deficient mice
have strikingly normal spleen organization and
also develop nasal-associated lymphoid tissue
(NALT) (20). Both of these findings suggest
that, at least in these secondary lymphoid tis-
sues, either LTi cells are not absolutely required
or not all LTi cells are dependent on RORγt
(90).

Antigen Presentation by Stromal Cells

A remarkable finding is that there are stro-
mal cells in SLOs that express the transcrip-
tion factor AIRE (autoimmune regulator) (91).
Expression of AIRE has long been considered
exclusive to thymic stromal cells, where it drives
the expression of an array of otherwise tissue-
specific antigens (TSAs) (92). Far from being
a classic transcription factor, AIRE affects the
transcription of many genes that normally have
widely divergent patterns of expression and reg-
ulation (93). How AIRE controls the transcrip-
tion of thousands of TSAs has only recently
been addressed (94). Medullary thymic epithe-
lial cells (MTECs) largely rely on AIRE to ex-
press TSAs and, together with thymic DCs, me-
diate negative selection of self-reactive T cells
(12, 95). While this process is highly efficient at
eliminating T cells that react with self-proteins
at too high an affinity, some self-reactive T
cells escape into the periphery, where additional
control mechanisms must ensure peripheral im-
munological tolerance.

One of the mechanisms that govern self-
tolerance in SLOs is provided by extrathymic
AIRE-expressing stromal cells (eTACs). Apart
from their expression of AIRE, eTACs are char-
acterized by the expression of EpCam (EGP2;
CD326) and MHC class II and by a lack of
CD45 (8). Like MTECs, eTACs express di-
verse TSAs. When self-reactive CD8+ T cells
encounter cognate TSA in the context of MHC
class I on the surface of eTACs instead of on
the tissue itself, they are activated and deleted,
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Figure 5
Schematic representation of antigen-presenting stromal cells. (a) Antigen-
presenting stromal cells likely express TSA via the activity of AIRE or Deaf-1,
resulting in presentation of tissue-restricted self-antigens in MHC class I. If
stromal cell subsets positive for MHC class II were capable of autophagy, they
could present self-antigens in MHC class II. (b) Several subsets of
antigen-presenting stromal cells have been identified. The subsets are here
classified according to their expression of MHC class II, AIRE, and Deaf-1.

which provides a peripheral backup for negative
selection in the thymus (8). Dooley et al. (96)
recently suggested that TSA expression may be
a general feature of epithelial cells, not limited
to MTECs and epithelial-like eTACs.

Somewhat surprisingly, the expression of
TSAs by stromal cells in SLOs does not even
appear to be limited to epithelial-like cells
(6, 7) (see Figure 5 for an overview). Lee et al.
(9) initially described deletion of CD8+ T cells
via TSA expression in a subset of stromal cells
that bind the lectin UEA-1. Gardner et al.
(8) demonstrated deletion of CD8+ T cells by
stromal cells expressing EpCam. These sub-
sets are mutually exclusive, given that UEA-
1-binding stromal cells are positive for Gp38,
whereas EpCam-expressing stromal cells are
not. Dual staining for Gp38 and the endothelial
marker CD31 can be further used to differen-
tiate between several other subsets of stromal
cells, in particular FRCs, LECs, and BECs (34)
(Figure 2). Except for BECs, all these subsets
have now also been linked to the presentation

of TSA and activation of CD8+ T cells (6, 7,
9, 10, 91), suggesting that TSA expression is a
virtually ubiquitous feature of stromal cells in
SLOs. The stromal subsets that do not express
AIRE may accomplish their expression of TSA
via the AIRE analog Deaf-1 (11). The finding
that Deaf-1 expression appears to be ubiqui-
tous among the different stromal subsets does
not immediately answer how the expression of
several TSAs can be tightly confined to a spe-
cific stromal cell subset (6, 7). However, the ex-
pression of AIRE also induces quite distinct sets
of genes when expressed in eTACs relative to
MTECs (8), suggesting that additional regu-
latory mechanisms account for cell-type speci-
ficity of TSA transcripts.

How TSA expression by stromal cells will
influence the pool of autoreactive T cells dur-
ing an ongoing immune response is difficult to
predict. The first clues may be provided by the
observations of Fletcher et al. (7), who show
that stimulation of FRCs via Toll-like receptor
(TLR) 4 plus TLR3 results in reduced expres-
sion of TSA and reduced stimulation of CD8+

T cells. In contrast, stromal cells lacking Gp38
and CD31 have enhanced expression of TSA
under the same conditions (7). This double-
negative stromal cell population has the high-
est expression of AIRE and should contain the
eTAC population described by Gardner et al.
(8) based on surface markers; however, Fletcher
et al. (7) do not observe expression of EpCam
in the double-negative stromal cell population
in their studies. Regardless of the ultimate def-
inition of TSA-presenting stromal cell subsets,
there appears to be a functional dichotomy in
TSA expression in that peripheral tolerance
against some self-antigens may be temporarily
relieved under inflammatory conditions while
it is maintained or even enhanced against other
TSAs.

Presentation of TSA by stromal cells is not
necessarily restricted to formation of peptide
MHC class I complexes (pMHCI). Both eTACs
and subsets of Gp38+ stromal cells have been
noted to constitutively express high levels of
MHC class II (97). According to the paradigm,
intracellular antigens are presented as pMHCI
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to induce effective CD8+ T cell responses
against viruses and intracellular bacteria (98).
Cells that are capable of autophagy also present
intracellular antigens in the context of MHC
class II (99). In accordance, MTECs constitu-
tively have high levels of autophagy to ensure
adequate presentation of TSA to both develop-
ing CD4+ and CD8+ T cells (100). In addition
to their role in negative selection, MTECs also
induce Foxp3+ regulatory T cells (Tregs) (101).
Because TSA-expressing stromal cells in SLOs
appear to recapture the function of MTECs in
the periphery, it is tempting to speculate that
they could also interact with Tregs, particularly
because eTACs express high levels of ICOS-
L (inducible costimulator ligand) (8), which
will enable their interaction with Tregs that
constitutively express high levels of ICOS. To
our knowledge, it has not been demonstrated
that TSA-expressing stromal cells are capable
of autophagy, and it is thus as yet unknown
whether they present TSA as pMHCIIs in ad-
dition to pMHCIs. If stromal cells present TSA
as pMHCII, such presentation would favor in-
teractions with Tregs, given that the repertoire
of Tregs is biased toward self-antigen-derived
pMHCII (102, 103). In the thymus, DCs also
present TSA in the context of MHC class II and
participate in negative selection (12). DCs inti-
mately interact with MTECs to the point that
several membrane molecules are exchanged be-
tween these cell types (38). Moreover, due to
the high turnover of MTECs, DCs acquire
MTEC-associated antigens by taking up dy-
ing MTECs (104). If we extrapolate the eTAC-
MTEC analogy, this could also provide a means
for the presentation of stromal cell–associated
TSA as pMHCII on local DCs in SLOs, since
MTECs and local DCs have a close physical
association.

MHC class II on TSA-presenting stromal
cells may also have a more conventional func-
tion in the presentation of exogenous antigens.
At least some MHC class II–positive stromal
cell subsets appear to form an integral part
of the system of reticular fibers (conduit sys-
tem) that spans SLOs (78, 79). In addition
to transporting chemokines, conduits transport

low-molecular-weight antigens that come into
lymph nodes via the afferent lymph (78, 79).
Antigen-presenting stromal cells associated
with the conduit system may thus efficiently
sample antigens transported via the conduits
and present them in the context of MHC class
II, as has been described for conduit-associated
DCs.

Differentiation of Immune Cells
by Stromal Cells

Lymph nodes within the various regions of the
body have functions that are specific to their
location. Investigators have shown that cervi-
cal lymph nodes that drain the nasal cavity
are equipped to induce antigen-specific Tregs
upon administration of ovalbumin into the
nasal cavity (105). This capacity to induce tol-
erance upon intranasal administration of anti-
gens is a specific feature of cervical lymph
nodes, as demonstrated by lymph node trans-
plantation (5). Upon lymph node transplan-
tation, all hematopoietic cells migrate out of
the lymph nodes and are replaced by host-
derived hematopoietic cells over a period of
four weeks, during which blood and lymphatic
vessels are reconnected to the transplanted
lymph nodes (3, 4). The stromal cells, such
as FRCs, FDCs, LECs, and BECs, within
the transplanted lymph nodes are almost ex-
clusively donor derived. Therefore, the stro-
mal cells within adult cervical lymph nodes
are instrumental in the generation of Tregs.
Whether this occurs through direct interaction
between antigen-presenting stromal cells and T
cells or through communication with antigen-
presenting DCs remains to be established.

Another example of imprinting of immune
cells by lymph node stromal cells again comes
from lymph node transplantation experiments.
For the induction of gut-homing molecules
on activated T cells, retinoic acid is necessary
(106). To mediate this effect, retinoic acid has
to bind to retinoic acid receptors that can func-
tion as active transcription factors that bind to
retinoic acid–responsive elements in promoter
regions of various response genes (18, 107).
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For the induction of the gut-homing molecules
α4β7 and CCR9, which direct T cell migration
to the intestines, this signaling pathway is re-
quired (106). DCs that are present within the
small intestine, mesenteric lymph nodes, and
Peyer’s patches express the RALDH enzymes
and can therefore produce retinoic acid (108–
110). Two complementary studies showed that
the imprinting of gut-homing molecules on T
cells, upon their activation in mesenteric lymph
nodes, also involves the generation of retinoic
acid by lymph node stromal cells (3, 4). These
studies provide clear evidence that lymph node
stromal cells contribute to steering the adap-
tive immune response that is initiated within
SLOs. Conversely, migration of T lymphocytes
to the skin depends on the expression of the
skin-homing molecules CCR4, CCR10, and
the ligands for P- and E-selectin (107). DCs
within skin-draining lymph nodes are especially
well equipped to induce skin-homing molecules
upon activation of T lymphocytes. In a similar
fashion to the instructive role of the mucosal
environment on DCs, dermal fibroblasts can
imprint bone marrow–derived DCs with the
ability to induce the expression of E-selectin
ligands upon activation of T lymphocytes
(111).

ROLE OF STROMAL CELLS IN
NONLYMPHOID ORGANS
DURING INFLAMMATION

Besides the above depicted importance of stro-
mal cells for immune regulation and imprint-
ing of region-specific information, they are also
recognized as crucial components of chronic in-
flammatory reactions. The central role of stro-
mal cells for the ectopic development of lym-
phoid tissues was shown by the intradermal
injections of cell suspensions obtained from
neonatal lymph nodes (47). These injections re-
sulted in the formation of ectopic lymph node–
like structures within two weeks. The cells that
were of donor origin within these lymphoid
structures turned out to be stromal cells, which
had the capacity to attract and retain host-
derived B and T lymphocytes and to organize

them into distinctive microdomains. The piv-
otal role of stromal cells for ectopic lymphoid
organ formation is further supported by stud-
ies in which artificial lymph nodes were cre-
ated by the implantation of scaffolds that were
embedded by stromal cells under the kidney
capsule (112). The implanted structures attract
all cell types that are present within normal
lymph nodes, which organize into distinctive T
and B cell areas, supporting bona fide immune
responses. Therefore, one might predict that
stromal cells are crucial in the formation of ter-
tiary lymphoid structures that develop during
chronic inflammations.

Indeed, investigators have shown that,
during the development of atherosclerosis,
tertiary lymphoid structures develop opposite
the developing plaques in the adventitia (113).
Within the tertiary lymphoid structures,
stromal cells with the characteristics of FRCs
and FDCs are present in T and B cell areas,
respectively. For the formation of these struc-
tures, the smooth muscle cells that are present
beneath the plaques become activated and act
as organizer cells to form the lymphoid struc-
tures (113). Signaling through both LTβR and
TNF-RI was shown to lead to the induction
of the homeostatic chemokines and their
differentiation toward stromal organizer–like
cells (114). Once established, the tertiary
lymphoid structures could be disrupted by
LTβR blockade in vivo (113). These studies
showed that indeed stromal cells can be crucial
to the development of tertiary lymphoid
structures. However, DCs and macrophages,
through their production of CXCL13 upon
LPS encounter, may also initiate the formation
of tertiary lymphoid structures (43–45). At
least for the maintenance of induced bronchus-
associated lymphoid tissues, which develop in
the lung in response to influenza infection,
DCs are pivotal. DCs produce homeostatic
chemokines as well as lymphotoxin-β, and the
depletion of DCs and the blockade of LTβR
result in resolution of the tertiary lymphoid
structures (44). This points to a crucial role for
DCs in the maintenance of induced lymphoid
structures in the lung. However, depletion of
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DCs does not reduce the amount of CXCL13
produced in these structures, which points to
additional cellular sources of CXCL13 (44).

In general, tertiary lymphoid structures re-
semble SLOs in composition and organization,
although differences have been noted. For in-
stance, lymphatic vessels are not regularly con-
nected to tertiary lymphoid structures (115).
Also, MRCs are reported to be absent in ter-
tiary lymphoid structures in the stomach (34a),
although this will have to be verified in orga-
nized lymphoid tissues that develop in other
chronically inflamed tissues and autoimmune
diseases. Furthermore, it remains to be seen
whether antigen-presenting stromal cells are a
particular feature of SLOs and whether only in
these developmentally restricted lymphoid or-
gans peripheral tolerance can be maintained. If
antigen-presenting stromal cells are indeed sys-
tematically absent in tertiary lymphoid organs,
this may contribute to promoting autoimmune
response in tertiary lymphoid structures. It will
therefore be important to see what the differen-
tiation pathways for antigen-presenting stromal
cells are in order to stimulate their formation at
desired ectopic locations.

CONCLUDING REMARKS

The necessity of the interaction of immune cells
with stromal cells starts with the development
of the immune system and continues within
developed lymphoid tissues during adult life.
During fetal life, hematopoietic cell–mediated
signaling through the TNF-R family member
LTβR is essential for the differentiation of stro-
mal cells toward stromal organizer cells, which
have the specific capacities to attract and retain
hematopoietic cells as well as provide survival
factors to them. This differentiation can also oc-
cur postnatally during inflammatory responses.
Once the first clusters of hematopoietic cells
have been formed, stromal organizer cells are
further needed for establishing and maintaining
the architecture of B and T cell areas within the
lymphoid organs. Stromal organizer cells will
further differentiate, again through the inter-
action with hematopoietic cells and dependent

on signaling through TNF-R family members,
into the stromal subsets specific for the differ-
ent microdomains. Furthermore, a large body
of evidence supports the notion that these
pathways are also important for maintaining
the organization within and the regeneration
of SLOs after immune activation. Tertiary
lymphoid structure formation again appears to
recapture many aspects of SLO formation and
uses the same pathways, although alternative
pathways may still have to be elucidated. The
induction of stromal organizer cells requires
the interaction of mesenchymal precursor cells
with hematopoietic cells. Various hematopoi-
etic cell subsets can turn on this program,
depending on the time and location of the
induction. The differentiation capacity of the
mesenchymal precursor cells is an additional
variable in the rich variety of processes that are
governed by essentially the same pathways.

Within mature SLOs, differences can be
distinguished between lymph nodes draining
mucosal tissue versus the skin. Whether this
regional imprinting of stromal cells also re-
quires an interaction with hematopoietic cells
or whether this differentiation is regulated by
soluble mediators derived from the surround-
ing tissues remains to be seen.

The recent discoveries of two stromal sub-
sets within SLOs, the MRCs and the antigen-
presenting stromal cells, provoke some tanta-
lizing questions. For MRCs, still unknown are
their function generally and their function as a
source of precursor cells that can give rise to
one or multiple stromal subset lineages within
SLOs. That antigen-presenting stromal cells
function as a peripheral control of autoreac-
tive T cells that failed thymic deletion raises
the question of whether their absence con-
tributes to the development of autoimmunity.
It will therefore be important to determine
the requirements for their differentiation and
whether they are present in tertiary lymphoid
structures that develop during autoimmune dis-
eases. Perhaps this determination could result
in therapeutic approaches to stimulate their dif-
ferentiation. However, investigators must first
identify the precursors to antigen-presenting
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stromal cells and whether these cells can re-
circulate. Overall, the realization that stromal

cells and immune cells interact has given much
more insight into immune system function.
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Abstract

Basophils are the rarest granulocytes and represent less than 1% of pe-
ripheral blood leukocytes. They are evolutionarily conserved in many
animal species, but their functional significance remained an enigma
long after their discovery by Paul Ehrlich in 1879. Studies of basophils
were hindered by their rarity, by difficulties in identifying them, and
by the paucity of useful analytical tools. Because basophils display sev-
eral characteristics shared by tissue-resident mast cells, they were often
considered minor and possibly redundant relatives of mast cells or even
blood-circulating precursors of mast cells. However, newly developed
tools for their functional analysis, including basophil-depleting anti-
bodies and genetically engineered mice deficient only in basophils, have
fueled basophil research and defined previously unrecognized functions
of basophils. We now appreciate that basophils play nonredundant roles
in acquired immunity regulation, protective immunity to pathogens,
and immunological disorders such as allergy and autoimmunity.
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INTRODUCTION

Basophils are basophilic granulocytes circulat-
ing in the peripheral blood. They are named
after basophilic granules in their cytoplasm
that stain with basic dyes, as first described by
Paul Ehrlich in 1879. They are very rare and
account for less than 1% of blood leukocytes. In
addition to their basophilic granules, basophils
share certain features with tissue-resident
mast cells, including surface expression of
the high-affinity IgE receptor FcεRI and the
release of allergy-related chemical mediators
such as histamine in response to various stimuli
(1, 2). Because of their mast cell–like phe-
notype and their rarity, basophils have often
erroneously been considered as minor and
possibly redundant relatives of mast cells or as
blood-circulating precursors of tissue-resident
mast cells (3). Indeed, in a clinical setting,
basophils are a practical and convenient sur-
rogate for mast cells when diagnosing allergen
sensitization in patients for the practical reason
that circulating basophils are much more
accessible than tissue-resident mast cells.

Nevertheless, basophils differ from mast
cells in several aspects (1, 2). Basophils com-
plete their maturation in the bone marrow, cir-
culate in the peripheral blood in a steady state,
and migrate into peripheral tissues in various
pathological settings, including allergic reac-
tions and parasitic infections. In contrast, mast
cells mature and reside in peripheral tissues and
do not usually circulate in the peripheral blood.
Basophils do not proliferate after their matura-
tion, unlike mast cells. Moreover, the life span
of basophils is much shorter [∼60 h in mice (4)]
than that of mast cells (weeks or months). These
differences suggest that basophils and mast cells
have distinct roles in vivo, but no direct evi-
dence differentiating their respective roles had
been presented until recently.

In the 1970s, basophils were extensively
studied in the context of a delayed-onset cu-
taneous hypersensitivity that was designated
Jones-Mote hypersensitivity in humans and
cutaneous basophil hypersensitivity (CBH) in
guinea pigs (5). CBH is distinct from classic

delayed-type hypersensitivity and is character-
ized by large accumulations of basophils in the
skin lesions, comprising up to 80% of the infil-
trates. However, basophil depletion with anti-
basophil antiserum did not diminish the CBH
reaction in terms of erythema and mononu-
clear cell accumulation (6). Thus, the role of
basophils in CBH became uncertain, and the
CBH study lost momentum. Another misfor-
tune in the history of basophil research was a
long-lived erroneous belief that mice lack ba-
sophils (7, 8). This stemmed from the technical
difficulty in identifying mouse basophils, which
have far fewer basophilic granules compared
with human or guinea pig basophils (9). This
apparent absence of basophils in mice caused
the functional importance of basophils to be un-
derestimated for a long time. However, the ex-
istence of basophils in mice was clearly demon-
strated by electron microscopic analysis in the
early 1980s (10).

A turning point in basophil research came in
the early 1990s, when it was discovered that ba-
sophils from both humans and mice rapidly se-
crete large quantities of T helper 2 (Th2)-type
cytokines, such as interleukin (IL)-4 and IL-13,
in response to various stimuli, including FcεRI-
mediated signaling (11–13). This finding ended
the long-held view of basophils as nonredun-
dant circulating mast cells with little function
other than secreting chemical mediators such
as histamine and leukotriene C4. The estab-
lishment of two strains of IL-4/green fluores-
cent protein (GFP) reporter mice, designated
4get and G4, allowed investigators to visualize
IL-4 expression by basophils during immune
responses (14, 15). Studies with these mice sug-
gested that IL-4-producing basophils may be
involved in mediating Th2-type immune re-
sponses, including allergic disorders and pro-
tective immunity to parasitic infections, in vivo.
However, direct evidence for this role was not
presented until recently because the functional
analysis of basophils was long hampered by the
lack of animal models suitable for testing the
basophil’s importance.

This review focuses on recent advances in
our understanding of the in vivo functions of
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basophils, based mainly on animal studies per-
formed during the past five years with newly
developed tools, such as basophil-depleting an-
tibodies and genetically engineered mice defi-
cient only in basophils. These studies have sub-
stantiated our knowledge obtained from earlier
works on human and mouse basophils and fur-
ther defined previously unrecognized roles of
basophils, distinct from those played by mast
cells, in immune regulation, protective immu-
nity, and immunological disorders (16–24).

NOVEL TOOLS FOR THE
FUNCTIONAL ANALYSIS
OF BASOPHILS

The study of basophils had long been hindered
by their rarity and difficult identification, the
absence of immortalized cell lines equivalent to
primary basophils, and the lack of tools for their
detection and functional analysis. New tools
to detect and identify basophils have greatly
expanded the possibilities for their in vitro
functional analysis. A panel of basophil-specific
monoclonal antibodies (mAbs) for humans and
mice has been developed for the histological de-
tection of basophil infiltration into tissues (25–
28). The identification of useful markers on the
cell surface of basophils in humans and mice al-
lows basophils to be readily identified and iso-
lated by flow cytometry, in spite of their rarity
(14, 15, 19, 29, 30). The analysis of basophils’
roles in vivo is now possible with the gener-
ation of basophil-depleting antibodies (31, 32)
and the establishment of genetically engineered
mice in which only basophils are inducibly or
constitutively deficient (33, 34). These novel
tools have brought new impetus to basophil
research and illuminated previously unappre-
ciated roles for basophils, as discussed below.

Basophil-Depleting
Monoclonal Antibodies

Two mAbs specific to CD200R3 and FcεRIα,
Ba103 and MAR-1, respectively, transiently de-
plete basophils when they are administered to
mice (31, 32) (Figure 1a). We originally aimed
to establish basophil-specific mAbs by immu-

nizing rats with mouse basophils and found that
all the mAbs obtained in this manner stained ba-
sophils and a subset of mast cells, but not other
types of cells (31). These mAbs recognized a
CD200 receptor–like molecule, CD200R3,
that is associated with an activating adaptor,
DAP12 (35). Screening the in vivo antibody
activity identified one of the mAbs, designated
Ba103, as a basophil deletor. A single injection
of Ba103 drastically reduces the basophil num-
ber in the periphery to approximately 10–20%
of the normal level for approximately 10 days,
but it has no significant effect on mast cell num-
ber (31) (Figure 1a). Sokol et al. (32) demon-
strated that an anti-FcεRIα mAb, MAR-1, also
depletes basophils in vivo. Although MAR-1
reacts with both basophils and mast cells, its
in vivo administration, like that of Ba103,
leads to the preferential depletion of basophils
(Figure 1a). In addition to Ba103 and MAR-1,
an anti-Thy1 mAb has also been used to
deplete basophils in vivo, but it works only
under certain conditions (such as in the absence
of T cells) (4).

A potential problem with basophil depletion
using Ba103 or MAR-1 is the deleterious effects
on mast cells, which could cause side effects
such as mast cell activation, unresponsiveness of
mast cells after activation, and partial depletion
of mast cells. Ba103 and MAR-1 can stimulate
mast cells in vivo to induce systemic anaphy-
laxis, depending on their dose, when adminis-
tered intravenously (31, 34). Intraperitoneal in-
jection of MAR-1 reduces the number of mast
cells in the peritoneal cavity by ∼50% (36).
These unwanted side effects can be avoided by
using mast cell–deficient mice. However, when
mast cells substantially contribute to the im-
mune response of interest, then using antibody-
mediated basophil depletion may not be a vi-
able solution (33). The phenotype observed in
antibody-treated mice may be attributed to ba-
sophil depletion, to deleterious effects on mast
cells, or to both. Of note, in a mouse model
of house dust mite (HDM)–driven asthma, a
subset of dendritic cells (DCs) in lung-draining
lymph nodes express FcεRI and are depleted by
MAR-1 treatment (37).
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Figure 1
Mouse models of basophil deficiency. (a) Antibody-mediated basophil depletion. The treatment of mice with administration of the
monoclonal antibody specific to CD200R3 or FcεRIα leads to preferential depletion of basophils, although these antibodies recognize
both basophils and mast cells. (b) Diphtheria toxin (DT)-mediated basophil depletion. In Mcpt8DTR mice, the diphtheria toxin receptor
is genetically engineered to be expressed only on basophils. Therefore, DT injection induces selective depletion of basophils.
(c) Constitutive depletion of basophils. Mcpt8Cre mice constitutively lack most basophils.

Mcpt8DTR Mice

To overcome the limitations of antibody-
mediated basophil depletion, we recently
generated Mcpt8DTR mice that express the
human diphtheria toxin receptor (DTR) only
in basophils, which makes it possible to induce
the specific depletion of basophils by treatment
with diphtheria toxin (DT) (33) (Figure 1b).
These mice harbor a cDNA-encoding DTR

fused to GFP and an internal ribosome entry
site, inserted into the 3′ untranslated region
of the Mcpt8 gene. This gene is specifically
expressed by basophils (28, 38) and encodes
mouse mast cell protease 8 (mMCP-8), a
granzyme B–like protease stored in the secre-
tory granules of basophils (28). In accordance
with the expression profile of mMCP-8, GFP
is expressed only in the basophils of Mcpt8DTR
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mice, and not in other cell types, including mast
cells, neutrophils, or eosinophils. DT injection
into Mcpt8DTR mice leads to the transient (for
∼5 days) depletion of basophils from the bone
marrow, peripheral blood, and spleen; however,
it does not affect other cell types, including
mast cells (33). In contrast to mice treated in-
travenously with Ba103 or MAR-1, no systemic
anaphylaxis is elicited in the DT-injected mice.
Thus, the DT-mediated basophil depletion
is superior to the antibody-mediated one,
creating a clear distinction between the in vivo
functions of basophils and those of mast cells.
In fact, by using Mcpt8DTR mice, we recently
identified a nonredundant role for basophils in
the acquired protective immunity against tick
infestation (33), as we describe shortly.

Mcpt8Cre Mice

Ohnmacht et al. (34) recently generated
Mcpt8Cre transgenic mice that are constitu-
tively deficient for basophils (Figure 1c). The
mice carry five or seven copies of a bacterial ar-
tificial chromosome construct where the coding
sequence of Cre-recombinase is inserted be-
hind the start codon of the Mcpt8 gene. The
mice were originally designed to delete any
gene of interest in a basophil-specific man-
ner when they are crossed with mice harbor-
ing the loxP-flanked target gene. However, in
contrast to the expected phenotype, more than
90% of basophils were spontaneously deleted in
Mcpt8Cre mice, most likely due to so-called Cre
toxicity that stems from high levels of Cre ex-
pression. The number of other hematopoietic
cells, including mast cells, appears comparable
to those in nontransgenic control mice, even
though the lineage-tracing study using Cre ex-
pression suggested that some precursors of mast
cells, T cells, NK cells, DCs, and eosinophils
in Mcpt8Cre mice transiently express the Mcpt8
gene. It remains to be determined whether such
expression in nonbasophil lineages is observed
normally or only under conditions with high
copies of the transgene. Moreover, it should
be noted that the bacterial artificial chromo-
some construct used for generating Mcpt8Cre

mice contains eight additional genes coding for
cathepsin G and granzyme family members.
Mcpt8Cre mice are constitutively deficient for
basophils, in contrast to inducible ablation of
basophils in Mcpt8DTR mice. Therefore, the for-
mer mice would be suitable for experiments that
need long-term ablation of basophils, whereas
the latter mice are superior for disecting the
roles of basophils in each phase of immune
reponses.

BASOPHILS IN THE
REGULATION OF
ACQUIRED IMMUNITY

Recent studies have uncovered a role for ba-
sophils in regulating acquired immunity, par-
ticularly in initiating Th2 cell differentiation
(32, 39–41), as well as in amplifying humoral
memory responses (36, 42). These findings have
placed the once-overlooked basophil on the
main stage of immunology.

Th2 Cell Differentiation

One of the hottest topics in the field of basophil
research is the possible role for basophils in
Th2 cell differentiation, as providers of initial
IL-4 and even antigen-presenting cells (APCs).
However, investigators have not yet reached a
general consensus on this issue because the con-
clusion drawn from each study varies, appar-
ently depending on experimental models and
analytical tools employed. Therefore, here we
give an overview of recent studies, and discuss
the relative contribution of basophils and con-
ventional APCs to Th2 differentiation.

Basophils as an important source of IL-4.
IL-4 has a fundamental role in driving the dif-
ferentiation of naive T cells to Th2 cells, which
produce Th2 cytokines and contribute to an-
tiparasitic immunity and allergic inflammatory
responses (43, 44). The cellular source of this
initial IL-4 necessary for Th2 cell differenti-
ation has often been a matter of debate be-
cause several hematopoietic cell types, includ-
ing T cells, natural killer T (NKT) cells, mast
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cells, eosinophils, and basophils, show the po-
tential to produce IL-4. Basophils in humans
and mice readily generate large quantities of
IL-4, in IgE-dependent and -independent man-
ners, in response to various stimuli. These stim-
uli include FcεRI cross-linking with IgE and
allergens, IL-3, microorganism- and parasite-
derived antigens, and some proteases (11, 12,
14, 15, 45–49). When cocultured with basophils
in vitro in the presence of conventional APCs
and antigens, naive CD4+ T cells differentiate
to IL-4-producing Th2 cells (50, 51). The co-
culture with IL-4-deficient basophils does not
induce Th2 cell differentiation, indicating the
importance of basophil-derived IL-4 in driving
Th2 cell differentiation. The in vivo relevance
of these findings is suggested by the observa-
tion that mice with genetically or artificially
increased numbers of basophils show acceler-
ated Th2 cell differentiation, which is returned
to normal by reducing the basophil number

(50–52). However, it remained uncertain until
recently whether basophils and naive CD4+ T
cells actually encounter each other in the lymph
node, which is where Th2 cell differentiation is
thought to occur.

Basophils as initiators of papain-induced
Th2 differentiation. Sokol et al. (32) reported
that after the subcutaneous injection of a pro-
tease allergen such as papain, a potent inducer
of the Th2 response, basophils transiently
migrate to draining lymph nodes (Figure 2),
with a peak three days after the papain is ad-
ministered and one day before the peak of Th2
differentiation in the lymph nodes. Basophils
represent only approximately 0.3% of lymph
node cells, but they are localized to the T
cell zone of the lymph node and express IL-4.
The transient recruitment of basophils into
draining lymph nodes has also been observed
in other Th2-type responses, namely during
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Figure 2
The role of basophils in initiating Th2 cell differentiation in lymph nodes. (a) Basophils as IL-4 providers. In the draining lymph nodes
of mice immunized with Th2-inducing antigens, basophils are transiently recruited via blood vessels to the T cell zone and provide
IL-4 to naive CD4+ T cells, while dendritic cells (DCs) are recruited via lymphatic vessels to the T cell zone and function as APCs.
Thus, basophils and DCs cooperatively promote differentiation of naive CD4+ T cells into Th2 cells. (b) Basophils as APCs specialized
for Th2 differentiation. Recruited basophils express MHC class II and costimulatory molecules and function as APCs, in addition to
IL-4 providers, promoting differentiation of naive CD4+ T cells into Th2 cells. DCs are dispensable in this process.
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infections of internal and external parasites (33,
41, 53). These results suggest that basophils
may be involved in the initiation of Th2 cell
differentiation in the lymph nodes. Indeed,
Sokol et al. (32) demonstrated that when mice
were treated with MAR-1 (anti-FcεRIα) before
administering papain, Th2 cell differentiation
did not occur in the lymph nodes, and there
was a drastic reduction in basophil recruitment
to the lymph nodes. Treating mice with a
blocking antibody against the IL-4 receptor α

chain also impaired Th2 cell differentiation.
Papain directly activated basophils in vitro to
secrete cytokines, including IL-4. Collectively,
these results demonstrate that basophils crit-
ically contribute to papain-induced Th2 cell
differentiation in vivo through their produc-
tion of IL-4, most likely in the lymph nodes
(Figure 2).

It is worth noting that thymic stromal lym-
phopoietin (TSLP) is also produced by papain-
stimulated lymph node basophils and that the
in vivo neutralization of TSLP in papain-
immunized mice inhibits the Th2 response
(32). Given that epithelial cells at the papain
injection site also produce TSLP (54) and that
the systemic administration of TSLP induces
basophilia (41), papain-induced TSLP produc-
tion appears to contribute to the Th2 response
at multiple levels.

In addition to recruiting basophils, subcuta-
neous papain administration also induces the
migration of dermal DCs from the papain-
injection site to the draining lymph nodes (32)
(Figure 2a). This DC migration is detected as
early as 18 h after papain injection, and the re-
cruited DCs show a mature phenotype with a
high expression of the costimulatory molecule
CD86. DCs have been recognized as the crit-
ical APCs for activating naive T cells (55, 56),
but they do not produce IL-4 in response to
any known stimuli, including papain. There-
fore, for some time it was assumed that in the
lymph nodes DCs process and present anti-
gens to naive T cells, whereas basophils pro-
vide the IL-4 necessary for Th2 differentiation
(Figure 2a).

Basophils as APCs specialized for Th2 cell
differentiation. This model—in which DCs
and basophils have cooperative roles as APCs
and IL-4 providers, respectively, in initiating
Th2 differentiation (Figure 2a)—was chal-
lenged by recent reports from three indepen-
dent groups (39–41). These reports demon-
strated in three distinct experimental settings
that basophils, rather than DCs, are the crit-
ical APCs for driving Th2 cell differentiation
(Figure 2b). This exciting discovery has cast
new light on the innate control of Th2-type
immunity.

All three groups clearly demonstrated that
primary basophils and bone marrow–derived
basophils (BMBAs) in an IL-3-conditioned cul-
ture express MHC class II molecules and co-
stimulatory molecules (CD80, CD86, or CD40,
depending on the experimental conditions);
both types of molecules are important for APC
function (Figure 2b). Even in the absence of
DCs, basophils can process and present anti-
gens to induce the proliferation of naive CD4+

T cells in a MHC class II–dependent manner
and to differentiate them to the Th2 cell type
via basophil-derived IL-4 in vitro. In contrast,
DCs induce Th1 cell differentiation under neu-
tral conditions and can promote Th2 differen-
tiation only when exogenous IL-4 is added to
the culture. These results strongly suggest that
basophils are genuine APCs specialized for Th2
differentiation and are counterparts of DCs,
which are specialized for Th1 (and Th17) dif-
ferentiation (Figure 3). However, the level of
MHC class II expression on basophils is much
lower than that on classic APCs such as DCs
and B cells (1–10% of the level on classic APCs,
according to References 40, 41). Therefore, it
remains to be demonstrated whether basophils
are as effective as DCs in presenting antigen and
priming T cells, particularly under conditions
with relatively low ratios of APCs to T cells and
limited antigen levels. It is worth noting that a
fraction of human peripheral blood basophils
express HLA-DR in response to IL-3 stimula-
tion (40), but the antigen-presenting ability of
HLA-DR+ basophils has not been reported.
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Figure 3
Multiple pathways toward Th2 differentiation. Four different modes of Th2 cell differentiation in vivo have been reported, depending
on the model of Th2 immune response used: (1) DCs can do everything, (2) DCs (as APCs) and basophils (as IL-4 providers) cooperate,
(3) basophils can do everything, and (4) late-activator APCs (LAPCs) can do everything. In the case of Th1 cell differentiation, two
different modes have been documented: (1) DCs can do everything and (2) DCs (as APCs) and NK cells (as IFN-γproviders) cooperate.

The three groups extended their studies to
clarify the relative roles of basophils and DCs
as APCs in Th2 cell differentiation in vivo un-
der various experimental conditions. Sokol et al.
examined the role of DCs in papain-induced
Th2 cell differentiation (39) by using CD11c-
DTR mice, in which only CD11c+ cells, but
not basophils, express DTR and are selectively
depleted by the injection of DT (57). The DT-
mediated DC depletion has no effect on papain-
induced Th2 differentiation, but it prevents
lipopolysaccharide (LPS)-induced Th1 differ-

entiation (39). This indicates that DCs are re-
quired for the Th1 but not the Th2 response. In
contrast, Th2 differentiation does not occur in
MHC IICD11c mice (also known as CD11c-Aβb

mice), in which the I-Aβb transgene is expressed
under the control of the CD11c promoter in the
I-Aβb−/− background, and hence MHC class II
expression is restricted to CD11c+ cells (58),
even though basophil recruitment to the drain-
ing lymph node is detected. This suggests that
the expression of MHC class II on CD11c−

cells, including basophils, is necessary for Th2
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differentiation. The importance of basophils as
APCs in vivo was further demonstrated in a
cell transfer experiment, in which the adoptive
transfer of antigen-loaded BMBAs conferred
the ability to induce Th2 differentiation on
MHC class II–deficient mice. Collectively, the
authors concluded that DCs have no discern-
able function in papain-induced Th2 differenti-
ation and that basophils are both necessary and
sufficient for the Th2 responses (39). However,
the adoptively transferred BMBAs were pre-
pared from Bcl-2 transgenic mice to improve
their survival in vivo, and the transferred cell
number was 2 × 107, which is approximately
50–100 times more than the number of endoge-
nous basophils. Therefore, the in vivo relevance
of the transfer experiment remains uncertain.

Perrigoue et al. (41) demonstrated that
in mice infected with the gastrointestinal
helminth Trichuris muris, MAR-1-mediated ba-
sophil depletion resulted in impaired Th2 re-
sponses, including impaired helminth expul-
sion. MHC IICD11c mice (58) also showed im-
paired Th2 responses in helminth infection. In
contrast, the DT-mediated DC depletion in
CD11c-DTR mice (57) had no significant ef-
fect on Th2 differentiation or helminth expul-
sion, even though it reduced the number of
CD4+ T cells in the lymph nodes; this sug-
gests that DCs may not be essential for the de-
velopment of Th2 responses (41). Yoshimoto
et al. (40) demonstrated that basophils, tak-
ing advantage of their expression of FcεRI,
take up antigens efficiently in the form of an
immune complex with an antigen-specific IgE
and can function as APCs for Th2 differenti-
ation. The adoptive transfer of antigen/IgE-
loaded BMBAs promoted antigen-specific Th2
differentiation in the spleen, along with the
production of antigen-specific IgE and IgG1,
whereas the adoptive transfer of antigen/IgE-
loaded DCs preferentially induced Th1 differ-
entiation. Moreover, intravenous injection of
antigen/IgE complexes into naive mice induced
Th2 differentiation in the spleen, which was
suppressed by MAR-1-mediated basophil de-
pletion. These results suggest that basophils
are an amplifier of Th2 responses: Antigen/IgE

immune complexes stimulate basophils, which
in turn enhance Th2 responses to produce
more IgE through IL-4 production and per-
haps through antigen presentation as well (40).

Basophils versus DCs in Th2 differentia-
tion. The new paradigm that basophils, not
DCs, are the important APCs for the induction
of Th2 responses (Figure 2b) has been greeted
with great enthusiasm, but also with concern
and criticism (44, 59–65). Recently, two studies
(34, 54) revisited the role of DCs in the papain-
induced Th2 response. Tang et al. (54) agreed
with the previous report’s conclusion that IL-
4-producing basophils are recruited to draining
lymph nodes in papain-immunized mice and
have an essential role in Th2 differentiation
(32). However, they disagreed with the con-
clusion that DCs have no discernable function
in papain-induced Th2 induction (39). They
demonstrated that DCs are important for the
proliferation and Th2 differentiation of naive
CD4+ T cells in the draining lymph nodes by
surgically or pharmacologically blocking the
migration of dermal DCs to the lymph nodes
as well as by depleting DCs in a DT-mediated
manner (54). In particular, the impaired Th2
differentiation in DT-treated CD11c-DTR
mice (54) is in sharp contrast to the finding
of the previous study (39). Tang et al. (54) as-
cribed this discrepancy to the possible residual
host–derived (DT-insensitive), radiation-
resistant DCs in the bone marrow chimera
mice (irradiated mice reconstituted with bone
marrow from CD11c-DTR mice) that were
used for the previous study (39). On the other
hand, DT treatment significantly reduced the
papain-induced basophil recruitment to the
draining lymph nodes in nonchimeric CD11c-
DTR mice (54) but not in CD11c-DTR
chimera mice (39). Tang et al. (54) proposed
a model in which papain-stimulated DCs in
the draining lymph nodes produce chemokines
such as CCL7, which in turn attract basophils
to the lymph nodes. Thus, it remains to
be determined whether the impaired Th2
response observed in DT-treated, nonchimeric
CD11c-DTR mice can be attributed to the
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ablation of DCs as APCs, reduced basophil
recruitment to the lymph nodes, or both.
Importantly, basophil depletion with MAR-1
in antigen/papain-immunized mice did not
diminish the antigen-specific T cell prolif-
eration in vivo, although it abolished Th2
differentiation (54). In contrast, blocking
dermal DC migration to the lymph nodes
by surgical excision of the immunization site
reduced both the proliferation of and IL-4
production by T cells in the lymph nodes, even
though substantial amounts of antigen reached
the lymph nodes before the surgical excision.
These results support the original model
(Figure 2a) in which DCs and basophils have
distinct roles but cooperate in efficient Th2
induction: DCs function as APCs to induce T
cell proliferation, whereas basophils provide
the IL-4 necessary for Th2 differentiation in
response to papain (54).

If this is the case, how can the failure of Th2
differentiation in MHC IICD11c mice (39) be ex-
plained? Tang et al. (54) did not address this is-
sue, but they suggested that distinct subsets of
CD11c+ DCs among draining lymph nodes—
CD8α+ DCs and CD8α−DEC-205+ dermal
DCs—are preferentially involved in Th1 and
Th2 induction, respectively, in accordance with
a previous report (66). It is noteworthy that
the level of MHC class II expression on the
CD8α−, but not the CD8α+, DC subset is sig-
nificantly lower in MHC IICD11c mice than in
wild-type mice (41, 58). Thus, lymph nodes
in MHC IICD11c mice may provide an envi-
ronment that favors Th1 cell differentiation,
where differentiated Th1 cells produce IFN-γ,
which may in turn suppress Th2 differentia-
tion. Indeed, Perrigoue et al. (41) demonstrated
that anti-IFN-γ treatment restores Th2 differ-
entiation in MHC IICD11c mice infected with
T. muris, implying that MHC class II expres-
sion on DCs is sufficient for driving Th2 differ-
entiation as long as the right cytokine milieu is
present. It remains to be determined whether
this is also the case in papain-induced Th2 dif-
ferentiation.

Ohnmacht et al. (34) examined the rel-
ative contribution of DCs and basophils to

the papain-induced Th2 response by using
Mcpt8Cre and �DC mice that are constitutively
deficient for basophils and CD11c+ DCs, re-
spectively. Papain-immunized �DC mice show
poor T cell proliferation and impaired Th2 dif-
ferentiation in the regional lymph nodes, even
though recruitment of basophils is not affected
by the absence of DCs. In contrast, T cell pro-
liferation and Th2 differentiation are normally
observed in Mcpt8Cre mice. Therefore, they
concluded that DCs are required to induce a
Th2 response upon papain stimulation, whereas
basophils play only minor roles as APCs and
IL-4 providers in Th2 differentiation.

In asthma models, DC depletion results
in the impaired generation of Th2 cells, and
the adoptive transfer of CD11c+ DCs re-
stores the Th2 responses (37, 67). Interestingly,
Hammad et al. (37) demonstrated that although
both MAR-1 (anti-FcεRIα) and Ba103 (anti-
CD200R3) mAbs efficiently and equally de-
plete basophils in lung-draining lymph nodes
of HDM-sensitized mice, the MAR-1 but not
the Ba103 treatment strongly suppresses Th2
responses in the airway. They found that a sub-
set of DCs in lung-draining lymph nodes ex-
presses FcεRI on their surface, and their num-
ber is significantly reduced by the MAR-1 but
not the Ba103 treatment. Adoptive transfer of
FcεRI+ DCs but not basophils isolated from the
draining lymph nodes of HDM-sensitized mice
confers on naive mice strong Th2 responses to
HDM. Therefore, they concluded that DCs,
particularly FcεRI+ inflammatory DCs, but not
basophils, are necessary and sufficient for in-
duction of Th2 responses to HDM allergen and
that basophils may amplify the Th2 responses.

DCs can induce Th2 differentiation, even
independently of IL-4, through their expres-
sion of cell-surface molecules, which include
Notch ligands and OX40L (68, 69). TSLP
induces the expression of OX40L on DCs,
which in turn triggers inflammatory Th2 dif-
ferentiation (70). In these settings, basophils
may be dispensable for Th2 responses, regard-
less of their roles as APCs or IL-4 providers.
Along this line, Kim et al. (53) reported
that basophils are dispensable for helminth
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Nippostrongylus brasiliensis–induced Th2 re-
sponses. We also found that basophils are not
essential for the tick-induced elevation of serum
IgE (33). Phythian-Adams et al. (71) showed
that depletion of DCs but not basophils impairs
Th2 responses to helminth Schistosoma man-
soni. Thus, basophils are an important contrib-
utor to Th2 immune responses but appear not
to be solely responsible for inducing Th2 cell
differentiation.

Multiple pathways toward Th2 differenti-
ation. The relative contribution of basophils
and DCs to Th2 differentiation in vivo appears
to vary depending on the model of Th2 immune
response used (44). Thus, multiple pathways to-
ward Th2 development exist, including “DCs
can do everything,” “DCs and basophils coop-
erate,” and “basophils can do everything” path-
ways (Figure 3). With respect to the second
pathway, a recent study demonstrated that de-
spite its localized production, IL-4 can perme-
ate a lymph node and modify most cells therein
(72). Therefore, IL-4-producing basophils may
not necessarily be localized near T cell–DC
conjugates within lymph nodes. The scheme
of Th2 differentiation appears even more di-
verse (Figure 3). In a mouse model of influenza
infection that induces Th1 and Th2 immune
responses, a newly identified type of APC dis-
tinct from DCs designated late-activator APCs
(LAPCs) has been shown to selectively in-
duce Th2 cell differentiation by the cell-to-cell
contact-mediated modulation of GATA-3 ex-
pression (73) (Figure 3, bottom). Which path-
way predominates may depend on the nature of
the antigens and the site of antigen exposure.
Furthermore, these pathways may not be mu-
tually exclusive; they may operate in an additive
or synergistic fashion to induce efficient Th2 re-
sponses. The presence of multiple mechanisms
for Th cell differentiation does not seem to be
exceptional for Th2-type cells (Figure 3). It
has traditionally been thought that in Th1 dif-
ferentiation DCs function as APCs and provide
Th1-inducing cytokines, primarily IL-12 (43,
56). However, in a certain setting, NK cells are
recruited to lymph nodes and provide an early

source of IFN-γ that is necessary for Th1 po-
larization (74), in a manner similar to the role of
basophils as IL-4 providers in Th2 polarization
(Figure 3).

Recent studies have identified novel innate
lymphoid cells (designated natural helper cells,
nuocytes, MPPtype2, or Ih2 cells) that produce
Th2 cytokines in response to IL-25 and/or
IL-33 (75–78). These cells mediate Th2 im-
mune responses, at least in part through their
production of IL-13. Their production of IL-4
is less clear, and therefore their contribution to
Th2 cell differentiation remains to be clarified.

Basophils in the regulation of other T cell
subsets. In addition to their role in Th2 cell
differentiation, basophils may also contribute
to the regulation of other T cell subsets. When
cocultured with T cells and DCs, IL-4-deficient
basophils fail to induce Th2 differentiation but
still suppress Th1 differentiation in a cell-to-
cell contact-dependent manner (51). It remains
to be clarified whether this IL-4-independent,
basophil-mediated inhibition of Th1 differen-
tiation is via direct contact with T cells or
indirectly through an interaction with DCs.
Basophils express MHC class I and CD86 on
their surface and show the potential to present
peptide antigens—and even cross-present pro-
tein antigens—to CD8+ T cells (79). CD8+ T
cells activated by basophils produce little or no
IL-4, unlike CD4+ T cells. Instead, they pro-
duce IL-10, whereas those activated by DCs
produce IFN-γ. Basophil-derived IL-4 and IL-
6 are involved in the differentiation of CD8+ T
cells to IL-10-producing cells. Thus, basophils
can act as APCs for CD8+ T cell differentiation
(79), even though the in vivo relevance of this
finding remains to be determined. In addition
to cytokines, human basophils produce retinoic
acid by upregulating retinaldehyde dehydroge-
nase 2 in response to IL-3 stimulation (80).
Retinoic acid derived from IL-3-stimulated ba-
sophils has been shown to promote Th2 dif-
ferentiation in vitro. However, its role in the
generation of Foxp3+ regulatory T cells has not
been examined.
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B Cell Activation and
Antibody Production

Recent studies have highlighted the role for ba-
sophils in B cell activation and hence in anti-
body production in both mice and humans (36,
81), in addition to their role in T cell differentia-
tion. Thus, basophils can contribute to the pro-
tection from infections with pathogens through
enhanced production of pathogen-specific
antibodies.

Basophils as amplifiers of humoral mem-
ory responses. Although basophils do not
express any intrinsic antigen-specific recep-
tor, they efficiently capture soluble antigens
through antigen-specific IgE, which is bound to
FcεRI expressed on their surface (30). Basophils
secrete large quantities of IL-4 in vivo, mainly
through IgE/FcεRI-mediated activation signal-
ing, in the secondary (memory) immune re-
sponse, in which antigen-specific antibodies,
including IgE, are produced in response to the
first antigen exposure (48). However, the phys-
iological relevance of basophil-derived IL-4 in
memory responses has been uncertain.

Denzel et al. (36) recently showed that ba-
sophils play an important role in enhancing hu-
moral memory responses in mice by producing
IL-4 and IL-6, which in turn act on B and helper
T cells to increase the production of antigen-
specific antibodies (Figure 4a). Basophils can
efficiently capture antigens even six weeks after
antigen immunization, and in the spleen and
bone marrow of the immunized mice basophils
are the primary source of IL-4 and IL-6 in
response to the restimulation with the antigens
(36), in accordance with an earlier study (82).
Notably, basophil depletion with MAR-1 be-
fore the second antigen administration results
in decreased serum titers of antigen-specific
IgG1 and IgG2a, concomitant with a reduced
frequency of antigen-specific B cells and plasma
cells in the spleen and bone marrow. Fur-
thermore, the adoptive transfer of splenic and
bone marrow cells, including basophils, from
immunized mice induces a higher production
of antigen-specific IgG in naive mice compared

with the transfer of the same cells (splenic
and bone marrow) but depleted of basophils.
These results, together with other studies (40,
81), clearly demonstrate basophils’ crucial role
in amplifying humoral memory responses,
although where and how basophils interact
with B cells and T cells remain to be clarified.
It should be noted that this finding extends to
vaccine-induced protective immunity to bac-
terial infections. When basophils are depleted
before a second vaccination with pneumococcal
surface protein A, mice are more susceptible to
sepsis caused by Streptococcus pneumoniae infec-
tion, concomitant with reduced titers of surface
protein A–specific IgG1 and IgG2a (36). Col-
lectively, basophils appear to contribute to the
enhanced production of Th1- and Th2-type
antibodies in memory immune responses
(Figure 4a), even though this is not always the
case (34). In addition to these mouse studies,
other studies have demonstrated that activated
human basophils can induce IgE production
by B cells in vitro, most likely through their
expression of CD40L and production of IL-4
(83, 84), even though the in vivo relevance of
this finding remains to be determined.

IgD-mediated human basophil stimulation
leading to B cell activation. Human ba-
sophils in the peripheral blood constitutively
bear abundant IgD on their surface through
an unidentified receptor (42) (Figure 4b). IgD
cross-linking on basophils triggers intracellu-
lar calcium fluxes and induces the produc-
tion of IL-4, IL-13, B cell–activating factor
(BAFF), and a proliferation-inducing ligand
(APRIL). IgD-activated basophils stimulate B
cells in vitro to secrete IgM and to undergo class
switching to IgG and IgA (Figure 4b). This B
cell activation is mediated by basophil-derived
BAFF and APRIL, in contrast to the CD40L-
mediated B cell activation that is elicited by
IgE-activated basophils (Figure 4a). Because
IgD+IgM− B cells isolated from tonsils secrete
IgD that can recognize respiratory bacteria and
their products, basophils appear to function
in humans as an amplifier of humoral mem-
ory responses for protection against bacterial
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Figure 4
Basophils as an amplifier of humoral memory responses. (a) Basophils in antigen-sensitized mice are armed
with antigen-specific IgE bound to FcεRI expressed on their surface. Following reexposure to the same antigen,
basophils efficiently capture antigens through IgE-FcεRI complexes and are activated to upregulate CD40L
expression and to secrete IL-4 and IL-6. Through these molecules, basophils stimulate antigen-specific
B and helper T cells. Basophil-stimulated T cells upregulate CD40L expression and secrete Th2 cytokines,
including IL-4. In response to CD40L and the cytokines provided by activated basophils and helper T cells,
B cells proliferate and produce antigen-specific antibodies. (b) Human basophils in the peripheral blood are
constitutively armed with IgD (including respiratory bacteria–specific IgD) through an unidentified receptor.
Antigen-induced cross-linking of IgD on the cell surface activates basophils to produce B cell–stimulatory
molecules such as IL-4 and B cell–activating factor (BAFF), which in turn act on B cells to undergo class
switching, leading to the production of antigen (bacteria)-specific IgD, IgG, and IgA (and perhaps IgE as
well). Activated basophils also release antimicrobial peptides. Thus, basophils contribute to both innate and
acquired immune responses to bacterial infections. Activated basophils can also produce proinflammatory
cytokines such as TNF and IL-1β, which may be involved in the pathogenesis of autoinflammatory diseases.
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infections (Figure 4b), as demonstrated in mice
(Figure 4a).

BASOPHILS IN PROTECTIVE
IMMUNITY

Since their discovery by Paul Ehrlich, ba-
sophils have primarily been studied in associ-
ation with allergic reactions because of their
ability to release allergy-related mediators such
as histamine and leukotriene C4. However, the
evolutionary conservation of basophils in many
animal species strongly suggests a primary role
for basophils in protective immunity rather
than in allergy (85, 86). Recent studies have
clearly demonstrated their importance in some
parasitic infections.

Helminth Infections

Helminths are parasitic worms that are the most
common infectious agents of humans in de-
veloping countries (87). Helminth infections
typically provoke Th2 immune responses that
are characterized by elevated levels of serum
IgE and increased numbers of eosinophils, ba-
sophils, mast cells, and Th2 cells. Th2 cy-
tokines, including IL-4 and IL-13, play a central
role at both the initiation and execution phases
of the protective immunity to helminth infec-
tions (88). Several cell types show the potential
to produce Th2 cytokines during helminth in-
fections, including Th2 cells, NKT cells, ba-
sophils, mast cells, and eosinophils, as well
as the newly identified innate lymphoid cells
(75–78).

As discussed above, Perrigoue et al. (41)
showed that basophil depletion with MAR-1
results in impaired expulsion of T. muris, in
association with decreased goblet hyperplasia.
Ohnmacht et al. (4) also demonstrated the
crucial role of basophils in expelling another
helminth, N. brasiliensis, by using anti-Thy1-
mediated basophil depletion under conditions
in which T cells cannot produce Th2 cytokines.
RAG2-deficient mice with the Thy1.2 phe-
notype were reconstituted with lymphocytes
from IL-4/IL-13-deficient Thy1.1-congenic

mice, so that the treatment of these mice
with anti-Thy1.2 depleted the basophils, but
not the T cells. The basophil-depleted mice
showed impaired worm expulsion, compared
with basophil-sufficient mice, suggesting that
basophils and their production of Th2 cy-
tokines have an important role in regulating
protective immunity to N. brasiliensis infec-
tion. However, this protective role of basophils
is obscure in wild-type mice infected with N.
brasiliensis because Th2 responses and worm ex-
pulsion are not impaired by depleting the ba-
sophils with MAR-1 (53, 64). Constitutively,
basophil-ablated Mcpt8Cre mice also showed
intact worm expulsion (34). On the other hand,
in the secondary infection with N. brasilien-
sis, mice depleted of basophils with either
MAR-1 or Ba103 as well as Mcpt8Cre mice
showed impaired worm expulsion (34, 89). This
clearly indicates a crucial role for basophils
in protective immunity during repeated infec-
tions, although the molecular mechanism un-
derlying the basophil-mediated protection re-
mains to be determined. Future studies are
needed to clarify the relative contribution of
basophils and the newly identified, IL-13-
producing innate lymphoid cells (75–78) to the
protective immunity in helminth infections.

Tick Infestation

Ticks are blood-feeding ectoparasites and
are clinically recognized as important vectors
of pathogenic microorganisms (90). These
microorganisms include viruses, bacteria,
protozoa, and helminths, many of which can
cause serious infectious diseases in humans
and animals. Lyme borreliosis is a common
tick-borne disease. Several species of animals
have been shown to develop resistance to tick
feeding after a single or multiple tick infes-
tation (91). This acquired resistance to ticks
contributes significantly to reducing the trans-
mission of pathogens from infested ticks to host
animals. Tick infestation induces Th2 immune
responses, including elevated levels of serum
IgE. However, the mechanisms underlying the
acquired tick resistance remain ill defined.
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Tick feeding sites in guinea pigs with ac-
quired tick resistance are characterized by large
accumulations of basophils and eosinophils,
with basophils comprising up to 70% of the in-
filtrating cells (92). Basophil depletion in guinea
pigs by means of antiserum raised against
basophils abolishes the tick resistance (93),
indicating an important role for basophils in
acquired tick resistance. In contrast, it was re-
ported that no basophil infiltration is detected
in tick feeding sites on mice (94, 95), even
though mice show acquired tick resistance (96).
Mast cell–deficient mice fail to acquire tick re-
sistance (94, 97, 98). Therefore, it was proposed
that mast cells, rather than basophils, play the
most important role in tick resistance in mice.
Thus, basophils and mast cells may have redun-
dant roles in tick resistance, and their relative
contribution may vary in different species of
host animals and ticks.

We have recently addressed this issue by
employing novel tools and found that ba-
sophils are definitely recruited to the tick
feeding sites in mice and play an essen-
tial and nonredundant role in antibody-
mediated acquired immunity against ticks (33)

(Figure 5). Standard methods, such as Giemsa
staining of tissue sections, failed to detect ba-
sophils in the skin lesions of mice infested with
Haemaphysalis longicornis, as reported previously
(94). However, immunohistochemical staining
with the newly developed anti-mMCP-8 mAb
(28) clearly identified clusters of basophils sur-
rounding tick mouthparts inserted into the skin
during the second (but not the first) infestation
(33) (Figure 5). Notably, no acquired tick re-
sistance was evident when basophils were de-
pleted with Ba103 or MAR-1 before the sec-
ond infestation (33). Consistent with previous
reports (94), mast cell–deficient mice failed to
acquire tick resistance. Accordingly, we were
uncertain whether the loss of tick resistance in
the mice treated with basophil-depleting anti-
bodies could be ascribed solely to basophil ab-
lation, to the deleterious side effects on mast
cells, or to both, because these antibodies re-
act to both mast cells and basophils. To over-
come this limitation of antibody-mediated ba-
sophil depletion, we created Mcpt8DTR mice
and demonstrated that DT-mediated, basophil-
specific depletion before the second infesta-
tion caused the loss of acquired tick resistance

b

Second infestation

mMCP-8 staining (brown)

100 100 μμm100 μm

EPIDERMIS

DERMIS

Mast cell

Hemorrhagic
feeding pool 

Basophils

IgE
FcεRI

a

First infestation  Second infestation

Figure 5
Nonredundant role of basophils in protective immunity against ticks. (a) Basophils are recruited to the tick feeding sites in the skin
during the second, but rarely the first, tick infestation, concomitant with the manifestation of acquired tick resistance in the second
infestation. Tick-specific antibodies and IgFc receptors on basophils, but not on mast cells, are essential for acquired tick resistance.
(b) Immunohistochemical identification of mMCP-8+ basophils that are recruited to and surround the hemorrhagic feeding pool at the
tick feeding site during the second infestation.
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(33). Thus, basophils, in addition to mast cells,
play an essential role in the manifestation of
acquired tick resistance in mice. Neither B
cell–deficient nor IgFc receptor–deficient mice
showed the acquired tick resistance, indicat-
ing that antibodies (most likely IgE) and their
receptors are also critically involved in tick
resistance. Notably, adoptive transfer experi-
ments showed that IgFc receptors on basophils,
but not on mast cells, are required for the
manifestation of acquired tick resistance (33)
(Figure 5a). Collectively, these findings indi-
cate that basophils play an essential and nonre-
dundant role in antibody-mediated acquired
immunity against ticks. Future studies will clar-
ify how basophils and mast cells accomplish tick
resistance. Although the contribution of ba-
sophils to tick resistance in humans remains to
be determined, it should be noted that a patient
with no detectable basophils or eosinophils was
reported with widespread scabies in his body
(99).

Bacterial and Viral Infections

The role of basophils in the protective immu-
nity to bacterial and viral infections is less stud-
ied compared with that to parasitic infections.
The activation of human basophils by the cross-
linking of surface-bound IgD, but not IgE,
leads to the production of antimicrobial pep-
tides such as β-defensin and cathelicidin, which
inhibit the replication of bacteria in vitro (42)
(Figure 4b). This suggests that basophils may
trigger innate antimicrobial responses as well as
acquired immune responses (42). Basophil re-
cruitment to peripheral tissues and their subse-
quent activation have been shown in association
with both bacterial and virus infections. For ex-
ample, basophil infiltration was detected in the
gastric mucosa of Helicobacter pylori–infected
patients affected by gastritis (100). H. pylori–
derived peptide Hp(2–20) is chemotactic for ba-
sophils, as are bacterial-derived N-formyl pep-
tides. Moreover, both protein L isolated from
the cell wall of the anaerobic bacterium Pep-
tostreptococcus magnus and gp120 of HIV-1 virus
stimulate human basophils in vitro by binding

to the κL and εH chains of IgE, respectively, to
secrete IL-4 and IL-13 (45, 47). Basophils are
the predominant source of IL-4 in the lungs
of mice infected with respiratory syncytial virus
(101). However, the roles of basophils and their
mediators in protective immunity or inflamma-
tory response to these microorganisms remain
to be determined.

BASOPHILS IN DISEASES

Allergy

Basophils release preformed histamine, newly
synthesized leukotriene C4, and Th2 cytokines,
all of which are involved in allergic reactions.
Basophils are often recruited to the site of al-
lergic inflammation (26, 102–107), albeit in
small numbers, suggesting their possible con-
tribution to allergic manifestation. However,
it has remained obscure whether basophils ac-
tually play a crucial role or are just redun-
dant with mast cells in allergic reactions in
vivo. We have recently demonstrated that ba-
sophils play nonredundant roles in mouse mod-
els of IgG-mediated systemic anaphylaxis and
IgE-mediated chronic allergic inflammation
(31, 108, 109).

IgG-mediated systemic anaphylaxis. Ana-
phylaxis is an acute-onset, potentially fatal sys-
temic allergic reaction (110). IgE, mast cells,
and histamine play pivotal roles in the induc-
tion of systemic anaphylaxis (111). In individ-
uals that have been sensitized with an allergen
and produce allergen-specific IgE, reexposure
to the same allergen elicits mast cell activation
through the allergen-mediated cross-linking of
IgE molecules that are bound to FcεRIα on
mast cells. This leads to the release of chem-
ical mediators, including histamine, which in
turn induce anaphylactic manifestations such
as hypotension and dyspnea. This classic path-
way of anaphylaxis does not account for all ana-
phylactic responses, at least in mice, as mice
deficient for mast cells, IgE, or FcεRIα can
develop anaphylaxis under specific experimen-
tal conditions (112–116). In such cases, IgG,

60 Karasuyama et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:4
5-

69
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

by
 U

ni
ve

rs
ity

 o
f 

Io
w

a 
on

 0
5/

26
/1

1.
 F

or
 p

er
so

na
l u

se
 o

nl
y.



IY29CH03-Karasuyama ARI 4 February 2011 15:19

particularly the IgG1 subclass, can mediate ana-
phylaxis (114–116).

We recently showed that basophils, rather
than mast cells, are the most important cells in
IgG-mediated systemic anaphylaxis in our ex-
perimental settings (109). This was first demon-
strated in a passive anaphylaxis model of mice
receiving monoclonal IgG1, followed by its
corresponding antigens. Among hematopoi-
etic cells, basophils captured the most immune
complexes per cell, and Ba103-mediated ba-
sophil depletion before antigen challenge ame-
liorated the systemic anaphylaxis (109). In con-
trast, the depletion of macrophages, NK cells,
neutrophils, or eosinophils showed no signif-
icant effect on the anaphylaxis in this setting.
Basophil depletion had little or no impact on
IgE-mediated systemic anaphylaxis, consistent
with the fact that this type of anaphylaxis cannot
be elicited in mast cell–deficient mice. Thus,
basophils are not necessary for IgE-mediated
systemic anaphylaxis but play a key role in the
development of IgG-mediated, passive anaphy-
laxis. The importance of basophils was further
demonstrated in a more realistic model of ac-
tive systemic anaphylaxis, in which mice were
first actively immunized with antigens and then
challenged with antigens. Ba103-mediated ba-
sophil depletion before an antigen challenge
protects mast cell–deficient mice from ana-
phylactic death (109). When stimulated with
IgG-antigen immune complexes, basophils re-
lease platelet-activating factor (PAF), which
increases vascular permeability with a much
higher efficacy than histamine. Collectively, ba-
sophils can elicit systemic anaphylaxis by releas-
ing the potent vasoamine PAF rather than his-
tamine, even though they account for less than
1% of the leukocytes in the body. It remains
to be investigated whether this IgG-basophils-
PAF-mediated pathway of anaphylaxis is also
operative in humans. In this regard, it should be
noted that the concentration of PAF in human
sera correlates well with the severity of human
anaphylaxis (117).

It was previously reported that macrophages
play a critical role in a distinct model of
IgG-mediated, active systemic anaphylaxis, in

which mice are immunized with goat antimouse
IgD antiserum and then challenged with goat
IgG (116). A recent study using constitutively
basophil-ablated Mcpt8Cre mice showed that
basophils play no or a minor role in active
anaphylaxis and passive IgG1-mediated ana-
phylaxis (34). Notably, the experimental condi-
tions employed vary in the three studies, includ-
ing the mouse strains, antigens, immunization
protocols, and doses of antibody and antigen.
Therefore, it is likely that both basophils and
macrophages can induce IgG-mediated ana-
phylaxis, and their relative contribution de-
pends on experimental settings.

IgE-mediated chronic allergic inflam-
mation. IgE and mast cells are involved in
immediate-type hypersensitivity reactions,
such as cutaneous or systemic anaphylaxis,
whereas T cells are important in delayed-type
hypersensitivity, such as the tuberculin reac-
tion. IgE is also involved in a delayed-onset al-
lergic inflammation in the skin, where basophils
play a pivotal role in initiating inflammation
(31, 108) (Figure 6). This provides the first
clear evidence, to our knowledge, that basophils
play a nonredundant role in vivo distinct from
that played by mast cells. In antigen-specific
IgE transgenic mice or in normal mice that have
been passively sensitized with antigen-specific
IgE, a single subcutaneous injection of antigens
in the skin of the ear induces three consecutive
waves of ear swelling (108). The first two waves
are typical immediate-type skin reactions;
early-phase ear swelling occurs within 1 h after
the antigen challenge, followed by late-phase
ear swelling 6–10 h later. The third wave is
delayed-onset (starting on day 2 with a peak on
day 4 postchallenge) ear swelling, accompanied
by massive infiltration of eosinophils in the skin
lesions as well as hyperplastic epidermis with
hyperkeratosis. Accordingly, we designated this
delayed-onset response IgE-mediated chronic
allergic inflammation (IgE-CAI). Although
both the immediate- and late-phase responses
are mast cell–dependent as expected, IgE-CAI
can be elicited even in the absence of mast cells
or T cells. The adoptive transfer of various cell
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Figure 6
Basophils as an initiator of chronic allergic inflammation. Circulating basophils in antigen-sensitized mice are
armed with antigen-specific IgE bound to FcεRI expressed on their surface. When the same antigens enter
the skin tissue, IgE-armed basophils migrate into the skin lesion (step 1), probably via chemokines produced
by antigen-captured phagocytic cells in the skin (not shown). Upon encounter with the antigens, recruited
basophils are activated via FcεRI-mediated signaling (step 2). Activated basophils secrete cytokines and other
factors, which in turn act on tissue-resident cells, such as fibroblasts (step 3). Tissue-resident cells stimulated
with basophil-derived factors secrete substantial amounts of chemokines (step 4), which recruit inflammatory
cells, such as eosinophils and neutrophils, to the skin lesion (step 5), leading to chronic allergic inflammation.

types from wild-type mice into FcεRI-deficient
mice that cannot mount IgE-CAI revealed that
FcεRI+CD49b+ cells with lobulated nuclei
are responsible for inducing IgE-CAI. The
characterization of the secretory granules by
electron microscopic examination identified
these cells to be basophils (108). Basophils
account for only ∼2% of the infiltrates in the
skin lesions, while eosinophils and neutrophils
predominate, raising the important question
of how such small numbers of basophils can
induce allergic inflammation.

The indispensable role of basophils in
IgE-CAI was further confirmed by the obser-
vations that IgE-CAI could not be elicited in
Ba103-treated mice (31), Mcpt8Cre mice (34),
or DT-treated Mcpt8DTR mice (M. Egawa,

K. Mukai, T. Wada, and H. Karasuyama,
unpublished observation). We found that
Ba103-mediated basophil depletion during the
progress of the dermatitis had a therapeutic
effect on the inflammation and resulted in
reduced ear swelling with a marked decrease in
the number of infiltrating eosinophils and neu-
trophils (31). This was concomitant with the
elimination of basophils from the inflammation
site. This strongly suggests that basophils may
function as initiators as well as, or instead of,
effectors of the allergic inflammation, and they
may recruit other inflammatory cells such as
eosinophils and neutrophils. In accordance
with this assumption, a previous study re-
ported that basophil depletion from the tick
feeding sites in guinea pigs resulted in reduced
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eosinophil infiltration (93). Our follow-up
experiments suggested that when IgE-bound
basophils are recruited to the skin site of
antigen administration, most likely through
chemokines, they are activated with antigens
to produce soluble factors, including cytokines
and proteases (Figure 6). These act on tissue-
resident cells such as fibroblasts to secrete
substantial amounts of chemokines, which
in turn recruit large numbers of eosinophils
and neutrophils to the skin lesions, leading to
chronic allergic inflammation (Figure 6).

It is uncertain whether the IgE-CAI-type
mechanism also functions in human allergic dis-
orders. Cohort studies indicate a correlation be-
tween the severity of the disease and the serum
IgE levels in patients with atopic dermatitis
or asthma (118, 119). Moreover, the infiltra-
tion of basophils has often been observed in
the affected tissues of those long-persistent dis-
eases, albeit to a much lower extent than that
of eosinophils (26, 102–107). Given our obser-
vation that basophils play a nonredundant and
crucial role in IgE-CAI in mice, in spite of their
small number in the affected tissues (31, 108),
it might be reasonable to assume that basophils
contribute to the initiation, prolongation, or
deterioration of chronic allergic inflammation
in some human cases.

Autoimmunity

Lyn−/− mice show a strong and constitutive
Th2 skewing characterized by elevated serum
IgE, owing to increased numbers of basophils
and their accelerated production of IL-4 (52).
Aged Lyn−/− mice develop systemic lupus
erythematosus (SLE)-like glomerulonephritis
with deposition of autoantibody immune com-
plexes, in a manner dependent on both IgE
and IL-4 (81). The serum of Lyn−/− mice
contains immune complexes, including self-
reactive IgE, which stimulate basophils to se-
crete IL-4. Basophil depletion in vivo with
MAR-1 markedly reduces autoantibodies in the
serum and plasma cells in the spleen, sug-
gesting that basophils support plasma cells
in the spleen and amplify the production of

autoantibodies in an IL-4- and IgE-dependent
manner, leading to nephritis in Lyn−/− mice.
Circulating basophils in these mice show an
increased expression of CD62L (L-selectin)
in an IL-4- and IgE-dependent manner and
migrate into lymph nodes. The recruited ba-
sophils express membrane-associated BAFF as
well as MHC class II, suggesting the basophil-
mediated activation of B and T cells in the
lymph nodes. Importantly, some of these phe-
notypes associated with activated basophils in
Lyn−/− mice are also detected in SLE patients.
The patients produce dsDNA-specific IgE, at
levels corresponding to disease activity, and
high levels of this IgE correlate with active lu-
pus nephritis. The expression of CD62L and
HLA-DR is elevated on SLE basophils and is
associated with increased disease activity. Fur-
thermore, the infiltration of basophils in lymph
nodes is detected in SLE patients but not in
control subjects without SLE. These findings
suggest that basophils may contribute to the
production of autoantibodies that cause lupus
nephritis, as observed in Lyn−/− mice, although
there is also considerable evidence for the role
of Th1, Th17, and regulatory T cells in SLE.

Autoinflammation

Autoinflammatory disorders such as hyper-IgD
syndrome are characterized by periodic at-
tacks of fever, associated with the abnormal
release of inflammatory cytokines IL-1 and
TNF (120). Human basophils have been shown
to release IL-1β and TNF upon the cross-
linking of surface-bound IgD, but not IgE (42)
(Figure 4b). Patients with these disorders have
increased numbers of circulating and mucosal
IgD+IgM− B cells, as well as more IgD-armed
basophils in the mucosa (42). These observa-
tions suggest that the dysregulation of IgD-
mediated basophil activation may contribute to
the pathogenesis of autoinflammation.

CONCLUDING REMARKS

The recent development of novel tools,
including basophil-depleting antibodies and
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genetically engineered mice deficient only in
basophils, has enabled the functional charac-
terization of basophils, which had long been
neglected in immunological studies, when they
were considered minor and redundant relatives
of tissue-resident mast cells. Taking advantage
of these tools, recent studies have illuminated
previously unappreciated, nonredundant roles
for basophils at various levels in immune
responses. Basophils play a crucial role in the
initiation of Th2 responses by providing IL-4,
and even by functioning as APCs. They also
mediate B cell activation and differentiation
to enhance humoral memory responses. In
addition to these regulatory roles in acquired
immunity, basophils contribute to both protec-
tive immunity to pathogens such as parasites
and to the development of immunological
disorders such as acute and chronic allergy and
autoimmunity. Thus, basophils are no longer
regarded as minor and redundant relatives of
mast cells. The importance of basophils in
immune regulation may explain why our bodies
keep the basophil number so low under phys-
iological conditions. Because basophils readily
respond to various stimuli and release immune

modulators, a higher number of basophils
could disturb the homeostatic balance of the
immune system and potentially lead to systemic
anaphylaxis.

Recent technological and conceptual ad-
vances have ushered in an exciting new era
in basophil research. However, there are still
many unsolved issues, including the regula-
tory mechanism of basophil differentiation in
the bone marrow (for example, the cytokines
and transcription factors necessary for their
differentiation and expansion), as well as the
molecular mechanism underlying basophil mi-
gration from the bloodstream to peripheral tis-
sues such as lymph nodes. In addition, the role
of basophil-derived proteases in immune re-
sponses has not yet been addressed. We now
appreciate that basophils, in spite of their small
number, are critically involved in the develop-
ment of immunological abnormalities such as
allergic and autoimmune disorders in mouse
models. Therefore, basophils and their prod-
ucts could be promising therapeutic targets for
such immunological disorders, although fur-
ther studies are needed to verify that the find-
ings in mice are relevant to human diseases.
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Abstract

The IL-10 family of cytokines consists of nine members: IL-10,
IL-19, IL-20, IL-22, IL-24, IL-26, and the more distantly related
IL-28A, IL-28B, and IL-29. Evolutionarily, IL-10 family cytokines
emerged before the adaptive immune response. These cytokines elicit
diverse host defense mechanisms, especially from epithelial cells, during
various infections. IL-10 family cytokines are essential for maintaining
the integrity and homeostasis of tissue epithelial layers. Members of this
family can promote innate immune responses from tissue epithelia to
limit the damage caused by viral and bacterial infections. These cy-
tokines can also facilitate the tissue-healing process in injuries caused
by infection or inflammation. Finally, IL-10 itself can repress proin-
flammatory responses and limit unnecessary tissue disruptions caused
by inflammation. Thus, IL-10 family cytokines have indispensable func-
tions in many infectious and inflammatory diseases.
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INTRODUCTION

The interleukin (IL)-10 family of cytokines and
the closely related interferon (IFN) family of
cytokines form the larger Class II cytokine fam-
ily (1, 2). Class II family cytokines were origi-
nally defined by virtue of their interactions with
Class II cytokine receptors. Overall, Class I and
Class II cytokine receptors share a similar ex-
tracellular architecture consisting of tandem re-
peats of Ig-like domains. Class II receptors can
be differentiated from Class I receptors on the
basis of sequence analysis. For instance, Class
II cytokine receptors lack the canonical Trp-
Ser-X-Trp-Ser motif found in the extracellular
domain of the Class I receptors and differ in the
number and spacing of their cysteine residues.
The cognate ligands for the Class II receptors
are thus referred to as the Class II cytokines.

IL-10 family cytokines can be further
subgrouped in different ways based on their
structure, genomic location, receptor usage,
and common downstream biological functions
(Table 1). In this review, for the convenience
of discussion, we categorize IL-10 family
cytokines into three subgroups based primarily
on their biological functions. The first group
contains only IL-10 itself. IL-10 targets vari-
ous leukocytes and mainly represses excessive
inflammatory responses. The second group,
namely IL-20 subfamily cytokines, is composed
of IL-19, IL-20, IL-22, IL-24, and IL-26 (3).
This group of cytokines primarily acts on
various epithelial cells and protects these
cells from invasion by extracellular pathogens
such as bacteria and yeast. In addition, IL-20
subfamily cytokines enhance tissue remodeling
and wound-healing activities, which help to
maintain tissue integrity and restore home-
ostasis of epithelial layers during infection and
inflammatory responses. Finally, the last group
is the type III IFN group (or IFN λs), which
contains the closely related cytokines IL-28A,
IL-28B, and IL-29 (4). These cytokines induce
antiviral responses similar to those of type I
IFNs but primarily act on epithelial cells (5).
Moreover, these cytokines can synergize with
type I IFNs to boost host antiviral response.
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One of the central functional themes of IL-
10 family cytokines is their role in tissue protec-
tion. On the one hand, these cytokines prevent
excessive tissue damage caused by bacterial and
viral infections as well as proinflammatory re-
sponses. On the other hand, uncontrolled tissue
repair processes, such as the wound-healing re-
sponses triggered by IL-20 subfamily cytokines,
can result in diseases, such as psoriasis. This re-
view integrates recent data on the function and
regulation of IL-10 family cytokines during in-
fectious and inflammatory diseases.

IL-10 FAMILY CYTOKINES
AND THEIR RECEPTORS

IL-10, which was identified by Mosmann and
colleagues (6) in 1989, is the founding mem-
ber of this family of cytokines. Initially, the
IL-10 protein was described as a secreted cy-
tokine synthesis inhibitory factor (CSIF) from
Th2 clones because it inhibits the production
of several cytokines, such as IFN-γ, from Th1
cells (6). The human and mouse CSIF cDNA
was subsequently cloned and renamed IL-10 (7,
8). Mature human and mouse IL-10 has 160
amino acids and forms noncovalently linked ho-
modimers. IL-10 binds to two receptor chains,
IL-10R1 and IL-10R2. The IL-10R1 receptors
in mouse and human were identified by expres-
sion cloning in 1993 based on their affinity for
Flag-tagged-rIL-10 (9, 10). IL-10R1 is struc-
turally similar to IFNR. When human IL-10R1
was overexpressed in hamster cells (COS-1), it
failed to establish the responsiveness of these
cells to human IL-10, suggesting that another
receptor chain was required for the function of
IL-10 (11). Expression of both IL-10R1 and
CRF2-4 (12), a previously cloned Class II cy-
tokine receptor member, restored the signal-
ing of IL-10 (11). CRF2-4 was therefore re-
named IL-10R2. The functional importance of
IL-10R2 was further confirmed by the obser-
vation that macrophages and splenocytes from
IL-10R2-deficient mice were unresponsive to
stimulation by IL-10 (13).

Il19, Il20, and Il24 are closely linked
to Il10 on human chromosome 1q32 (14).

All three genes also share similar genomic
structures with Il10, composed of five exons
and four introns. Il24, initially referred to as
melanoma differentiation-associated cDNA-7
(MDA-7), was the first Il10 homologous gene
discovered in 1995 (15). The human genome
project dramatically facilitated the discovery of
novel cytokines. Il19 and Il20 were identified
through the mining of the EST database for
Il10 homolog genes (16, 17). IL-19, IL-20, and
IL-24 bind to a common two-chain receptor
complex that consists of IL-20R1 and IL-20R2
chains (17–20). In addition, IL-20R2 can also
pair with IL-22R to form a heterodimeric
receptor complex that is preferentially used by
IL-20 and IL-24, but not by IL-19 (18–20).

The genes for IL-22 and IL-26 are not
colocalized with Il10. Instead, they are located
near the Ifng gene on human chromosome
12q16. Il22 was originally cloned from a
mouse T cell line treated with IL-9 and
named IL-10-related T cell–derived inducible
factor (IL-TIF) (21). In contrast, Il26 was
initially identified as AK155 by subtractive
hybridization from human T lymphocytes
infected with Herpesvirus saimiri (HVS) (22).
IL-22 and IL-26 share the common β chain
receptor, IL-10R2, with IL-10. However,
each of the cytokines binds to its unique α

chain receptor, namely IL-22R (also called
IL-22RA1) and IL-20R1, for IL-22 and IL-26,
respectively (23–25). In addition, a secreted
IL-22R homolog, IL-22BP or IL-22RA2, has
been identified. IL-22BP shows 33% amino
acid sequence identity with the extracellular
domain of IL-22R. IL-22BP binds to IL-22
with high affinity and neutralizes its activity in
vitro (26–28). In certain mouse strains, such as
C57Bl/6, FVB, and 129, a duplication of the
Il22 locus has occurred (29). The second copy
of Il22, namely Il22b, is highly homologous to
Il22 at the DNA level. However, currently no
evidence supports that this copy of Il22b is tran-
scribed or has a function in vivo. Interestingly,
the Il26 gene locus is deleted in mice, although
it is maintained through evolution in many
other animals, such as dog, frog, and zebrafish
(30).
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Figure 1
Structure of IL-10 family cytokines and receptor complexes. (a) Crystal
structure of IL-10 from the IL-10/IL-10R1 complex (pdb 1Y6K). IL-10
protomers are depicted with helices rendered as cylinders. Helices are labeled.
(b) Crystal structure of monomeric IL-22 from the IL-22/IL-22R1 complex
(pdb code 3DGC). Helices are shown as in (a) and colored by gradient from N
terminus (dark blue) to C terminus (cyan). In the monomeric cytokines, the loop
connecting the D and E helices is folded so that the E and F helices complete
the monomer core. (c) Complex of IL-10R1 bound to IL-10 (pdb code 1YK6).
IL-10 is colored as in (a). IL-10R1 ( yellow, green) is depicted with beta strands
rendered as arrows. The N-terminal D1 and C-terminal D2 domains are
labeled. Based on the work of Yoon et al. (52), the investigators propose that
IL-10R2 binds adjacent to IL-10R1 and interacts with the AD face of the
cytokine. (d ) Complex of IL-22R1 bound to IL-22. IL-22 is colored as in (a),
IL-22R1 is colored and labeled analogously to IL-10R1 in (c). The proposed
IL-10R2-binding site is labeled.

Il28A, Il28B, and Il29 (also called IFN-λ2,
IFN-λ3, and IFN-λ1, respectively) were iden-
tified through genomic mining for novel genes
similar to the genes for IFN and the IL-10
family of cytokines (31, 32). These three genes
were later classified as type III IFNs (or the
IFN λ family) because of their functional sim-
ilarities to type I IFNs (4). As is the case with
type I IFNs, IL-28A, IL-28B, and IL-29 are all
readily induced from human peripheral blood
mononuclear cells (PBMCs) upon stimulation
with poly(I:C) or encephalomyocarditis virus
(EMCV). Similar mechanisms for the induc-
tion of type I IFNs, such as RIG-I, IPS-1,
TBK1, and IFN regulatory factor 3 (IRF3), are
also used by type III IFNs during viral infec-
tions (33). Moreover, IL-28 and IL-29 also in-
duce similar downstream biological effects as
type I IFNs (31). Structurally, however, type
III IFNs are more closely related to IL-10
family cytokines, especially IL-22 (34). Indeed,
IL-28A, IL-28B, and IL-29 also signal through
the same IL-10R2 chain, paired with their
unique IL-28R as the α chain (31, 32). Inter-
estingly, type III IFNs seem to preferentially
target epithelial cells (35, 36). It has been pro-
posed, therefore, that type III IFNs and IL-20
subfamily members have parallel functions in
the protection of epithelial tissue against viral
and bacterial infections, respectively (34).

STRUCTURE AND
DOWNSTREAM
SIGNALING PATHWAYS

Because of their biological importance, the
structure and function of the IL-10 family of
cytokines has been extensively studied (1, 37,
38). Rather than reiterate the detailed charac-
terization of previous reviews, the present work
briefly summarizes the key structural features of
these ligands (Figure 1). All members of the
IL-10 family of Class II cytokines possess a
characteristic α-helical fold consisting of six he-
lices labeled A to F and connecting loops. The
structural core of the monomeric ligands is a
compact four-helix bundle composed of helices
A, C, D, and F. Helix B tends to be much shorter
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than the other helices and packs against the N-
terminal portion of helix C. Helix E binds to
the periphery of the bundle interacting primar-
ily with helices B, C, and the A–B connecting
loop. Despite possessing a common fold, fam-
ily members are divergent at the sequence level;
for instance, IL-22 and IL-10 share only 22%
sequence identity.

The important structural distinction within
the family is between the domain-swapped
dimers exemplified by IL-10 (and viral or-
thologs) and likely by IL-26 and the monomeric
family members such as IL-19, IL-20, IL-22,
IL-24, and the IL-28s (IFN λs) (Figure 1a,b).
The distinctive intertwined dimer interaction
was first revealed by the structure of IFN-γ
(39). Subsequent structural studies of IL-10
(40, 41) showed that it also forms a domain-
swapped dimer in which two adjacent peptide
chains exchange helices E and F to form a
twofold symmetric, reciprocal dimer. The
addition of six amino acids to the DE loop
results in a functional IL-10 that behaves as
a monomer in solution, indicating that the
ability to form a domain-swapped dimer is
modulated, at least in part, by loop length and
conformation (42). Intriguingly, IL-22 has
been reported to form higher-order species
including dimers and tetramers at high protein
concentration. Notably, molecular envelopes
determined by small-angle X-ray scattering
indicate that the overall shape of these IL-22
dimers is remarkably similar to that of the
intertwined IL-10 dimer (43). Although the
biological importance of this phenomenon has
not been determined, investigators postulate
that differences in stoichiometry depending
on protein concentration may affect signaling.
Despite this solution behavior, crystal struc-
tures of IL-22 either alone (44) or bound to
IL-22R1 (45) do not show any evidence of
domain-swapped dimer formation.

The basic paradigm of Class II cytokine
receptor-ligand interaction was revealed by the
structure of IFN-γ bound to its high-affinity
receptor in 1995 (46) and was confirmed by
structure of the IL-10-IL-10R1 (47), IL-22-IL-
22R1 (45, 48), and IL-22-IL-22BP complexes

(49) (Figure 1c,d ). These structures showed
that both the extracellular domain of the re-
ceptor and the receptor binding mode are sim-
ilar to that of Class I cytokines and receptors
as exemplified by the growth hormone–growth
hormone receptor interaction (50), despite the
differences in sequence and stoichiometry. Like
Class I receptors, Class II receptors consist
of tandem β-sheet rich Ig-like domains with
Fibronectin type III connectivity. Intrastrand
loops contributed by both domains as well as
the short interdomain linker form an elbow-like
ligand-binding surface. The receptor-ligand
binding mode is essentially identical for ei-
ther dimeric (IL-10 or IFN-γ) or monomeric
(IL-22) cytokines. In both cases, the receptor
binds to the surface formed by the helices A
and F and the AB loop.

Recent studies of the structure of the low-
affinity IL-10R2 receptor confirm that it pos-
sesses a similar molecular architecture despite
binding several orders of magnitude more
weakly to cognate cytokines than do the respec-
tive high-affinity receptors (51). Yoon, Walter,
and coworkers (52) used a combination of mu-
tagenesis and computational docking to suggest
that IL-10R2 likely binds to helices A and D on
its cognate ligands adjacent to the high-affinity
interaction site. This proposal is consistent with
what has been seen more broadly for cytokine-
receptor interactions (for a recent review, see
53).

IL-10 family cytokines activate the Jak-
STAT signaling pathway (Figure 2). STAT3
is the key downstream transcription factor
used by IL-10 and IL-20 subfamily cytokines,
whereas the ISGF3 (IFN-stimulated gene fac-
tor 3) complex is induced by type III IFNs (31)
(Figure 2). Jak1 and Tyk2 are associated with
IL-10R1 and IL-10R2, respectively (54, 55).
IL-10 activates STAT1, STAT3, and some-
times STAT5. STAT3, but not STAT1, is crit-
ical in mediating the function of IL-10 in im-
mune cells (56, 57) (Figure 2). The suppressive
effects of IL-10 on the production of proinflam-
matory cytokines are completely abolished in
macrophages and neutrophils lacking STAT3
(57).
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Figure 2
Receptors and downstream signaling of IL-10, IL-22, and IL-28. IL-10 family cytokines primarily activate Jak/STAT pathways upon
binding to their functional receptors. IL-10 and IL-22 mainly signal through STAT3. IL-22R can associate with STAT3 in a
tyrosine-independent manner. IL-28 and IL-29 activate the ISGF3 (IFN-stimulated gene factor 3) complex.

IL-20 subfamily cytokines also activate
STAT3. Among this group of cytokines, the
downstream signaling pathway of IL-22 is cur-
rently the most well understood (Figure 2). As
is the case for IL-10, IL-22 induces activation
of the Jak/STAT pathway upon binding to
the IL-22R/IL-10R2 heterodimeric receptor
complex. Jak1 and Tyk2, but not Jak2, are phos-
phorylated upon IL-22 binding (58). IL-22
stimulation can activate three STAT molecules,
including STAT1, STAT3, and STAT5 (23,
58). There are in total eight tyrosine residues in
the intracellular domain of IL-22R (59). Inter-
estingly, although these tyrosine residues are
required for the recruitment and activation of
STAT1 and STAT5 upon IL-22 stimulation,

they are dispensable for STAT3 activation.
IL-22R can use a novel mechanism to consti-
tutively bind to STAT3 through its C-terminal
tail interacting with the coiled-coil domain
of STAT3 (59). In addition to the Jak/STAT
pathway, IL-22 can also activate ERK, JNK,
and p38 MAP kinase pathways in a rat hepatoma
cell line, H4IIE, and in a human intestinal
epithelial cell line, HT29 (58, 60). Further-
more, AKT phosphorylation is reported upon
IL-22 treatment in H4IIE, HT29, and murine
hepatocytes (58, 60, 61). However, in a murine
breast cancer cell line, EMT6, IL-22 seemed
to promote a cell cycle arrest through the in-
hibition of ERK1/2 and AKT phosphorylation
(62).
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CELLULAR SOURCES AND
REGULATION OF IL-10
FAMILY CYTOKINES

IL-10 family cytokines are produced by various
leukocytes. Tissue epithelial cells can also
secrete some of these cytokines. IL-10 and
IL-22 are the most well studied among the
family members in terms of their regulation.
IL-10 is expressed by cells of the innate and the
adaptive immune system, including dendritic
cells (DCs), macrophages, mast cells, natural
killer (NK) cells, eosinophils, neutrophils,
CD4 and CD8 T cells, and B cells (reviewed
in 2, 63–69). Similarly, IL-22 is produced by
various leukocytes, such as CD4, CD8, γδ T
cells, NK cells, DCs, and various lymphoid
tissue inducer (LTi)-like subsets (70–75).
Consistent with their different functional roles
in inflammation, the regulation of these two
cytokines is drastically different.

IL-19, IL-20, and IL-24 are primarily gen-
erated by myeloid cells (76). T cells and ep-
ithelial cells can secrete some of these cytokines
upon certain stimulations. IL-28A, IL-28B, and
IL-29 can be produced by leukocytes (5, 31, 32).
The induction of these type III IFNs is report-
edly similar to that of type I IFNs; however,
detailed analysis of the regulation in individ-
ual cell types is still lacking. The regulation of
IL-26 awaits further characterization. Existing
data suggest that in humans the expression pat-
terns of IL-26 are similar to those of IL-22, con-
sistent with the linkage of these two cytokines
in the genome (77–79).

The Production and Regulation of
IL-10 Family Cytokines in T Cells

T cells are one of the sources of IL-10, IL-22,
IL-24, and IL-26. IL-10 can be produced by
virtually all T cell subsets, including Th1, Th2,
Th9, and Th17 effector T cells, regulatory T
cells, and CD8+ T cells (reviewed in 2, 63–69).
IL-22 is produced by Th1, Th17, γδ T cells,
and CD8 T cells. However, Th2, Th9, regula-
tory T cells, and B cells have not been reported
to produce significant amounts of IL-22. So far,

Th2 cells are likely the main source of IL-24 in
T cells, while the expression of IL-26 follows
IL-22 in most examined cases in the human
system (77–79).

IL-10 in regulatory T cells. Regulatory T
cells constitute a largely heterogeneous pop-
ulation of cells that can be defined based on
their potential to suppress other immune cells
and thereby limit or suppress immune re-
sponses. Among IL-10 family members, IL-10
is the only cytokine produced by these cells
and is required for their function. The best-
characterized subset of regulatory T cells is the
FoxP3+ Treg that originates from the thymus.
These cells usually do not express IL-10 upon
restimulation ex vivo (80, 81) unless they are
isolated from the gut (82). The role of IL-10
for the suppressive function of Tregs has been
extensively reviewed elsewhere (65, 67, 83–86).
However, the signals triggering IL-10 produc-
tion in Tregs are not well defined. IL-2 and
IL-4 induce IL-10 production in Tregs in vitro
(87, 88). The signals required for IL-10 expres-
sion in vivo remain elusive, although TGF-β is
required (82).

Various antigen-induced T cell populations
with suppressive capacities have been described
(reviewed in 65, 83, 89, 90). These cells were de-
fined as regulatory T cells based on either their
expression of FoxP3 or their production of reg-
ulatory cytokines, such as IL-10, in the absence
of classical effector cytokines. IL-10-producing
Tr1 cells were originally generated by repeated
in vitro stimulation of T cells in the presence of
IL-10 (91). Treatment with immunosuppres-
sive drugs, such as the combination of vitamin
D3 and dexamethasone, has been shown to in-
duce Tr1 cells (92). In vivo TGF-β, but not
IL-10, is required for the development of IL-
10-competent regulatory T cells (82).

Th2 cells produce IL-10 and IL-24. IL-10
production was first described in Th2 cells (6,
7). In these cells, IL-10 is coexpressed with
other Th2 cytokines IL-4, IL-5, and IL-13 and
is regulated by Th2-associated signaling path-
ways and transcription factors, including IL-4,
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STAT6, and GATA3 (93–95). Recently, stud-
ies demonstrated that IL-27, a member of the
IL-12 cytokine family that by itself promotes
Th1 differentiation, enhances IL-10 produc-
tion in Th2 cells in a STAT1- and STAT3-
dependent manner (96). A Th2-related subset,
Th9, has been described in mouse and human
(97–99). Th9 cells are generated in the pres-
ence of IL-4 and TGF-β and produce IL-9 as a
signature cytokine. Th9 cells can produce high
levels of IL-10 (97–99) but seem to lack sup-
pressive potential (98). The regulation of IL-10
expression in these cells is presently unknown.

Unlike IL-10, which is essentially produced
by all Th subsets, IL-24 is preferentially pro-
duced by Th2 cells (100). IL-24 lacks immune
repressive functions, and its detailed regulation
in Th2 cells is currently unclear.

Regulation of IL-10 and IL-22 in Th1 and
Th17 cells. Shortly after the initial descrip-
tion of IL-10 as a Th2 cytokine, studies found
that it is produced by human Th1 cells as well
(101, 102). Th1 cells require strong activation
and the presence of IL-12 in order to coex-
press IFN-γ and IL-10 (95, 103–105). As in
Th2 cells, IL-27 also induces IL-10 production
in Th1 cells in mouse (96, 106–109) and human
(110). TGF-β acts synergistically with IL-27 in
inducing IL-10 (96, 111).

Several groups have recently shown that
Th17 cells produce IL-10 (96, 105, 106, 112).
The cytokine combination of TGF-β and IL-6,
besides potently inducing Th17 differentiation
and IL-17 expression, induces IL-10 produc-
tion in Th17 cells (Figure 3) (112). In contrast,
IL-23 is required for the long-term in vivo func-
tion of Th17 cells but inhibits IL-10 production
from these cells (112). In addition, the combi-
nation of IL-27 and IL-6 is a strong inducer of
IL-10 in Th17 cells (96), whereas IL-27 alone
largely suppresses IL-17 production while in-
ducing IL-10 (110).

Th1 cells were originally identified as the
source of IL-22 as well (113). Few data exist
on the detailed regulation of IL-22 from Th1
cells. Presumably, IL-12 is required for the in-
duction of IL-22. We have also noticed that IL-

18 can further enhance IL-22 production from
Th1 cells (M. Munoz, Y. Zheng, K. Wong, C.
Loddenkemper, M. Heimesaat, O. Liesenfeld,
and W. Ouyang, manuscript in preparation).

IL-22 is one of the signature cytokines, be-
sides IL-17 and IL-21, that are preferentially
produced by Th17 cells (114–116). Although
IL-6 and TGF-β are indispensable for de novo
differentiation of murine Th17 cells (117–119),
IL-6 alone is sufficient to induce IL-22 from
naive T cells in vitro in mouse and human (116,
120). However, IL-6 is not essential for IL-22
induction in vivo, at least in Concanavalin A
(ConA)-induced hepatitis and Citrobacter roden-
tium infection models (61, 121), whereas IL-
6 is required for maximal IL-17 production
(121). Interestingly, IL-21 was found to pro-
mote IL-22 expression comparable to IL-6 in
vitro (122), suggesting that IL-21 and IL-6 may
have a redundant role. In combination with tu-
mor necrosis factor (TNF)-α, IL-6 is particu-
larly effective in promoting the differentiation
of a recently identified population of human
Th22 cells (120) that produces IL-22 but not
IL-17.

IL-23, although not sufficient to induce de
novo IL-17 production from naive T cells (112,
117, 118), is essential in promoting IL-22 pro-
duction from many immune cell types. IL-23
alone induces IL-22 production from CD4+

and CD8+ T cells, γδ T cells, monocytes,
CD11c+ DCs, and LTi cells (70, 74, 112, 116).
In vivo, IL-22 induction is significantly com-
promised in IL-23-deficient mice under various
immune challenges (122, 123–126).

Finally, the roles of TGF-β in the regulation
of IL-17 and IL-22 production are strikingly
different. TGF-β is required for robust IL-17
and IL-10 induction in naive T cells (117–119)
(Figure 3). In contrast, not only is TGF-β
not required for the induction of IL-22 expres-
sion, but it also potently inhibits IL-22 expres-
sion in murine Th17 cells in a concentration-
dependent manner (116). TGF-β completely
blocks IL-22 induction in human Th22 cells
generated by IL-6/TNF treatment (120). The
molecular basis for this suppressive effect is cur-
rently unknown.
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Figure 3
Regulation of IL-10 and IL-22 in T cells. The expression of IL-10 and IL-22 is controlled by both common and distinct transcription
factors. STAT3 and Notch were shown to be involved in the transcriptional regulation of both cytokines. STAT3 activation by IL-27,
either alone or in combination with IL-6, or by TGF-β plus IL-6, promotes IL-10 production. Activated by IL-23, IL-6, and IL-21,
STAT3 is also crucial for IL-22 expression. Triggering of Notch by Dll-4 induces IL-10 expression in Th1 cells in synergy with
STAT4. Notch also induces IL-22 production in Th17 cells, possibly by activating AhR. Other factors, such as AhR, RORγt/RORα,
and BATF, control IL-22 production but are not involved in IL-10 regulation, whereas c-MAF and GATA3 control only IL-10
expression. (Dashed lines indicate transcriptional induction of the respective factor. Question marks indicate that the proposed binding
to the IL-10 or IL-22 promoter has not been demonstrated experimentally. Abbreviations: AhR, aryl hydrocarbon receptor; ARNT,
aryl hydrocarbon receptor nuclear translocator; BATF, basic leucine zipper transcription factor, ATF-like; Dll-4, Delta-like-4;
MAML, Masterlind-like; NICD, Notch intracellular domain; RBP-Jκ, recombining binding protein suppressor of hairless.)

Clearly, different cytokine networks are re-
quired for the production of IL-10 and IL-22
from Th1 and Th17 cells (Figure 3). Both com-
mon and distinct transcription factors control
the production of these two cytokines in T cells.
STAT3 and Notch are two common transcrip-
tion factors that regulate IL-10 and IL-22 pro-
duction from Th1 and Th17 cells. Two puta-
tive STAT-binding sites have been identified in
the murine and human IL-10 promoter (127,
128). Generally, STATs are among the most
universal and crucial transcriptional regulators
of IL-10. STAT1, STAT3, and STAT4 have
all been linked to IL-10 regulation (103, 104,
106). Several reports demonstrate that STAT3

activation by IL-27, either alone or in com-
bination with IL-6, or by TGF-β plus IL-6,
promotes IL-10 production by Th1, Th2, and
Th17 cells in mouse and human (96, 106–108,
110–112, 129).

STAT3 is essential for the differentiation
of Th17 cells and for the expression of the
Th17 key transcription factors RORγt and
RORα in response to TGF-β, IL-6, and IL-23
(130–132). Because all cytokines reported to
induce IL-22 production, i.e., IL-23, IL-6,
and IL-21, signal through STAT3, it is not
surprising that STAT3 is crucial for IL-22
expression. Overexpression of a constitutively
active STAT3 strongly enhances IL-23R and
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IL-22 expression (133). STAT3-deficient T
cells are impaired in their expression of IL-22,
as well as of IL-17, IL-23R, and RORγt under
Th17-polarizing conditions in vitro (122, 133).

Activation of the Notch pathway via its lig-
and Delta-like-4 (Dll-4) promotes the coex-
pression of IL-10 and IFN-γ in Th1 cells
(134, 135). Furthermore, Notch strongly syn-
ergizes with IL-12 and IL-27 in the induc-
tion of IL-10 from Th1 cells (134). The
Notch pathway also promotes IL-10 produc-
tion from Th17 cells, although at a lower level
(S. Rutz and W. Ouyang, unpublished ob-
servation). The Notch pathway has recently
been implied in IL-22 regulation. Costimula-
tion of CD4+ T cells with either recombinant
Dll-4 (136) or antigen-presenting cells (APCs)
overexpressing Dll-1 (137) in the presence of
TGF-β/IL-6 or TGF-β/IL-6/IL-23 strongly
induces IL-22 production in vitro. More impor-
tantly, the Notch pathway also regulates IL-22
production in vivo. RBP-Jκ-deficient mice, in
which Notch signaling is blocked altogether,
are highly susceptible to the detrimental im-
munopathology associated with ConA-induced
hepatitis but could be protected by exogenous
IL-22 (137). Consistently, CD4+ T cells from
RBP-Jκ-deficient mice were largely impaired
in their ability to produce IL-22 through T cell
receptor–mediated stimulation (137).

Several other transcription factors regulate
the expression only of IL-10 and not of IL-22.
First, c-MAF belongs to the MAF family of
basic region and leucine zipper transcription
factors. Originally, c-MAF had been described
as a Th2 transcription factor directing the
expression of Il4 and thereby promoting Th2
differentiation (138, 139). Recently, c-MAF was
also implicated in the expression of IL-10 by
various T cell subsets (105, 108, 129). c-MAF
expression correlates with IL-10 production in
Th1, Th2, and Th17 cells and is dependent on
ERK activation in Th1 and Th17 cells (105). c-
MAF is synergistically upregulated by IL-6 plus
TGF-β or IL-27 plus TGF-β in Th17 cells,
and it is downstream of IL-27-induced IL-10
production in Th1 cells (108). c-MAF directly
induces IL-10 expression in T cells through

binding to a MARE (MAF recognition element)
motif in the IL-10 promoter (129). Taken to-
gether, these findings are suggestive of c-MAF
as a universal transcriptional regulator of IL-10
expression in a wide range of immune cells.

Sp1 (140, 141), C/EBPs (142–144), IRF1
(127), activator protein-1 (AP-1) (145, 146),
NF-κB (147), and CREB (148) all reportedly
regulate IL-10 expression in myeloid cells and
T cells. AP-1 activity has been associated with
IL-10 production in T cells and macrophages.
An AP-1-specific binding motif has been
identified in the noncoding region that is
approximately 1 kb downstream of the IL-10
transcribed region (14, 149). This element
is responsible for JUN/AP-1-driven IL-10
production that is observed in Th2, but not
Th1, cells (14, 149). IL-10 production by T
effector cells also requires ERK activation (105,
150). In Th1 cells, IL-10 expression depends
on STAT4 and ERK. IL-21 and IL-27, both
potent inducers of IL-10 production in T cells
(see above), activate ERK (151, 152).

Different sets of transcription factors are
required for the production of IL-22 in T cells
(Figure 3). The retinoic acid–related orphan
nuclear receptor RORγt is necessary and
sufficient to drive Th17 development (153).
Its closely related family member, RORα, also
participates in the regulation of IL-17A and IL-
17F production in vitro and in vivo (132). Dou-
ble deficiencies in RORα and RORγt globally
impair Th17 generation and completely pro-
tect mice against experimental autoimmune
encephalomyelitis (EAE) (132). Interestingly,
most, but not all (120), cell types that produce
IL-22 express RORγt as well (72–74, 77, 132,
154–159). The exact involvement of RORγt
and RORα in the transcriptional regulation of
IL-22 is not well understood. RORα-deficient
T cells show normal IL-22 expression under
Th17 conditions in vitro, and forced expression
is not sufficient to induce IL-22 (132). Like-
wise, overexpression of RORγt alone is not
sufficient for IL-22 expression in murine (160)
or human T cells (78). RORγt-deficient cells,
however, show strongly reduced IL-22 expres-
sion in vitro in the presence of TGF-β/IL-6 or
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TGF-β/IL-6/IL-23 (132) or TGF-β/IL-
21/IL-23 (122). Reduced IL-22 production is
observed in human Th22 cells after treatment
with a small interfering RNA against RORγt
(157). However, Duhen et al. (120) report that
human Th22 cells produce IL-22 while ex-
pressing low to undetectable levels of RORγt.
When considered together, these findings
suggest that RORγt acts in combination with
other pathways to regulate IL-22 expression.
Interestingly, only RORα/RORγt-double-
deficient T cells totally lack IL-22 expression
(132).

The cytosolic transcription factor aryl hy-
drocarbon receptor (AhR) has been iden-
tified as a crucial factor in the develop-
ment of Th17 cells (160–163) and Tregs
(162). AhR was suggested as a link between
the adaptive immune system and environ-
mental factors because it recognizes numer-
ous small xenobiotic and natural molecules,
such as 2,3,7,8-tetrachlorodibenzo-p-dioxin
(TCDD) and the tryptophan photometabolite
6-formylindolo(3,2-b)carbazole (FICZ). Th17
cells express particularly high levels of AhR in
mouse and human (161, 162). AhR deficiency
impairs but does not prevent Th17 develop-
ment (161, 163). Interestingly, AhR is essential
for IL-22 expression in Th17 cells (160, 161),
γδ T cells (72), and human Th22 cells (120,
157). CD4+ T cells from AhR-deficient mice
can develop Th17 cell responses, but when con-
fronted with AhR ligand they fail to produce
IL-22 (161). Th17 cells from AhR-deficient
mice cannot produce IL-22 despite the pres-
ence of IL-23 under inflammatory conditions
such as immunization with CFA or injection
with heat-killed mycobacteria (161). The exact
mode of action of AhR remains elusive. The
core nucleotide sequence to which the nuclear
AhR complex binds, also termed the xenobi-
otic responsive element, occurs frequently in
the mammalian genome and is also represented
in Il17a, Il17f, Il22, and rorc. AhR is apparently
associated with other Th17-related factors to
activate Il22 transcription, given that, in AhR-
deficient T cells, forced expression of AhR un-
der neutral, Th1, or Th2 conditions does not

induce IL-22 even in the presence of its ligand
FICZ (160).

Other transcription factors that may reg-
ulate IL-22 production include basic leucine
zipper transcription factor, ATF-like (BATF),
IRF4, and IκBζ (Figure 3). BATF is a member
of the AP-1 superfamily of basic leucine zip-
per transcription factors. T cells from BATF-
deficient mice are completely impaired in their
differentiation into Th17 cells, and the mice are
resistant to EAE (164). BATF-deficient T cells
cannot express RORγt, RORα, AhR, IL-17A,
IL-17F, IL-21, or IL-22. IRF4 is crucial for
the development of Th17 cells (165, 166). It is
the only known Th17-related factor that is in-
duced in the absence of BATF. IRF4-deficient
T cells fail to upregulate RORγt or to pro-
duce IL-17 and IL-22 in response to a cocktail
of cytokines including IL-6 and TGF-β (165).
IκBζ, a nuclear IκB family member, has re-
cently been described as a transcription factor
required for Th17 development in mice. The
ectopic expression of IκBζ in naive CD4+ T
cells together with RORγt or RORα potently
induces Th17 development, even in the absence
of IL-6 and TGF-β. IL-22 expression upon
TGF-β/IL-6/IL-23 treatment is markedly re-
duced in IκBζ-deficient T cells (167). The ex-
pression of other Th17-associated transcrip-
tion factors, including RORα, RORγt, AhR,
IRF4, and BATF were found to be normal,
as was IL-6-induced STAT3 phosphorylation
(167).

Regulation of IL-10 Family Cytokines
in Myeloid Cells and Other Tissue
Cell Types

IL-10, IL-19, IL-20, and IL-24 are closely
linked in the genome. It is not surprising that
all these cytokines can be induced from myeloid
cells through TLR activation. IL-10 produc-
tion can be triggered in vitro in both DCs
(168–173) and macrophages (168, 174–176)
by stimulation with certain PRR ligands, e.g.,
Toll-like receptor (TLR) agonists. TLR2 lig-
ands appear to be particularly potent inducers
of IL-10 production by APCs, as demonstrated
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with the synthetic TLR2 agonist Pam3cys
(170, 172) or by reduced IL-10 production
from macrophages during Candida albicans
infection in TLR2-deficient mice (177). TLR9
and TLR4 ligation also trigger IL-10 produc-
tion from macrophages and DCs (168, 178,
179). TLR-independent triggers of IL-10 pro-
duction include DC-SIGN (173) and Dectin-1
(171). The activation of CD40 reportedly
further enhances IL-10 production by DCs
(169, 171) and induces IL-10 in macrophages.

Myeloid cells are sources of IL-19, IL-20,
and IL-24 as well. Lipopolysaccharide (LPS)
stimulates the production of these three
cytokines from monocytes. Pretreatment
of monocytes with IL-4 and IL-13 further
increases the LPS-induced IL-19 production
(16). GM-CSF can also promote IL-19 expres-
sion from monocytes. TNF-α upregulates the
expression of IL-20 from human monocytes
(180). In psoriatic skin, IL-20 is mainly de-
tected in CD68+/CD11C+ DCs. In addition
to myeloid cells and T cells, some tumor cells
such as melanoma cells also produce IL-24
(15). Epithelial cells are also a source for IL-19,
IL-20, and IL-24, and IL-20 expression from
keratinocytes can be induced by IL-22, IL-1β,
and ultraviolet B (3, 181–183). As discussed be-
low, the IL-20 subfamily cytokines produced by
myeloid cells and keratinocytes may participate
in the pathogenesis of psoriasis. Stimulation
with IL-17, IL-22, or IL-1β induces IL-19
from human bronchial epithelial cells, which
may play a role in host defense of bacterial
infections (124, 184). Finally, monocytes and
DCs produce low levels of IL-22 upon IL-23
stimulation (116, 121, 185, 186).

Expression of IL-22 in NK
and LTi-Like Subsets

The T cell compartment is not required for IL-
22-dependent protection in colitis models such
as C. rodentium infection (121, 187); therefore,
an IL-23-responsive cell belonging to the in-
nate compartment must also be a source of IL-
22. Initial reports identified IL-22-expressing
NK cells (188), which investigators suggested

were involved in mediating protection from
colitis (187). Investigations into subsets of
NK cells conducted by several labs revealed a
population of cells that lacked lineage markers,
expressed NKp46, and were resident in mu-
cosal tissue such as gut lamina propria, Peyer’s
patches, and cryptopatches (77, 155, 159, 189).
These CD3−NKp46+ cells were all reported to
express RORγt, which is essential for the devel-
opment not only of Th17 cells, but also of LTi
cells. Although these CD3−NKp46+RORγt+

cells express various markers associated
with NK cells, they express low levels of
IFN-γ and have low cytotoxic capacity but
produce high levels of IL-22 following stim-
ulation (77, 155, 159). Various names have
been proposed to describe IL-22-producing
NKp46+RORγt+ cells, including NK22,
NKp46+RORγt+, and NCR22 (77, 190–192).
Murine NKp46+RORγt+ cells were found to
contribute to resistance to C. rodentium, sug-
gesting a role in mucosal homeostasis (77, 154).

Murine and human LTi cells also produce
high levels of IL-22 upon activation (74, 75,
158). Human LTi cells have been identified
recently as a lin−CD45+CD127+RORC+

population (75). Human tonsil LTi cells
produce low levels of IFN-γ but high IL-22
following stimulation ex vivo. These cells are
NKp46+, and activation of LTi cells from the
tonsil induces the expression of CD56; fetal
LTi cells acquire NK cell markers following
ex vivo culture with γc cytokines, suggesting
an intrinsic developmental link between LTi
cells and NKp46+ NK22 cells (75, 158)
(Figure 4). Recent publications suggest that
although similar in phenotype to conventional
NK cells, NKp46+RORγt+ cells in human
and mouse comprise a cellular lineage that is
distinct from, yet developmentally related to,
conventional NK cells (158, 193) (Figure 4). In
a broader context, conventional NK cells, LTi
and LTi-like cells, and NKp46+ RORγt+ cells
may be considered part of a family of innate
lymphoid cells that mediate mucosal home-
ostasis. Recently, RORγt+ precursor cells have
been identified in fetal liver (194). These cells
can develop into both mature LTi cells and
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LTi,
LTi-like

?

NKp46
(human)

IL-7Rα

CD4+/–

(mouse)

C-Kit

Id2

NK22, NCR22,
NKp46+RORγt +

NK cells

NKp44+

(human)

Common
precursor?
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(human)

NKp46
IL-7Rα

C-Kit

IL-22

RORγt

CD56+

(human)

NKp46

IFN-γ

Granzyme,
Perforin

NK1.1hi

RORγt

Figure 4
LTi- and NK-like cells are major innate sources of IL-22. Human LTi cells and RORC+NKp46+ NK22 cells can produce IL-22 upon
activation. These cells may share a common precursor during development.

NKp46+RORγt+ cells, suggesting that they
may be a common precursor for the entire
family of innate IL-22-producing lymphocytes.

DIVERSE TARGET CELLS AND
BIOLOGICAL FUNCTIONS OF
IL-10 FAMILY CYTOKINES

IL-10 family cytokines target various cell types
in the body. Two β chains and four α

chains are used by these cytokines as receptors
(Table 1). The two β chains are relatively
broadly expressed, whereas the presence of the
α chain determines which cytokines a par-
ticular cell type responds to (70, 76). The
IL-10R2 chain is ubiquitously expressed,
whereas IL-20R2 expression is more limited
to various tissues enriched with epithelial cells,
such as skin and lung (17). A low level of
expression of IL-20R2 is also detected in

leukocytes. The IL-10R1 chain is mainly
expressed on leukocytes, whereas IL-22R1,
IL-20R1, and IL-28R1 are preferentially ex-
pressed on various tissue epithelial cells and
fibroblasts (9, 10, 17, 35, 36, 195). IL-10 is
thus the only family member primarily target-
ing leukocytes, while all other family members
preferentially regulate various other cell types,
especially epithelial cells, in the tissues.

IL-28A, IL-28B, and IL-29 induce down-
stream antiviral responses, similar to those
triggered by type I IFNs. Type III IFNs also
stimulate the expression of common IFN gene
signatures, such as Mx1 and Oas1 (31). Nearly
identical gene signatures are induced by type I
and type III IFNs from HepG2 and U266 cells
(196). Nevertheless, the antiviral and antipro-
liferative activities induced by IL-28 and IL-29
are different from those of IFN-α in terms
of potency and kinetics (197). The activities
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induced by type III IFNs are in general weaker
than those induced by type I IFNs (31, 198).
Furthermore, in contrast to a broad spectrum
of cell types that respond to stimulation by
type I IFNs, only a few cell types, especially
epithelial cells, preferentially react to type III
IFNs (35, 36). IL-28A, IL-28B, and IL-29,
therefore, probably evolved to protect skin and
mucosal surfaces from viral invasion, which
is similar to the activities of IL-20 subfamily
cytokines in protection of epithelial layers
from bacterial infection.

IL-20 subfamily cytokines, except for IL-26,
share similar biological activities, especially on
keratinocytes, where all receptors for this group
of cytokines are expressed. IL-20 subfamily cy-
tokines induce broad biological functions that
are essential for epithelial integrity and innate
host defense (3, 60, 70, 199, 200). Interest-
ingly, although the receptor for IL-26 is also ex-
pressed on keratinocytes, IL-26 fails to induce
downstream effects similar to those induced by
other IL-20 subfamily cytokines in these cells
(3). However, it does activate STAT3 in colon
cells (25, 60). The reason for this observation is
unclear. It is still controversial whether IL-20
subfamily cytokines can function on leukocytes.
Neither IL-20R1 nor IL-22R has been detected
on leukocytes (76, 195). Reported activities of
this subgroup of cytokines on leukocytes range
from T cell activation and differentiation and
myeloid cell cytokine production to enhance-
ment of multipotential hematopoietic progeni-
tors (201–204). Further molecular characteriza-
tion of signal transduction pathways is required
to understand these biological activities. In ad-
dition, IL-24 reportedly exerts special antitu-
mor activity in numerous studies (reviewed in
205, 206). This antitumor activity is not shared
by IL-20 despite using the same receptor. The
antitumor activity requires overexpression of
intracellular IL-24 to induce endoplasmic retic-
ulum stress activities (205, 207). Therefore, it is
unclear whether this function reflects the natu-
ral biology of IL-24 as a cytokine.

Based on its protective activity in vivo and
its shared IL-10R2 chain with IL-10, IL-22
may have anti-inflammatory functions simi-

lar to those of IL-10 (61, 187). However, in
contrast to IL-10, at a cellular level scarce
evidence supports a direct anti-inflammatory
function for IL-22 (3, 195, 208). Although
two studies observed that IL-22 induced IL-
10 production from a colon epithelial cell line,
Colo205 (77, 209), most expression-profiling
studies on IL-22 in various primary epithe-
lial cells demonstrate that IL-22 primarily pro-
motes innate inflammatory responses, tissue
protection, and wound-healing activities (3, 70,
195, 208). In addition, IL-22 does not induce
an anti-inflammatory response from leukocytes
because of the lack of IL-22R expression. Inter-
estingly, upon forced expression of IL-22R in
macrophages, IL-22 induces anti-inflammatory
functions in these cells similar to IL-10 (210).
Overexpressing IL-22R in lymphocytes in vivo,
however, results in systemic inflammation as
well as in neutrophilia (211). In conclusion, the
anti-inflammatory activity of IL-22 observed in
several models in vivo is probably mediated by
its indirect tissue protective activity.

IL-10 FAMILY CYTOKINES IN
HOST DEFENSE

Host defenses elicited by IL-10 family cy-
tokines are ancient mechanisms used by verte-
brates to protect against various infections (1, 2,
30). The key functions of the IL-10 family of cy-
tokines in host defense can be categorized into
three areas. First, IL-20 subfamily cytokines in-
duce innate defense mechanisms from epithe-
lial cells against extracellular pathogens, such as
bacteria and yeast. Second, type III IFNs pref-
erentially promote antiviral responses from ep-
ithelial cells and cooperate with type I IFNs in
the clearance of viral infections. Third, IL-20
subfamily cytokines and IL-10 prevent tissue
damage caused by infections and inflammation.
IL-20 subfamily cytokines stimulate epithelial
cell proliferation, antiapoptotic responses, and
tissue remodeling and healing. IL-10, on the
other hand, regulates and represses the expres-
sion of proinflammatory cytokines during the
recovery phase of infections and reduces the tis-
sue damage caused by these cytokines.
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The functions of IL-10 in infections have
been recently reviewed (212, 213). IL-10 is a
general suppressive cytokine. It inhibits proin-
flammatory responses from innate and adaptive
immunity, and it prevents the lesions in tis-
sues caused by exacerbated adaptive immune re-
sponses. IL-10 is thus a central cytokine during
the resolution phase of inflammation. Consis-
tently, as is discussed below, blocking the IL-
10 pathway in mice causes spontaneous devel-
opment of inflammatory bowel disease (IBD).
However, evolutionarily pathogens have ex-
ploited the functions of IL-10 to repress the
normal host inflammatory responses during in-
fections, thus establishing chronic infectious
states. Increased IL-10 expression has been as-
sociated with many chronic bacterial and viral
infections. Furthermore, some viruses can pro-
duce their own version of IL-10 (vIL-10) to
directly suppress the immune responses of the
host (7). The induction of IL-10 in DCs and
macrophages represents a powerful mechanism
of immune evasion used by various pathogens.
Either IL-10 itself, or the subsequent induc-
tion of T regulatory cells, impairs pathogen
control and clearance in infection models with
lymphocytic choriomeningitis virus (LCMV)
(214), Schistosoma mansoni (215), Mycobacterium
tuberculosis (216), and Candida albicans (177).
Macrophage-derived IL-10 can inhibit the dif-
ferentiation of neighboring cells into classi-
cally activated macrophages, which allows the
macrophage population to be self-regulating
(217).

The secretion of IL-10 by Th1 cells repre-
sents a potent autoregulatory feedback loop that
protects against excessive inflammation and
potential tissue destruction during proinflam-
matory Th1-driven immune responses in infec-
tions. However, this mechanism is exploited by
pathogens to prevent their elimination, leading
to chronic infections (63, 64, 218). Although
IFN-γ/IL-10-secreting T cells had been rec-
ognized for many years, only recent studies dis-
covered that IFN-γ+IL-10+Tbet+ T cells are
indeed required in a Toxoplasma gondii infection
model to prevent excessive inflammation result-
ing in early mortality of the mice (219). Similar

results were obtained in a cutaneous Leishma-
nia major infection model. Here, IFN-γ+IL-
10+FoxP3− cells act to maintain a chronic, non-
resolving infection status. Upon adaptive trans-
fer, these IL-10-producing FoxP3− T cells,
but not IL-10-secreting FoxP3+ Tregs, can
interfere with pathogen clearance in L. major–
infected mice (82, 220). Blocking IL-10 has
thus been considered a therapeutic approach
for the treatment of certain chronic infections.

Unlike the anti-inflammatory functions of
IL-10, the rest of the cytokines in this family
enhance innate host defense mechanisms, es-
pecially from various tissues. Next, we focus on
IL-20 subfamily cytokines, especially IL-22, in
host defense against bacterial and yeast infec-
tions and the potential roles of type III IFNs
in viral infections. As discussed above, IL-20
subfamily cytokines induce various antimicro-
bial peptides from epithelial cells. These cy-
tokines probably exert similar and redundant
host defense functions during infections. At this
time, only IL-22 has been examined extensively
in vivo during bacterial infections. IL-24 has
been reported to modulate IFN-γ expression
in vitro and in vivo (221, 222). Administra-
tion of exogenous IL-24 protects the mice from
Salmonella typhimurium C5 infection. Although
IL-20 shares the same receptors as IL-24,
whether IL-20 has similar biological functions
is presently unclear. Elevated IL-22 has also
been detected in individuals who are resistant
to HIV-1 infection despite repeated exposure to
the virus (223). Furthermore, IL-22 is mapped
to the locus controlling Theiler’s virus–induced
encephalomyelitis (224). However, IL-22 does
not elicit direct antiviral responses from hepatic
cells, and most likely not from other epithelial
cells either (225). The in vivo role of IL-22, as
well as of other IL-20 subfamily cytokines, in
viral infections deserves more attention.

IL-22 in Bacterial Infections

An early effort examined the role of IL-22
during infection with Listeria monocytogenes,
a gram-positive intracellular bacterium, given
the function of IL-22 in liver protection (61).
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IL-22 is not required for either the innate or the
adaptive immune responses against L. monocyto-
genes. Because of the high expression of IL-22R
on mucosal epithelial cells, we decided to exam-
ine the function of IL-22 during extracellular
bacterial infection of the mucosal system (121).
Citrobacter rodentium, a gram-negative bac-
terium, attaches to murine colon epithelial cells
and induces acute infectious colitis, mimicking
attaching and effacing bacterial infections in the
human. Upon C. rodentium infection, IL-23 and
IL-22 are quickly upregulated in the colon. IL-
23 induces IL-22 production from innate im-
mune cell types including LTi cells, NKp46+

NK-like cells, and DCs (74, 77, 121, 154). IL-
22 is indispensable for host defense during the
early phase of C. rodentium infection (121). IL-
22-deficient mice display much more severe
epithelial damage as well as systemic bacterial
dissemination. Many IL-22−/− mice succumb
within the second week after infection. IL-22
is required for the induction of the Reg family
of antimicrobial peptides from colon epithelial
cells. Reg family proteins are secreted C-type
lectins that may have essential functions in the
prevention of systemic bacterial dissemination.

IL-22 is also required for host defense
against Klebsiella pneumoniae infection in the
lung (124). Blocking IL-22 results in early
death of the infected animals. IL-22 synergizes
with IL-17 in this model to induce lung repair,
proinflammatory chemokines and cytokines,
and Lipocalin-2, which is required for lung
epithelial cells to kill K. pneumoniae. Salmonella
enterica is another gram-negative bacterium
that can cause systemic infection or gastroen-
teritis in humans. Th1 cells and IFN-γ are
essential for the clearance of Salmonella in-
fections. However, during intestinal infection
with Salmonella, IL-23 induces the production
of IL-22 and IL-17 (125, 226). In wild-type
mice, IL-22 is not required for the clearance
of Salmonella infection. In IL-12p35−/− mice,
the development of a Th1 response is com-
promised during the infection. Anti-IL-22
treatment of infected p35−/− mice leads to
liver necrosis, a finding that supports a role for
IL-22 in hepatocyte protection in this model

(226). Increased IL-22 and Th17 responses also
have been associated with Mycobacterium tuber-
culosis, Leishmania donovani, and Shigella flexneri
infections (227–230). The roles of IL-22 in
these infections are less clear currently. Data
have shown that IL-22 inhibits M. tuberculosis
in human macrophages (229). However, in a
murine aerosol M. tuberculosis model, IL-22 is
not required for host defense (231).

Contrary to its protective function during
bacterial infections, IL-22 can cause damage in
the intestine during parasite Toxoplasma gondii
infection (232). IL-22 is dispensable for acute
or chronic systemic infections (231). When the
ileum is infected perorally, T. gondii causes
massive necrosis, leading to death in C57BL/6
mice. IL-22−/− mice are resistant to the im-
munopathology induced by T. gondii. Blocking
IL-22 slows the death rate and alleviates the
ileum damage and inflammation after the infec-
tion (232). The downstream mediators of IL-22
in this model are unclear. The potential patho-
logical role of IL-22 during infection has also
been demonstrated in an acute polymicrobial
sepsis model in which blocking IL-22 function
in vivo by IL-22BP attenuates bacterial load and
organ failure (233).

IL-22 in Yeast Infection

T cells are essential for host defense against
yeast infection. Patients without T cells develop
severe systemic candidiasis. Depleting CD4+

T cells in mice significantly increases tissue
damage caused by Candida albicans infection
(234). IL-10 negatively regulates host defense
during C. albicans infection, probably due to its
anti-inflammatory functions. IL-10 deficiency
alleviates systemic C. albicans infection (235).
Recently, IL-17 and Th17 cells have been sug-
gested as cells that play a critical role in host de-
fense against C. albicans infection (70). In vitro,
heat-killed C. albicans hyphae promote human
Th17 differentiation and IL-23 production
(236). In murine models, the IL-17 pathway is
critical for host defense against C. albicans infec-
tion (237). IL-22 is also induced from memory
T cells by C. albicans stimulation (238).
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Interestingly, PBMCs from patients with
chronic mucocutaneous candidiasis (CMC)
produce reduced amounts of IL-17 and IL-22
when stimulated with C. albicans (239). Fur-
thermore, patients with autoimmune polyen-
docrine syndrome type I (APS-I)/autoimmune
polyendocrinopathy candidiasis ectodermal
dystrophy (APECED) also display CMC. Re-
cently, autoantibodies against IL-17A, IL-17F,
and IL-22 have been detected in these patients
(240, 241). These autoantibodies neutralize
the activities of these cytokines, rendering
the patients increasingly susceptible to yeast
infection. In a murine model of oropharyngeal
candidiasis, the IL-17 pathway but not the
IL-22 pathway exerts a host defensive function
(242). However, when mice are infected with
C. albicans intragastrically, IL-23 induces IL-22
in the stomach (185). Mice deficient for IL-22
have increased dissemination of the yeast into
the stomach and kidney. IL-22 is required for
the upregulation of antimicrobial proteins such
as S100A8, S100A9, RegIIIβ, and RegIIIγ
during the infection (185). Thus, IL-22, as
well as other Th17 cytokines such as IL-17A,
is indispensable for host defense against yeast
infection

Type III IFN in Viral Infections

IL-28A, IL-28B, and IL-29 induce related weak
antiviral responses. The expression of their re-
ceptor, IL-28R, is more restricted than the
widely distributed IFN-α receptor (5). Recent
data suggest, however, that the type III IFN
pathway may be crucial for control of certain
viral infections. Type III IFNs may also offer
better clinical benefit when used for the treat-
ment of viral infections, such as hepatitis C in-
fection, because their receptors are expressed
more specifically on cells that are not from
hematopoietic lineages, which could reduce se-
vere systemic toxicities such as those caused by
type I IFN (243).

IL-28RA is not required for defense against
a panel of viral infections, such as herpes sim-
plex virus type 2 (HSV-2), LCMV, vesicular
stomatitis virus (VSV), and EMCV infections

(244). IL-28RA is required, however, for the
enhanced antiviral activity induced by TLR3
and TLR9 agonists (244). In addition, mice
lacking IL-28RA and IFN-αR are much more
susceptible to highly attenuated influenza A
viruses that are usually nonpathogenic, suggest-
ing that type I and type III IFNs cooperate in
host defense against influenza infections (245).
Indeed, in vitro, the combination of IL-29 with
IFN-α or IFN-γ results in increased inhibi-
tion of viral replication (225). Recent genetic
association studies further support the impor-
tant cooperative functions between the type III
IFN pathway and the type I IFN pathway. A
genetic polymorphism linked to the gene for
IL-28B has been associated with clinical re-
sponse to IFN-α and ribavirin therapy in pa-
tients with chronic hepatitis C infection (246–
249). The nonresponsive allele is reported to
correlate with lower IL-28A/B expression (248,
249). Taken together, IL-28 and IL-29 are es-
sential in regulating host defense against viral
infections. Based on these data, pegylated-rIL-
29 is currently being tested in the clinic for
the treatment of patients with chronic hepati-
tis C infections (243). Future combined strate-
gies with type I and type III IFNs may provide
promising therapies for patients with hepatitis
C infection.

IL-10 FAMILY CYTOKINES
IN THE DEVELOPMENT
OF AUTOIMMUNE AND
INFLAMMATORY DISEASES

IL-10 is associated with many autoimmune dis-
eases because of its anti-inflammatory functions
(250). In the past several years, accumulated
data have also established an important role for
other IL-10 family cytokines in autoimmune
and inflammatory diseases, especially in psori-
asis, IBD, and liver inflammation.

Protective Functions of IL-10 and
IL-22 in the Development of IBD

IBD is a chronic inflammatory disorder of the
gastrointestinal track that manifests either as
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ulcerative colitis (UC) or Crohn’s disease (CD)
(251). The exact causes of IBD are still unclear,
but people believe genetic predisposition and
environmental factors contribute to disease
onset and development. Within the gastroin-
testinal tract, the mucosal epithelial layer
constantly interacts with trillions of microor-
ganisms (252, 253). The resident bacterial
population and the host have evolved a mutu-
ally beneficial symbiosis. To properly maintain
the harmony of the symbiotic environment, the
host defense system composed of both the im-
mune system and the epithelial layer needs to
surmount two challenges (252, 253). First, dur-
ing homeostasis the epithelial cells need to be
competent in sequestering luminal commensal
microbes from penetration into the epithelial
layer. In parallel, the immune system needs to
be maintained in a relatively inert state toward
these resident microorganisms and avoid tissue
damage caused by excessive inflammation.
Second, the immune system and epithelial
system should be able to effectively sense and
control the invasion of various opportunistic
pathogens in the gastrointestinal tract. Im-
portantly, both systems can quickly restore
homeostasis upon clearance of the pathogenic
microbes. Substantial evidence from human
genetic studies and from preclinical IBD
models suggests that failures by either the
mucosal epithelial layer or the immune system
to properly interact with the lumen microbial
community may underlie the pathogenic
processes during IBD.

IL-10 family cytokines have critical func-
tions in regulating the homeostatic states of
the immune system and the mucosal epithelia,
as well as boosting host defense during the
invasion of various microorganisms (254, 255)
(Figure 5). IL-20 subfamily cytokines and
type III IFNs preferentially augment antibac-
terial and antiviral responses from epithelial
cells, respectively. IL-10, on the other hand,
targets various leukocytes, attenuates excessive
immune responses, and protects against the ep-
ithelial damage caused by inflammation. IL-20
family cytokines, especially IL-22, induce the
production of various antimicrobial peptides.

IL-22 stimulates the production of chemokines
that attract neutrophils and other phagocytes
to control evading pathogens. These cytokines
can also help to maintain the integrity of ep-
ithelial cells. A major cause of tissue damage is
epithelial cell apoptosis triggered by inflamma-
tion and infection. IL-22 can induce the expres-
sion of antiapoptotic genes and also promotes
proliferation and wound-healing responses,
which help to replenish the damaged tissues.

The association between IL-10 and IBD was
first recognized during the analysis of Il10−/−

mice (256). Although Il10−/− mice develop
normally and have apparent normal antibody
responses, these mice spontaneously develop
colitis that is characterized by abnormal
architecture in the mucosa associated with the
infiltration of various leukocyte subsets. Similar
colitis also develops in Il10rb−/− mice (13). The
enteric microfloras in the gut are necessary for
colitis development in these mice (257). Il10−/−

mice raised in a germ-free environment do
not develop colitis. In addition, administration
of antibiotics before the onset of disease in
these mice prevents colitis (258). Antibiotics
can also attenuate the severity of colitis when
used after the disease has developed. CD4+ T
cells, but not B cells, are essential for the de-
velopment of colitis in Il10−/− mice (259). The
initial proposal that Th1 cells play important
pathogenic roles in this model was due to two
key observations. First, IFN-γ-producing Th1
cells are significantly increased in the gut of
Il10−/− mice during the development of colitis.
Second, IL-10 directly inhibits macrophages
and DCs from producing IL-12, a key driving
factor for Th1 differentiation. IL-12 is a
heterodimeric cytokine consisting of p40 and
p35 subunits, both of which are inhibited by
IL-10 at the transcriptional level in myeloid
cells (260). Later studies have discovered that
the p40 subunit is shared by a novel cytokine,
IL-23 (261). Thus, IL-23 is also inhibited by
IL-10 during inflammation, which prompted
the reanalysis of the role of IL-12 and IL-23 in
colitis development in Il10−/− mice. A detailed
comparison of mice deficient for the p35
subunit of IL-12 or the p19 subunit of IL-23
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Figure 5
IL-10 family cytokines in inflammatory bowel disease. During inflammation, microorganisms in the gastrointestinal tract can induce
the expression of many proinflammatory cytokines, such as IL-23 and IL-1β, from myeloid cells. These cytokines promote the
production of IL-22 from various cell types, including Th17 cells and LTi/NK-like innate cells. On the one hand, IL-22 protects the
epithelial layer from further damage caused by microbes or inflammation. On the other hand, IL-10 from leukocytes directly represses
proinflammatory responses.

led to the conclusion that IL-23, but not IL-12,
mediates the crucial pathogenic functions in
colitis development of Il10−/− mice (262).
IL-17 and IL-6 are downstream of IL-23
and are involved in the pathogenesis, which
supports the idea that Th17 cells but not Th1
cells are required. In vitro, IL-10 can inhibit
IL-23 production from DCs and macrophages.
Therefore, IL-10 is an essential negative
regulator, especially for controlling IL-23
induction, during mucosal inflammation.

The importance of IL-10 in IBD is further
corroborated by its identification as a suscepti-
bility gene for UC in genome-wide association
studies (263). Multiple causal variants may
contribute to the association signal at the IL-10
locus. Elevated IL-10 has also been detected
in the serum of some human UC patients

(264). Interestingly, a high IL-10 serum level is
maintained during the early phase of remission,
whereas C-reactive protein and IL-6 serum
levels return to normal during remission after
an increase during the acute phase. Given
the negative regulatory function of IL-10
in inflammation, people have long proposed
treating human IBD with IL-10. Indeed,
administration of IL-10 has demonstrated
efficacy in various preclinical models of IBD
(265, 266). In humans, however, recombinant
IL-10 has not provided impressive efficacy
in CD (see review in 254). Multiple factors
may contribute to the failure of rIL-10 in
clinical trials. First, systemic administration
may not be sufficient to deliver IL-10 to
the mucosal inflammatory sites where it can
exert its anti-inflammatory functions. Several
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strategies are currently being considered to
efficiently deliver IL-10 to the mucosal sites,
including virus-mediated expression or com-
mensal bacteria–mediated gene delivery. Sec-
ond, in addition to its anti-inflammatory func-
tions, IL-10 also stimulates proinflammatory
responses, such as IFN-γ production, when it
is administered to humans (267). It is unclear
whether this function of IL-10 contributes to
its lack of efficacy in the treatment of IBD.

No genetic association between IL-22 and
IBD has been identified. Elevated IL-22 has
been reported in patients with IBD (60, 268).
Increased Il22 and Il22ra1 messages have been
detected in UC mucosa tissues (269). Serum
samples from CD patients show higher IL-22
but not IFN-γ or IL-17A (270). CD161+ Th17
cells isolated from PBMCs of CD patients
readily produce increased IL-22 and IL-17
when compared with those cells from healthy
controls (271). In addition, the IL-22 levels cor-
relate with disease severity (272). As discussed
above, IL-23 regulates IL-22 production.
Il23R is a CD susceptibility gene. Interestingly,
there is also a remarkable correlation between
serum IL-22 levels and IL-23R minor alleles
and a trend toward lower IL-22 levels in CD
patients having the protective SNPs of Il23
(272). These results are corroborated by the
recent finding that T cells from people bearing
the protective SNP (R381Q) in IL-23R are
hyporesponsive to IL-23 stimulation owing to
the lower expression of IL-23R (S. Pidasheva
and H. Clark, manuscript submitted). These T
cells produce much reduced IL-22 in response
to IL-23 stimulation.

IL-22 is also induced in several preclinical
colitis models such as DSS-induced colitis and
the T cell transfer model of colitis. Similar to
IL-10, IL-22 exerts protective functions in pre-
clinical colitis models. Overexpression of IL-22
in TCRα-deficient mice reduces colonic thick-
ness and disease score (273). In DSS-induced
colitis, blocking the IL-22 pathway leads to
delayed recovery as judged by body weight loss
and histological score (186, 187, 273, 274).
Consistently, transferring T cells from Il22−/−

mice into Rag1−/−Il22−/− mice causes more

severe weight loss and mortality than if the
same recipient mice only received wild-type T
cells. IL-10 mediates its protective functions
in colitis models through the reduction of
inflammatory responses of various leukocytes.
IL-22, in contrast, promotes its protective roles
through enhanced tissue innate immunity and
integrity (Figure 5). First, IL-22 can induce
proinflammatory cytokines and chemokines
from colonic epithelial cells and subepithelial
myofibroblasts, such as IL-6 and IL-8 (60,
268). These cytokines and chemokines help
to recruit and activate various leukocytes
in controlling the invading pathogens, thus
preventing further epithelial damage. Second,
IL-22 facilitates goblet cell restitution and
boosts the production of mucus-associated
proteins from goblet cells. The heavily glyco-
sylated mucin family of proteins can form a
static external barrier that sequesters various
luminal microorganisms from direct interac-
tion with epithelial cells (273). Third, IL-22
induces the production and secretion of various
antimicrobial peptides—including defensins,
cathelicidins, and C-type lectins—from intesti-
nal epithelial cells and Paneth cells (121, 186,
187, 273, 274). These antimicrobial peptides
can target the integrity of the bacterial cell wall
and kill or sequester the invading microbes
in the mucin layer. Finally, IL-22 activates
STAT3 in epithelial cells and enhances mu-
cosal wound healing (60, 186, 273, 274). IL-22
induces the production of various proteases
that are important for tissue remodeling. In
addition, IL-22 stimulates the proliferation
and reconstitution of mucosal epithelial cells.

The roles of other IL-10 family cytokines
in IBD are less clear. IL-26 induces STAT1,
STAT3, ERK, and JNK activation in colon
cell lines (275). It also stimulates IL-8 produc-
tion from these cells. In contrast to IL-22, IL-
26 has an antiproliferative effect on intestinal
epithelial cell lines. In addition, elevated IL-
26 has been detected in the inflamed colonic
mucosa of UC and CD patients. The expres-
sion of IL-19, IL-20, and IL-24 in IBD is un-
clear. A recent study with Il19−/− mice indicates
that IL-19, similar to IL-22, may also have a
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protective function in mucosal inflammation
(276). In IL-19-deficient mice, DSS treatment
induces more severe colitis with increased pro-
duction of proinflammatory cytokines such as
IL-12 and TNF-α. IL-28A, IL-28B, and IL-29
have not been examined in IBD, although IL-
28R is expressed in intestinal epithelial cells.
Murine CMV infection increases colonic IL-
28A expression in vivo. IL-28A and IL-29 in-
duce antiviral responses and the production of
IL-8 from intestinal epithelial cell lines (277).
These cytokines also inhibit proliferation of
colon epithelial cell lines. Further studies are
required to elucidate their functions in IBD.

Role of IL-10 Family Cytokines
in Liver Protection

Similar to their functions in IBD, IL-10 and
IL-22 exert protective functions during liver in-
flammation. The target cells and mechanisms
used by IL-10 and IL-22 are different. IL-10
targets leukocytes and elicits anti-inflammatory
responses through direct inhibition of the pro-
duction of proinflammatory cytokines, such as
IFN-γ, IL-12, and TNF-α. In contrast, IL-22
stimulates the proliferation of hepatocytes and
the regeneration of the liver. IL-22 also induces
the expression of antiapoptotic genes in hepa-
tocytes and protects them from inflammation-
induced cell death.

IL-10 is induced in the liver and in the serum
quickly after ConA treatment in vivo (278).
Anti-IL-10 antibody treatment before admin-
istration of ConA leads to the development of
a more severe hepatitis as well as increased ex-
pression of IL-12, TNF-α, and IFN-γ produc-
tion in the serum (278). Similar results have also
been observed in IL-10-deficient mice (279).
Conversely, recombinant IL-10 represses these
proinflammatory cytokines and protects the
liver from ConA-induced injury (278, 279).
Furthermore, IL-10 also plays a protective role
in liver injury induced by galactosamine and
lipopolysaccharide (Gal/LPS) (278).

The liver has a high expression of IL-22R
(24). IL-22R and IL-10R2 chains are both ex-
pressed on hepatocytes (280). IL-22 promotes

the proliferation of and has antiapoptotic
effects in hepatocytes (280). IL-22 is upregu-
lated during ConA-induced hepatitis. Exacer-
bated hepatitis after ConA administration, as
measured by increased AST and ALT levels
and severe liver inflammation, occurs when
IL-22 signaling is blocked with a neutralizing
antibody (280) or in Il22−/− mice (61). Th17
cells and NKT cells both produce IL-22 in this
model (61, 281). Interestingly, lack of IL-22 in
a Fas agonist ( Jo-2 mAb)–induced liver injury
and apoptosis model does not alter the severity
of the liver damage (61), implying redundant
pathways for liver protection. Overexpression
of IL-22, however, can further protect the liver
from injury caused by Jo-2 antibody (282).

IL-22 is also involved in liver regeneration.
After a partial hepatectomy in mice, IL-22R is
augmented on hepatocytes (283), which is as-
sociated with an elevated IL-22 protein con-
centration in the serum. Blocking IL-22 by an
antibody reduces proliferation of hepatocytes.
IL-22 can also repress genes involved in lipoge-
nesis, such as Mlxipl, Ppara, Pparg, and Hmgcr,
in the liver (284). Long-term administration of
IL-22 in vivo reduces the levels of triglycerides
and cholesterol in the liver of C57BL/6 and
ob/ob mice fed a high-fat diet (HFD). IL-22
also slightly alleviates hepatic steatosis in HFD-
fed mice.

In conclusion, IL-10 and IL-22 both pro-
tect the liver during inflammation, although
through different mechanisms. IL-20R2 is also
upregulated in the liver upon LPS stimulation
(285), suggesting that IL-19, IL-20, and IL-24
may also exert similar protective functions in
the liver. Future detailed studies on these three
cytokines in liver inflammation will help unveil
their functions.

Role of IL-20 Subfamily Cytokines
in Psoriasis

Although IL-20 subfamily cytokines are impor-
tant for tissue protection, as discussed above,
uncontrolled responses from these cytokines
can be harmful to tissues as well. Psoriasis
is a chronic inflammatory disease of the
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skin characterized by abnormal keratinocyte
differentiation and proliferation, leukocyte
infiltration of the dermis and epidermis, and
increased dilation and growth of blood vessels
(286). The crosstalk between keratinocytes and
leukocytes is essential during the pathogenesis
of psoriasis. Various leukocytes, including T
cells, neutrophils, DCs, and macrophages,
infiltrate the skin and contribute to the inflam-
matory phenotypes of the disease. Immune
cells produce various soluble mediators such as
cytokines and chemokines that orchestrate the
disease manifestations. Over the past several
years, the IL-20 subfamily cytokines have
been identified as the key cytokines involved
in psoriasis. First, IL-20 subfamily cytokines
are elevated in psoriatic skin. Second, IL-20
subfamily cytokines induce many important
pathological features in keratinocytes. Third,
IL-22 and other family members are essential
for the development of psoriasis in preclinical
models. Finally, IL-22 is a downstream cy-
tokine induced by the IL-23 pathway, which is
genetically associated with human psoriasis.

Expression of IL-19, IL-20, IL-22, and IL-
24 cytokines has been detected in psoriatic skin
and not in healthy skin (195, 287, 288). As dis-
cussed above, various leukocytes can produce
IL-20 subfamily cytokines. Myeloid cells and
keratinocytes are potential sources of IL-19,
IL-20, and IL-24 (3, 183, 289). The main source
of IL-22 in skin lesions appears to be T cells. In
psoriatic patients, T cells isolated from the skin
lesions produce much higher levels of IL-22
than do T cells in circulation (290). In addition,
T cell clones generated from psoriatic tissue are
largely CCR6+IL-22+ (291), presumably Th17
cells or T helper cells that solely produce IL-22,
the so-called Th22 cells (292).

The receptors for IL-20 subfamily cy-
tokines are highly expressed on keratinocytes
(3). IL-19, IL-20, IL-22, and IL-24, but not
IL-26, activate STAT3 either in primary
keratinocytes (3, 195, 199) or in keratinocyte
cell lines (293). All IL-20 subfamily members,
except IL-26, induce the expression of various
antimicrobial peptides including S100 family
genes and β-defensin family genes (3, 114,

199, 208). Expression of S100A7 (also called
psoriasin) is a hallmark feature of psoriatic skin.
Furthermore, the IL-20 subfamily cytokines,
especially IL-22, regulate proteins involved
in tissue remodeling, such as MMP1, MMP3,
Kallikreins, marapsin, and platelet-derived
growth factor (3, 188, 199, 294). IL-20
subfamily cytokines also activate proinflam-
matory responses through the induction of
chemokines and cytokines from keratinocytes
(3, 199). Various chemokines, including
CXCL1, CXCL5, and CXCL7, can be induced
by IL-20 subfamily cytokines (3, 199).

IL-22 is the most potent cytokine in the in-
duction of downstream effects described (3). In
fact, IL-22 can induce IL-20 and IL-24, but not
IL-19, expression in keratinocytes (3, 183, 289).
IL-22 can be produced by Th17 cells, which
also secrete IL-17. Interestingly, IL-17 induces
many of the same genes as IL-22, and combin-
ing IL-22 and IL-17 leads to a synergistic induc-
tion of genes, including β-defensins, lipocalin,
and S100 genes (114, 289). An even greater syn-
ergistic effect is seen when keratinocytes are
cultured with IL-22, IL-17, oncostatin M, IL-
1α, and TNF-α (295), suggesting that in addi-
tion to IL-20 subfamily cytokines, other proin-
flammatory cytokines together orchestrate the
pathogenesis of psoriasis. A recent study com-
pared gene expression transcriptome data from
psoriasis and primary keratinocytes treated with
various cytokines (296). Interestingly, there is
very little overlap between gene changes in pso-
riasis samples and cultured keratinocytes that
are treated with any single cytokine. However,
we have noticed that monolayer keratinocytes
do not respond to IL-20 subfamily cytokines
as well as do stratified keratinocytes in recon-
stituted human epidermis (RHE) culture (3).
There is much greater overlap in terms of genes
regulated by IL-20 subfamily cytokines from
RHE and genes regulated in psoriatic skin, sup-
porting an important pathogenic role of this
family of cytokines in psoriasis.

Studies with transgenic mice overexpressing
IL-20 family cytokines further strengthen their
pathogenic roles in psoriasis. Mice overexpress-
ing IL-20, IL-22, and IL-24 under the control
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of various promoters have been generated (17,
297, 298). The phenotypes of these mice are
largely the same, with only a few minor differ-
ences reported. All mice die as neonates smaller
in size than littermates, with IL-22 and IL-24
transgenic mice reported to die within a few
days and IL-24 transgenic mice within a few
hours. The reason for the mortality is not en-
tirely clear. These transgenic mice all exhibit
tight, wrinkled, shiny skin with a thickened epi-
dermis. Histological analysis of the skin reveals
many hallmarks of psoriasis, including epider-
mal hyperplasia (acanthosis) and compact stra-
tum corneum.

Genetic association studies and preclinical
data in psoriatic models also support the func-
tions of IL-20 subfamily cytokines in psoriasis.
Candidate SNP approaches suggest that IL-19,
IL-20, and IL-24 are associated with suscepti-
bility to psoriasis (299–301). These data have
not been independently confirmed in large-
scale genome-wide association studies. IL-23
plays an important role in the development
of psoriasis. The IL-23 p40 subunit and the
IL-23 receptor have been linked to psoriasis
in genome-wide association studies (302). IL-
23 does not directly target keratinocytes. Its
pathogenic functions on keratinocytes are me-
diated through the IL-20 subfamily cytokines,
especially IL-22. Direct injection of IL-23 in-
duces ear thickening, acanthosis, and dermal
infiltrates, similar to some features in psori-
atic skin (116, 303, 304). The injection of
IL-23 into the back skin of the mouse in-
duces IL-19 and IL-24 expression in the skin.
Consistently, IL-23-induced skin inflammation
and epidermal hyperplasia are attenuated in
Il20rb−/− mice (304). We show that IL-23
injection into the mouse ear induces IL-22,
but not IL-19, IL-20, or IL-24, expression
(116). Ear thickening induced by IL-23 is re-
duced in IL-22 knockout mice or in wild-type
mice when IL-22 is blocked with a neutral-
izing antibody, suggesting that IL-22 medi-
ates the pathogenic effects of IL-23 on ker-
atinocytes. In addition, injection of IL-22 into
the skin of normal mice induces S100 and β-
defensin, plus keratinocyte hyperplasia (305).

In another psoriasis-like mouse model induced
by the transfer of CD4+CD45RBhiCD25− cells
into SCID mice, neutralization of either IL-22
or IL-23 prevents disease development as well
(305). Finally, a human xenograft model has re-
cently been described in which human psoriatic
skin can be transplanted onto immunodeficient
mice. In this model, treating transplanted mice
with blocking antibodies to IL-20 resolved the
psoriasis condition (306).

In summary, IL-20 subfamily cytokines are
essential in mediating some of the key patho-
logical features during the course of psoriasis.
Blockade of p40, the common subunit of IL-12
and IL-23, has shown great efficacy in psoria-
sis (307). Given the importance of IL-23 in the
induction of IL-22 and that blockade of IL-22
in mice ameliorates IL-23-induced skin inflam-
mation, blocking IL-22 and other family cy-
tokines could be a novel therapeutic approach
in the treatment of psoriasis.

Association of IL-10 Family Cytokines
with Other Autoimmune and
Inflammatory Diseases
IL-10, IL-19, IL-20, IL-22, and IL-24 are
upregulated in the synovial fluid mononuclear
cells of rheumatoid arthritis (RA) (308, 309).
Immunohistological analysis suggests that
IL-19 and IL-22 are expressed by synovial
fibroblasts and macrophages (310, 311). IL-20
is observed in sublining mononuclear cells,
whereas IL-24 is detected in mononuclear cells
and endothelial cells (309). Furthermore, in
the PBMCs and joints of RA patients, there are
increased numbers of Th17 cells, which may
contribute to the production of IL-22 as well
(291, 312). IL-20R1, IL-20R2, and IL-22R
are expressed on lining and sublining layers of
RA synovial tissues (310, 311). IL-19 increases
the production of IL-6 by RA synovium and
reduces apoptosis of the synovial cells (310).
IL-20 promotes synovial cells to secrete CCL2,
IL-6, and IL-8, as well as endothelial cell pro-
liferation (313). Similarly, IL-22 induces pro-
liferation of synovial fibroblasts and production
of CCL2 by these cells (311). Soluble IL-20R1,
which could block IL-19, IL-20, and IL-24,
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attenuates disease severity in rats with collagen-
induced arthritis (CIA) (313). Elevated IL-22
is reported in a mouse model of CIA. Il22−/−

mice have a delayed onset of disease, reduced
disease severity, and decreased proinflamma-
tory cytokine expression in the joints compared
with those in wild-type mice with CIA (314).

IL-20 and IL-22 are reportedly associated
with lupus (315, 316). IL-20 targets renal
mesangial cells, suggesting its potential role in
lupus nephritis (315). IL-22 levels in plasma,
however, are negatively correlated with disease
activity in patients with systemic lupus erythe-
matosus (316). The functions of these cytokines
in lupus require further detailed study. Inter-
estingly, serum IL-10 levels are elevated in lu-
pus. Given the role of IL-10 in enhancing B cell
proliferation and differentiation, antagonists of
IL-10 have been considered for the treatment
of lupus.

IL-22 induces disruption of the blood-brain
barrier (317). In preclinical EAE, a model for
human multiple sclerosis, however, IL-22 is
not required for the development of the dis-
ease (123). As discussed above, IL-22 protects
the lung from K. pneumonia infection (200). Its
role in lung inflammation has not been fully
addressed. One study in a preclinical asthma
model found that IL-22 inhibits eosinophil re-
cruitment to the lung, suggesting a negative
role for IL-22 in asthma (318). Patients with sta-
ble chronic obstructive pulmonary disease have
elevated concentrations of IL-22+ Th17 cells in
the lungs (319). Furthermore, IL-19 is upregu-
lated in asthma patients (201). IL-4, IL-13, IL-
17A, and IL-22 can all induce the production
of IL-19 from human bronchial epithelial cells
(184). The role of IL-19 in asthma development
is currently unclear.

In addition to its role in liver protection,
IL-22 can also reduce damage to the heart
during inflammatory responses. Exogenous
IL-22 attenuates the damage from experimental

autoimmune myocarditis in rats (320). In ad-
dition, IL-22 deficiency results in accelerated
heart rejection in an allograft transplantation
model (321). The functions of other IL-10 fam-
ily cytokines, except IL-10 and IL-22, in or-
gan protection are largely unexplored. A recent
genome-wide association study has linked the
IL-10 locus, including IL-10, IL-19, and IL-20,
with type I diabetes (322). No functional data of
these cytokines have been reported in diabetes.
Significant future research will be required to
fully elucidate the role of IL-10 family members
in autoimmune and inflammatory diseases.

CONCLUSION

IL-10 family cytokines have very diverse cel-
lular targets and functions. They have a deep
evolutionary connection to the IFN family;
however, their functional roles are much
broader. The central functions of IL-10 family
cytokines converge on protection of organs and
tissues from damage caused by infections and
by inflammatory responses. Three key types
of responses are triggered by this family of cy-
tokines. First, type III IFNs, IL-28A, IL-28B,
and IL-29, stimulate innate antiviral responses
from epithelial cells and protect organ and
tissue from damage caused by viral infections.
Second, the IL-20 subfamily cytokines, IL-
19, IL-20, IL-22, IL-24, and IL-26, act on
tissue epithelial cells during extracellular
bacterial and yeast infections to boost innate
antimicrobial responses. In addition, IL-20
subfamily cytokines induce wound-healing
responses and promote the integrity of various
tissues and organs. Finally, IL-10 inhibits
the innate and adaptive immune responses
from leukocytes and limits the potential tissue
damage caused by inflammation. IL-10 family
cytokines, therefore, are essential for host
defense against various infections and the
development of many autoimmune diseases.
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Abstract

Cervical and other anogenital cancers are initiated by infection with
one of a small group of human papillomaviruses (HPV). Virus-like
particle-based vaccines have recently been developed to prevent in-
fection with two cancer-associated HPV genotypes (HPV16, HPV18)
and have been ∼95% effective at preventing HPV-associated disease
caused by these genotypes in virus-naive subjects. Although immuniza-
tion induces virus-neutralizing antibody sufficient to prevent infection,
persistence of antibody as measured by current assays does not appear
necessary to maintain protection over time. Investigators have not iden-
tified a reliable surrogate immunological marker of protection against
disease following immunization. The prophylactic vaccines are not ther-
apeutic for existing infection. Trials of HPV-specific immunotherapy
have shown some efficacy for existing disease, although animal modeling
suggests that a combination of immunization and local enhancement of
innate immunity may be necessary for optimal therapeutic outcome.
HPV prophylactic vaccines are the first vaccines designed to prevent a
human cancer and are the practical outcome of a global collaborative
effort between basic and applied scientists, clinicians, and industry.
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Genotypes: distinct
papillomavirus geno-
types differ by >30%
in the sequence of the
L1 major capsid gene;
lineages have >1%
sequence variation, and
variants have 0.5–1%
sequence variation

HUMAN PAPILLOMAVIRUSES
AND CANCER

Vaccines to prevent infection with human pa-
pillomavirus (HPV) are the first vaccines de-
veloped specifically to prevent a human cancer
(see sidebar regarding other infection-related
cancers). Cervical cancer is globally one of the

IMMUNOPROPHYLAXIS AND
IMMUNOTHERAPY OF OTHER
INFECTION-RELATED CANCERS

About 20% of the global burden of cancer is attributable to per-
sisting infection, most commonly with a virus (4). The major
cancer-associated viruses are

1. papillomavirus, responsible for 5% of the global cancer bur-
den; chronic infection substantially increases the risk of cervi-
cal and other anogenital cancers and of a subset of head/neck
cancers;

2. hepatitis B and C virus (together, about 4% of the global can-
cer burden; liver cancers);

3. Epstein-Barr virus (EBV) (about 2% of the global cancer bur-
den; lymphoma, nasopharyngeal, and gastric carcinoma);

4. Human T-lymphotropic virus type 1 (HTLV-1) (<1%; cen-
tral nervous system lymphoma);

5. HIV-1 (<1%; enhances risk of other viral cancers);
6. Human herpesvirus 8 (HHV-8) (<1%; Kaposi’s sarcomas);
7. Merkel cell polyomavirus (<1%; Merkel cell carcinoma).

The major bacterial promoter of cancer is Helicobacter pylori (5%
of the global cancer burden), and the major parasitic infection is
with schistosomes (<1%).

Generally, cancer associated with infection is a rare conse-
quence of a relatively common infection. Incidence of infection-
associated cancer is increased in immunosuppressed subjects,
however. This could simply reflect the increased risk of persisting
infection and/or higher viral loads (e.g., EBV in malaria-ridden
populations correlating with Burkitt’s lymphoma risk). However,
because cancers associated with viral infection commonly express
viral gene products and increased cancer risk commences shortly
after immunosuppression, immune surveillance (immune equi-
librium) (5) may also directly hold virus-associated cancers in
check. The association of cancer with specific infections gives
hope for further immunoprophylactic vaccines for specific can-
cers and targets for immunotherapeutic approaches to premalig-
nant and malignant disease induced by the relevant infection.

commonest cancers of women, killing 0.25 mil-
lion women annually, predominantly in the de-
veloping world (1) (Figure 1). HPV comprises
a large family of species-specific and geneti-
cally stable dsDNA viruses, infecting cells of
mucosal or of squamous epithelia (2). HPV in-
fections last for months to years and, for most
genotypes, result in little or no obvious local
pathology and no measurable adaptive immune
response. HPV infection is localized to the in-
fected epithelium, with no viremic phase, and is
nonlytic for infected cells. Virally encoded non-
structural proteins delay cell differentiation and
promote cell replication, enabling efficient viral
genome amplification and packaging. Mature
HPV virions are shed from within the nucleus
of mature epithelial cells to infect further hosts.

Infection with some HPV genotypes in-
duces focal epithelial hyperplasia, manifest as
warts. Other genotypes can promote malignant
transformation of infected epithelium in the
cervix and other sites, albeit with low efficiency.
Since zur Hausen’s observation in the 1980s (6)
that HPV genetic material is commonly found
integrated within the genome of cervical cancer
cells, particular interest has been focused on
the natural history of the more than 30 HPV
mucosotropic genotypes found commonly in
the human genital tract. Two clades of HPVs
(α9 and α7), exemplified by genotypes HPV16
and HPV18, are now recognized as necessary
initiators of cervical cancer (7, 8) and are also as-
sociated with the development of a variable per-
centage of squamous cancers at other sites in the
genital tract of males and females, as well as can-
cers at other squamous mucosal sites including,
particularly, in the mouth and throat (9, 10).
The natural history of the cancer-associated
high-risk (HR) HPV infections in the cervix is
well defined. Most infections resolve within 1–
2 years of acquisition (11), although resolution
is less frequent and substantially delayed in
immunocompromised subjects (12), whether
immunosuppression is attributable to HIV in-
fection or to prolonged administration of
immunosuppressive drugs. How immune
responses to viral proteins lead to resolution
of infection and whether resolution equates to
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Clades:
papillomaviruses are
classified according to
genetic similarity into
approximately 20
clades (α–ω) and
subclades (e.g.,
α1–α9)

Cervical
intraepithelial
neoplasia (CIN):
the histological
appearance of
premalignancy of
cervical squamous
epithelium associated
with HPV infection of
the cervix

elimination of viral DNA or alternatively to a
state of latency with complete suppression of
viral gene transcription are still uncertain.

Persisting active HR HPV infection is a pre-
requisite for development of cervical cancer. In
the anogenital tract, acute infection with a HR
HPV can be detected in over 50% of women
recently commencing sexual activity (13). Viral
reproduction is generally associated with low-
grade mucosal epithelial differentiation abnor-
malities termed cervical intraepithelial neopla-
sia grade 1 (CIN1) (Figure 2). These lesions
often regress spontaneously, and regression is
associated with an inflammatory cellular infil-
trate that includes T cells (14). Infection persists
for five years or more in about 2% of those ac-
quiring HR HPV and is commonly associated
with worsening epithelial dysplastic changes
hallmarked by failure of epithelial cell differ-
entiation and increasing nuclear atypia associ-
ated with chromosomal abnormalities, termed
CIN2 and CIN3 (15–17). Cancer arises over
many years from about 30% of CIN3 lesions
if these are left untreated (18) and is generally
associated with integration of viral DNA into
the cellular genome. Increasing cellular atypia
is associated with increasing degrees of local im-
mune cell infiltration (14) and with increased
numbers of T cells and macrophages expressing
an immunoregulatory phenotype (19, 20). Less
well studied is the natural history and immuno-
biology of low-risk HPV infection and of HR
HPV infections at sites other than the cervix.

The β clade of HPV is tropic for nonmu-
cosal squamous epithelial surfaces. A subset of
this clade, typified by HPV genotypes 5, 8, 20,
and 38, is associated with squamous skin cancer
in immunosuppressed individuals (21, 22) and
in those with mutations (23) or polymorphisms
(24) of the ever-1 or ever-2 genes. The genes
encode seven transmembrane proteins whose
sole known function is suppression of induction
of HPV-associated squamous cancer of the
skin. Investigators have proposed a role for
HPVs in initiating squamous cancer of the
skin in immunocompetent individuals, but it
remains controversial (25–27), as skin-tropic
HPVs are abundant in the normal epithelium

of healthy individuals (28–30), particularly
in the hair follicle bulge, a site of immune
privilege where immune surveillance would
be expected to be less active (31). Also, in
contrast to cancers arising in the cervix, the
cancer cell genome of squamous skin cancers in
humans does not generally include integrated
HPV-derived genetic material (22).

PAPILLOMAVIRUS STRUCTURE
The approximately 8-kb papillomavirus
genome is encapsidated by 360 copies of the
55-kD major capsid protein (L1). Pentamers
of L1 form an icosahedral shell, and a variable
number of molecules of L2, less than one per
pentamer, are located with most of the L2
internal to the L1 capsid. The HPV genome
additionally encodes six nonstructural proteins
(E1, E2, E4–E7) (Table 1) that regulate viral
gene replication and transcription and also
alter the growth characteristics of the infected
epithelial cell. For some HPV genotypes, these
proteins also induce instability in the genome
of the infected cell (32). The sequence of the
protein encoded by the HPV L1 genome is
highly conserved between HPV genotypes,
although peptide segments variable between
genotypes are interspersed among longer
conserved regions, and the crystal structure
of the virus capsid suggests that the variable
regions are primarily displayed on the outer
face of the capsid (33) (Figure 3). While minor
conservative and nonconservative variants of
the viral genome are reported for most studied
papillomavirus genotypes, these largely reflect
genetic divergence between African, Asian
American, and European lineages more than
100,000 years ago, and the inherent genetic
stability of dsDNA viruses likely precludes
substantial genetic drift with time or under
immune selection pressure.

HUMORAL IMMUNE RESPONSES
TO PAPILLOMAVIRUS
FOLLOWING NATURAL
INFECTION
While over 98% of anogenital HPV infections
clear spontaneously, clearance is much slower
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CIN1Normal

Cervical epithelia

CIN3 Cancer
HPV

L1, 2
E4, 6, and 7
E1, 2, 6, and 7
E1, 2, 6, and 7

E6 and 7

Figure 2
The natural history of papillomavirus infection in the cervix. Infection of cervical epithelium with HPV is associated with expression of
viral nonstructural proteins in the basal and suprabasal keratinocytes, inducing minor alterations to epithelial architecture (CIN1).
Some HPV genotypes have viral protein expression limited to suprabasal epithelium. Assembly of infectious virions in the nucleus of
cells in the superficial epithelial keratinocytes is associated with nuclear abnormalities (koilocytosis). CIN1 regresses over months to
years in >95% of patients. However, for high-risk HPV infections, clones of cells in which integration of viral genetic material into
cellular DNA has occurred may demonstrate overexpression of the E6 and E7 nonstructural proteins, promoting genetic abnormalities.
If these persist, increasing cellular genetic abnormalities develop over years to decades, leading to histologically evident nuclear atypia
and failure of epithelial cell differentiation (CIN3). Further genetic changes in keratinocyte DNA in CIN3 lesions enable clones of cells
to acquire invasive properties, leading to cancer in about 30% of patients. Cancer cells retain HPV genetic material but generally
express only the E6 and E7 nonstructural proteins.

Table 1 Papillomavirus proteins

Designation
Location in infected

keratinocytes Function of protein
E1 Nucleus, basal cells DNA helicase
E2 Nucleus, basal cells Transcription factor
E4 Cytoplasm, spinous layer Structural within infected cells
E5 Transmembrane, spinous layer Cofactor for EGF receptor, regulates MHC class I

expression, oncogenic
E6 Nucleus, basal, and spinous P53 degradation, telomerase inhibitor, oncogenic
E7 Nucleus, basal, and spinous Pocket protein binding, E2F release, oncogenic
L1 Nucleus, mature squames Major capsid protein
L2 Nucleus, mature squames Minor capsid protein

than for most viral infections, with a median
time to clearance of more than a year for most
HPV types examined (11). Clearance of genital
HPV infection is significantly delayed in pa-
tients with HIV infection, with median time to
clearance approximately doubled (12). Further,

immunosuppression in transplant recipients in-
creases by 3- to 20-fold the risk of developing
HPV-associated cancers when compared with
age-matched population controls, a greater in-
creased risk than for cancers not associated with
infection (34). The immune response to the

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 1
Global cervical cancer and vaccine distribution. Upper panel: Distribution of cervical cancer deaths worldwide as reported through
Globocan (3). (Data reproduced with permission from http://globocan.iarc.fr/factsheets/cancers/cervix.asp.) Lower panel: Licensure
of the bivalent and quadrivalent vaccines by country in 2009. [Data reproduced with permission from figure 35 of WHO/ICO
Information Centre on Human Papilloma Virus (HPV) and Cervical Cancer, Human Papillomavirus and Related Cancers in World.
Summary Report 2009. Available at http://www.who.int/hpvcentre.]
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Virus-like particle
(VLP): an assembly of
360 copies of the L1
protein of HPV as 72
pentameric capsids
into a capsid with
T = 7 icosahedral
symmetry

HPV capsid

Pentamer

Pentamer views

Top BaseSide

Figure 3
Papillomavirus capsid structure and epitopes. The HPV capsid is assembled
from 72 pentamers of L1 protein. Variation in L1 protein sequence between
genotypes ( pink) is largely evident on the external face of the pentamer,
whereas the internal structure of the pentamer is largely conserved (blue).
Neutralizing L1-specific antibodies bind to exposed surface loops of the L1
protein (152). Figure adapted from Reference 33 with permission.

HPV virion elicited by natural infection appears
to be directed to the variable regions of the L1
capsid protein and is largely genotype specific.
Antibody responses to the capsid are weak, and
only about half of subjects with persistent HR
HPV infection make a measurable immune re-
sponse (35). Capsid-specific antibody responses
to the skin-tropic viruses have been described,
but the relationship to infection is unclear (36,
37). Duration of measurable humoral immu-
nity to HPV capsids following viral clearance
is uncertain, although about 50% of patients
with HPV-associated cancer have documented
immunity to the capsid of the relevant virus
type (38). Humoral immune responses to vi-
ral nonstructural proteins are reported in asso-
ciation with invasive HPV-associated cancers
and are generally limited to the E6 and E7 pro-
teins that are selectively expressed in the cancers
(39, 40).

VIRUS-LIKE PARTICLE-BASED
PROPHYLACTIC
IMMUNIZATION

HPV Vaccine Composition
and Efficacy

When expressed from the appropriate start
codon in eukaryotic cells in vitro, the L1 open
reading frame of most tested HPV genotypes
translates a ∼55-kD protein that efficiently
self-assembles into noninfectious virus-like
particles (VLPs) (41, 42) that comprise 360
copies of the L1 protein arranged in pentamers
(Figure 4). These VLPs resemble the native
virus immunologically and, administered with
or without adjuvant, can induce neutralizing
antibody to the relevant virus genotype. Two
prophylactic HPV vaccines using L1 VLPs
as immunogens are currently licensed in
most countries worldwide (Figure 1) and are
available to teenage girls as part of the routine
immunization schedules of several European
countries, the United States, and Australia. A
bivalent vaccine incorporates the two HPVs
responsible for about 70% of cervical cancer
(HPV16, HPV18), and a quadrivalent vaccine
additionally incorporates HPV6 and HPV11,
which together are responsible for about 90%
of genital warts. Both vaccines are adminis-
tered intramuscularly on three occasions. The
quadrivalent vaccine is adjuvanted with a pro-
prietary amorphous aluminum hydroxysulfate.
The bivalent vaccine is adjuvanted with alu-
minum hydroxide and monophosphoryl lipid
A, a modified endotoxin and agonist of Toll-
like receptor (TLR) 4, and this vaccine induces
somewhat higher titers of antibody (43).

Protective efficacy of immunization with
these vaccines has generally been defined as
absence of evidence of persisting infection
and/or associated disease attributable to the
virus genotypes in the vaccine. Primary efficacy
has been assessed in subjects without serolog-
ical evidence of exposure to the relevant virus
genotypes before immunization and without
detectable virus genetic information at com-
pletion of immunization. Using this definition,
both vaccines provide durable protection that
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Cervical lesion

Clinical trials

Eukaryotic,
yeast, or insect

cell

Virions

L1

Expression
vector

+

+

Ligate

Vaccine

Adjuvant

Extract PCR

Express

Purify
VLPs

VLPs

Figure 4
Papillomavirus virus-like particle (VLP) vaccine production. Genetic material from HPV isolated from a clinical lesion was subjected to
PCR using primers specific for the L1 gene. The amplified L1 segment, which for HPV16 excluded the first translation initiation site
in the L1 open reading frame (41), was inserted into an appropriate intermediate expression vector and used to produce recombinant
L1 vaccinia (41), yeast (153), or baculovirus (42). These were used to express L1 in eukaryotic cells, which self-assembled to form VLPs
immunologically similar to the native virion. VLPs produced in insect cells or yeast, disassembled and reassembled in vitro to ensure
relative freedom from nonpapillomavirus proteins and DNA, and combined with alum-based adjuvants are the basis of the currently
available prophylactic vaccines.

has been observed up to 6.4 years for the
bivalent vaccine (44) and up to 8.5 years for the
quadrivalent vaccine (45, 46). In prelicensure
trials, the bivalent vaccine demonstrated
protective efficacy against CIN associated with
HPV16/18 when administered according to a
three-dose immunization schedule in women
aged 15 to 25 years (47, 48), and the quadriva-
lent vaccine demonstrated protective efficacy
against CIN and other anogenital preneoplastic
conditions related to HPV16/18 in women and
to genital warts associated with HPV6 and 11
in women and men aged 15 to 26 years (49–51).

HPV vaccines have been in routine use for
less than five years, precluding collection of
definitive data that show an impact on cervical
cancer in immunized populations. Recent data

from Australia, where routine immunization of
women under 28 with the quadrivalent vaccine
was instigated in 2006, show a marked decline
in presentations with HPV-associated genital
warts among women under the age of 28,
without a corresponding decline in disease pre-
sentations in women over 28 or in men (52, 53),
and also a decline in CIN in women under the
age of 18. These data provide the first evidence
of field efficacy of HPV vaccination in the
general population. Analysis of outcomes for
subjects recruited to the major efficacy studies
suggests that the currently available vaccines
are neither therapeutic for existing HPV
infection nor effective in preventing progres-
sion of established HPV infection to disease
(54), an expected finding given the lack of
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therapeutic efficacy of antibody or of vaccines
currently in clinical use for elimination of
established infection.

Assaying Immune Responses

VLPs are highly immunogenic. HPV immu-
nization induces peak geometric mean anti-
body titers that are 80- to 100-fold higher than
those observed following natural infection (55).
Furthermore, after 18 months, mean vaccine-
induced antibody titers remain 10- to 16-fold
higher than those recorded with natural infec-
tion (55), and these levels appear to be preserved
over time, suggesting that immunization may
provide long-term protection against infec-
tion. An evaluation of the correlation between
quadrivalent vaccine–induced serum anti-HPV
responses and efficacy in 17,622 women could
discern no correlation between antibody levels
and HPV infection or disease owing to the low
number of disease cases in immunized subjects.
After up to 48 months of follow-up, overall vac-
cine efficacy was 98.4%.

The pivotal clinical trials evaluating the two
currently licensed HPV vaccines have used
different methods to evaluate virus-specific
IgG antibody titers after immunization, and
therefore serological data are not directly com-
parable between the studies. The quadrivalent
vaccine trials used a competitive Luminex R©

assay (cLia) or a competitive radioimmunoas-
say (cRIA) that uses multiplex technology to
detect defined genotype- and epitope-specific
antibodies against HPV6, 11, 16, and 18 VLPs
(56, 57). The different binding affinity of
each monoclonal antibody for its epitope on
the VLP and the different proportion of the
available epitopes represented by the anti-
bodies used for different HPV types preclude
valid comparisons of magnitude of measured
immune response to different HPV genotypes.
Although some of the monoclonal antibodies
employed have in vitro neutralizing capacity,
these assays are unlikely to measure the total
virus-neutralizing capacity of the immune
response induced by immunization. The
bivalent vaccine trials used an enzyme-linked

immunosorbent assay (ELISA) technique with
HPV16 or HPV18 VLPs as substrate to mea-
sure antibody response (55). ELISA measures
total serum anti-VLP IgG antibody to all epi-
topes presented by the VLPs and is thus more
likely to include total neutralization capacity.
However, ELISA does not discriminate be-
tween type-specific conformational antibodies
and type-common antibodies that tend to be
specific for epitopes presented by denatured L1
and that are rarely neutralizing (58). Further-
more, neither assay examines antibody affinity
nor truly determines the in vivo neutralization
potential of serum. Neither assay distinguishes
vaccine-induced antibody to one HPV type
from cross-reactive antibody raised against
other HPV types by vaccination or natural
infection (58). Thus, without a demonstrated
correlate of immune response in either assay
with clinical protection, neither assay can be
said to be useful for measuring the effectiveness
of vaccination. However, each assay can be used
to provide data on relative immunogenicity of
the same vaccine product in different patient
populations, which is important for bridging
studies designed to validate the use of immu-
nization in populations (e.g., children prior
to onset of sexual activity) that because of the
low incidence of disease are not amenable to
conventional clinical efficacy studies. A further
assay based on in vitro neutralization of pseu-
dotyped virions and therefore likely to be more
specific for the spectrum of in vivo neutralizing
antibodies is more variable in performance and
rather less sensitive to the low-level antibody
responses following natural infection (59). At-
tempts are under way to develop international
standards for measuring antibodies to the more
common HPV genotypes (60).

Type Specificity of
Neutralizing Antibodies

Immunization with HPV VLPs predominantly
produces type-specific virus-neutralizing anti-
bodies, although some cross-protection against
other related HPV types is observed, in pre-
clinical studies and in clinical trials (61, 62).
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In particular, cross-reactivity has been observed
between HPV16, 31, 33, and 58 and between
HPV18 and HPV45 (63, 64), indicating that
immunization with one HPV type may of-
fer some degree of cross-protection against
others. However, the affinity and duration of
such cross-neutralizing antibody and any of-
fered protection against disease are currently
unknown. Antibody induced by natural infec-
tion does not appear to be cross-protective (65)
and may not even protect against reinfection
with the same HPV type (66).

Mechanisms of Protection

Antibody raised by immunization with canine
oral HPV L1 VLPs and transferred passively to
naive recipient animals is sufficient to provide
protection against challenge with canine oral
papillomavirus in dogs (67). However, it is
uncertain whether induction of antibody is
necessary for protection. In the pivotal trials of
the quadrivalent vaccine, 40% of vaccine recip-
ients lacked measurable antibody to HPV18 at
48 months. There were no cases of HPV18 in-
fection or related disease in vaccine recipients,
but there were 26 cases in the unimmunized
control group (68, 69). Protection may thus
be conferred by antibody not measured by the
currently available assays, by antibody titers
that are below detectable limits, by recall by in-
fection of a protective memory B cell response,
or by some mechanism other than antibody,
as is seen for hepatitis B vaccine (70). Further-
more, not all antibodies are protective, as some
subjects entering the pivotal clinical trials of the
available vaccines with measurable genotype-
specific antibody and no molecular evidence of
HPV infection were still vulnerable to develop-
ment of HPV-associated disease, and this risk
was mitigated by immunization (71). Thus, no
specific immune responses have been defined
that correlate with protection against infection
or disease following subsequent natural expo-
sure to HPV. A validated surrogate marker for
protection against HPV infection or disease
following exposure to HPV in previously im-
munized or naturally infected individuals would

assist in developing effective immunization
protocols, define any requirement for booster
immunization, and determine the utility of any
cross-protection induced to HPV types not
in the current vaccines. Such a marker would
also facilitate introduction of vaccines under
development containing multiple HPV types.

How antibodies contribute to protection
against HPV infection is currently being ex-
plored. In vitro studies on the mechanism of
HPV infection suggest that the intact papil-
lomavirus binds to target cells or to the base-
ment membrane of epithelium via low-affinity
interactions with glycosaminoglycans (72). Re-
arrangement of the viral capsid follows furin-
mediated cleavage of the N terminal of the
minor capsid protein L2. Subsequent interac-
tion with higher-affinity protein molecules on
the cell surface, including α6β4 integrin (73),
enables internalization via clathrin-coated pits
(74, 75) and/or alternate mechanisms (76) and
transportation of the virus to the nucleus of the
cells. Monoclonal antibodies with similar ca-
pacity to bind VLPs have different capacities for
virus neutralization and for inhibiting binding
to the various intermediate receptors for virus
in the skin (77). Conversely, antibodies that
can prevent infection in vitro include a subset
that inhibits binding of HPV to cells and a dis-
tinct subset that inhibits HPV uptake into cells
following binding (78, 79), likely by exposure
of epitopes revealed after furin cleavage (80)
(Figure 5). These findings have recently been
confirmed in vivo, where high concentrations
of anti-L1 antibody prevented basement mem-
brane binding, but neither low concentrations
of anti-L1 antibodies nor L2 antibodies blocked
basement membrane binding, although they
did inhibit binding to the epithelial cell surface
(P. Day, personal communication). These data
give some insights into why the antibody titers
found naturally or induced by immunization in
the clinical trials of HPV VLP-based vaccines
have not correlated with protection against fu-
ture infection, and they suggest that future as-
says will need to examine multiple characteris-
tics of any polyvalent HPV-specific serum to ac-
curately predict in vivo neutralization potency.

www.annualreviews.org • HPV Vaccines and Immunotherapy 119

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
11

-1
38

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH05-Frazer ARI 4 February 2011 15:45

A

α6 β4

Laminin

BM
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glycan

Virus entry
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Basal keratinocytes

Antibody blocking
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Figure 5
HPV infection and neutralization by antibody. HPV virions � penetrate epithelium via microabrasions to reach replicating basal
keratinocytes (light blue cells). Virions bind with low affinity to glycosaminoglycans � (orange) (72) and laminin � ( purple) (154) in the
lamina lucida of the basement membrane (BM) and undergo a conformational change (155), externalizing the L2 minor capsid protein
� and exposing it to cleavage by furin � (dark yellow) (156). Cleavage and exposure of L2 enables higher affinity binding of the L1
protein component of the virion to cell membrane proteins, including α6β4 integrin � (light blue) (157), and triggers uptake of the
virion into basal keratinocytes � via multiple uptake mechanisms (158). Antibodies 	 binding to the intact virus (A), the modified
virion after furin cleavage (B), and the residual L2 protein exposed by cleavage (C) possess capacity to neutralize virions in in vitro and
in vivo models of infection (78, 159).

Immune Memory

Following natural HPV infection, serum anti-
body levels to HPV16 remain stable over more
than four years of follow-up (81). A study in
552 women aged 16 to 23 years indicates that
the quadrivalent HPV vaccine induces robust

immune memory. Following a three-dose reg-
imen, serum anti-HPV levels declined postim-
munization, reaching a plateau at 24 months.
In a subset of women followed for 60 months
and then administered a further dose of vac-
cine, serum anti-HPV levels rose substantially
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and one week and one month later were higher
than those observed immediately following the
initial immunization series (82). As virus entry
within cells occurs within 24 h (83) and there is
no subsequent viremic phase of infection that
might be inhibited by antibody, the relevance
of recall of immune responses following reim-
munization to protection against infection fol-
lowing natural exposure to HPV is uncertain.
However, lateral spread of HPV from one site
within the genital tract to another is well recog-
nized clinically, and recall of immunity might
preclude lateral spread from a distal primary
infection site to the cells of the transformation
zone of the cervix, which are particularly sus-
ceptible to malignant transformation.

Adverse Consequences of
Immunization

Papillomavirus vaccines have been associated
with considerable public controversy regarding
utility and safety (84). Most adverse events
following vaccination represent local reacto-
genicity to the vaccine or syncopal episodes and
their consequences, at rates similar to other
alum-adjuvanted vaccines. Minor reactogenic
events are somewhat more frequent with the
more potent adjuvant in the bivalent vaccine
(43). Concern has been raised about induction
of adverse immunological events, including
autoimmune disease. As many manifestations
of allergy and some of autoimmune diseases de-
velop most commonly in women about the time
of menarche, there is opportunity for causal and
chance association of disease onset following
immunization. Incomplete reporting hinders
accurate determination of risk (85). However,
postmarketing surveillance has shown no
evidence to date of increased incidence of au-
toimmunity or other serious adverse events (86)
causally linked to HPV immunization. Two
studies (87, 88) have shown that anaphylactic or
anaphylactoid reactions do occasionally occur
after immunization, though with no greater
frequency than for other vaccines, and with no
recurrence following reimmunization in most
cases in which this has been undertaken.

ALTERNATIVE PROPHYLACTIC
IMMUNIZATION STRATEGIES

Future vaccines may contain more HPV geno-
types to increase the potential for prevention
of cervical cancer from 70% to nearer 100%.
Nine valent vaccines based on L1 VLP tech-
nology are currently in clinical trial. Other po-
tential strategies for broadening vaccine cov-
erage are in preclinical development and may
eventually reach the clinic. VLPs are assem-
bled from 72 copies of a basic building block,
the pentamer, which is assembled from five L1
molecules, and many of the neutralizing epi-
topes presented by the VLP are also presented
by the pentamer. Thus, vaccines based on pen-
tamers have been suggested (89), though no
simple process for their large-scale production
and purification has yet been promulgated. An
alternative vaccine strategy is based on the mi-
nor capsid protein, L2, which includes several
neutralizing epitopes. The virus neutralization
potency of antisera raised against whole-length
L2 does not appear as great as for antisera raised
against intact L1 capsids. However, some L2
epitopes are shared across many HPV types,
and vaccines incorporating these epitopes to-
gether with immunogenic carrier protein (90,
91) or a combination of capsomers and L2 pro-
tein or peptide (92, 93) may therefore provide
extended coverage against the HPV types not
included in VLP-based vaccines. Clinical tri-
als of L2-based vaccines are currently under
consideration.

THERAPEUTIC IMMUNIZATION

Although prophylactic vaccines designed to
prevent HPV-associated cancers by preventing
the initial HPV infection have the greatest po-
tential to reduce the burden of HPV-associated
cancer globally, HPV-associated disease might
also be reduced by the development of ef-
fective immunotherapeutics. HPV-infected ep-
ithelial cells of premalignant and malignant le-
sions arising from HR HPV infections continue
to express virus-encoded proteins, and in par-
ticular the E6 and E7 transforming proteins.
Thus, the development of immunotherapy for
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HPV-associated disease should in principle
be easier than for tumors that express mod-
ified self-proteins as tumor-specific antigens.
However, the promise of early animal studies
using transplantable tumors expressing HPV
proteins (94) has, despite many trials, only re-
cently shown any translation into clinical ef-
ficacy. In a recent study, immunization with
long peptides from E6 and E7 together with
adjuvant enhanced the rate of clearance of
HPV-associated vulval intraepithelial neoplasia
(VIN) (95), reawakening interest in the field.

Cellular Immune Responses to HPV
Antigens Following HPV Infection

Cell-mediated immune responses to papillo-
mavirus proteins are in principle more likely
than antibody to be associated with resolu-
tion of HPV infection. MHC class II–restricted
cellular immune responses to the E6 and E7
proteins, and additionally to the E2 protein,
are more commonly found in regressing pre-
malignant lesions of cervical epithelium in-
duced by HPV16 and HPV18 than in persist-
ing lesions and cancer (96–100). The measured
antigen-specific responses are CD4 T cell re-
sponses, detected as proliferation and cytokine
production, and also delayed-type hypersensi-
tivity responses (101). Papillomavirus-specific
cytotoxic T cell responses have been hard to
detect following natural infection, and only oc-
casional clones or lines of HPV-specific CD8
T cells have been reported (102–104). Cellu-
lar immune responses to natural infection with
the HPV genotypes not associated with can-
cer are generally not well documented. Thus,
the mechanisms of clearance or suppression of
HPV infection remain unclear, particularly as
stem cells in skin with potential for continu-
ing replacement of epithelium are not thought
to express any significant amount of viral non-
structural protein.

Why Does HPV Infection Persist
in Some Patients?

Development of an effective immunother-
apy for persistent HPV infection would be

facilitated by understanding of immunological
mechanisms enabling or preventing persistent
HPV infection. The observed slow clearance of
HPV infection and weak immune responses to
viral proteins is likely a consequence of the non-
lytic nature of HPV infection and a consequent
delay in induction of PAMP- and DAMP-
induced inflammatory responses through TLRs
and the inflammasomes. Low-level expression
of viral nonstructural proteins in infected ep-
ithelial cells and superficial location of expres-
sion of the more immunogenic virus capsids
contribute to the slow clearance of infection.

However, a further explanation is needed for
the 2% of infections that persist. HPV clear-
ance rate is somewhat genotype specific (105).
For HPV16, although two broad group variants
of the virus are recognized (non-European and
European) (106) and the non-European geno-
type is somewhat more associated with cancer
development, viral variants are thought to con-
tribute only a small part of the overall risk of
HPV persistence. An extensive hunt for envi-
ronmental factors associated with persisting in-
fection suggests that oral contraceptive use and
cigarette smoking each slightly increase the risk
(107, 108), but the contribution from these is
again only a small fraction of the total risk of
persistence. Immune incompetence clearly en-
hances persistence of infection. However, most
patients who fail to clear HPV infection are
fully immune competent with regard to other
infections and, where this has been examined,
have normal measures of immune function, al-
though an association with IgE-mediated atopy
is described (109–111), suggesting that a Th2
bias to immune responses may contribute to the
risk of HPV persistence.

As patients with persisting HPV16 infection
are generally immune competent and neither
variants of the virus nor environmental factors
explain the majority of risk of persistence or
progression to cancer, genetic variability in the
host response to HPV may contribute to risk.
Despite many studies, no convincing repro-
ducible association of HR HPV persistence or
of cervical cancer with particular HLA alleles
has been demonstrated. Several genome-wide
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association studies of persisting HPV infection
are currently under way to determine whether
there are specific polymorphisms in immune
response genes that might be relevant to
persisting infection. This concept is supported
by linkage of specific genetic polymorphisms
in several genes that encode components of the
immune response, including TNF-α, TGF-β,
IFN-γ, and ERAP-1, with persisting genital
HPV infection or genital cancer (112–115). A
recent larger study examining polymorphisms
in 23 candidate genes related to immune
responsiveness among ∼1,000 Caucasians with
HPV-associated genital cancer and ∼1,000
controls has confirmed linkage of cancer
development with polymorphisms in the
TGF-β1, IFN-γ, and ERAP-1 genes and
proposed further linkages with polymorphisms
in telomerase reverse transcriptase and TGF-β
(M. Madeleine, personal communication).
Additionally, the consequences for β papillo-
mavirus infection of the skin, but not for other
HPV infections, of a defective ever-1 or ever-2
gene is seen in the autosomal recessive skin
disorder epidermodysplasia verruciformis (23).
Thus, when considering HPV immunother-
apy, investigators may find that those who fail
to clear HPV spontaneously cannot mount
an appropriate immune response, whether
that response is induced by infection or by
immunization.

The E5 protein of HPV16 downregulates
MHC class I expression on infected cells (116).
The functional significance of this for HPV
clearance is uncertain, as induction of im-
mune responses to HPV proteins must rely on
cross-presentation of these proteins by antigen-
presenting cells from infected skin, which are
not infected with virus. MHC class I–restricted
T cell responses have been hard to identify fol-
lowing natural infection, suggesting that poor
immunogenicity of HPV infection rather than
E5-determined lack of susceptibility of ker-
atinocytes to MHC class I–restricted cytotoxic
T cells is the major obstacle to HPV clearance.
A series of studies suggested that the E7 protein
inhibited activation of interferon responses ei-
ther by inhibiting IFN-α signaling (117) or by

blocking IRF-1 function (118–120). However,
gene expression profiling of E7-expressing and
normal keratinocytes found little evidence of
modulation of expression of immune response
genes (121). Loss of MHC class I and TAP
proteins is observed in HPV-associated cervi-
cal cancer (122, 123) and is most appropriately
attributed to the genomic instability associated
with HPV infection.

Modeling Immunotherapy for HPV
Infections in Animals

Dogs (124), rabbits (125), and cows (126) ac-
quire papillomavirus infections that generally
regress spontaneously in association with an
immune response to the papillomavirus anti-
gens. Given that the animals are outbred and
that reagents for these species have only limited
availability, studies on the mechanism of virus
clearance have been limited. Additionally, only
cottontail rabbit papillomavirus infection com-
monly persists, with a significant risk of tumor
development. Studies in dogs infected with
canine oral papillomavirus and in rabbits in-
fected with rabbit oral papillomavirus confirm
that clearance is associated with cell-mediated
immune responses to the nonstructural protein
E2 (127, 128). Transplantable tumors engi-
neered to express papillomavirus nonstructural
proteins can be used as a murine model of
HPV immunology and are controlled by im-
munotherapy targeted at these proteins. The
mechanism of killing is CD8 T cell–mediated
lysis (129). However, immunotherapies that
have been subsequently shown to be ineffective
in humans can cure mice of E7-expressing
transplantable tumors, suggesting that these
tumors do not model well the immune envi-
ronment of HPV-infected cells (reviewed in
130). We therefore established an alternate
model in which murine skin transgenic for the
E7 protein of HPV16 is expressed from a basal
keratin promoter in keratinocytes at levels
comparable to those in infected human skin
(94). The transgenic animals are tolerant of the
HPV protein and do not respond immunolog-
ically to expressed papillomavirus antigens in
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keratinocytes, perhaps because the transgene
antigen is also expressed in the thymus (131).
However, transplantation of HPV E6 or E7
transgenic skin to otherwise syngeneic im-
munocompetent recipients has established that

1) HPV16 E6 and E7 transgenic grafts
are not spontaneously rejected from
immune-competent recipients (132, 133)
[although grafts similarly expressing se-
creted protein (OVA, hGH) are rejected
promptly (132, 134, 135)] and are not
rejected following immunization with
E7, although the immunized animal will
reject an E7-expressing transplantable
tumor (132).

2) E7 grafts can be induced to reject by

� passive transfer of large numbers
(>105) of E7 peptide–specific CD8 T
cells and their subsequent activation
by immunization (133) or

� enhancement of IL-1 function by ge-
netic elimination of the soluble IL-1
inhibitor IL-1RA (136) or

� removal of NKT cells from the graft
or recipient (137) or

� inhibition of IFN-γ by transplan-
tation of IFN-γ-deficient (137) or
IFN-γR-deficient (138) skin, in-
fusion of IFN-γ-specific antibody
(138), or administration of E7-
specific IFN-γ−/− T cells (138).

3) Grafts expressing HPV16 E7 or other
antigens from a basal keratin promoter
allowed to heal in place under the
protection of temporary CD8 T cell
depletion or placed on a rag−/− recipient
subsequently reconstituted with a com-
plete immune system are not rejected.
Nor are these grafts rejected following
passive transfer of antigen-specific T
cell receptor transgenic T cells (133) or
following graft-mediated induction of
antigen-specific T cells (139), although a
newly introduced graft bearing the same
transgene antigen is promptly rejected.

4) Rejection of well-healed grafts by primed
antigen-specific T cells can be induced by

local inflammation induced by TLR ago-
nists (imiquimod, LPS) (139).

These data demonstrate that sufficient HPV
E7 antigen is cross-presented by dermal den-
dritic cells (140) from keratinocytes expressing
E7 to induce effector responses. Where ani-
mals are effectively primed by grafting trans-
genic skin or where E7-specific memory T cells
are induced by immunotherapy (132), the ab-
sence of local inflammation in HPV-infected
skin nevertheless inhibits generation of, or pre-
vents effector function of, antigen-specific ef-
fector T cells. Inhibition locally in the skin is
demonstrated by rejection of K14E7 skin lack-
ing NKT cells or IFN-γ and by continued ac-
ceptance of a neighboring graft replete with
NKT cells and IFN-γ (137). Inhibition of ef-
fector function may reflect the failure of reac-
tivation of central memory T cells locally in
the draining lymph node by antigen-presenting
cells because, in the absence of inflammation,
these are conditioned by IL-10 and IFN-γ pro-
duced by Th2 cells and NKT cells and may be
further influenced by locally produced TGF-β
and IL-33 (Figure 6). These findings likely ex-
plain why topical innate immune stimulation,
which is achieved with topical TLR7 agonist
therapy with imiquimod, only enables elimina-
tion of the lesions actually treated (141). A need
for local inflammatory cytokines to support ef-
fective generation of effector CD8 T cells has
considerable implications for development of
effective immunotherapy for persistent HPV-
associated disorders, including cancer.

Therapeutic Vaccines: Data
from Human Trials

More than 40 literature reports describe
studies of antigen-specific immunotherapy
for persisting HPV infection or its malignant
consequences in human subjects, and these
are summarized in Table 2. Three major
classes of immunotherapy have undergone
trials: adjuvanted protein or peptide vaccines,
recombinant viral vectors, and polynucleotide
vaccines. Most trials have focused on the E6 or
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Figure 6
A model for local regulation of induced immune responses to HPV in skin. HPV proteins (red ) produced in keratinocytes (KCs) ( pale
blue) are taken by skin-resident antigen-presenting cells (APCs) ( gray) to the local lymph node for presentation to prime cytotoxic
effector, memory effector, and helper T (Th) cells. A locally inflammatory environment enables APCs, under the influence of IL-1, to
activate Th cells to produce IL-2 and hence to activate central memory cytotoxic T cells. These multiply in response to IL-2 and
acquire effector functions, returning to the skin to kill HPV-expressing KCs or to suppress viral gene expression by undetermined
means. In the absence of inflammation, the following takes place: IL-10 is produced by Th cells (149) and mast cells (160), IFN-γ is
produced by CD-1d-activated NKT cells (137) in response to skin-derived IL-33 (161, 162), TGF-β, and other negative regulatory
signals. All of these events can change the state of the APC by altering costimulatory molecule expression (149), thus inhibiting
induction of cytotoxic effector T cells from memory T cell precursors.

E7 proteins of HR anogenital HPVs, typically
HPV16, and, where this has been examined,
have demonstrated induction of humoral and
cellular immune responses to the immunogen.
Trials of immunotherapy for cervical precancer
require surgical excision of the lesion as best
clinical practice. Because surgery resolves over
95% of CIN3 lesions, large studies are required
to show additional benefit of immunotherapy.
Recent studies have therefore largely examined
the efficacy of immunotherapy for persisting
premalignant vulval (VIN) or anal (AIN)
disease. Most have used only historic controls.
Some trials have looked at anogenital or
respiratory warty lesions induced by low-risk

anogenital HPVs, typically HPV6. Only one
study (95) has shown convincing evidence of a
therapeutic effect, with a ∼50% complete clin-
ical response of VIN following repeated immu-
nization with pooled peptides from the HPV16
E6 and E7 proteins, administered with incom-
plete Freund’s adjuvant. For this study, data on
induced cell-mediated immune responses were
consistent with the hypothesis that stronger
responses to HPV antigens were associated
with increased chance of disease clearance.
However, a similar study of the response of
VIN to innate immune stimulation with im-
iquimod and photodynamic therapy showed a
similar rate of resolution of disease (142), as did
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a combination trial of specific immunother-
apy and imiquimod (143). Thus, it is difficult
to dissect the relative contributions of innate
and adaptive immune stimulation in these trials.
Among clinical trials where HPV genotype was
considered, regression of disease caused by one
HPV genotype following immunization with a
protein from another immunologically unre-
lated HPV genotype was reported, consistent
with a role for innate rather than adaptive im-
mune stimulation as the effective intervention.
These findings confirm animal studies showing
that clearance of HPV infection is facilitated
by inflammation-mediated local enablement of
HPV-specific immune effector mechanisms.

Trials of HPV L1 protein as a therapeu-
tic immunogen have also been conducted
(144), given that animal studies have shown
that L1 VLPs without adjuvant can invoke
cell-mediated immune responses (145, 146),
in contrast to alum-adjuvanted VLPs, which
induce Th2-biased responses as a consequence
of inflammasome activation (147). However,
repeated administration of VLPs without
adjuvant also invokes an IL-10- and IFN-
γ-dependent switch to Th2 type immune
responses with loss of CTL responses (148,
149), and a clinical trial of immunotherapy
based on unadjuvanted chimeric HPV16
E7-L1 VLPs did not deliver a significant
therapeutic effect (150).

HPV VACCINATION:
THE FUTURE

For prophylactic vaccines, validation of multi-
valent vaccines and of simpler delivery sched-
ules will likely be undertaken. Childhood im-
munization with adolescent boosting may prove
more practical for the developing world, or
a two-dose immunization regimen might give
sufficient protection against disease in immuno-
competent subjects. However, validated surro-
gate immunological markers of protection will
be required to test these regimens. For the mo-
ment, the major challenge remains to develop
and validate effective strategies for deployment
of the currently available vaccines, particularly
in the developing world, where new technolo-
gies for VLP vaccine delivery may assist immu-
nization programs (151).

Persistence of HR HPV infection is prob-
ably a consequence of inherited variability in
induced innate immunity to HPV infection,
which interferes with different processes in
induction or local activation in the skin of
HPV-specific effector T cell mechanisms. For
the ∼2% of humans who fail to clear HR
anogenital HPV infections spontaneously,
specific interventions will be needed to tem-
porarily reset the level of innate immune
response, either systemically or locally, fol-
lowing induction of HPV-specific immune
effector cells systemically by immunization.

SUMMARY POINTS

Key points about prophylactic vaccines:

1. HPV virus-like particle-based vaccines induce virus-specific immunity sufficient to pro-
tect virus-naive individuals against HPV-associated disease caused by the virus genotypes
in the vaccine.

2. Humoral immune responses to the HPV capsid are sufficient for protection, but the
responses measured by currently available assays do not predict individual protection
against disease.

3. HPV virus-like particle vaccination induces some cross-protective immunity against
HPV genotypes not in the vaccine, but the significance for long-term protection of
cross-reactive antibody is unknown.
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Key points about therapeutic vaccines:

1. Induction of specific immune responses to the nonstructural oncoproteins of hu-
man papillomavirus can be achieved in humans and animals with appropriate
immunotherapeutics.

2. Immunotherapeutics inducing immunity to the E6 and/or E7 oncoproteins of HPV16
are more effective for curing transplantable tumors expressing HPV proteins in animal
models than for curing human cancers expressing HPV proteins.

3. Proinflammatory stimuli locally enhance the efficacy of immune responses directed at
HPV oncoproteins in epithelial cells induced by antigen-specific immunotherapy.
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Abstract

A key question in immunology concerns how sterile injury activates
innate immunity to mediate damaging inflammation in the absence of
foreign invaders. The discovery that HMGB1, a ubiquitous nuclear pro-
tein, mediates the activation of innate immune responses led directly
to the understanding that HMGB1 plays a critical role at the intersec-
tion of the host inflammatory response to sterile and infectious threat.
HMGB1 is actively released by stimulation of the innate immune system
with exogenous pathogen-derived molecules and is passively released by
ischemia or cell injury in the absence of invasion. Established molecular
mechanisms of HMGB1 binding and signaling through TLR4 reveal
signaling pathways that mediate cytokine release and tissue damage.
Experimental strategies that selectively target HMGB1 and TLR4 ef-
fectively reverse and prevent activation of innate immunity and sig-
nificantly attenuate damage in diverse models of sterile and infection-
induced threat.
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HMGB1: high
mobility group box 1

INTRODUCTION

Injury and infection have challenged the sur-
vival of species throughout evolution. Innate
immunity emerged as the defensive frontline
that coordinates the responses to these dual
threats. This early detection system uses
primitive receptors encoded in the genome
that respond to products of pathogenic origin
and to host molecules that accumulate during
cell injury and death. Activation of innate
immunity wards off invasion and calls into
action other organ systems that contribute
appropriate metabolic, hemodynamic, and im-
munological responses to eradicate pathogens,
facilitate healing, and initiate the transition to
adaptive immunity. The discovery a decade
ago that HMGB1, a highly conserved protein
secreted by innate immune cells in response to
pathogenic products and released by injured or
dying cells, occupies a central role in the patho-
genesis of both sterile and infectious inflam-
mation filled a critical niche in understanding
immunity. The principle established is that the
products of cellular injury, produced by the
host, activate fundamental defensive responses
(innate immunity) that are indistinguishable
from the responses activated by molecules
produced by microbes and pathogens.

Although wholly unexpected until some
25 years ago, advances in the biology of in-
flammation revealed that specific cytokines are
necessary and sufficient pathogenic mediators
of disease and that selectively targeting such in-
dividual mediators attenuates the major clinical
signs and symptoms of inflammation. Tumor
necrosis factor (TNF), IL-1, and IL-6 have be-
come mainstays of cytokine-based treatment of
inflammation in the clinic. They were originally
identified as therapeutic targets from studies
into the pathophysiology of endotoxemia, fever,
sepsis, and later, autoimmune disease. These
agents have indeed had an impact on the human
condition, improving the quality of life for
many patients and paving the way for new meth-
ods of developing pharmaceuticals for clinical
use. But they are not effective in all patients,
and additional therapeutic options are needed.

During the past decade, the widespread
use of antagonists that neutralize HMGB1
in preclinical models of disease has directly
implicated this molecule in regulating innate
and adaptive immunity in health and during
arthritis, colitis, sterile ischemia, traumatic
injury, cancer, and infection. For decades,
investigators argued that HMGB1 was merely
a structural protein that resided in the nucleus
where it functions to stabilize DNA structure
and modulate transcriptional activity (1). The
major structural features of HMGB1 are its two
DNA-binding domains, homologous regions
approximately 80 amino acids long, termed the
A and B boxes, and a C-terminal domain com-
posed of aspartic and glutamic acids (Figure 1).
The search for therapeutically exploitable cy-
tokines that mediate the damaging aftereffects
of infection and injury revealed that HMGB1
is an actively secreted cytokine, produced by
macrophages and other inflammatory cells dur-
ing the innate immune response to invasion (2).
Like other members of the proinflammatory
cytokine family, biologically active HMGB1
can be expressed on the plasma membrane
or released by activated inflammatory cells to
accumulate in vivo during infection and injury;
it alters the metabolic and immunological
activities of hematopoietic, epithelial, and
neuronal cells; it mediates fever, anorexia,
acute-phase responses, and vascular leakage
syndrome, activities that are synergistically
modulated by cytokines and pathogen-derived
molecules; and administration of agents that
specifically inhibit HMGB1 activity (antibod-
ies, antagonist proteins, release inhibitors) to
animals with ischemia and inflammatory dis-
eases interrupts the progression of tissue injury
and suppresses inflammatory responses. Se-
lectively targeting HMGB1 with neutralizing
antibodies provided key pathogenic insights
and elucidated important biological activities.
This positions HMGB1 at the intersection
between sterile and infectious inflammation.
Here, we review the progress in the field of
HMGB1 biology and the status of HMGB1 as
a therapeutic target for inflammatory diseases
caused by injury, ischemia, or infection.
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Figure 1
Structure of human HMGB1, a 25-kDa protein of 215 amino acids. Note that 20% of the residues are lysines and that the protein is
organized in three domains made up by two positively charged DNA-binding structures (A and B box) and a negatively charged acidic
tail composed of 30 glutamic and aspartic acids, exclusively. The A and B boxes are helical structures, partly covered by the tail, which is
folded over the protein. There are two nuclear emigration signals in the proximal part of the A and B boxes, respectively, that can bind
to the nuclear exportin CRM1. There are also two nuclear-localization signals, as indicated in the figure. The primary HMGB1
sequence is 98.5% identical in all mammals, and two of the three substitutions occur in the repetitive carboxyl terminus with switches of
aspartic and glutamic acids. Truncation of the full-length HMGB1 demonstrates that the extracellular cytokine activity resides within
the B box. This activity can be competitively inhibited by truncated A box protein. The cysteine in position 106 in the B box is
indispensable for its cytokine role, given that oxidation or selective mutation of this residue abolishes the activity of HMGB1 signaling
to activate cytokine release.

FROM HMG1 TO HMGB1
HMGB1 was rediscovered at least twice
since it was originally identified by Johns
and colleagues more than 30 years ago as a
member of a group of nonhistone chromo-
somal proteins termed high mobility group
proteins (3). HMGB1 was rediscovered in
1991 by Heikki Rauvala and colleagues, who
isolated a membrane-bound protein from the
advancing plasma membrane of neurites during
embryonic brain development (4). During this
period, we had embarked on an unrelated

course of study with the objective of isolating
cytokines that could be therapeutically modu-
lated to prevent the damaging effects of innate
immunity. The chosen approach was to identify
mediators of inflammation based on purifying
proteins released by macrophages activated
by exposure to bacterial lipopolysaccharide
(LPS). In 1999, we reported that HMG1 is
secreted as a cytokine mediator of inflamma-
tion and organ damage and that inhibiting
its previously unrecognized inflammatory
activities conferred therapeutic advantage
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during the response to infection and injury
(2). As interest in the high mobility group
proteins expanded from the field of molecular
biology and into immunology and as additional
family members were isolated, revision of the
nomenclature became necessary. In 2001, the
high mobility group protein superfamily was
established based on similarities in member
chemical-physical properties. As part of this
process, HMG1 was renamed HMGB1 (5).

HMGB1 RELEASE DURING
STERILE INJURY AND
INVASIVE THREAT

The discovery that HMGB1 occupies a piv-
otal role in mediating inflammation focused

investigation into delineating the mechanistic
answers to the important question of how
HMGB1 is secreted. Two major pathways
of HMGB1 release occur during invasion or
injury, one active and the other passive. These
are differentiated on the basis of molecular
mechanisms, release kinetics, and downstream
signaling responses (Figure 2). Passive release,
initiated by damage of cellular integrity, is
nearly instantaneous (6, 7). Active secretion
of HMGB1, initiated by cellular signal trans-
duction through plasma membrane receptor
interaction with extracellular products, occurs
more slowly (2, 8). Active secretion of HMGB1
occurs when monocytes, macrophages, nat-
ural killer cells, dendritic cells, endothelial
cells, platelets, and other immunologically

Biological effects

Infections
Innate immunity

HMGB1
Sterile injury

Viruses

Bacteria

Toxins

Hypoxia
Cell lysis

Autoimmune disease

[HMGB1]

Epithelial barrier dysfunction
Inflammation

Tissue damage

Organ failure
Death

Fever
Anorexia

Bactericidal
Pain

Growth factor
Cell migration

Endothelial activation

HMGB1

HMGB1

TLRs

HMGB1

Figure 2
HMGB1 is released during infection by activating innate immunity and during sterile injury as a passive phenomenon. Exposure to
pathogens activates the highly conserved innate immune response, which triggers the release of HMGB1 from monocytes,
macrophages, and other cells at the frontline of host defense. HMGB1 shuttles from the nucleus to the cytosol, where it accumulates in
intracellular vesicles prior to secretion. This process can take up to 8 h to complete. The passive release of HMGB1 in cells undergoing
necrotic cell death is much faster because HMGB1 is loosely attached to nuclear DNA in living cells. HMGB1 binding to chromatin
increases during programmed cell death, causing some of it to be retained, but ingestion of apoptotic bodies by macrophages stimulates
significant release of HMGB1 by the macrophages (not illustrated). Thus, infection, necrosis, and apoptosis can all lead to elevated
HMGB1 levels. In low levels, HMGB1 mediates sickness behavior and antibacterial activities that contribute to inflammatory responses
that can resolve. The release of larger amounts of HMGB1, however, is associated with the development of epithelial barrier failure,
organ dysfunction, and even death.
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MAMP: microbe-
associated molecular
pattern

PAMP: pathogen-
associated molecule
pattern

TLR: Toll-like
receptor

competent cells are exposed to microbe-
associated molecular patterns (MAMPs),
pathogen-associated molecular patterns
(PAMPs), and endogenously derived inflam-
matory mediators including TNF, IL-1, and
IFN-γ. Like other proinflammatory mediators
that participate in feed-forward regulation,
HMGB1 induces its own release in vivo and
in vitro (Figure 3). Other cells that can be
stimulated to actively secrete HMGB1 include
neurons, astrocytes, erythroleukemia cells, neu-
roblastoma cells, and other tumor cells. Most
cells, including monocytes and macrophages,
constitutively express HMGB1 protein and
mRNA under basal conditions. Following
activation of macrophages with LPS, HMGB1
mRNA levels rise over the course of several
hours and remain elevated for 24–48 h. The ac-
tive secretion of HMGB1 into the extracellular
milieu begins 8–12 h after ligation of Toll-like
receptors (TLRs) and continues to increase
for 18–36 h, a time frame that is significantly
delayed compared with TNF and IL-1, the
prototypical early proinflammatory cytokines
(2).

HMGB1 release occurs during pro-
grammed cell death from at least two sources:
(a) directly from the apoptotic cells and
(b) by monocytes activated to secrete HMGB1
following exposure to apoptotic cell bodies (9,
10). Initially, investigators thought that cells
undergoing apoptosis do not release significant
quantities of HMGB1 as assayed by the
immunogenic capacity to induce macrophage
TNF release. Later evidence revealed that cells
undergoing apoptosis indeed release consider-
able quantities of immunodetectable HMGB1
but that it is immunologically inactive. That is,
it fails to significantly stimulate TNF release
from responding macrophages compared
with HMGB1 released passively during cell
necrosis, which is a potent stimulator of TNF
production in responding macrophages. The
important answer to this dichotomy lies within
the reactive oxygen species generated by mito-
chondria in apoptotic cells that suppresses the
inflammatory activity of HMGB1 by oxidizing

a b

Figure 3
The images illustrate intracellular HMGB1 localization in macrophages
(a) before and (b) after 24-h LPS activation. Intracellular HMGB1, visualized
with green immunofluorescent FITC staining, is predominately localized in the
nucleus in resting macrophages (exemplified with white arrows in a). Following
activation by exposure to LPS for 24 h, nuclear HMGB1 is phosphorylated,
acetylated, and actively transported from the nucleus to the cytoplasm. Some
nuclei even empty their HMGB1 contents (white arrows in b).

the cysteine at position 106, a critical residue
positioned in the immunostimulatory B box
domain of the full-length protein (11). This
mechanism provides a critical understanding
of why apoptosis fails to activate significant
inflammatory responses because experimen-
tally blocking the HMGB1 oxidation step (in
order to prevent its immunogenic deactivation)
converts the apoptotic events from a typical,
immunologically tolerizing event into an im-
munologically stimulating, proinflammatory
event. Prior results that endogenous HMGB1
(derived from necrotic cells) is required for
the stimulation of monocyte TNF release (7)
and that subjecting recombinant HMGB1
(rHMGB1) to mildly oxidizing conditions ren-
ders it immunologically inactive (12) confirm
the importance of C106 in the molecular mech-
anism of HMGB1-mediated inflammation.
Thus, endogenous HMGB1 occupies a crucial
functional role as a signaling molecule that
informs other cells that damage or invasion has
occurred.
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RAGE: receptor for
advanced glycation
end products

INFLAMMATORY CELLULAR
RESPONSES AND HMGB1
RECEPTORS

HMGB1 has been implicated as a clas-
sical proinflammatory mediator because
(a) HMGB1 release is stimulated by injury and
invasion; (b) it activates immunocompetent
cells to produce TNF, IL-1, and other proin-
flammatory responses; (c) it mediates fever,
anorexia, and the sickness syndrome in vivo;
(d ) these activities are synergistically enhanced
in the presence of exogenous TLR agonists
and other proinflammatory cytokines; and (e)
it can be specifically targeted to therapeutic
advantage in sterile and infectious disease
syndromes associated with elevated HMGB1
levels. The inflammatory cellular responses to
HMGB1 are listed in Table 1.

One distinction from the canonical proin-
flammatory cytokines (e.g., TNF and IL-1)
is that HMGB1 elicits cellular and biological
inflammatory responses by signal transduction
through receptors that were previously iden-
tified for interaction with foreign molecules.
Unlike TNF and IL-1, whose cognate plasma
membrane receptor families are clearly defined,
HMGB1 interacts with several seemingly un-
related receptors that had been previously
identified for their capacity to transduce activa-
tion signals from exogenous (TLR2, TLR4, and
TLR9) and endogenous (RAGE) ligands. Im-
munologists who had presumed that functional
cytokine receptor families were of necessity
biochemically restricted to a limited repertoire
of cognate cytokines were surprised by the
realization that HMGB1 specifically modulates

Table 1 Biological activities of extracellular HMGB1

Target cells Cellular responses to HMGB1 (references)
Macrophages/monocytes � Induction of cytokine, chemokine, and metalloproteinase synthesis; transendothelial migration of

monocytes (7, 15, 25, 127)
Dendritic cells � Maturation and migration to lymph nodes; increased immunogenicity of handled antigens;

secretion of proinflammatory mediators (14, 16, 120)
Neutrophils � Activation; chemotaxis (18, 23, 128)
Platelets � Procoagulant activity by membrane-HMGB1 expressed on the cell surface of activated platelets

(99, 111)
T lymphocytes � Proliferation of naive T lymphocytes; Th1 polarization (16, 120)
B lymphocytes � Nuclear assistance in VDJ recombination; potentiated activation by HMGB1-DNA-IgG

complexes (129, 130)
Epithelial cells � Hyperpermeability causing barrier dysfunction in gastrointestinal and respiratory tracts;

bactericidal effects (51, 60, 61, 126, 131, 132)
Endothelial cells � Proangiogenic; upregulation of adhesion molecules (112, 113, 133, 134)
Smooth muscle cells � Migration; proliferation; cytoskeleton reorganization (108, 135)
Vessel-associated stem
cells (mesoangioblasts)

� Proliferation; transendothelial migration (136, 137)

Cardiomyocytes � Recruitment and activation of precursor cells used for repair (107)
� Negative inotropic effects (138, 139)

Osteoclasts � Migration; enhanced osteoclastogenesis and TNF synthesis via HMGB1 interaction with the TNF
promoter (80, 140)

Neurons � Neurite outgrowth during embryogenesis (4, 13)
Astrocytes � Proinflammatory activation; glutamate release (97)
Microglial cells � Proinflammatory activation; glutamate release (92, 95, 96)
Tumor cells � Proliferation; induction of proteolytic enzymes enabling invasiveness; facilitation of metastasis

formation (121, 141)
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Macrophages/
monocytes

Endothelial cells
Somatic cells

Siglec-10 RAGE

CD24

Cdc42

Rac

aa 150–170C106
(DTT sensitive)

Migration
Differentiation

Growth
Expression of surface proteins

TNF
IL-1
IL-6
IL-8

HMGB1 HMGB1
HMGB1

MD2

Gene transcription

NF-κB

TLR4

MyD88
?

Figure 4
HMGB1 signals by binding to TLR4 to activate macrophage/monocyte cytokine release (left) and by
binding to RAGE to modulate endothelial and tumor cell function (right). In monocytes/macrophages,
HMGB1 binds TLR4 in the context of MD2 through a mechanism that requires cysteine in position 106.
The addition of dithiothreitol (DTT) to HMGB1 denatures this interaction. HMGB1-TLR4 signaling
activates MyD88-dependent nuclear translocation of NF-κB, which upregulates the expression of cytokine
and other inflammatory mediators. In endothelial cells and other somatic cells, e.g., tumors and smooth
muscle, HMGB1 interacts with RAGE. This signaling, which is not sensitive to DTT, is transduced by
mechanisms that are incompletely known but culminate on Cdc42 and Rac. Other binding partners may be
required, but RAGE signaling has been implicated in cell growth, differentiation, migration, and expression
of cell surface proteins. HMGB1 interaction with CD24 and Siglec-10 can mediate a signal that inhibits
activation of NF-κB and prevents cytokine release mediated by HMGB1-TLR4 signaling.

cellular responses via the receptors that can be
activated by exogenous, foreign ligands. This
has revealed an elegant and simple system,
because HMGB1 is a highly conserved and evo-
lutionarily ancient protein capable of activating
a uniform cassette of inflammatory responses to
infectious or sterile damage. As discussed in de-
tail below, the central role of HMGB1 in gating
the magnitude of the inflammatory response to
clinical syndromes associated with sterile injury
and infection has been revealed by observing
the loss of proinflammatory activity following
administration of HMGB1 antagonists and
by removing either HMGB1 or its receptors
through genetic knockout techniques.

The first receptor implicated as a bind-
ing partner for HMGB1 is the receptor for
advanced glycation end products (RAGE), a
transmembrane, cell surface, multiligand mem-
ber of the immunoglobulin superfamily (13).
HMGB1 signaling through RAGE mediates
chemotaxis and stimulation of cell growth, dif-
ferentiation of immune cells, the migration of
immune and smooth muscle cells, and the up-
regulation of cell surface receptors, including
RAGE and TLR4 (14, 15, 16, 17, 18). HMGB1
physically interacts with RAGE, but interac-
tion with TLR4 is required for HMGB1 ac-
tivation of cytokine release in macrophages
because RAGE knockout macrophages and

www.annualreviews.org • HMGB1 as a Therapeutic Target 145

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
39

-1
62

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH06-Tracey ARI 4 February 2011 15:59

TLR2 knockout macrophages produce TNF
when exposed to HMGB1, but TLR4 knockout
macrophages do not (Figure 4) (19). HMGB1
binds to TLR4-MD2 as measured by sur-
face plasmon resonance and transduces a sig-
nal that stimulates macrophage release of TNF.
The binding and signaling both require the
redox-sensitive cysteine in position 106, and
substitution at this position prevents HMGB1
from binding to TLR4 (19). TLR4 is the
primary receptor of endogenous extracellular
HMGB1 in mediating macrophage activation,
cytokine release, and tissue injury (6, 20–23).
This signaling activates IKB kinase (IKK)-β
and IKK-α (endotoxin activates only IKK-β)
and the nuclear translocation of activated NF-
κB (24). There are significant differences in
HMGB1- and endotoxin-mediated signaling
because HMGB1 binds to TLR4 with much
less affinity compared with LPS, and it acti-
vates gene expression patterns that are distinct
compared with the expression pattern mediated
by endotoxin (18, 19, 24). HMGB1 and LPS

[HMGB1]

[HMGB1]

Duration (days)0 > 4 weeks

Infection

Duration (h)0 > 1 day

Ischemia
Cell death

TNF

TNF

HMGB1

HMGB1

Figure 5
HMGB1 is an early mediator in sterile injury and a late mediator in infection.
Infection activates innate immune cells to produce HMGB1, which occurs after
a significant lag, placing it downstream of an early TNF response. During
ischemia and other forms of sterile cell injury, HMGB1 is released as an early
mediator that in turn activates the later release of TNF and other cytokines.

both significantly increase the nuclear translo-
cation of NF-κB and the phosphorylation of
Akt and p38 MAPK, but LPS causes a sig-
nificantly higher magnitude of NF-κB activa-
tion and TNF release compared with HMGB1
(18). Moreover, the induction of TNF release
by HMGB1 exhibits a biphasic kinetic profile,
whereas endotoxin induces a single, monopha-
sic stimulation of TNF release (25).

Studies of animal models reveal that
HMGB1 levels are significantly increased dur-
ing ischemia-reperfusion injury, increasing
within 1 h after reperfusion and remaining el-
evated for up to 24 h (26) (Figure 5). Treat-
ment of wild-type (C3H/HeOuj) mice with
anti-HMGB1 antibodies significantly protects
against liver damage, but antibody administra-
tion fails to protect TLR4-defective (C3H/Hej)
mice, which also develop less damage com-
pared with the wild-type (C3H/HeOuj) mice.
HMGB1 signaling through TLR4 is required
for cross-presentation of antigens in solid tu-
mors subjected to radiation or chemotherapy
(20, 21). TLR4 expression in renal tubules from
deceased-donor kidneys stains positively for
HMGB1, which directly implicates HMGB1-
TLR4 signaling in the development of kidney
graft inflammation and sterile injury in humans
(27). Moreover, HMGB1 binding to TLR4
in human synovial fibroblasts from rheuma-
toid arthritis (RA) patients can be revealed by
proximity ligation assay, indicating that these
molecules interact in the inflammatory cellular
milieu (19).

It remains speculative whether other
HMGB1-binding proteins participate in
cytokine release and the pathogenesis of
infection and sterile injury, including TLR2,
TLR9, CXCL12, thrombospondin, syndecan,
TREM1, and MAC1. It has been known for
decades that HMGB1 can facilitate cellular
uptake of DNA, and recent evidence has
placed this mechanism into the context of
inflammation (28). The principle established
is that HMGB1 modulates the inflammatory
responses to sterile and infectious threat by
TLR4 receptor signaling (19). HMGB1 also
binds to CD24, a membrane protein expressed
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by immunocytes, which in turn associates
with Siglec-10 to selectively suppress the
nuclear translocation of NF-κB induced by
HMGB1-mediated TLR4 activation, but
not pathogen-mediated TLR activation (29).
Together, these results indicate that HMGB1
signaling through TLR4, in the context of
sterile injury or infection, can be differen-
tially modulated by cross talk from HMGB1
signaling through CD24-Siglec-10.

PHYSIOLOGICAL AND
PATHOPHYSIOLOGICAL
RESPONSES TO HMGB1

Space limitations prevent the presentation of
all available data addressing the biology of
HMGB1 in sterile and infectious inflamma-
tion. An abridged summary of the physiological
activities of HMGB1 in organ systems is given
in Table 2, and the results from preclinical
models of selectively inhibiting HMGB1
action in experimental disease are summarized
in Table 3. Here we discuss experimental
therapeutic modalities that target HMGB1
release, biological activity, and receptor signal
transduction, with a focus on mechanisms for
attenuating inflammation and damage in con-
ditions associated with increased extracellular
HMGB1 levels, morbidity, and mortality.

Endotoxemia

HMGB1 released during endotoxemia
mediates lethality downstream of the early
proinflammatory cytokines (2, 30–33).

Administration of lethal doses of endotoxin
to mammals activates a biphasic cytokine
response that can be divided into early and late
kinetic profiles. The classical proinflammatory
cytokine response occurs relatively early, with
peak levels of TNF or IL-1 occurring within
hours. HMGB1 release takes place significantly
later, reaching a plateau 16 to 32 h after the
onset of endotoxemia (2). This late occurrence
of HMGB1 is required for the full expression
of lethal inflammation in endotoxemia. Ad-
ministration of nontoxic quantities of HMGB1
together with harmless doses of LPS is syner-
gistically toxic or lethal (2). Administration of
anti-HMGB1 antibodies to endotoxemic ani-
mals several hours after the early peak of TNF
confers significant protection from lethality.
This delayed administration of anti-HMGB1
antibodies demonstrates that endotoxemia
can be therapeutically modulated through a
much wider window than previously described
for early proinflammatory cytokines (2, 31).
Another strategy to neutralize extracellular
HMGB1 activity is to administer recombinant
soluble thrombomodulin, which binds to
HMGB1 via thrombomodulin’s N-terminal
lectin domain and significantly increases
survival of mice after lethal endotoxemia (31,
32). Pharmacological agents that prevent
the export of HMGB1 from the nucleus of
activated monocytes and block its cellular
release have also been used to therapeutic
advantage in models of lethal endotoxemia.
Efferent vagus nerve signaling prevents the
nuclear export of HMGB1 through alpha7-
nicotinic acetylcholine receptor-mediated

Table 2 Physiological and pathophysiological effects of HMGB1

Organ system Response to HMGB1 (references)
Central nervous � Anorexia, fever, weight loss, sickness syndrome (98, 142)
Cardiovascular � Vascular leakage syndrome, suppression of cardiac output (131, 139)
Pulmonary � Hypoxia, inflammation, neutrophil recruitment, ARDS-like syndrome,

degradation of lung matrix (60, 64)
Gastrointestinal � Inflammation, bacterial translocation, loss of epithelial barrier function (48, 51)
Renal-hepatic � Loss of epithelial barrier function, renal tubular injury, hepatic

ischemia-reperfusion injury (114, 143)
Hematological � Modulation of plasminogen activation (144)
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Table 3 Experimental disease models responding to therapy targeting HMGB1

Experimental model Mode of therapeutic HMGB1 targeting (references)
Endotoxemia � Neutralizing polyclonal anti-HMGB1 antibodies (2, 31)

� Thrombomodulin-mediated inactivation (31, 32)
� Decreased release due to nuclear retention (35, 36)

Sepsis induced by lethal peritonitis � Neutralizing monoclonal anti-HMGB1 antibodies (9)
� Neutralizing polyclonal anti-HMGB1 antibodies (37, 38)
� The antagonist HMGB1 A box peptide (37)
� Blockade of HMGB1-RAGE signaling (39)
� Neutralization by polyspecific intravenous IgG (40)
� Polymyxin B filter therapy (42)
� Decreased release due to nuclear retention (35, 36, 43–47)

Gastrointestinal disorders � Neutralizing polyclonal anti-HMGB1 antibodies (49, 50)
� Decreased release due to nuclear retention (52, 53)

Pancreatitis � Neutralizing polyclonal anti-HMGB1 antibodies (58)
� The antagonist HMGB1 A box peptide (57)
� Decreased release due to nuclear retention (56)

Respiratory disorders � Neutralizing polyclonal anti-HMGB1 antibodies (60, 61, 64, 67, 132)
� The antagonist HMGB1 A box peptide (62)
� Thrombomodulin-mediated inactivation (145)
� Polymyxin B filter therapy (59)

Arthritis � Neutralizing polyclonal anti-HMGB1 antibodies (67, 74)
� The antagonist HMGB1 A box peptide (74)
� Neutralization by thrombomodulin (75)
� Blockade of HMGB1-RAGE signaling (76)
� Decreased release due to nuclear retention (46, 77, 78)

Hemorrhagic shock � Neutralization by anti-HMGB1 monoclonal antibody (51, 61)
� Decreased release due to nuclear retention (89, 146)

Stroke � Neutralizing monoclonal anti-HMGB1 antibodies (100)
� Neutralizing polyclonal anti-HMGB1 antibodies (101)
� The antagonist HMGB1 A box peptide (101)

Myocardial infarction � The antagonist HMGB1 A box peptide (103)

Transplantation � The antagonist HMGB1 A box peptide (119)

Ischemia-reperfusion injury � Neutralizing polyclonal anti-HMGB1 antibodies (26)
� The antagonist HMGB1 A box peptide (103)
� Decreased release due to nuclear retention (114, 115, 116)

signaling, a mechanism mediated by the
cholinergic anti-inflammatory pathway (30,
33–36). Electrical vagus nerve stimulation and
administration of selective alpha7-nicotinic
acetylcholine receptor agonists decrease extra-
cellular HMGB1 levels and prevent mortality
in lethal endotoxemia (35, 36).

Sepsis Induced by Live
Bacterial Infection

The key findings of HMGB1 biology derived
from studies of endotoxin poisoning have been
recapitulated in studies of genuine sepsis caused
by infection with replicating bacteria. HMGB1
serum levels increase over a 24- to 48-h period
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after initiation of infection in a standard animal
model of polymicrobial gram-negative sepsis
caused by surgical cecal ligation and perforation
(CLP sepsis model) in rodents. The administra-
tion of neutralizing polyclonal and monoclonal
anti-HMGB1 antibodies significantly improves
survival from sepsis even when the first dose of
antibodies is applied 24 h after the onset of in-
fection (9, 37). This is a wide therapeutic win-
dow relative to other agents that selectively tar-
get cytokine mediators of sepsis. Importantly,
anti-TNF antibodies worsen survival from sep-
sis in this model, highlighting the important
differences between TNF and HMGB1: Acute
shock and tissue injury are mediated by TNF,
whereas lethal organ failure and epithelial bar-
rier failure without shock are mediated by
HMGB1. Therapeutic intervention with anti-
HMGB1 antibodies is also an effective strategy
to limit systemic inflammatory response syn-
drome following major traumatic injury (38).
These results emphasize a generalized role for
HMGB1 in the initiation and propagation of
inflammation and organ injury in settings of in-
fectious as well as sterile systemic inflammation.

Another successful strategy to inhibit the
activity of HMGB1 in the CLP model is
based on administering recombinant HMGB1
A box (37). The truncated protein is a com-
petitive antagonist of HMGB1 that displaces
HMGB1 binding to cells. Repeated injections
of HMGB1 A box significantly improve sur-
vival in animals with established sepsis. The
response to A box is time and dose depen-
dent, with maximal efficacy seen when A box
is first administered 12 or 24 h after cecal
perforation, placing these results in line with
those observed with anti-HMGB1 antibody ad-
ministration. Delayed administration of mono-
clonal anti-RAGE antibodies to wild-type mice
for up to 24 h after CLP significantly im-
proves survival, but whether this is attributable
to HMGB1 is unproven (39). Therapy with
polyspecific IgG for intravenous use (IVIG) has
been successfully applied in CLP with resul-
tant decreases in serum and lung tissue levels of
HMGB1 that have been attributed to HMGB1-
specific antibodies present in pooled IVIG

(40, 41). Hemoperfusion with polymyxin B–
immobilized fiber columns effectively removes
HMGB1 from the circulation of piglets sub-
jected to CLP and significantly decreases serum
HMGB1 levels in patients with shock (42).

Covalent DNA adducts generated by the
platinating agent cisplatin sequester nuclear
HMGB1, and administration of nontoxic doses
of cisplatin significantly attenuates mortality
following CLP (43). Treatment also results
in decreased systemic release of HMGB1 and
protection from end organ injury. Adminis-
tration of rHMGB1 to cisplatin-treated septic
mice recapitulates the lethality of CLP (43).
Nuclear retention of HMGB1 has been ob-
served following activation of the cholinergic
anti-inflammatory pathway, which also signif-
icantly improves survival in the CLP model.
Transcutaneous vagus nerve stimulation and
administration of selective alpha7-nicotinic
acetylcholine receptor subunit agonists reduce
HMGB1 serum levels and significantly increase
survival from CLP (44). In agreement with the
delayed kinetic profile of HMGB1 release in
this model, these therapeutic interventions can
be delayed for up to 24 h after the onset of
cecal perforation and still confer protection.
Ethyl pyruvate, an aliphatic ester derived from
pyruvic acid, decreases the nuclear transloca-
tion of NF-κB, significantly inhibits HMGB1
release, ameliorates organ dysfunction, and
improves survival in CLP, even when therapy
is delayed for 24 h after the onset of infection
(45). The endogenous orexigenic peptide
ghrelin and the neuropeptides urocortin and
vasoactive intestinal peptide (VIP) have been
identified as inhibitors of HMGB1 secretion.
Therapy with each of these peptides rescues
mice from mortality in the CLP model even
when injected 24 h after induction of disease,
and administration of recombinant HMGB1
completely reverses the protective effect of the
peptides (46, 47). Together, the preponder-
ance of evidence for neutralizing or inhibiting
HMGB1 in lethal sepsis reveals that HMGB1
occupies a major pathogenic role on the final
common pathway to death and that it can be
targeted to therapeutic advantage.
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Gastrointestinal Inflammation

A fundamental mechanistic aspect of HMGB1-
mediated toxicity is epithelial dysfunction
(48). Models of inflammatory bowel disease
based on chemically induced colitis respond
favorably to anti-HMGB1 antibody therapy
(49). Moreover, anti-HMGB1 reduces tumor
incidence in this colitis-associated cancer
model. Intraperitoneal LPS injection, cecal
perforation, and hemorrhagic shock each cause
increased HMGB1 levels in serum and bile, and
these increased levels mediate the development
of intestinal hyperpermeability and bacterial
translocation. Gut barrier dysfunction can be
significantly restored by treatment with either
anti-HMGB1 antibodies, ethyl pyruvate, or
ghrelin (50–53).

Pancreatitis

Serum HMGB1 levels are significantly elevated
in patients with acute pancreatitis, and lev-
els correlate with the severity of the clinical
course and survival (54, 55). Similar results have
been observed in preclinical animal models of
acute pancreatitis (54). HMGB1 blocking ther-
apy by polyclonal anti-HMGB1 antibodies, A
box protein, or ethyl pyruvate administered in
five models of acute pancreatitis reduces the in-
cidence of multiple organ failure syndrome and
significantly increases survival (56–58).

Respiratory Disorders

Hemoperfusion with polymyxin B–
immobilized fiber columns in patients
with sepsis and inflammatory lung injury
reduces serum HMGB levels (59). HMGB1
blocking therapies ameliorate disease man-
ifestations in acute lung injury, including
anti-HMGB1 antibodies and A box (60–62).
Patients subjected to long-term ventila-
tor therapy develop significantly increased
HMGB1 levels in bronchoalveolar lavage
fluid (63). Analogous observations have been
made in ventilator-induced lung injury in
rabbits, where intratracheal installation of

anti-HMGB1 antibodies attenuates the dam-
age (64). Anti-HMGB1 antibodies as well as
ethyl pyruvate suppress the development of
pulmonary fibrosis in a mouse model based on
bleomycin-induced lung injury (65). HMGB1
levels are increased in the sputum of patients
with cystic fibrosis and have been implicated
in mediating neutrophil chemotaxis via a CXC
chemokine receptor–dependent mechanism;
the addition of anti-HMGB1 antibodies to
sputum significantly reduces chemotaxis (66).

Arthritis and Other
Autoimmune Diseases

Serum and synovial fluid HMGB1 levels are
increased in patients with RA (67–70). Biopsy
specimens from rheumatoid synovitis reveal
aberrant HMGB1 expression, particularly in
areas where the synovial tissue (pannus) invades
intra-articular cartilage and bone, which causes
joint destruction (67–69). Intra-articular cor-
ticosteroid injections, which ameliorate joint
inflammation, reduce extracellular synovial
HMGB1 expression in RA patients (71).
Administration of gold salts, a traditional
therapy for RA, inhibits HMGB1 release from
activated macrophages (72). Injection of recom-
binant HMGB1 into the knee joints induces
long-lasting, destructive arthritis (73). The
prototypical experimental model used to study
novel therapeutic approaches for RA is collagen
type II–induced arthritis (CIA) in rodents.
Activated synovial macrophages and fibroblasts
in CIA actively secrete HMGB1 within the
arthritis lesions; there is a distinct colocaliza-
tion of aberrant HMGB1 expression with tissue
hypoxia (67). Arthritis and inflammation in
CIA are significantly attenuated by administra-
tion of monoclonal anti-HMGB1 antibodies,
polyclonal anti-HMGB1 antibodies, A box
protein, recombinant thrombomodulin, sol-
uble RAGE, alpha7-nicotinic acetylcholine
receptor subunits, or the HMGB1-release
inhibitors oxaliplatin, PACAP, or ghrelin (46,
67, 74–78). Importantly, neutralization of
HMGB1 confers significant protection against
cartilage and bone destruction that is the
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hallmark of permanent disability in RA. The
mechanism of damage may be mediated by
HMGB1 acting as a transcription factor that
upregulates TNF expression in osteoclasts and
as a coactivator for the transcription of TNF
and IL-1 (76–80). Treatment of CIA animals
with a single injection of the DNA-platinating
compound oxaliplatin confers strong benefi-
cial, transient clinical improvement coinciding
with intranuclear HMGB1 entrapment. Upon
cessation of oxaliplatin, a clinical rebound
effect follows that coincides with extracellular
HMGB1 release, presumably because DNA
platination is reversed (78). In an important
new model of spontaneous arthritis, DNase
II−/− × IFN-IR−/− mice develop symmetric
polyarthritis with significantly enhanced
synovial tissue expression of cytosolic and
extracellular HMGB1 (81). Administration of
either neutralizing anti-HMGB1 monoclonal
antibodies or A box ameliorates the severity
of arthritis and confers significant protection
against joint destruction (81).

Pathological HMGB1 expression has also
been implicated in polymyositis and dermato-
myositis (in muscle tissue) and in systemic
lupus erythematosus (SLE) (in serum and der-
mal tissue) (82–84). Glucocorticoid treatment
of patients with chronic myositides causes
reduced expression of HMGB1 in muscle
tissue in association with clinical improvement
(82). Exposure of murine skeletal muscle
to HMGB1 decreases calcium release from
sarcoplasmic reticulum during repeated tetanic
contractions and upregulates expression of
MHC class I, suggesting a pathogenic role in
the development of muscle fatigue (85).

Serum HMGB1 levels are significantly
increased in patients with active lupus and
correlate with disease activity (86). Accumu-
lation of dead cells has been implicated in
the pathogenesis of SLE, and recent evidence
indicates that HMGB1-nucleosome complexes
from apoptotic cells injected into normal
mice are capable of breaking immunological
tolerance, leading to the production of an-
tibodies against double-stranded DNA (87).
The overexpression of HMGB1 may be critical

to pathogenesis because neither HMGB1-free
nucleosomes from viable cells nor apoptotic
bodies from HMGB1 gene–deficient animals
manage to break tolerance or activate dendritic
cells or macrophages (87).

Hemorrhagic Shock/Trauma

Early clinical observations revealed that hem-
orrhagic shock stimulates an increase in
serum HMGB1 levels within hours after aor-
tic aneurysm rupture (88). In animal mod-
els, HMGB1 release also occurs early in
the course of hemorrhagic shock, and it
occupies an important role in pathogene-
sis (23, 51, 89, 90). Necrotic somatic cells
and activated platelets rapidly deliver the
extracellular- and cell membrane–presented
HMGB1. Treatment with neutralizing anti-
HMGB1 antibodies improves survival and ame-
liorates hemorrhage-induced acute lung injury
and gut barrier dysfunction (51). Hemorrhagic
shock–induced lung injury and NADPH ox-
idase activation in neutrophils are HMGB1-
TLR4-mediated events (23, 61, 90). Additional
HMGB1-targeted therapeutic interventions
that have improved the outcome in experimen-
tal hemorrhagic shock include the use of sol-
uble RAGE protein, which binds HMGB1, or
activation of the cholinergic anti-inflammatory
pathway, which inhibits HMGB1 release (89).

Cerebral Ischemia and Injury

HMGB1 contributes to the molecular mech-
anisms that mediate tissue damage during is-
chemic injury in the nervous system. There are
two major pathways of HMGB1-dependent cell
neuronal death: (a) glutamate excitotoxicity-
induced neuronal death in the ischemic core
and (b) delayed inflammatory damage in the
penumbra. Patients with cerebral ischemia
have elevated circulating HMGB1 levels within
hours after the onset of symptoms (91). Tissue
ischemia in rodent models of vascular occlusion
demonstrates that HMGB1 is immediately
released into the extracellular space (92–94).
Nuclear HMGB1 translocates from the
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neuronal cell nucleus into the cytoplasm within
1 h after the onset of middle cerebral artery oc-
clusion and is then exported from the cell (92).
During reperfusion, HMGB1 is aberrantly ex-
pressed in the penumbra by activated microglia
cells, astrocytes, macrophages, and endothelial
cells (92). Short, hairpin RNA-mediated
HMGB1 downregulation significantly reduces
tissue damage during ischemia (93). Increased
levels of extracellular HMGB1 stimulate gluta-
mate release, which in turn mediates neuronal
cytotoxicity (95, 96). Elevated HMGB1 levels
lead to recruitment of monocytes/macrophages
and activation of astrocytes and microglia and
induce production of TNF and IL-6 (96–98).
HMGB1 enhances procoagulant activity,
which contributes to damage propagation
by clotting microvasculature and worsening
ischemia (99). Administration of neutraliz-
ing monoclonal anti-HMGB1 antibodies to
animals subjected to middle cerebra artery
occlusion confers significant neuroprotection
and reduces the magnitude of cell death (100).
Intracerebroventricular injection of rHMGB1
significantly worsens the severity of tissue loss
during ischemia. Therapy based on adminis-
tration of polyclonal anti-HMGB1 antibodies,
A box, and soluble RAGE confers significant
benefit during occlusion (101). Direct injection
of HMGB1 into the hippocampus prior to
injection of kainic acid significantly enhances
the severity of seizures (102). TLR4-defective
C3H/HeJ mice were resistant to seizures,
and administration of A box to wild-type
mice significantly attenuated seizure severity.
Together with other results, HMGB1-TLR4
signaling is implicated in the generation and
perpetuation of trauma-induced seizures (102).

Myocardial Infarction

Serum HMGB1 levels are significantly in-
creased in patients with acute myocardial in-
farction (MI), and elevated levels are associ-
ated with adverse clinical outcomes including
pump failure, cardiac rupture, and in-hospital
deaths (91). To date, studies addressing the
question of whether HMGB1 exerts salutary or

detrimental effects in acute MI have generated
conflicting results (103–106). Administration of
the HMGB1 A box in a mouse model of tran-
sient coronary vessel occlusion was associated
with significant attenuation of tissue damage.
In agreement with this mechanism, systemically
administered rHMGB1 significantly worsened
the severity of damage (103). Conflicting results
were observed from a therapeutic study of neu-
tralizing monoclonal anti-HMGB1 antibodies
administered during acute transient coronary
occlusion: Antibody-treated animals developed
significantly increased infarcts (105). Cardiac-
specific overexpression of HMGB1 conferred
significant protection against tissue damage
during MI and was associated with improved
cardiac function compared with controls (106).
Administration of rHMGB1 directly into the
myocardium during acute MI enhances cardiac
tissue regeneration by activating resident car-
diac c-kit+ cells to form new myocytes during
healing (106). Direct intramyocardial injection
of rHMGB1 has been proposed as a method to
facilitate tissue repair following MI (106, 107).

Atherosclerosis

Smooth muscle cells isolated from atheroscle-
rotic plaques, but not normal arteries, se-
crete extracellular HMGB1 when loaded with
cholesterol, and when exposed to HMGB1,
they proliferate, migrate, and are activated
to secrete more HMGB1 (108). Several cell
types in atherosclerotic plaque contribute to
HMGB1 release, including endothelial cells,
smooth muscle cells, neointimal foam cells,
macrophages, and activated platelets (108–111).
Recombinant HMGB1 stimulates inflamma-
tory responses in endothelial cells, including
enhanced expression of intercellular adhesion
molecule 1 (ICAM-1), vascular cell adhesion
molecule 1 (VCAM-1), RAGE, TNF, CXCL8,
CCL2, plasminogen activator inhibitor 1
(PAI-1), and tissue plasminogen activator (tPA)
(112). These inflammatory responses in en-
dothelial cells can be recapitulated by B
box, which significantly enhances expression
of ICAM-1, VCAM-1, E-selectin, CXCL8,
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and G-CSF (113). Exposure of HUVECs to
HMGB1 significantly increases phosphoryla-
tion of ELK-1 signal transduction proteins and
the nuclear translocation of NF-κB (113).

Ischemia-Reperfusion Injury
and Transplantation

Ischemia-reperfusion activates innate immu-
nity, and the resultant cytokine release directly
mediates the development of systemic inflam-
matory responses and local tissue damage.
HMGB1 is released as an early mediator
of ischemia-reperfusion injury (26, 27, 88,
103, 114–116). Administration of neutral-
izing HMGB1 antibodies mitigates hepatic
injury during liver ischemia-reperfusion (26).
Ethyl pyruvate inhibits HMGB1 release and
attenuates tissue damage after spinal cord
or renal ischemia-reperfusion (114, 115).
Administration of cisplatin and glycyrrhizin
confers significant protection against tissue
injury and prevents extracellular HMGB1
release in hepatic ischemia-reperfusion models
(116). The preponderance of data from animal
models of ischemia and HMGB1 directly
implicate TLR4 as the receptor that mediates
cytokine release and resultant tissue damage
(6, 26, 117).

HMGB1 is released passively from damaged
cells during organ transplantation, contribut-
ing to elevated plasma HMGB1 levels that
correlate to hepatocellular injury in the human
liver (118). Reperfusion after cold ischemia in
explanted liver is associated with immediate
and extensive HMGB1 efflux from the graft;
similar results have been observed in murine
cardiac transplantation (119). Therapeutic ad-
ministration of the HMGB1 A box significantly
enhances cardiac allograft survival (119). In
the mixed lymphocyte reaction, HMGB1 is re-
quired for maturation and migration of imma-
ture dendritic cells during the priming of naive
T lymphocytes and Th1 polarization (16, 120).
The mechanism by which A box prolongs graft
survival depends on retarded allorecognition
responses that result in depressed alloimmune
reactions and delayed allograft rejection.

Tumors

As with TNF and other cytokines that possess
both growth factor and cytotoxic activities,
HMGB1 has been implicated in diverse roles
in tumor biology. It can mediate tumor cell
growth and immune cell–dependent cytotoxi-
city (21, 121–123). Undifferentiated cells and
tumors express high levels of HMGB1. Rapidly
growing tumors can outstrip their blood sup-
plies, and the resultant intratumoral ischemia
can contribute to HMGB1 release. Extracellu-
lar HMGB1 in the tumor microenvironment
stimulates tumor cell proliferation, pro-
motes neoangiogenesis, recruits macrophages,
enhances the formation of plasmin and metal-
loproteinases to facilitate tumor invasiveness,
and enhances the formation of metastases
(121–123). Administration of HMGB1 antag-
onists is efficacious in slowing tumor growth in
some settings (121–123). However, HMGB1 is
required for recruiting and activating dendritic
cells and for enabling cytotoxic T cell responses
against tumor cells during radiation therapy
(20, 21). During chemotherapy or radiother-
apy, dendritic cell signaling through TLR4 and
MyD88 is activated by HMGB1, which results
in cross-presentation of tumor antigen. The
clinical importance of this HMGB1-TLR4 sig-
naling cascade was recently revealed by studies
of breast cancer patients because individuals
with a TLR4 loss-of-function allele relapsed
significantly faster compared with carriers of
the normal TLR4 allele (21). Together, these
results indicate that HMGB1 release and signal
transduction through TLR4 confer significant
protection against cancer, and more study is
under way to address potential therapeutic
advantage.

HMGB1 AT THE INTERSECTION
OF STERILE AND INFECTIOUS
THREAT: FUTURE ISSUES

The HMGB1 paradigm has enabled an un-
derstanding of how sterile injury elicits innate
immune responses that are qualitatively indis-
tinguishable from the responses activated by
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foreign, microbial-derived molecules. Major
clinical signs and symptoms resulting from
cytokine release cannot determine whether
the inciting event is sterile or infectious. As
we have reviewed here, HMGB1 is a soluble
factor released into the extracellular milieu that
activates inflammatory responses in responding
cells. Another argument, however, should be
made: Intracellular and extracellular HMGB1
have critical roles in the early detection of in-
vasion and injury that culminates in activating
innate immunity. HMGB1 is ubiquitous in
the extracellular milieu and in tissue culture
conditions (serum levels in healthy mammals
are on the order of 10 ng/ml, rising to as high as
200 ng/ml during infection and injury). Ex-
tracellular HMGB1 binds endotoxin, bacterial
DNA, viral RNA, and other pathogenic
molecules at the earliest stages of invasion, and
the formation of these complexes synergisti-
cally increases the capacity for activation of
innate immunity (2, 124). IL-1β released by
either infectious or sterile injury also forms
complexes with HMGB1, which synergistically
enhances the innate immune response to both
factors (124, 125).

Whereas cell biologists tend to focus on
the plasma membrane–bound member of a
receptor-ligand pair as being the receptor, im-
munologists have long studied numerous ex-
amples of cytokine receptors that function as
soluble factors in the extracellular milieu. In
this context, these soluble receptors interact
with binding partners to form complexes that
in turn activate or suppress biological responses
in responding cells. Depending on the nature
of other factors in the extracellular milieu, the
soluble receptors are capable of either increas-
ing or decreasing the activities of their bind-
ing partners and mediating pleiotropic immune
and metabolic responses in responding cells.
HMGB1 in the extracellular milieu forms com-
plexes with pathogenic molecules that can syn-
ergistically increase the magnitude of innate
immune responses. In the dozens of animal

models of sterile and infection-induced inflam-
mation cited here, and in others that could not
be included because of space limitations, the
overwhelming evidence indicates that remov-
ing or neutralizing HMGB1 significantly in-
hibits activation of innate immune responses
and reduces tissue damage.

Advances in gene knockout technology, the
availability of neutralizing anti-HMGB1 mon-
oclonal antibodies and reagents that suppress
HMGB1 release, knowledge of the importance
of the post-translational modification of cys-
teine 106, and evidence that HMGB1 binds
and signals via TLR4 to mediate tissue damage
all reveal that endogenous HMGB1 occupies a
central role in modulating innate immunity and
mediating injury. Additional knowledge should
enable the development of therapeutics for clin-
ical studies of HMGB1.

As was true for other cytokine targets that
have already achieved clinical approval, it
will be important to generate antibodies that
suppress injury and prevent TLR4-dependent
signaling without significantly interfering with
beneficial responses attributed to HMGB1.
These include CD24-mediated counter-
regulation of inflammation, cell migration,
antimicrobial actions, potential antitumor
activities, and enhanced tissue repair (20, 29,
126). Technical considerations for producing
neutralizing monoclonal antibodies and A
box should incorporate knowledge based on
selectively modulating HMGB1 bioactivity in
inflammatory responses mediated by TLR4,
as distinguished from HMGB1 growth and
migration properties mediated by RAGE. De-
velopment of neutralizing antibodies will likely
incorporate additional knowledge about the
molecular structure of endogenous HMGB1
released by stressed, hypoxic, or necrotic cells
and potential post-translational modifications.
Clearly, the time has arrived to translate the
physiologically relevant results from experi-
mental models into therapeutics for clinical
trials.
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SUMMARY POINTS

1. HMGB1 resides at the intersection of foreign and endogenous molecules that activate
innate immunity: It is released by injured cells in the absence of exogenous agents and
by cells exposed to pathogen-derived molecules.

2. HMGB1 is a proinflammatory cytokine that mediates cytokine release, inflammation,
maturation of dendritic cells, epithelial barrier failure, and endothelial activation.

3. The two DNA-binding domains of HMGB1 have distinct biological activities: The B
box recapitulates the inflammatory activities of the full-length protein, whereas the A
box antagonizes it.

4. HMGB1 binding and signaling through TLR4 mediate cytokine release and tissue injury
in animal models of infection, ischemia, and injury.

5. Anti-HMGB1 antibodies confer significant protection against damage in diverse acute
and chronic diseases caused by infection, autoimmunity, and ischemia.
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Abstract

Plasmacytoid dendritic cells (pDCs) are specialized in rapid and massive
secretion of type I interferon (IFN-α/β) in response to foreign nucleic
acids. Combined with their antigen presentation capacity, this powerful
functionality enables pDCs to orchestrate innate and adaptive immune
responses. pDCs combine features of both lymphocytes and classical
dendritic cells and display unique molecular adaptations to nucleic acid
sensing and IFN production. In the decade since the identification of the
pDC as a distinct immune cell type, our understanding of its molecular
underpinnings and role in immunity has progressed rapidly. Here we
review select aspects of pDC biology including cell fate establishment
and plasticity, specific molecular mechanisms of pDC function, and the
role of pDCs in T cell responses, antiviral immunity, and autoimmune
diseases. Important unresolved questions remain in these areas, promis-
ing exciting times in pDC research for years to come.
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pDC: plasmacytoid
dendritic cell

IFN: type I
interferon,
interferon-α/β

cDC: classical or
conventional dendritic
cell

NOTE FROM THE AUTHORS

Plasmacytoid dendritic cells (pDCs) are one
of the most recent additions to the palette of
immune cell types. Since the first unequivocal
characterization of pDCs in 1999, our knowl-
edge about these cells and the associated volume
of publications increased dramatically (from 41
references in 2001 to 728 in 2009). The first
and only review on pDCs in this series was
published in 2005 (1), and nearly all key as-
pects of pDC biology have been recently re-
viewed elsewhere (2–7). Given the vastness of
material, the availability of recent reviews, and
the extraordinary pace of progress, a compre-
hensive overview of the field is neither feasible
nor necessary. Instead, we highlight only sev-
eral key aspects of pDC biology and function
that are incompletely understood and require
further elucidation. More than anything else,
we would like this review to provide grounds
for discussion and future investigation. As an
unfortunate side effect of this selective task, we
are unable to cover many important primary
contributions, for which we apologize to their
authors.

INTRODUCTION

Brief Historical Perspective

The primary function and unique property
of pDCs is the secretion of type I interferon
(IFN-α/β) in response to viruses and/or virus-
derived nucleic acids. Pioneering studies by
Alm and colleagues (8, 9), Fitzgerald-Bocarsly
and colleagues (10, 11), and Trinchieri and
colleagues (12, 13) identified and partially
characterized a specific minor subset of human
peripheral blood leukocytes responsible for
high-level IFN production. Independently,
Facchetti et al. (14, 15) built on the early
observations by Lennert (16) to characterize
secretory cells termed plasmacytoid mono-
cytes, which accumulated in human reactive
lymph nodes and sites of inflammation. In
1997, Liu et al. (17) showed that these plasma-
cytoid cells efficiently generated dendritic cells
(DCs) in vitro, designating them as type 2 DC

precursors, or pre-DC2. Finally, in 1999 the
Liu (18) and Colonna (19) groups demon-
strated that plasmacytoid monocytes, pre-DC2,
and natural IFN-producing cells were in fact
the same cellular entity, the pDC. These
converging lines of investigation reflect the key
properties of pDCs: powerful IFN production,
secretory plasmacytoid (i.e., plasma cell–like)
morphology, and the ability to differentiate
into conventional or classical DCs (cDCs).
Subsequently, the murine counterparts of
human pDCs were identified (20–22), and
in vitro derivation of pDCs from human
and murine hematopoietic progenitors was
established (23, 24). These advances led to
deep genetic and mechanistic insights into
pDC development and function, including the
most recent genome-wide expression (25) and
proteomic (26) analyses.

Essential Features of pDCs

Despite certain molecular differences, the func-
tion, overall phenotype, and core gene expres-
sion program (25) of the murine and human
pDCs are conserved. pDCs are rare (0.3–0.5%
of the human peripheral blood or of murine
lymphoid organs) cells that develop in the bone
marrow and reside primarily in the lymphoid
organs in the steady state, entering the lymph
nodes from the blood (7, 27). pDCs have the
round morphology of a secretory lymphocyte,
turn over relatively slowly (28, 29), and express
low levels of MHC class II and costimulatory
molecules. pDCs are low (mouse) or negative
(human) for the integrin CD11c but positive
for the B cell marker B220/CD45RA. Notably,
these features of steady-state pDCs are sim-
ilar to those of lymphocytes but are distinct
from those of cDCs [see sidebar, Classical or
Conventional DCs (cDCs)]. Several relatively
pDC-specific surface markers have been estab-
lished, such as human blood dendritic cell anti-
gen (BDCA)-2 and ILT7 (immunoglobulin-
like transcript 7) and murine SiglecH and Bst2;
other useful (albeit less specific) markers in-
clude human IL-3Rα (CD123) and BDCA-4
and murine Ly6C and Ly49Q.
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TLR: Toll-like
receptor

CpG: unmethylated
CpG-containing DNA

CDP: common
dendritic cell
progenitor

pDCs express endosomal nucleic acid–
sensing Toll-like receptors (TLRs) TLR7 and
TLR9 and respond to the respective ligands,
single-stranded RNA, and unmethylated CpG-
containing DNA (CpG). The most distinct
pDC response to these stimuli is rapid and
abundant IFN secretion, which can be up to
1,000-fold more potent than in other cell types
(1). In fact, IFN-α secretion in response to
CpG challenge in vivo is mediated exclusively
by pDCs, as suggested by antibody-mediated
(31) and genetic ablation (32) and IFN re-
porter strain analysis (33). Other consequences
of TLR-induced pDC activation include the se-
cretion of cytokines such as TNF-α and (in the
mouse) IL-12 and the acquisition of antigen
presentation ability. Altogether, these power-
ful immunostimulatory functions of pDCs con-
tribute to the recruitment and/or activation of
nearly all immune cell types [e.g., natural killer
(NK) cells (34) and plasma cells (35)], estab-
lishing pDCs as a key link between innate and
adaptive immunity.

Practical Aspects of pDC Study

Given the rarity of pDCs and the complexity
of their phenotype, caution is needed in their
definition and functional analysis. For example,
the definition of pDCs as CD11clow B220+

is clearly misleading, as it includes multiple
additional cell types such as NK-like cells (36,
37) and cDC progenitors (38). Conversely, the
use of a single pDC-specific marker may be
equally problematic. For instance, the widely
used murine pDC marker Bst2/mPDCA-1 is
also expressed on plasma cells and is broadly
inducible upon activation (39). Furthermore,
the isolation of human pDCs based on their
specific marker BDCA-2 (an inhibitory recep-
tor) impairs their IFN production capacity. To
boost the frustratingly low pDC numbers in
mice, many studies inject a Flt3 ligand (Flt3L)-
expressing melanoma cell line (40). This
approach should be discouraged because the
resulting gross tumor and supraphysiological
Flt3L levels likely affect pDC ground state and
functionality. Another practical consideration

CLASSICAL OR CONVENTIONAL DCs (cDCs)

cDCs, the original DC type identified by Steinman & Cohn (30)
as a powerful stimulator of T cell responses, have the following
characteristics:

� possess dendritic morphology with prominent cytoplasmic
veils and protrusions;

� differentiate and reside in tissues and lymphoid organs in the
steady state;

� turn over rapidly and undergo proliferation in situ;
� express a broad range of pattern-recognition receptors;
� express high levels of MHC class II and of the integrin

CD11c (a specific marker in the mouse), but not B220;
� have a unique capacity for naive T cell priming.

cDCs comprise two main subsets:
� CD8− (CD11b+, also called myeloid) cDCs showing high

capacity for MHC class II–mediated presentation of exoge-
nous antigen;

� CD8+ (CD103+ in tissues) cDCs capable of antigen cross-
presentation to cytotoxic T cells. (Human BDCA-3+ cDCs
have recently been identified as the genetic and functional
counterpart of murine CD8+/CD103+ cDCs.)

involves gene targeting in mice: Some Cre
recombinase–expressing deleter strains such
as the T cell–specific CD4-Cre strain mediate
efficient off-target recombination in pDCs
(41). Thus, a careful analysis of recombination
in pDCs is required to exclude its potential
contribution to the phenotype in conditional
targeting experiments.

THE DEVELOPMENT OF pDCs

We have recently reviewed the developmental
origin and transcriptional control of the pDC
lineage (6). Here we provide a brief update and
highlight several issues that await resolution in
future studies. Some of the points discussed be-
low are incorporated into the proposed scheme
of pDC development (Figure 1).

pDC Progenitors

Most pDCs develop from common DC progen-
itors (CDP, or pro-DCs), a distinct progenitor
type in the bone marrow that expresses cytokine
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Figure 1
The proposed scheme of pDC development and relationship with cDCs. pDCs develop in the bone marrow from a continuum of Flt3+
c-Kitlow progenitors including lymphoid progenitors (dark gray) and common DC progenitors (CDPs, light blue). The development
proceeds through the putative committed pDC progenitor (dashed magenta) and immature pDCs in the bone marrow toward the
mature peripheral pDCs. The CDP gives rise to peripheral cDCs (dark blue), whereas immature bone marrow pDCs can differentiate
into CD8− cDCs upon virus-induced activation. The alternative CD8+ DC ( purple) develops from pDC progenitors in the steady
state; similar cells can be generated from mature pDCs after induced E2-2 deletion and possibly upon activation. The inferred relative
amounts of E protein E2-2 and its inhibitor Id2 are indicated for each cell type.

receptors Flt3 (CD135), M-CSFR (CD115),
and low levels of c-Kit (CD117) (42, 43). It
is noteworthy that Flt3+ c-Kitlow is a broad
definition of lymphoid progenitors, including
the canonical IL-7Rα+ common lymphoid pro-
genitor (CLP) (44); moreover, CLP can give
rise to pDCs upon adoptive transfer (45). In-
deed, at least a fraction of pDCs show evi-
dence of lymphoid derivation (46, 47), as con-
firmed recently by single-cell genetic tracing
for prior Rag1 expression (48). In a reverse trac-
ing system, the DC/pDC-specific CD11c-Cre
deleter strain mediates deletion in 10–15% of
lymphocytes; this fraction is similar in all lym-
phoid cell types (T, B, and NK cells) and in
their earliest progenitors (49; B. Reizis, unpub-
lished observations). We have located the ori-
gin of this recombination in a minor subset of

CD11clow Flt3+ c-Kitlow progenitors, which ap-
pear to overlap with CDP and/or pre-DCs (50)
but also contribute to lymphopoiesis as sug-
gested by the Cre reporter tracing. Thus, pDCs
may develop in a less linear fashion than sug-
gested (51) and originate from a continuum of
progenitors with DC and/or lymphoid poten-
tial. A fully committed pDC progenitor (i.e.,
lacking the cDC potential) remains to be iden-
tified but may reside within the Flt3+ CD11c+

Ly-6C+ population in the murine bone marrow
(32).

The Role and Mechanism
of Flt3L Signaling

The cytokine Flt3 ligand (Flt3L) and its re-
ceptor Flt3 are essential signals for DC and
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pDC development, controlling the expansion
of common progenitors and peripheral DC
homeostasis (52). Notably, pDCs are more de-
pendent on Flt3 signaling than most cDCs, as
the pDC population is selectively diminished in
the lymphoid organs of mice with targeted Flt3
deletion (53) or with mutated nonfunctional
Flt3 (54). This suggests that Flt3 signaling has a
specific role in pDCs after the common progen-
itor stage, possibly promoting terminal pDC
differentiation or mature pDC survival. One
important unresolved question has been the
molecular pathway transducing Flt3L signals
in pDC development. Our recent studies in-
dicate that phosphoinositide 3-kinase (PI3K)-
dependent activation of mammalian target of
rapamycin (mTOR) mediates Flt3L signaling
in DCs. In particular, pDC development in
Flt3L-supplemented bone marrow cultures was
exquisitely sensitive to the mTOR inhibitor, ra-
pamycin, even when it was added at low con-
centrations or at late time points that largely
spared cDC development. Conversely, PI3K
hyperactivation by deletion of Pten in the bone
marrow greatly accelerated Flt3L-driven cDC
and pDC development in culture (55). Thus,
PI3K/mTOR activation may represent a key
signaling event downstream of Flt3L in DC
progenitors and in the differentiating pDC.

Whereas Flt3L induces proliferative ex-
pansion of common DC/pDC progenitors
(42), little or no proliferation appears to occur
during and after pDC commitment. This likely
explains the technical challenges of boosting
pDC development in vivo: indeed, Flt3L ad-
ministration expands the population of cDCs
(especially the CD8+ cDC subset) to a much
greater extent than pDCs (56). Similarly, Pten
deletion in the bone marrow increases cDC but
not pDC numbers in vivo (55). This apparently
permanent quiescence distinguishes pDCs
from lymphocytes and cDCs, which proliferate
during development or in situ (29), respectively.

The Longevity of pDCs

Based on the relatively slow BrdU incorpo-
ration rate (28, 29), pDCs are thought to be

long-lived. However, this slow uptake may be
due to the above-mentioned quiescence of ma-
ture pDCs; moreover, in parabiosis experi-
ments parabiotic partner-derived splenic pDCs
disappeared very rapidly after surgical separa-
tion (29). Thus, the true life span of peripheral
pDCs remains to be established through a com-
bination of approaches. In general, the regula-
tion of pDC survival and quiescence is poorly
understood and would provide an interesting
topic of future studies.

Molecular Basis of pDC
Lineage Commitment

The upregulation of the basic helix-loop-helix
transcription factor (E protein) E2-2 serves
as a key lineage commitment event in pDC
development, as E2-2-deficient hematopoietic
progenitors fail to produce pDCs (32). The ex-
act cellular stage of E2-2 induction is unknown
and awaits the analysis of single-cell reporter
strains for E2-2 expression. More importantly,
the signals for E2-2 induction in pDCs remain
obscure and may represent soluble factors,
cell-associated ligands, and/or upstream tran-
scription factors. It is noteworthy that E2-2 is
expressed at significant levels in hematopoietic
stem/progenitor cells and B lymphocytes; thus,
a merely quantitative several-fold upregulation
of E2-2 underlies pDC commitment. Impor-
tantly, pDCs show particularly low expression
of the E protein inhibitor Id2, in contrast to
abundant Id2 expression in T, NK, and myeloid
cells (25, 32). The absence of Id2 expression
likely serves as an important counterpart of
E2-2 upregulation, increasing the effective
E2-2 concentration in pDCs (Figure 1).

Every lineage commitment step involves
the establishment of a lineage-specific gene
expression program, as well as the suppression
of alternative lineage programs. Our recent
genome-wide analysis of E2-2 binding to
promoters in the human pDC cell line (57)
suggests that E2-2 is directly involved in both
activities. We found that E2-2 binds to a large
fraction of pDC-enriched genes, including
highly pDC-specific genes such as LILRA4
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(ILT7) (58) and PACSIN1 (59). In addition,
E2-2 appears to bind directly to and repress sev-
eral hallmark genes of the alternative cDC fate,
such as ITGAX (CD11C) and ID2 itself. The
transcriptional repression of Id2 by E2-2 and
the post-translational inhibition of E2-2 by Id2
suggest that the two factors represent a pair of
reciprocally antagonistic cell fate determinants,
typical for many lineage bifurcations (e.g., Bcl6
and Blimp-1 in effector/memory lymphocyte
differentiation). In addition to E/Id protein an-
tagonism, bona fide transcriptional repressors
likely modulate the decision between pDC and
alternative (e.g., cDC) cell fates. One likely can-
didate is Bcl11a, a repressor that is prominently
expressed in pDCs and required for pDC devel-
opment (P. Tucker, personal communication).
We found that BCL11A is a direct target of
E2-2 (57), suggesting that E2-2 may promote
pDC commitment in part through Bcl11a-
mediated repression of cDC differentiation.

However, E2-2 likely represents only one
of several transcription factors and other reg-
ulatory molecules (e.g., microRNAs) that col-
lectively regulate different aspects of the pDC
development and expression program. Some of
the players are known, including pDC-enriched
transcription factors Irf8 and SpiB. Both genes
represent direct targets of E2-2 (32), although
their own binding targets and precise role in
pDC development and/or function remain to
be established. Others, such as the highly pDC-
enriched transcription factor Runx2 (25) and
other candidates, must be characterized from
scratch. Finally, it should be of interest to elu-
cidate the epigenetic events (e.g., chromatin
modifications) that accompany pDC commit-
ment, maintenance, and activation.

A Novel pDC-Related Dendritic
Cell Subset

A simple linear view of E2-2-driven pDC de-
velopment recently became more complicated,
as a novel pDC-related cDC subset in mice
was identified using Cx3cr1 as a marker (60).
Unlike the classical CD8+ cDCs, the alterna-
tive CD8-expressing Cx3cr1+ cDCs develop

independently of transcription factor Batf3, do
not cross-present antigen, and cannot be ex-
panded by Flt3L. Instead, these cells carry IgH
D→J rearrangements typical of pDCs, express
many pDC-related genes including E2-2, and
indeed fail to develop from E2-2-deficient bone
marrow. On the other hand, Cx3cr1+ CD8+

cDCs do not secrete IFN and express signif-
icantly lower levels of E2-2 and other pDC-
specific genes than do pDCs. Therefore, the
alternative CD8+ cDCs likely split off the pDC
lineage after E2-2-dependent lineage commit-
ment and may arise from immature pDCs that
failed terminal differentiation (Figure 1). This
may represent either an accidental by-product
of pDC development or a regulated switch be-
tween pDC and cDC lineages. Be that as it
may, these data emphasize the intimate con-
nection between pDC and cDC development
and identify the likely default outcome of pDC
differentiation.

The Plasticity of pDC Cell Fate

It has recently become clear that the terminally
differentiated state of many cell types is actively
enforced by genetic mechanisms. Thus, the
removal of a single transcription factor may
cause the loss of lineage identity and the
transdifferentiation into an alternative cell
fate. A dramatic example is the conversion of
adult ovaries into testes after somatic loss of
the ovary-specific transcription factor FoxL2
(61). The ultimately differentiated immune cell
lineage, T cells, were recently shown to convert
into NK-like cells after the deletion of Bcl11b
(62). We have tested whether the pDC lineage
shows similar plasticity by deleting E2-2 from
mature pDCs in vivo (57). We found that
E2-2-deficient mature pDCs spontaneously
differentiate into cDC-like cells, acquiring
a cDC phenotype, morphology, antigen-
presenting capacity, and expression profile.
Such differentiation is consistent with the rapid
(within one week) disappearance of peripheral
pDCs after E2-2 deletion (32). A similar but
less pronounced drift toward the cDC phe-
notype was observed in E2-2+/− pDCs, likely
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underlying the depletion, aberrant phenotype,
and impaired function of pDCs in E2-2+/−

mice and human patients (32). Thus, continu-
ous E2-2 expression is required to maintain the
lineage identity of pDCs and to prevent their
spontaneous differentiation into cDC-like cells.

These results demonstrate that the pDC
cell fate is reversible in principle and raise the
question of whether such lineage plasticity may
occur in real life. Notably, the cDC-like cells
derived from E2-2-deficient pDCs express
CD8 yet preferentially upregulate CD8− cDC-
enriched genes, resembling the alternative
CD8+ cDC subset (60). Although the latter
cDC subset is likely derived from early stages
of pDC development rather than from mature
peripheral pDCs, it may represent a common
outcome of a natural or genetically induced
pDC-to-cDC conversion (Figure 1). Another
potential instance of such conversion may occur
after pDC activation and is discussed below.

The Lineage Affiliation of pDCs

The constantly expanding variety of immune
cell types can no longer be described by the sim-
ple lymphoid-versus-myeloid dichotomy, but
rather comprise a continuous spectrum be-
tween the two sides. For instance, novel innate
effector cell types have been described that ap-
pear similar to hematopoietic stem/progenitor
cells, thus defying a conventional lineage as-
signment (63, 64). In particular, the develop-
ment of DCs has now been recognized as a
unique pathway, sharing early progenitors with
monocytes and macrophages but distinct from
canonical myelopoiesis (50, 51).

The close affiliation of pDCs with cDCs is
supported by similar innate functions, common
progenitors, a closely related gene-expression
profile (59), and activation-induced differentia-
tion into cDCs (see below). The spontaneous
conversion of E2-2-deficient pDCs to cDC-
like cells provides additional genetic evidence
for their kinship with cDCs. Given that E pro-
teins are key regulators of lymphopoiesis, the
conspicuous lymphoid features of pDCs (such
as morphology) likely result from the ongoing

activity of E2-2 (6). In particular, many genes
shared between pDCs and B cells, including
important transcription factors SpiB, Bcl11a,
and CIIta, are directly activated by E2-2 in the
pDC. Thus, pDCs can be viewed as “the DCs
in lymphocyte’s clothing,” exemplifying a truly
complex lineage identity that evades simple
definitions.

ASPECTS OF pDC FUNCTION

Pathogen-Induced Interferon
Secretion

One of the most exciting questions of pDC bi-
ology is a seemingly simple one: What is the
molecular basis of their uniquely powerful IFN
secretion capacity? Although several plausible
answers have been advanced over the years,
they are likely to cover only part of the pic-
ture, and fundamental new insights can be ex-
pected. Given the recent extensive reviews on
the subject (3, 65), we briefly discuss only sev-
eral factors contributing to the unique pDC
functionality.

Secretory morphology. Whereas human
pDCs demonstrate plasmacytoid morphology
with extensive rough endoplasmic reticulum
(17), the latter appears less prominent in
murine (20) or sheep (66) pDCs. Furthermore,
murine cDCs lack secretory morphology but
can produce IFN levels comparable to those of
pDCs after stimulation through cytoplasmic
RNA sensors (67). Indeed, XBP-1, the master
regulator of secretory function, is constitutively
active and required in pDCs and cDCs in mice
(68). Thus, secretory morphology may be a
useful adaptation for, but not the cause of,
high-level IFN secretion capacity.

Expression of IRF7. Early studies using virus
infection in mice proposed that IFN secretion
in pDCs is independent of the IFN-α receptor
(IFNAR) (69), which is required in other cell
types to induce the expression of IRF7, the mas-
ter regulator of IFN expression. Indeed, subse-
quent studies showed that naive pDCs express
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IRF7 in the steady state (70, 71). However, the
IFNAR-mediated positive feedback is still op-
erative in pDCs (70, 72); in particular, it is re-
quired for IFN secretion in the absence of viral
replication (73). Notably, IRF7 transcript lev-
els are only several-fold higher in murine and
human pDCs than in other cell types (25). The
rapid activation of IRF7 in pDCs may be facili-
tated by post-transcriptional mechanisms, such
as the interaction with TLR signaling adaptor
MyD88 (74). Thus, baseline IRF7 expression
undoubtedly primes pDCs for rapid IFN secre-
tion but appears insufficient to explain its pDC-
specific nature.

TLR signaling. The TLR7/9-dependent
pathway appears to be a predominant mode of
nucleic acid sensing in pDCs, although addi-
tional DNA sensors such as DHX9/DHX36
have been proposed recently (75). TLR9
signaling by IFN-inducing large multimeric
(type A) CpG oligonucleotides occurs in early
endosomes, whereas monomeric (type B) CpG
are transferred to endolysosomes and fail
to induce IFN (74, 76). pDCs are uniquely
capable of retaining type A CpG in the early
endocytic compartment, thereby enabling
IFN induction through TLR9/MyD88/IRF7
complexes (74). Notably, CpG A complexes
with lipids are retained in endosomes and
enable IFN secretion by bone marrow–derived
cDCs in vitro (74), although pDCs remain
the only IFN producers in response to these
complexes in vivo (33). Therefore, a distinct
endosomal trafficking/retention mechanism
likely plays a critical role in the IFN secretion
capacity of pDCs.

Recently, TLR9 signals that induce IFN
(as opposed to interleukin-12) were shown to
originate in a distinct endosomal compartment,
the lysosome-related organelles (77). The traf-
ficking of TLR9 to this compartment requires
the adaptor protein 3 (AP-3) complex, and
indeed CpG- or virus-induced IFN induc-
tion is abolished in AP-3-deficient pDCs (72,
77). It remains to be elucidated whether the
lysosome-related organelles in pDCs are pre-
formed and/or have unique molecular features.

Transmembrane protein Slc15a4, which har-
bors a predicted AP-3 targeting motif, was iden-
tified by forward genetic screening as an es-
sential regulator of cytokine secretion by pDCs
but not by cDCs (72). Slc15a4 is required for
the production of IFN and other cytokines (in-
cluding IL-12) in response to TLR9 and TLR7
ligands, suggesting that Slc15a4 has a broader
role in pDC function than does AP-3. Be-
cause both Slc15a4 and AP-3 components ap-
pear broadly expressed in immune cells, their
function may involve additional pDC-enriched
molecular regulators, such as pDC-specific en-
docytic adaptor Pacsin1 (59).

The PI3K signaling induced by TLR ligands
in myeloid cells and cDCs is thought to pro-
mote anti-inflammatory responses (78). In con-
trast, PI3K (79) and mTOR in particular (80)
are essential for TLR9-induced IFN produc-
tion by pDCs. PI3K/mTOR specifically pro-
motes the activation and nuclear localization
of IRF7, but not other consequences of TLR
signaling (79). Thus, a distinct PI3K/mTOR-
dependent pathway couples TLR signaling to
IRF7 activation in pDCs. Again, the molecu-
lar components of this pathway are not known
but may involve known PI3K pathway adap-
tors BCAP and TCL1 that are expressed in
pDCs. The analysis of the mechanism and can-
didate regulators of the pDC-specific endocytic
and PI3K/mTOR/IRF7 pathways should pro-
vide an exciting area of research in the near
future.

pDC-specific receptors. Several membrane
proteins with relatively pDC-specific expres-
sion have been shown to promote IFN secretion
by pDCs. A C-type lectin receptor Ly49Q is
specifically expressed on naive peripheral pDCs
in mice and is required for optimal IFN produc-
tion in vitro and in vivo (81). Ly49Q is homol-
ogous to NK cell receptors, binds to the MHC
class I molecule H2-Kb, and contains an im-
munoreceptor tyrosine-based inhibitory motif;
thus, the mechanism of its activating function
in pDCs is unclear. It is possible that Ly49Q
acts in an entirely different manner in the IFN
response, e.g., by regulating the distribution of

170 Reizis et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
63

-1
83

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH07-Reizis ARI 14 February 2011 13:42

HIV: human
immunodeficiency
virus

TLR ligands in the endosomal compartment
(82). The mechanism and a possible functional
ortholog of Ly49Q in the human pDCs remain
to be characterized. Another receptor, pDC-
TREM, is induced in pDCs upon activation and
was proposed to facilitate IFN secretion based
on RNAi results (83). pDC-TREM was found
in a complex with Plexin A1, a cell guidance re-
ceptor implicated in DC function and traffick-
ing. Whether pDC-TREM has a specific ligand
(other than Plexin A1 ligand semaphorin) and a
human ortholog and how it is integrated in the
TLR/IRF7 signaling cascade are the questions
to be elucidated. Together, these data high-
light an emerging new world of novel pDC-
specific receptors that act in completely un-
expected ways to facilitate IFN secretion by
pDCs.

Consistent with the potential danger of
unchecked IFN secretion, multiple pDC-
specific receptors inhibit pDC function. These
include murine SiglecH and human BDCA-
2 and ILT7, which signal through a common
pathway involving FcεRIγ or DAP12, SYK,
and BLNK (3, 84). This signaling attenuates
TLR-induced production of IFN and other cy-
tokines by an unknown mechanism. Recently,
the significance of negative pDC regulation
has been revealed through the identification of
BST2 as a ligand of ILT7 (58). BST2 is an
IFN-inducible membrane protein that directly
restricts viral replication; thus, its expression
provides negative feedback to pDCs by con-
firming a successful IFN signal. BST2 is also
expressed in many tumors, suggesting a likely
mechanism whereby these tumors prevent pDC
activation and escape tumor surveillance. Inter-
estingly, murine pDCs lack an ILT7 ortholog
but instead specifically express Bst2 (39), pos-
sibly providing a short-circuit or an inverted
version of the same signaling pathway. The en-
dogenous ligands for other inhibitory receptors
remain unknown, although viruses such as hu-
man immunodeficiency virus (HIV) and hepati-
tis B virus may hijack the pathway and inhibit
pDC function by binding to BDCA-2 (85, 86).
Further characterization of inhibitory pDC re-
ceptors, their ligands, and their mechanism of

interference with pDC activation should yield
important insights into pDC biology.

Other Consequences
of pDC Activation

In addition to cytokine secretion, activated
pDCs undergo a characteristic DC matura-
tion program involving the upregulation of co-
stimulatory molecules and the acquisition of T
cell stimulation capacity. This program can be
selectively engaged by type B CpG oligonu-
cleotides that induce pDC maturation at the
expense of IFN secretion (70). The matura-
tion program of pDCs is specifically mediated
by NF-κB signaling, as NF-κB1/c-Rel double-
deficient pDCs secrete IFN but fail to undergo
maturation and die in response to CpG (87).
These data further illustrate the two distinct
molecular pathways leading to IFN secretion
versus maturation in pDCs.

The antigen-presenting properties of pDCs
have been reviewed in detail (2); the emerg-
ing conclusion is that activated pDCs can ef-
ficiently prime and cross-prime T lympho-
cytes. Unlike the cDCs isolated ex vivo from
naive animals, pDCs absolutely require TLR-
mediated activation for efficient antigen pre-
sentation and T cell activation (88, 89). Some of
the antigen-presentation pathways may operate
specifically in pDCs but not in cDCs, such as
the proteasome-independent, endosomal path-
way of viral antigen cross-presentation to cy-
totoxic T cells (90). In addition, pDCs differ
from cDCs (but are similar to B cells) in the
continuous synthesis of MHC class II after ac-
tivation, possibly to facilitate the presentation
of virus-derived peptides (89, 91). The func-
tional consequences of pDC-mediated antigen
presentation for T cell responses are briefly
discussed below.

The Fate of Activated pDCs

Antigen receptor triggering of T and B lympho-
cytes not only causes activation and its imme-
diate effects (proliferation, cytokine secretion,
surface phenotype change), but also launches
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a prolonged and tightly regulated differentia-
tion program. This program ultimately leads
to the acquisition of a new cell fate that may
require a thorough erasure of the original cell
identity, e.g., during B cell differentiation into
plasma cells. Thus, lymphocytes are prepro-
grammed for lineage plasticity, in contrast to
myeloid cells and cDCs which are not known
to switch cell fate after activation. An important
question is whether activated pDCs undergo
full cell fate conversion to cDCs, as opposed to
mere functional maturation. Benchmarks of full
conversion would be indicated by phenotypic
and functional changes, i.e., a switch from plas-
macytoid to dendritic morphology, the loss of
pDC markers and upregulation of cDC mark-
ers, and acquisition of naive T cell priming ca-
pacity for exogenous antigens.

pDCs were originally identified as efficient
type 2 precursors of cDCs from the human
peripheral blood (17). Indeed, mature human
pDCs cultured with cytokines and/or activation
stimuli (IL-3, CD40L, viruses, TLR ligands)
exhibit full phenotypic and functional differen-
tiation to cDCs (92). Although this provides a
proof of principle for pDC-to-cDC conversion,
the evidence for this event in vivo has been
scarce. Lindstedt et al. (93) characterized hu-
man DC populations in resected tonsils and
in the peripheral blood. Notably, the tonsils
appear to contain a minor intermediate pop-
ulation between CD123+ pDCs and BDCA-
3+ cDCs; moreover, increased expression of
pDC-specific genes was observed in BDCA-3+

cDCs from the tonsils. These results may re-
flect ongoing pDC differentiation into BDCA-
3+ cDCs, the human counterpart of mouse
CD8+ cDCs, at the site of active chronic in-
fection. In mice, phenotypic changes consis-
tent with CD8+ cDC differentiation (loss of
B220, increase in CD11c and CD8) were de-
scribed in adoptively transferred splenic pDCs
10 h after inactivated virus injection (28). How-
ever, the pDC purification scheme used at the
time (CD11clow B220+) likely included other
cell types such as B220+ cDC precursors un-
related to pDCs (38). Subsequently, Zuniga
and colleagues provided a compelling case for

IFN-dependent pDC conversion to CD8−

cDCs following lymphocytic choriomeningitis
virus (LCMV) infection in vitro (94) and in vivo
(95). Importantly, only pDCs from the bone
marrow but not from the spleen were capable
of such conversion, suggesting that fully mature
peripheral pDCs have lost this capacity.

Teleologically, the differentiation of acti-
vated pDCs to cDCs would appear to be both
desirable and plausible. It would automatically
terminate high-level IFN secretion and shorten
the life span of an infected pDC; at the same
time, it would facilitate T cell priming to vi-
ral antigens. In addition, pDCs can differenti-
ate into an alternative CD8+ cDC subset during
development or after E2-2 deletion (discussed
above), suggesting their possible fate after ac-
tivation. In fact, E2-2 expression is reduced
several-fold after pDC activation (32), raising
the possibility that this event may drive the con-
version to cDCs. Thus, the cell fate conversion
of activated pDCs appears likely but awaits clear
demonstration in a natural infection model.

pDCs IN THE IMMUNE
RESPONSE

As a major effector cell type in immunity, the
pDC has been implicated in nearly all nor-
mal and pathological immune responses. For
example, important roles of pDCs have been
suggested in allergy and asthma (96), antitu-
mor immunity (97), and responses to nonviral
pathogens (98, 99). Here we briefly review only
three related aspects of pDC function in im-
munity: their roles in T cell responses versus
tolerance, in antiviral immune responses, and
in autoimmunity.

The Role of pDCs in T Cell
Responses: Activation or Tolerance?

The capacity of pDCs to prime productive T
cell responses after infection or immunization
is well documented. For instance, pDCs can ef-
ficiently prime CD4+ T cell responses in the
lymph nodes (100), induce Th1 polarization
(101, 102), and prime (103) and cross-prime
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Treg: regulatory T
cell

EAE: experimental
autoimmune
encephalomyelitis

HCV: hepatitis C
virus

(88, 90, 104) CD8+ T cell responses. These re-
sults are consistent with the postulated role of
pDCs as key sensors and immune system acti-
vators during viral infections.

Intriguingly, the opposite tolerogenic role
has been proposed for pDCs in several systems,
mostly associated with the induction of regula-
tory T cells (Tregs). Thus, human pDCs induce
T cell differentiation into IL-10-producing
Tregs in vitro (105, 106). In vivo, pDCs were
proposed to promote Treg differentiation
in the human thymus (107) and to induce
Treg-mediated tolerance in tumor-bearing
mice (108), during tolerization to cardiac
allografts (109), in experimental autoimmune
encephalomyelitis (EAE) (110), and in graft-
versus-host disease (111). In some of these
studies, however, the phenotypic definition
of pDCs can be questioned; for instance, the
indoleamine 2,3-dioxygenase-expressing pDCs
in tumor-draining lymph nodes (108) likely
correspond to B cells with a similar phenotype
(112). In other models, such as graft-versus-
host disease, the T cell stimulatory function
of pDCs has been subsequently demonstrated
(113). An interesting recent study suggested
an important role for liver pDCs in oral
tolerance induction, largely through T cell
clonal deletion (114). Thus, the tolerogenic
and/or Treg-inducing properties of pDCs may
be relevant in certain immune responses, likely
in an organ-dependent fashion. However,
they appear far from universal or conclusively
proven at present, and thus a broad definition
of steady-state pDCs as tolerogenic would be
premature and misleading.

The Role of pDCs in
Human Infections

In humans, pDCs have been most extensively
studied during HIV and chronic viral hepatitis,
particularly hepatitis C virus (HCV) infections.
The emerging picture suggests an important
role for pDCs in these infections, although the
exact mechanism and consequences of pDC
activity are controversial at present (115). It has
been shown recently that pDCs can respond

to HCV and particularly to HCV-infected
hepatocytes through TLR7 (116). HCV may
specifically impair pDC activity (117), thereby
compromising T cell responses against it;
however, other studies demonstrated normal
pDC functionality on a per cell basis in chronic
HCV (118). The resolution of this controversy
would establish pDCs either as a weak link of
anti-HCV immune response or as a potentially
powerful effector type that can be harnessed
for immunotherapy of chronic HCV.

In HIV (recently reviewed in 119), it is
clear that pDCs can be infected with the virus
and/or respond to it with robust IFN secre-
tion. Furthermore, pDCs are progressively de-
pleted from the blood of infected patients, ei-
ther through infection-induced death or due
to redistribution to lymphoid organs. The key
unresolved question is whether HIV-induced
pDC activation is beneficial or harmful for the
host. On one hand, IFN secretion by pDCs was
shown to inhibit viral replication in T cells and
promote pDC and cDC maturation, leading to
the killing of infected T cells. Indeed, HIV may
have evolved mechanisms to suppress pDC acti-
vation, e.g., through BDCA-2 ligation (85). On
the other hand, the same functions of pDCs
may exacerbate T cell depletion, e.g., by dis-
seminating HIV to uninfected CD4+ T cells or
by bystander T cell killing. Most importantly,
elevated IFN response by pDCs may contribute
to chronic immune activation and faster T cell
depletion, e.g., in female compared to male pa-
tients (120) or in primate species susceptible to
simian immunodeficiency virus (121).

It is plausible that the function of pDCs
in HIV infection changes from protective to
pathogenic as the disease progresses. At the
early stages of infection, IFN production and
virus cross-presentation by pDCs may help
limit virus spread and mount cytotoxic T cell
responses. As the virus replication escapes con-
trol, IFN secretion may drive polyclonal T cell
hyperactivation and depletion. The eventual
loss, redistribution, or functional impairment of
pDCs at the late stages of infection would con-
tribute to immunodeficiency. Thus, the role of
pDCs in HIV infection highlights the power
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and the danger of pDC activation and reveals
yet another strategy of immune system subver-
sion by HIV.

The Role of pDCs in Viral Infections:
Mouse Models

Given the powerful pDC response to nearly
all enveloped viruses, their indispensable role
in antiviral immune responses would be antici-
pated; however, it appears surprisingly difficult
to demonstrate. For example, pDCs produce
IFN in response to vesicular stomatitis virus
and influenza virus yet appear dispensable for
their control in vivo (5, 122). Similarly, pDCs
are primary IFN producers during LCMV in-
fection (123) but are not required for optimal
IFN production, virus clearance, or T cell re-
sponse in acute LCMV infection (5, 124). The
depletion of pDCs impairs the IFN response
to murine cytomegalovirus but does not affect
the net NK cell response or overall survival (34,
124). In topical viral infections such as respira-
tory syncytial virus (125, 126) in the lung and
herpes simplex virus in the vagina (127), pDC
depletion leads to several-fold increases in viral
titers and exacerbated tissue pathology.

Perhaps the best-documented model of
pDC-dependent antiviral immune response
is mouse hepatitis virus (MHV) infection,
an acute disease that requires Tlr7 and IFN
for virus clearance. Ludewig and colleagues
(128) showed that pDC depletion nearly
abolishes IFN response to MHV, increases
viral replication in the spleen ∼1000-fold,
causes virus spread to normally protected
tissues, and severely exacerbates liver damage.
Macrophages and cDCs were shown to be the
major beneficiaries of protection conferred
by pDC-secreted IFN (41), and it has been
estimated that a single splenic pDC can protect
103–104 macrophages (129). Thus, the require-
ment for pDCs in antiviral responses appears
variable, with only a single model of primarily
pDC-dependent protection described to date.
This is likely because antiviral responses are
robust and therefore involve multiple redun-
dant mechanisms of virus sensing and IFN

secretion. However, in addition to acute IFN
response to viruses, the role of pDCs in long-
term protective T cell responses remains to
be investigated. Interestingly, chronic LCMV
infection impairs the IFN secretion capacity
of pDCs through unknown mechanisms (130,
131). This suggests that normal pDC function
would be detrimental to LCMV persistence,
possibly by facilitating cytotoxic T cell re-
sponses. Studies in this direction would require
more specific and long-term approaches to
pDC depletion, such as diphtheria toxin–based
transgenic models (5).

The Role of pDCs in Human
Autoimmune Diseases

With the emergence of elevated IFN levels as
a pathogenesis factor in several autoimmune
diseases, the potentially important role of
pDCs in autoimmunity has been recognized
(132). To date, the strongest evidence for
pDC involvement has been accumulated
from the study of two diseases: psoriasis and
systemic lupus erythematosus (reviewed in 3,
133). In psoriasis, early skin lesions are highly
infiltrated by activated pDCs, corresponding
with decreased numbers of circulating pDCs in
the blood (134). Blocking IFN production by
pDCs using anti-BDCA-2 antibody inhibited
the development of skin lesions in a xenograft
model, providing causal proof of pDC function
in the disease (134). Subsequently, Gilliet
et al. (135) identified the activating stimulus
for pDCs as complexes of self-DNA with
the antimicrobial peptide LL-37. This and
possibly other homologous proteins promote
the aggregation of released cellular DNA and
RNA into large complexes that efficiently
activate pDCs (135, 136). Although the origin
of these immunostimulatory complexes and
the consequences of pDC activation remain
to be elucidated, the major role of pDCs in
psoriasis appears well established.

Similarly, lupus patients show a decrease
in circulating pDCs and the accumulation of
activated, IFN-producing pDCs in affected
tissues such as the skin (137). The hallmark
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of lupus is the production of antinuclear
antibodies, and immune complexes of such
antibodies with endogenous nucleic acids were
shown to activate pDCs through TLR7/9 (138,
139). These complexes may be delivered into
the endosomal compartment of pDCs via Fc
receptor FcγRII (138, 140), and their stimula-
tory capacity can be augmented by the nuclear
DNA-binding protein HMGB1 (141). In ad-
dition, self-DNA forms complexes with LL-37
and other antimicrobial peptides released
by neutrophils, and the resulting complexes
induce IFN secretion in pDCs through TLR9
(M. Gilliet, personal communication). Notably,
TLR-activated pDCs become resistant to glu-
cocorticoids, which could underlie the limited
efficacy of these drugs in lupus (142, 143).
The direct causal relationship between pDC-
derived IFN and lupus progression/severity
is hard to establish in the human system and
should await elucidation in animal models.
Nevertheless, the likely connection between
the formation of nucleic acid–containing
immune complexes, pDC activation, and IFN
secretion and the pronounced IFN signature
of the disease make a strong case for the pDC
as a major player in lupus pathogenesis (133).
Overall, the aberrant conversion of self-nucleic
acids into ligands for TLR7/9 on pDCs (via
immune complex formation, antimicrobial
peptide binding, and other mechanisms to be
discovered) may represent a common patho-
genesis step in psoriasis, lupus, and possibly
other autoimmune diseases such as Sjögren’s
syndrome (144).

The Role of pDCs in Autoimmunity:
Mouse Models

The role of pDCs in experimental autoimmu-
nity models is poorly understood at present.
For instance, studies using antibody-mediated
pDC ablation yielded conflicting results in EAE
(145, 146). Animals with selective loss of MHC
class II expression on several cell types were
used to demonstrate the anti-inflammatory
role of pDCs (110); however, a strictly pDC-
specific genetic loss of MHC expression and/or

function is required to fully elucidate the
issue. Similarly, the results of pDC ablation
in the NOD model of type I diabetes (147)
remain to be reconciled with other studies in
the field (148). These conflicting data may
reflect the specificity and efficiency issues of
the transient pDC ablation and emphasize the
necessity to deplete or functionally manipulate
pDCs in the long term. This ability would
be a prerequisite for the analysis of pDCs in
spontaneous, chronic autoimmune diseases
such as lupus in susceptible mouse strains.
As Tlr7 and Tlr9 appear to play opposing
roles in lupus pathogenesis (149), it would be
interesting to dissect the net contribution of
the Tlr7/Tlr9 double-edged cell type.

CONCLUSIONS AND FUTURE
DIRECTIONS

The coming years should bring important
insights into the key open questions of pDC
biology, such as the regulation of pDC lineage
commitment, homeostasis, and plasticity; the
molecular basis of the unique IFN-secreting ca-
pacity of pDCs; tissue- and immune response–
specific roles of pDCs in T cell activation and
tolerance; and the precise function of pDCs
in infectious immunity and in autoimmune
diseases. Approaches involving cross-species
gene expression (59) and functional analysis
(32), forward genetic screening (72), and in
vivo targeting and ablation (5) should facilitate
the research in these directions.

With the growing evidence for the impor-
tance of IFN production in all aspects of immu-
nity, pDCs are emerging as prime targets for
immunotherapy. In some cases, such as chronic
viral infections and/or immunodeficiency, con-
trolled enhancement of pDC function would
appear beneficial. One possible approach is to
combine TLR stimuli and growth factors that
preferentially engage pDCs (e.g., CpG and
Flt3L, respectively) as vaccine adjuvants (150).
Another future direction is the engagement of
activating pDC-specific receptors such as pDC-
TREM (83). Conversely, autoimmune diseases
such as lupus and psoriasis may benefit from
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targeted inhibition of chronic pDC activation.
In addition to broader approaches targeting
IFN signaling (151) or TLR7/9-mediated IFN
production (152), one might envisage thera-
pies targeted specifically at pDCs, such as the

ligation of pDC-specific inhibitory receptors or
targeting the unique endocytic machinery of
pDCs. In any case, the insights into basic pDC
biology are likely to fuel translational research
and pave the way to novel immunotherapies.

DISCLOSURE STATEMENT

The authors are not aware of any affiliations, memberships, funding, or financial holdings that
might be perceived as affecting the objectivity of this review.

ACKNOWLEDGMENTS

We are grateful to D. Ganguly, M. Gilliet, and P. Tucker for communicating unpublished data and
to many colleagues in the field for insightful discussions. The work in our lab has been supported
by the Lupus Research Institute and NIH grants AI072571 and AI085439.

LITERATURE CITED

1. Liu YJ. 2005. IPC: professional type 1 interferon-producing cells and plasmacytoid dendritic cell pre-
cursors. Annu. Rev. Immunol. 23:275–306

2. Villadangos JA, Young L. 2008. Antigen-presentation properties of plasmacytoid dendritic cells.
Immunity 29:352–61

3. Gilliet M, Cao W, Liu YJ. 2008. Plasmacytoid dendritic cells: sensing nucleic acids in viral infection and
autoimmune diseases. Nat. Rev. Immunol. 8:594–606

4. Jegalian AG, Facchetti F, Jaffe ES. 2009. Plasmacytoid dendritic cells: physiologic roles and pathologic
states. Adv. Anat. Pathol. 16:392–404

5. Swiecki M, Colonna M. 2010. Unraveling the functions of plasmacytoid dendritic cells during viral
infections, autoimmunity, and tolerance. Immunol. Rev. 234:142–62

6. Reizis B. 2010. Regulation of plasmacytoid dendritic cell development. Curr. Opin. Immunol. 22:206–11
7. Sozzani S, Vermi W, Del Prete A, Facchetti F. 2010. Trafficking properties of plasmacytoid dendritic

cells in health and disease. Trends Immunol. 31:270–77
8. Ronnblom L, Ramstedt U, Alm GV. 1983. Properties of human natural interferon-producing cells

stimulated by tumor cell lines. Eur. J. Immunol. 13:471–76
9. Sandberg K, Eloranta ML, Johannisson A, Alm GV. 1991. Flow cytometric analysis of natural interferon-

α producing cells. Scand. J. Immunol. 34:565–76
10. Feldman M, Fitzgerald-Bocarsly P. 1990. Sequential enrichment and immunocytochemical visualization

of human interferon-α-producing cells. J. Interferon Res. 10:435–46
11. Fitzgerald-Bocarsly P. 1993. Human natural interferon-α producing cells. Pharmacol. Ther. 60:39–62
12. Chehimi J, Starr SE, Kawashima H, Miller DS, Trinchieri G, et al. 1989. Dendritic cells and IFN-α-

producing cells are two functionally distinct non-B, non-monocytic HLA-DR+ cell subsets in human
peripheral blood. Immunology 68:486–90

13. Starr SE, Bandyopadhyay S, Shanmugam V, Hassan N, Douglas S, et al. 1993. Morphological and func-
tional differences between HLA-DR+ peripheral blood dendritic cells and HLA-DR+ IFN-αproducing
cells. Adv. Exp. Med. Biol. 329:173–78

14. Facchetti F, de Wolf-Peeters C, Mason DY, Pulford K, van den Oord JJ, Desmet VJ. 1988. Plasmacytoid
T cells. Immunohistochemical evidence for their monocyte/macrophage origin. Am. J. Pathol. 133:15–21

15. Facchetti F, De Wolf-Peeters C, Kennes C, Rossi G, De Vos R, et al. 1990. Leukemia-associated lymph
node infiltrates of plasmacytoid monocytes (so-called plasmacytoid T-cells). Evidence for two distinct
histological and immunophenotypical patterns. Am. J. Surg. Pathol. 14:101–12

176 Reizis et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
63

-1
83

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH07-Reizis ARI 14 February 2011 13:42

16. Vollenweider R, Lennert K. 1983. Plasmacytoid T-cell clusters in non-specific lymphadenitis. Virchows
Arch. B Cell Pathol. Incl. Mol. Pathol. 44:1–14

17. Grouard G, Rissoan MC, Filgueira L, Durand I, Banchereau J, Liu YJ. 1997. The enigmatic plasmacytoid
T cells develop into dendritic cells with interleukin (IL)-3 and CD40-ligand. J. Exp. Med. 185:1101–11

18. Siegal FP, Kadowaki N, Shodell M, Fitzgerald-Bocarsly PA, Shah K, et al. 1999. The nature of the
principal type 1 interferon-producing cells in human blood. Science 284:1835–37

19. Cella M, Jarrossay D, Facchetti F, Alebardi O, Nakajima H, et al. 1999. Plasmacytoid monocytes migrate
to inflamed lymph nodes and produce large amounts of type I interferon. Nat. Med. 5:919–23

20. Bjorck P. 2001. Isolation and characterization of plasmacytoid dendritic cells from Flt3 ligand and
granulocyte-macrophage colony-stimulating factor-treated mice. Blood 98:3520–26

21. Nakano H, Yanagita M, Gunn MD. 2001. CD11c+B220+Gr-1+ cells in mouse lymph nodes and spleen
display characteristics of plasmacytoid dendritic cells. J. Exp. Med. 194:1171–78

22. Asselin-Paturel C, Boonstra A, Dalod M, Durand I, Yessaad N, et al. 2001. Mouse type I IFN-producing
cells are immature APCs with plasmacytoid morphology. Nat. Immunol. 2:1144–50

23. Blom B, Ho S, Antonenko S, Liu YJ. 2000. Generation of interferon α-producing predendritic cell
(pre-DC)2 from human CD34+ hematopoietic stem cells. J. Exp. Med. 192:1785–96

24. Gilliet M, Boonstra A, Paturel C, Antonenko S, Xu XL, et al. 2002. The development of murine plasma-
cytoid dendritic cell precursors is differentially regulated by FLT3-ligand and granulocyte/macrophage
colony-stimulating factor. J. Exp. Med. 195:953–58

25. Crozat K, Guiton R, Guilliams M, Henri S, Baranek T, et al. 2010. Comparative genomics as a tool to
reveal functional equivalences between human and mouse dendritic cell subsets. Immunol. Rev. 234:177–
98

26. Luber CA, Cox J, Lauterbach H, Fancke B, Selbach M, et al. 2010. Quantitative proteomics reveals
subset-specific viral recognition in dendritic cells. Immunity 32:279–89

27. Randolph GJ, Ochando J, Partida-Sanchez S. 2008. Migration of dendritic cell subsets and their precur-
sors. Annu. Rev. Immunol. 26:293–316

28. O’Keeffe M, Hochrein H, Vremec D, Caminschi I, Miller JL, et al. 2002. Mouse plasmacytoid cells:
long-lived cells, heterogeneous in surface phenotype and function, that differentiate into CD8+ dendritic
cells only after microbial stimulus. J. Exp. Med. 196:1307–19

29. Liu K, Waskow C, Liu X, Yao K, Hoh J, Nussenzweig M. 2007. Origin of dendritic cells in peripheral
lymphoid organs of mice. Nat. Immunol. 8:578–83

30. Steinman RM, Cohn ZA. 1973. Identification of a novel cell type in peripheral lymphoid organs of mice.
I. Morphology, quantitation, tissue distribution. J. Exp. Med. 137:1142–62

31. Asselin-Paturel C, Brizard G, Pin JJ, Briere F, Trinchieri G. 2003. Mouse strain differences in plas-
macytoid dendritic cell frequency and function revealed by a novel monoclonal antibody. J. Immunol.
171:6466–77

32. Cisse B, Caton ML, Lehner M, Maeda T, Scheu S, et al. 2008. Transcription factor E2-2 is an essential
and specific regulator of plasmacytoid dendritic cell development. Cell 135:37–48

33. Kumagai Y, Takeuchi O, Kato H, Kumar H, Matsui K, et al. 2007. Alveolar macrophages are the primary
interferon-α producer in pulmonary infection with RNA viruses. Immunity 27:240–52

34. Krug A, French AR, Barchet W, Fischer JA, Dzionek A, et al. 2004. TLR9-dependent recognition
of MCMV by IPC and DC generates coordinated cytokine responses that activate antiviral NK cell
function. Immunity 21:107–19

35. Jego G, Palucka AK, Blanck JP, Chalouni C, Pascual V, Banchereau J. 2003. Plasmacytoid dendritic cells
induce plasma cell differentiation through type I interferon and interleukin 6. Immunity 19:225–34

36. Caminschi I, Ahmet F, Heger K, Brady J, Nutt SL, et al. 2007. Putative IKDCs are functionally and
developmentally similar to natural killer cells, but not to dendritic cells. J. Exp. Med. 204:2579–90

37. Blasius AL, Barchet W, Cella M, Colonna M. 2007. Development and function of murine
B220+CD11c+NK1.1+ cells identify them as a subset of NK cells. J. Exp. Med. 204:2561–68

38. Segura E, Wong J, Villadangos JA. 2009. Cutting edge: B220+CCR9- dendritic cells are not plasmacytoid
dendritic cells but are precursors of conventional dendritic cells. J. Immunol. 183:1514–17

www.annualreviews.org • Plasmacytoid Dendritic Cells 177

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
63

-1
83

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH07-Reizis ARI 14 February 2011 13:42

39. Blasius AL, Giurisato E, Cella M, Schreiber RD, Shaw AS, Colonna M. 2006. Bone marrow stromal cell
antigen 2 is a specific marker of type I IFN-producing cells in the naive mouse, but a promiscuous cell
surface antigen following IFN stimulation. J. Immunol. 177:3260–65

40. Mach N, Gillessen S, Wilson SB, Sheehan C, Mihm M, Dranoff G. 2000. Differences in dendritic cells
stimulated in vivo by tumors engineered to secrete granulocyte-macrophage colony-stimulating factor
or Flt3-ligand. Cancer Res. 60:3239–46

41. Cervantes-Barragan L, Kalinke U, Zust R, Konig M, Reizis B, et al. 2009. Type I IFN-mediated pro-
tection of macrophages and dendritic cells secures control of murine coronavirus infection. J. Immunol.
182:1099–106

42. Naik SH, Sathe P, Park HY, Metcalf D, Proietto AI, et al. 2007. Development of plasmacytoid and
conventional dendritic cell subtypes from single precursor cells derived in vitro and in vivo. Nat. Immunol.
8:1217–26

43. Onai N, Obata-Onai A, Schmid MA, Ohteki T, Jarrossay D, Manz MG. 2007. Identification of clono-
genic common Flt3+M-CSFR+ plasmacytoid and conventional dendritic cell progenitors in mouse bone
marrow. Nat. Immunol. 8:1207–16

44. Sitnicka E, Bryder D, Theilgaard-Monch K, Buza-Vidas N, Adolfsson J, Jacobsen SE. 2002. Key role of
flt3 ligand in regulation of the common lymphoid progenitor but not in maintenance of the hematopoietic
stem cell pool. Immunity 17:463–72

45. Shigematsu H, Reizis B, Iwasaki H, Mizuno S, Hu D, et al. 2004. Plasmacytoid dendritic cells activate
lymphoid-specific genetic programs irrespective of their cellular origin. Immunity 21:43–53

46. Corcoran L, Ferrero I, Vremec D, Lucas K, Waithman J, et al. 2003. The lymphoid past of mouse
plasmacytoid cells and thymic dendritic cells. J. Immunol. 170:4926–32

47. Pelayo R, Hirose J, Huang J, Garrett KP, Delogu A, et al. 2005. Derivation of 2 categories of plasmacytoid
dendritic cells in murine bone marrow. Blood 105:4407–15

48. Welner RS, Esplin BL, Garrett KP, Pelayo R, Luche H, et al. 2009. Asynchronous RAG-1 expression
during B lymphopoiesis. J. Immunol. 183:7768–77

49. Caton ML, Smith-Raska MR, Reizis B. 2007. Notch-RBP-J signaling controls the homeostasis of CD8−

dendritic cells in the spleen. J. Exp. Med. 204:1653–64
50. Liu K, Victora GD, Schwickert TA, Guermonprez P, Meredith MM, et al. 2009. In vivo analysis of

dendritic cell development and homeostasis. Science 324:392–97
51. Geissmann F, Manz MG, Jung S, Sieweke MH, Merad M, Ley K. 2010. Development of monocytes,

macrophages, and dendritic cells. Science 327:656–61
52. Schmid MA, Kingston D, Boddupalli S, Manz MG. 2010. Instructive cytokine signals in dendritic cell

lineage commitment. Immunol. Rev. 234:32–44
53. Waskow C, Liu K, Darrasse-Jeze G, Guermonprez P, Ginhoux F, et al. 2008. The receptor tyrosine

kinase Flt3 is required for dendritic cell development in peripheral lymphoid tissues. Nat. Immunol.
9:676–83

54. Eidenschenk C, Crozat K, Krebs P, Arens R, Popkin D, et al. 2010. Flt3 permits survival during infection
by rendering dendritic cells competent to activate NK cells. Proc. Natl. Acad. Sci. USA 107:9759–64

55. Sathaliyawala T, O’Gorman WE, Greter M, Bogunovic M, Konjufca V, et al. 2010. Mammalian target
of rapamycin controls dendritic cell development downstream of Flt3 ligand signaling. Immunity 33:597–
606

56. Vollstedt S, O’Keeffe M, Odermatt B, Beat R, Glanzmann B, et al. 2004. Treatment of neonatal mice
with Flt3 ligand leads to changes in dendritic cell subpopulations associated with enhanced IL-12 and
IFN-α production. Eur. J. Immunol. 34:1849–60

57. Ghosh HS, Cisse B, Bunin A, Lewis KL, Reizis B. 2010. Continuous expression of E2-2 maintains the
cell fate of mature plasmacytoid dendritic cells. Immunity 33:905–16

58. Cao W, Bover L, Cho M, Wen X, Hanabuchi S, et al. 2009. Regulation of TLR7/9 responses in
plasmacytoid dendritic cells by BST2 and ILT7 receptor interaction. J. Exp. Med. 206:1603–14

59. Robbins SH, Walzer T, Dembele D, Thibault C, Defays A, et al. 2008. Novel insights into the relation-
ships between dendritic cell subsets in human and mouse revealed by genome-wide expression profiling.
Genome Biol. 9:R17

178 Reizis et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
63

-1
83

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH07-Reizis ARI 14 February 2011 13:42

60. Bar-On L, Birnberg T, Kewis KL, Edelson B, Bruder D, et al. 2010. CX3CR1+ CD8α+ dendritic cells:
a steady state population related to plasmacytoid dendritic cells. Proc. Natl. Acad. Sci. USA 107:14745–50

61. Uhlenhaut NH, Jakob S, Anlag K, Eisenberger T, Sekido R, et al. 2009. Somatic sex reprogramming of
adult ovaries to testes by FOXL2 ablation. Cell 139:1130–42

62. Li P, Burke S, Wang J, Chen X, Ortiz M, et al. 2010. Reprogramming of T cells to natural killer-like
cells upon Bcl11b deletion. Science 329:85–89

63. Neill DR, Wong SH, Bellosi A, Flynn RJ, Daly M, et al. 2010. Nuocytes represent a new innate effector
leukocyte that mediates type-2 immunity. Nature 464:1367–70

64. Saenz SA, Siracusa MC, Perrigoue JG, Spencer SP, Urban JF Jr, et al. 2010. IL25 elicits a multipotent
progenitor cell population that promotes T(H)2 cytokine responses. Nature 464:1362–66

65. Takeuchi O, Akira S. 2009. Innate immunity to virus infection. Immunol. Rev. 227:75–86
66. Pascale F, Contreras V, Bonneau M, Courbet A, Chilmonczyk S, et al. 2008. Plasmacytoid dendritic

cells migrate in afferent skin lymph. J. Immunol. 180:5963–72
67. Diebold SS, Montoya M, Unger H, Alexopoulou L, Roy P, et al. 2003. Viral infection switches non-

plasmacytoid dendritic cells into high interferon producers. Nature 424:324–28
68. Iwakoshi NN, Pypaert M, Glimcher LH. 2007. The transcription factor XBP-1 is essential for the

development and survival of dendritic cells. J. Exp. Med. 204:2267–75
69. Barchet W, Cella M, Odermatt B, Asselin-Paturel C, Colonna M, Kalinke U. 2002. Virus-induced

interferon α production by a dendritic cell subset in the absence of feedback signaling in vivo. J. Exp.
Med. 195:507–16

70. Kerkmann M, Rothenfusser S, Hornung V, Towarowski A, Wagner M, et al. 2003. Activation with
CpG-A and CpG-B oligonucleotides reveals two distinct regulatory pathways of type I IFN synthesis in
human plasmacytoid dendritic cells. J. Immunol. 170:4465–74

71. Izaguirre A, Barnes BJ, Amrute S, Yeow WS, Megjugorac N, et al. 2003. Comparative analysis of IRF
and IFN-α expression in human plasmacytoid and monocyte-derived dendritic cells. J. Leukoc. Biol.
74:1125–38

72. Blasius AL, Arnold CN, Georgel P, Rutschmann S, Xia Y, et al. 2010. Slc15a4, AP-3, and Hermansky-
Pudlak syndrome proteins are required for Toll-like receptor signaling in plasmacytoid dendritic cells.
Proc. Natl. Acad. Sci. USA. 107:19973–78

73. Kumagai Y, Kumar H, Koyama S, Kawai T, Takeuchi O, Akira S. 2009. Cutting edge: TLR-dependent
viral recognition along with type I IFN positive feedback signaling masks the requirement of viral
replication for IFN-α production in plasmacytoid dendritic cells. J. Immunol. 182:3960–64

74. Honda K, Ohba Y, Yanai H, Negishi H, Mizutani T, et al. 2005. Spatiotemporal regulation of MyD88-
IRF-7 signalling for robust type-I interferon induction. Nature 434:1035–40

75. Kim T, Pazhoor S, Bao M, Zhang Z, Hanabuchi S, et al. 2010. Aspartate-glutamate-alanine-histidine
box motif (DEAH)/RNA helicase A helicases sense microbial DNA in human plasmacytoid dendritic
cells. Proc. Natl. Acad. Sci. USA 107:15181–86

76. Guiducci C, Ott G, Chan JH, Damon E, Calacsan C, et al. 2006. Properties regulating the nature of the
plasmacytoid dendritic cell response to Toll-like receptor 9 activation. J. Exp. Med. 203:1999–2008

77. Sasai M, Linehan MM, Iwasaki A. 2010. Bifurcation of Toll-like receptor 9 signaling by adaptor protein
3. Science 329:1530–34

78. Weichhart T, Saemann MD. 2009. The multiple facets of mTOR in immunity. Trends Immunol. 30:218–
26

79. Guiducci C, Ghirelli C, Marloie-Provost MA, Matray T, Coffman RL, et al. 2008. PI3K is critical for
the nuclear translocation of IRF-7 and type I IFN production by human plasmacytoid predendritic cells
in response to TLR activation. J. Exp. Med. 205:315–22

80. Cao W, Manicassamy S, Tang H, Kasturi SP, Pirani A, et al. 2008. Toll-like receptor-mediated induction
of type I interferon in plasmacytoid dendritic cells requires the rapamycin-sensitive PI(3)K-mTOR-
p70S6K pathway. Nat. Immunol. 9:1157–64

81. Tai LH, Goulet ML, Belanger S, Toyama-Sorimachi N, Fodil-Cornu N, et al. 2008. Positive regulation
of plasmacytoid dendritic cell function via Ly49Q recognition of class I MHC. J. Exp. Med. 205:3187–99

82. Yoshizaki M, Tazawa A, Kasumi E, Sasawatari S, Itoh K, et al. 2009. Spatiotemporal regulation of
intracellular trafficking of Toll-like receptor 9 by an inhibitory receptor, Ly49Q. Blood 114:1518–27

www.annualreviews.org • Plasmacytoid Dendritic Cells 179

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
63

-1
83

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH07-Reizis ARI 14 February 2011 13:42

83. Watarai H, Sekine E, Inoue S, Nakagawa R, Kaisho T, Taniguchi M. 2008. PDC-TREM, a plasmacytoid
dendritic cell-specific receptor, is responsible for augmented production of type I interferon. Proc. Natl.
Acad. Sci. USA 105:2993–98

84. Blasius AL, Colonna M. 2006. Sampling and signaling in plasmacytoid dendritic cells: the potential roles
of Siglec-H. Trends Immunol. 27:255–60

85. Martinelli E, Cicala C, Van Ryk D, Goode DJ, Macleod K, et al. 2007. HIV-1 gp120 inhibits TLR9-
mediated activation and IFN-α secretion in plasmacytoid dendritic cells. Proc. Natl. Acad. Sci. USA
104:3396–401

86. Xu Y, Hu Y, Shi B, Zhang X, Wang J, et al. 2009. HBsAg inhibits TLR9-mediated activation and IFN-α
production in plasmacytoid dendritic cells. Mol. Immunol. 46:2640–46

87. O’Keeffe M, Grumont RJ, Hochrein H, Fuchsberger M, Gugasyan R, et al. 2005. Distinct roles for
the NF-κB1 and c-Rel transcription factors in the differentiation and survival of plasmacytoid and
conventional dendritic cells activated by TLR-9 signals. Blood 106:3457–64

88. Mouries J, Moron G, Schlecht G, Escriou N, Dadaglio G, Leclerc C. 2008. Plasmacytoid dendritic cells
efficiently cross-prime naive T cells in vivo after TLR activation. Blood 112:3713–22

89. Young LJ, Wilson NS, Schnorrer P, Proietto A, ten Broeke T, et al. 2008. Differential MHC class II
synthesis and ubiquitination confers distinct antigen-presenting properties on conventional and plasma-
cytoid dendritic cells. Nat. Immunol. 9:1244–52

90. Di Pucchio T, Chatterjee B, Smed-Sorensen A, Clayton S, Palazzo A, et al. 2008. Direct proteasome-
independent cross-presentation of viral antigen by plasmacytoid dendritic cells on major histocompati-
bility complex class I. Nat. Immunol. 9:551–57

91. Sadaka C, Marloie-Provost MA, Soumelis V, Benaroch P. 2009. Developmental regulation of MHC II
expression and transport in human plasmacytoid-derived dendritic cells. Blood 113:2127–35

92. Soumelis V, Liu YJ. 2006. From plasmacytoid to dendritic cell: morphological and functional switches
during plasmacytoid pre-dendritic cell differentiation. Eur. J. Immunol. 36:2286–92

93. Lindstedt M, Lundberg K, Borrebaeck CA. 2005. Gene family clustering identifies functionally associated
subsets of human in vivo blood and tonsillar dendritic cells. J. Immunol. 175:4839–46

94. Zuniga EI, McGavern DB, Pruneda-Paz JL, Teng C, Oldstone MB. 2004. Bone marrow plasmacytoid
dendritic cells can differentiate into myeloid dendritic cells upon virus infection. Nat. Immunol. 5:1227–34

95. Liou LY, Blasius AL, Welch MJ, Colonna M, Oldstone MB, Zuniga EI. 2008. In vivo conversion of BM
plasmacytoid DC into CD11b+ conventional DC during virus infection. Eur. J. Immunol. 38:3388–94

96. Kool M, van Nimwegen M, Willart MA, Muskens F, Boon L, et al. 2009. An anti-inflammatory role for
plasmacytoid dendritic cells in allergic airway inflammation. J. Immunol. 183:1074–82

97. Liu C, Lou Y, Lizee G, Qin H, Liu S, et al. 2008. Plasmacytoid dendritic cells induce NK cell-dependent,
tumor antigen-specific T cell cross-priming and tumor regression in mice. J. Clin. Investig. 118:1165–75

98. Pepper M, Dzierszinski F, Wilson E, Tait E, Fang Q, et al. 2008. Plasmacytoid dendritic cells are
activated by Toxoplasma gondii to present antigen and produce cytokines. J. Immunol. 180:6229–36

99. Ang DK, Oates CV, Schuelein R, Kelly M, Sansom FM, et al. 2010. Cutting edge: pulmonary Legionella
pneumophila is controlled by plasmacytoid dendritic cells but not type I IFN. J. Immunol. 184:5429–33

100. Sapoznikov A, Fischer JA, Zaft T, Krauthgamer R, Dzionek A, Jung S. 2007. Organ-dependent in vivo
priming of naive CD4+, but not CD8+, T cells by plasmacytoid dendritic cells. J. Exp. Med. 204:1923–33

101. Cella M, Facchetti F, Lanzavecchia A, Colonna M. 2000. Plasmacytoid dendritic cells activated by
influenza virus and CD40L drive a potent TH1 polarization. Nat. Immunol. 1:305–10

102. Boonstra A, Asselin-Paturel C, Gilliet M, Crain C, Trinchieri G, et al. 2003. Flexibility of mouse classical
and plasmacytoid-derived dendritic cells in directing T helper type 1 and 2 cell development: dependency
on antigen dose and differential Toll-like receptor ligation. J. Exp. Med. 197:101–9

103. Salio M, Palmowski MJ, Atzberger A, Hermans IF, Cerundolo V. 2004. CpG-matured murine plasma-
cytoid dendritic cells are capable of in vivo priming of functional CD8 T cell responses to endogenous
but not exogenous antigens. J. Exp. Med. 199:567–79

104. Hoeffel G, Ripoche AC, Matheoud D, Nascimbeni M, Escriou N, et al. 2007. Antigen crosspresentation
by human plasmacytoid dendritic cells. Immunity 27:481–92

180 Reizis et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
63

-1
83

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH07-Reizis ARI 14 February 2011 13:42

105. Moseman EA, Liang X, Dawson AJ, Panoskaltsis-Mortari A, Krieg AM, et al. 2004. Human plasma-
cytoid dendritic cells activated by CpG oligodeoxynucleotides induce the generation of CD4+CD25+

regulatory T cells. J. Immunol. 173:4433–42
106. Ito T, Yang M, Wang YH, Lande R, Gregorio J, et al. 2007. Plasmacytoid dendritic cells prime IL-10-

producing T regulatory cells by inducible costimulator ligand. J. Exp. Med. 204:105–15
107. Martin-Gayo E, Sierra-Filardi E, Corbi AL, Toribio ML. 2010. Plasmacytoid dendritic cells resident in

human thymus drive natural Treg cell development. Blood 115:5366–75
108. Sharma MD, Baban B, Chandler P, Hou DY, Singh N, et al. 2007. Plasmacytoid dendritic cells from

mouse tumor-draining lymph nodes directly activate mature Tregs via indoleamine 2,3-dioxygenase.
J. Clin. Investig. 117:2570–82

109. Ochando JC, Homma C, Yang Y, Hidalgo A, Garin A, et al. 2006. Alloantigen-presenting plasmacytoid
dendritic cells mediate tolerance to vascularized grafts. Nat. Immunol. 7:652–62
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Abstract

Receptors of the innate immune system recognize conserved micro-
bial features and provide key signals that initiate immune responses.
Multiple transmembrane and cytosolic receptors have evolved to rec-
ognize RNA and DNA, including members of the Toll-like receptor
and RIG-I-like receptor families and several DNA sensors. This strat-
egy enables recognition of a broad range of pathogens; however, in some
cases, this benefit is weighed against the cost of potential self recogni-
tion. Recognition of self nucleic acids by the innate immune system
contributes to the pathology associated with several autoimmune or
autoinflammatory diseases. In this review, we highlight our current un-
derstanding of nucleic acid sensing by innate immune receptors and
discuss the regulatory mechanisms that normally prevent inappropriate
responses to self.
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PRR: pattern-
recognition receptor

TLR: Toll-like
receptor

LRR: leucine-rich
repeat

INTRODUCTION

Nucleic Acids as a Signature
of Microbial Infection

Over the past 10 years, our understanding of
how infectious microbes are initially recog-
nized by the innate immune system has grown
considerably (1, 2). The general theme that has
emerged from this effort is that the innate im-
mune system utilizes receptors with fixed speci-
ficities, often referred to as pattern-recognition
receptors (PRRs), to recognize conserved fea-
tures of microbes (3). In principle, this strategy
allows a finite set of receptors to recognize
an enormous diversity of potential pathogens.
For the most part, the microbial features
recognized by innate receptors are common
to broad classes of microbes and represent
molecules that are unequivocally foreign to the
host. One clear exception to this generalization
is the recognition of nucleic acids by innate
receptors. Because nucleic acids are common
to pathogen and host, these receptors have the
potential to respond to self ligands. Nonethe-
less, this strategy is used by multiple families of
innate immune receptors, and the recognition
of nucleic acids has been linked to several
different signaling pathways with distinct
outcomes for the host response to infection.

The risk of self recognition by innate im-
mune receptors makes the use of nucleic acids
to detect potential pathogens a curious strat-
egy with potentially adverse consequences for
the host. Recognition of self nucleic acids by
innate immune receptors has been linked to
several autoimmune and autoinflammatory dis-
orders. The potentially negative consequences
are presumably outweighed by the benefit of
reliable microbial recognition. Innate immune
detection of viruses, in particular, appears to
rely almost exclusively on recognition of vi-
ral nucleic acids. Indeed, nucleic acids may be
one of the few viral features suitable for innate
immune recognition; that is, nucleic acids are
shared by all viruses and not easily mutated to
avoid recognition. Nucleic acid ligands of other
pathogen classes can also be recognized by
innate receptors.

In this review, we discuss the functions of
the known innate receptors involved in nucleic
acid recognition and the role played by each
in the host response to infection. In addition,
we discuss the regulation of these recognition
systems, with particular focus on how the host
avoids recognition of self nucleic acids.

Innate Receptors Involved
in Nucleic Acid Recognition

PRRs involved in nucleic acid recognition
can be broadly divided into two groups based
on cellular localization. Several members of
the Toll-like receptor (TLR) family monitor
the contents of endolysosomal compartments,
whereas a collection of cytosolic recep-
tors detects nucleic acids in the cytoplasm.
Collectively, the receptors in each cellular
compartment can recognize multiple forms of
nucleic acid: single-stranded (ss) and double-
stranded (ds) DNA and RNA. In some of these
cases, the precise molecular features targeted
by the innate immune system are still being
defined (see sections below). Nevertheless,
receptors with specificity for different forms
of genetic material exist within the transmem-
brane and cytosolic receptor families. This
strategy enables the recognition of essentially
any pathogen, provided pathogen-derived nu-
cleic acids are accessible. Conceptually, these
two groups are often viewed as parallel systems
differing only in their compartments, although
there is now considerable evidence that expres-
sion, signaling, and regulation of the two groups
are quite distinct. We first introduce the main
receptors within these groups and discuss their
general function within the innate immune
system. A more detailed discussion of specific
receptors, their regulation, and the conceptual
and functional differences between receptor
families follows in other sections of this review.

The TLRs are a family of transmembrane
receptors (10 in human, 12 in mouse) consist-
ing of an extracellular domain with multiple
leucine-rich repeats (LRRs) linked by a trans-
membrane domain to a conserved cytosolic sig-
naling domain called the Toll/IL-1 receptor

186 Barbalat et al.
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DC: dendritic cell

Plasmacytoid DC
(pDC): a subset of
dendritic cells
characterized by the
ability to produce large
amounts of type I IFN
in response to TLR7
and TLR9 ligands

Type I interferons
(IFNs): a family of
genes encoding
cytokines with potent
antiviral properties.
The type I IFNs
consist of multiple Ifna
genes and a single Ifnb
gene

RLR: RIG-I-like
receptor

homology (TIR) domain (1). Four TLR family
members have been implicated in nucleic acid
recognition: TLR3, TLR7, TLR8, and TLR9.
These receptors are localized to endosomes and
lysosomes, where they monitor the lumen of
these compartments for nucleic acids derived
from or associated with internalized cargo. As
discussed in greater detail below, this localiza-
tion appears to be a key aspect of regulating
self/nonself discrimination by these receptors.

The TLRs involved in nucleic acid recog-
nition are expressed in various immunologi-
cally relevant cell types, including dendritic
cells (DCs), macrophages, and B cells (4). In
these cells, TLRs link nucleic acid recognition
to production of cytokines, induction of an-
timicrobial effectors, and upregulation of MHC
and costimulatory molecules. In general, these
downstream effects contribute to the innate im-
mune response as well as facilitate induction
of adaptive immunity. DCs are particularly im-
portant for both of these aspects of TLR func-
tion, so it is notable that the TLRs involved
in nucleic acid recognition are differentially ex-
pressed among subsets of DCs. For example,
plasmacytoid DCs (pDCs), a subset of DCs in-
volved in antiviral immunity, express TLR7 and
TLR9 but not TLR3 or TLR8 (5, 6). TLR7 and
TLR9 expression in pDCs is highly related to
their role in antiviral defense, as pDCs produce
large amounts of type I interferons (IFNs) when
activated by TLR7 or TLR9 ligands. Type I
IFNs are a family of cytokines with potent an-
tiviral activity (7, 8). In other cell types, TLR7
and TLR9 activation generally does not lead to
type I IFN production, but instead favors cy-
tokines such as IL-12, IL-6, and TNF-α.

The cytosolic PRRs are more varied in their
composition as well as their signaling. Various
forms of viral RNA are recognized by a family
of helicase domain–containing proteins called
RIG-I-like receptors (RLRs) (7). An analogous
family of receptors responds to cytosolic DNA,
although the molecular identification of these
proteins has been more difficult and in some
cases controversial (9). Although the signaling
pathways from these two families appear to
have some differences, both converge on the

transcription factor IRF3 (IFN regulatory
factor 3) and potently induce type I IFN
production in all cell types (9). In addition
to these related signaling pathways, cytosolic
DNA activates a multiprotein complex called
the inflammasome. Inflammasome activation
is conceptually distinct from the other innate
pathways described above; activation results in
processing of caspase-1, a protease required for
cleavage (and eventual secretion) of pro-IL-1
and other inflammatory cytokines (10).

One challenge in dissecting the function of
the innate receptors involved in nucleic acid
recognition is the fact that any given pathogen
is likely to be recognized by multiple recep-
tors. This redundancy can complicate analysis
of cells or mice lacking individual receptors or
signaling components. Despite the overlapping
recognition of certain nucleic acid ligands by
TLRs and cytosolic PRRs, though, it is impor-
tant to recognize that certain aspects of these re-
ceptor families are conceptually quite distinct.
For instance, TLR-mediated recognition does
not require infection of a cell, which enables
TLR-expressing cells of the innate immune sys-
tem to respond to pathogens in the absence of
the manipulation that often occurs in infected
cells. In contrast, cytosolic PRRs detect nucleic
acids that reach the cytosol, which typically in-
dicates that the cell has been infected. Cytosolic
PRRs are expressed much more broadly than
TLRs and appear to function as general, cell-
autonomous sensors of infection. Collectively,
these two groups of PRRs facilitate recognition
of pathogen-derived nucleic acids in the multi-
ple contexts associated with infection.

NUCLEIC ACID RECOGNITION
BY TOLL-LIKE RECEPTORS

Ligand Specificity and
Microbial Recognition

The nucleic acid–sensing TLRs represent a dis-
tinct subfamily of receptors in terms of se-
quence similarity, shared specificity for nucleic
acids, and unique localization to endosomal
compartments of the cell. Unlike other TLR

www.annualreviews.org • Nucleic Acid Recognition 187
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family members, the nucleic acid–sensing sub-
family has poor intrinsic ability to discriminate
between host- and pathogen-derived ligands.
As is discussed in the following sections, alter-
native mechanisms have evolved to determine
the origin of ligands in the absence of a molec-
ular determinant.

Like all TLR family members, ligand
binding occurs in the luminal ectodomain,
composed of 21–27 LRRs that form a
horseshoe-shaped solenoid and N-terminal and
C-terminal caps, which are required for protein
folding because they protect the hydrophobic

solenoid core (11). Whereas TLR7, TLR8,
and TLR9 recognize nucleic acid ligands with
a certain degree of sequence selectivity, TLR3
recognition of dsRNA is largely sequence inde-
pendent. TLR3 was the first TLR ectodomain
to be crystallized and remains the only nucleic
acid–sensing TLR for which the atomic
structure has been determined (12–15). These
studies indicate that ligand binding occurs on
the lateral face of the solenoid, sandwiching
the ligand between the TLR homodimers
(Figure 1a). Sequence comparisons sug-
gest that TLR7, TLR8, and TLR9 contain

Cleaved
TLR9

c

TLR3
dimer

dsRNA

TLR3 ligand–
binding sites

a b

N terminus

C terminus

N terminusC termini

Figure 1
Structural motifs that mediate interaction between nucleic acid–sensing TLRs and their cognate ligands. (a) TLR3 dimer ( green, only
ectodomain shown) in complex with dsRNA (blue). (b) Two regions of the TLR3 ectodomain make contact with dsRNA. Site-directed
mutagenesis has revealed an essential role for the residues His39, His60, and His108 in the N terminus and Asn541 and His539 in the C
terminus (residues indicated in magenta). Structures adapted from Liu et al. (14) [coordinates from the RCSB Protein Data Bank,
(PDB) ID: 3CIY]. (c) Modeled structure of the cleaved form of the TLR9 ectodomain. Structure was generated by transposing the
TLR9 coordinates on the structure of TLR3 from Choe et al. (12) (PDB ID: 1ZIW). Predicted residues involved in DNA binding are
shown in yellow (193).
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ODN:
oligodeoxynucleotides

Systemic lupus
erythematosus
(SLE): a clinically
heterogeneous
autoimmune disease
associated with high
titers of autoantibodies
specific for
nucleoproteins, DNA,
and RNA. These
autoantibodies in
complex with self
nucleic acid stimulate
TLRs and induce
immune-mediated
tissue inflammation
and damage

hydrophobic or basic amino acids correspond-
ing to those identified for TLR3, and it is
predicted that ligand binding occurs via a
similar mechanism. In the following sections,
we review the ligand specificity of each of the
nucleic acid–sensing TLRs based on studies
with synthetic ligands and microbes.

TLR9. The observation that bacterial DNA
could elicit inflammatory cytokines and leuko-
cyte proliferation was made before the discov-
ery of the PRR families (16, 17). Subsequently,
TLR9 was identified as the receptor that
recognizes nonmethylated cytosine-guanosine
(CpG) motifs in DNA (18). Although the stim-
ulatory capacity of CpG motifs was originally
discovered in the context of bacterial DNA,
the immune system’s detection of these mo-
tifs also enables it to recognize many viruses
(19). Furthermore, TLR9’s preference for non-
methylated CpG motifs reduces the likelihood
that TLR9 will recognize self-DNA, given that
nonmethylated motifs are underrepresented in
mammalian genomes compared with bacterial
genomes. Despite the suppression of stimula-
tory motifs, however, mammalian genomes can
still stimulate TLR9 in certain contexts, which
suggests that additional mechanisms must con-
tribute to self/nonself discrimination.

Because TLR9 and TLR7 are potential tar-
gets for vaccination and control of autoimmune
diseases, the rules governing their ligand speci-
ficity have been the focus of much research.
Distinct classes of stimulatory oligodeoxynu-
cleotides (ODN) have been defined based on
their differential capacity to stimulate DCs or
B cells (20, 21). Class A (CpG-A) ODN are
composed of a natural phosphodiester back-
bone with nuclease resistant phosphorothioate
5′ and 3′ ends, as well as a poly-G tail. The poly-
G tail leads to aggregation of ODN into large
complexes, a process that is thought to enhance
uptake by macrophages and DCs but to inter-
fere with B cell activation. CpG-A ODN are
notable in their ability to induce large amounts
of type I IFN from pDCs. Class B (CpG-B)
ODN consist entirely of a stabilized phospho-
rothioate backbone without a poly-G tail and

induce potent B cell activation. CpG-A and
CpG-B ODN can elicit inflammatory cytokines
from macrophages and DCs, although CpG-B
ODN are typically more potent in this regard
(21). Swapping the CG motif for GC results
in an ODN that binds TLR9 but inhibits acti-
vation of the receptor. Independent inhibitory
sequences have also been identified for TLR7
and TLR9, and the ability of these inhibitory
ODN to prevent TLR7 and TLR9 activation
is being tested in the context of autoimmune
diseases such as systemic lupus erythematosus
(SLE) (22).

Although the precise mechanisms respon-
sible for the different properties of each ODN
class remain unknown, uptake and intracellular
trafficking are thought to play a major role.
The stimulatory capacity of a given ODN
is also influenced by the sequence flanking
the CG motif. Notably, many of the rules
regarding specificity were defined using ODN
with a phosphorothioate backbone. Whereas
the CpG motif is absolutely required for recog-
nition in the context of the phosphorothioate
backbone, non-CG motifs within a phospho-
diester backbone can elicit TLR9 responses in
some circumstances. These data have led to the
suggestion that the phosphodiester backbone
itself may be the feature recognized directly by
TLR9, although certain bases and/or modifica-
tions may favor higher affinity interactions (23).
While defining these rules regarding TLR9
activation has been extremely fruitful in the
development of therapeutics targeting these
receptors, how well they apply to the detection
of pathogens is unknown. If TLR9 recognition
of pathogen DNA also favors certain motifs,
then pathogens are likely to be under strong
selective pressure to lose such motifs from
their genome. Nevertheless, this area of
investigation has received little attention.

The clearest evidence for TLR9 detection
of viral DNA comes from in vitro experiments.
It has been more difficult to demonstrate the
importance of this receptor using in vivo in-
fection models, possibly owing to redundancy
with cytosolic detection pathways. Regardless,
TLR9 has been shown to play an important
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Conventional DC
(cDC): refers
collectively to the
non-pDC subsets of
DCs. This designation
is typically used to
distinguish between
DCs that produce type
I IFN in response to
TLR7 and TLR9
ligands (pDCs) and
those DCs that do not
(cDCs)

Cytosolic sensors:
proteins localized in
the cytosol of host
cells that detect DNA,
RNA, or other
conserved microbial
features

role in detecting murine cytomegalovirus
(MCMV), especially within pDCs (24–26).
Herpes simplex virus (HSV)-1 and HSV-2 (27,
28), human papilloma virus, and adenovirus
(29) induce TLR9-dependent DC activation
in vitro. Although the in vivo response to these
viruses is MyD88-dependent, TLR9 knockouts
do not have a major defect in viral clearance,
indicating redundancy with other TLRs, IL-1
receptor family members, or possibly cytosolic
sensing pathways (30, 31).

TLR7 and TLR8. Sequence comparisons
across vertebrate TLRs indicate that TLR7
and TLR8 are the most closely related of
the nucleic acid–sensing TLRs and are more
similar to TLR9 than to TLR3 (32). TLR7
and TLR8 share a general specificity for
guanosine/uridine-rich ssRNA and the small,
synthetic antiviral compounds called imidazo-
quinolines (33–36).

In humans, remiquimod can stimulate
TLR7 and TLR8, yet the related imidazo-
quinoline, imiquimod, only activates TLR7,
demonstrating that there are differences in
ligand specificity between the receptors (37).
TLR7 activation in response to small RNAs
requires uridine motifs, whereas guanosine
residues can be exchanged for cytosine without
affecting cytokine production (38). A study us-
ing human peripheral blood monocytes showed
that a uridine-rich tetramer is the minimum
sequence required to elicit TLR7 and TLR8
responses. However, type I IFN production
by TLR7 (pDCs) is preferentially induced by
GU-rich sequences (e.g., UUGU, GUUC),
whereas AU-rich sequences (e.g., AUUU,
UAUC) induce TNF responses from TLR8-
expressing monocytes (39). Thus, in humans
TLR7 and TLR8 recognize distinct sequence
motifs in ssRNA.

In mice, it is not clear whether the tlr8
gene encodes a functional receptor. While
TLR8 mRNA and protein are detected in
mouse tissues, genetic deficiency in TLR7 is
sufficient to eliminate responses to synthetic
ligands and viral infection (33–36). Recently,
a report identified a 5–amino acid region,

absent in murine TLR8 but present in all
other species analyzed, that may account for
the observed inactivity (40). However, two
independent studies have shown a MyD88-
dependent, TLR7- and TLR9-independent
response to stimulation with a combination of
imidazoquinoline and poly(dT) ODN (39, 41).
Although this response has been attributed
to TLR8, studies using TLR8-deficient mice
are the definitive test of the function of this
receptor in mice. Regardless, the specificities of
TLR7 and TLR8, and therefore the functions
of these receptors, appear to have diverged
between humans and mice.

Although differences in ligand specificity
may translate into distinct functional roles for
TLR7 and TLR8, the nonoverlapping expres-
sion of these receptors in human cells may
be a greater determinant of differential func-
tion. Whereas TLR7 and TLR9 are exclu-
sively expressed in pDCs, TLR8 is expressed
more broadly in macrophages and conventional
DCs (cDCs) (5, 6). In contrast, TLR7 and
TLR9 are expressed in macrophages and multi-
ple DC subsets in mice. This differential expres-
sion likely explains the distinct cytokine pro-
files induced by TLR7 and TLR8 ligands in
human cells (39). This overlapping expression
may have obviated the need for TLR8 in mouse
immunity, such that an inactivating mutation
in the receptor did not impart a significant
disadvantage.

TLR7 has been implicated in the recogni-
tion of many RNA viruses as well as several
bacteria. pDCs from TLR7-deficient mice are
unable to respond to vesicular stomatitis virus,
influenza, or HIV-1 (33, 35, 36). For certain
viruses, TLR7-dependent activation of pDCs
requires infection with live virus as well as func-
tional autophagic machinery, suggesting that
viral particles are delivered from the cytosol
to TLR7-containing compartments (42, 43).
These data are consistent with the observation
that cytosolic sensors of RNA and DNA are
not functional within pDCs. TLR7-mediated
recognition of bacterial RNA is much less
documented. Nevertheless, TLR7 plays a role
in the detection of group B streptococcus.
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Interestingly, TLR7 induces type I IFN
production in infected cDCs but not in
macrophages or pDCs. In contrast, Listeria
monocytogenes and group A streptococcus
are primarily detected by cytosolic sensing
pathways owing to their ability to escape
from phagosomes. Avirulent strains of these
pathogens that remain in the phagosome do
activate TLRs (44). Why cDCs but not other
cell types can recognize bacterial RNA in
phagosomes remains unclear. Most studies
examining bacterial recognition have utilized
macrophages, so it remains to be seen whether
RNA (or DNA) from other phagosome-
resident pathogens can be recognized within
cDCs.

TLR3. TLR3 was the first TLR implicated
in the sensing of viral nucleic acids (45). It
binds dsRNA without a high degree of sequence
specificity, although a minimum length of 40
base pairs is required for TLR3 responsiveness,
with affinity increasing in proportion to dsRNA
length (46). TLR3 also recognizes the syn-
thetic RNA analogs polyinosine-polycytidylic
acid [poly(I:C)] and polyuridine [poly(U)] (45).
Structural studies of the TLR3 ectodomain
bound to dsRNA indicate that there are two
putative ligand-binding sites: one on the lower
lateral face within LRR19–LRR21 and another
containing a series of histidine residues (His39,
His60, and His108) within LRR1–LRR3 that can
play redundant roles, as mutating all three is
required to block signaling (14, 15, 46). Inter-
estingly, mutational analysis of the TLR9 N
terminus indicates that an analogous positively
charged region of this receptor may also be re-
quired for TLR9 activation (47).

Somewhat surprisingly, TLR3 is not ex-
pressed by pDCs (5, 6). Expression on
macrophages and several DC subsets has led
to the hypothesis that TLR3 may not only me-
diate direct recognition of dsRNA within viral
particles, but may also enable detection of vi-
ral nucleic acids within infected, apoptotic cells
after phagocytosis (48). This strategy may al-
low detection of a much broader collection of
viruses, as dsRNA is a common intermediate

in the replication of RNA viruses and often re-
sults from transcription of overlapping reading
frames within DNA viruses. Therefore, TLR3
may act as a more general sensor of viral infec-
tion in addition to a sensor for dsRNA viruses.

Consistent with this hypothesis, TLR3 has
been implicated in the host response to ss-
RNA, dsRNA, and DNA viruses. TLR3-
deficient mice mount impaired responses to en-
cephalomyocarditis virus (49), West Nile virus
(50), Semliki Forest virus (48), and MCMV
(24). The precise role for TLR3 in the im-
mune response to West Nile virus, a ssRNA
flavivirus, is somewhat controversial, although
TLR3 recognition of virus clearly occurs dur-
ing infection (50, 51). Both studies examining
this issue found increased viral titers in the pe-
ripheral tissues of TLR3-deficient mice rela-
tive to wild-type controls. However, in one
study TLR3-deficient mice had much reduced
mortality due to reduced inflammation and
blood-brain barrier leakage (51), whereas an-
other study did not observe such protection
(50). These differing results may be due to dif-
ferences in the viral stocks used for infection
or other details of each specific study. Stud-
ies of human patients also support a broad role
for TLR3 in antiviral host defense. Individuals
with loss-of-function mutations in TLR3 suf-
fer from HSV-1 encephalitis (52). This disease
has also been linked to patients with mutations
in unc93b1, a gene required for proper localiza-
tion of TLR3, TLR7, TLR8, and TLR9 (see
discussion below) (53).

Induction of Type I IFN by Nucleic
Acid–Sensing TLRs

The nucleic acid–sensing TLRs recognize lig-
ands and initiate signal transduction within en-
dolysosomal compartments. Only two of the
four TIR-containing signaling adaptors are
used by these receptors: TLR7, TLR8, and
TLR9 signal through MyD88, whereas TLR3
signals through TRIF (TIR domain–containing
adapter inducing IFN-β). These adaptors re-
cruit multiprotein signaling complexes and ul-
timately lead to the production of cytokines as
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well as the induction of many genes important
for the initiation of the immune response. The
signaling networks responsible for these effects
are not the focus of this article and have been
discussed in detail in several recent reviews (1).
Instead, we briefly discuss how TLR3, TLR7,
TLR8, and TLR9 induce type I IFN produc-
tion, as this link is critical for their role in an-
tiviral immunity.

There are two major pathways of TLR-
dependent type I IFN production in response
to nucleic acids (7). The first involves TLR3-
dependent activation of IRF3 and occurs in
cDCs and macrophages. TLR3 activation in the
endolysosome induces association with TRIF,
which serves as a platform for a multiprotein
complex that includes TRAF3 (TNF receptor–
associated factor 3). TRAF3 induces TANK
(TRAF family member–associated NF-κB
activator)-binding kinase 1 (TBK1) and IKKi
(inhibitor of NF-κB kinase, also referred to as
IKKε) dimerization (54, 55). The TBK1/IKKi
complex is responsible for phosphorylation of
IRF3 (56, 57), which then translocates to the
nucleus and initiates transcription of the Ifnb
gene. Notably, this TRIF-dependent pathway
is also activated by TLR4.

The second pathway of type I IFN in-
duction involves TLR7- or TLR9-dependent
activation of IRF7. The mechanism of IRF7
activation is quite distinct from the aforemen-
tioned TRIF-dependent pathway, given that
TLR7 and TLR9 signal via MyD88. Although
the mechanistic details of signaling components
linking MyD88 to IRF7 are not completely de-
fined, considerable progress has been made in
recent years. Originally, investigators thought
this pathway only exists within pDCs, as these
cells are unique in their ability to produce large
amounts of type I IFN, especially IFN-α, in
response to TLR7 and TLR9 activation. pDCs
do express high levels of IRF7 and appear to
have distinct wiring that links MyD88 to IRF7
(58, 59). However, recent work suggests that,
although certain specialized features of pDCs
may favor type I IFN production, the ability to
link TLR7 and/or TLR9 activation to type I
IFN production is shared by other DC subsets

as well as by macrophages (60). The outcome
of TLR7/9 activation appears to rely on the
subcellular compartment from which signaling
is initiated. Macrophages or cDCs in which
stimulatory ODN are artificially retained
in early endosomes produce type I IFN,
whereas lysosome-initiated signaling induces
inflammatory cytokine production but not
type I IFN (60). Typically, the latter outcome
is favored in cDCs and macrophages, whereas
the former is favored in pDCs. How these
compartments are established and maintained
is poorly understood.

Localization and Trafficking of
Nucleic Acid–Sensing TLRs

Before the identification of TLRs, investiga-
tors’ observation that inhibition of endosomal
maturation blocked responses to immunostim-
ulatory nucleic acids suggested that the rel-
evant receptors were localized intracellularly
(61). Subsequent analysis verified that nucleic
acid–sensing TLRs were not detectable at the
cell surface but instead resided within internal
compartments. Using immunofluorescence mi-
croscopy, several groups could demonstrate in-
tracellular receptors but were unable to detect
TLR9 on endosomes. Instead, most if not all of
the receptor appeared to be localized to the en-
doplasmic reticulum (ER), an observation that
was difficult to reconcile with recognition of nu-
cleic acid released from microbes within phago-
somes (62, 63). Even more unusual was the find-
ing that upon stimulation TLR9 appeared to
bypass the Golgi and translocate directly from
the ER to endosomes. As is discussed below,
this confusion in the field seems to have been
resolved by the identification of a proteolytic
fragment of the receptor that is only present in
endolysosomal compartments (64). Analysis of
TLR9 glycosylation indicates that the cleaved
form of TLR9 as well as a small amount of the
full-length receptor traffic through the Golgi
apparatus en route to the endolysosome (64,
65). We have observed similar trafficking and
localization for TLR3 and TLR7 (S.E. Ewald
and G.M. Barton, unpublished observations).
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An important step toward understanding the
mechanisms responsible for the distinct traf-
ficking and localization of nucleic acid–sensing
TLRs has been the identification of Unc93b1
as an ER-resident protein necessary for TLR3,
TLR7, and TLR9 function. In a forward ge-
netic screen, Beutler’s group generated mice
with a point mutation in the ninth membrane-
spanning region of this twelve-pass transmem-
brane protein (66). Unc93b1 appears to control
exit of TLR3, TLR7, and TLR9 from the ER.
The Unc93b1 point mutant cannot exit the ER,
and overexpression of wild-type Unc93b1 leads
to increased trafficking of TLR7 and TLR9
to endosomes (64, 67, 68). Although the pre-
cise mechanism through which Unc93b1 con-
trols TLR trafficking is not clear, it may act
as a chaperone in the ER or mediate tran-
sit through the secretory pathway, as Unc93b1
colocalizes with TLR7, TLR9, and nucleic acid
ligands (67). Recently, an asparagine residue
(Asp34) was identified in the N-terminal cy-
toplasmic tail of Unc93b1 that is required for
a bias toward TLR9 activation at the expense
of TLR7 activation (75). The mechanisms
behind these differential responses are not
clear.

Studies using chimeric receptors, gener-
ated by swapping domains of the nucleic acid–
sensing TLRs for those of surface-localized
proteins (e.g., TLR4, CD4, CD25), have re-
vealed an important role for the transmembrane
domain in controlling TLR7 and TLR9 lo-
calization (69–72). By contrast, TLR3 appears
to depend on the linker region between the
transmembrane and TIR domains for proper
localization (72, 73). Additionally, there is ev-
idence that TLR9 may first traffic to the cell
surface before being internalized into endolyso-
somal compartments. Mutation of a tyrosine-
based internalization motif in the cytosolic tail
of TLR9 results in receptor stabilization at the
cell surface (65, 74). Although it is not en-
tirely clear how the structural motifs in these
TLRs relate to regulation by Unc93b1, recent
work indicates that the TLR3 and TLR9 trans-
membrane domains are required for interaction
with Unc93b1 (67). The reciprocal motifs in

Unc93b1 that mediate this interaction have not
been defined.

Receptor Proteolysis Limits
Nucleic Acid Recognition by TLRs
to Endolysosomes

Recent work has made apparent that the activa-
tion of TLR9 and possibly of the other nucleic
acid–sensing TLRs requires receptor proteol-
ysis in the endolysosome. Three groups have
independently shown that, when TLR9 reaches
endolysosomal compartments, the N terminus
of TLR9 is removed by acid-dependent
proteases. The resulting cleaved receptor
consists of roughly half the ectodomain, the
membrane-spanning region, and the cytosolic
domain (64, 76, 77). The cleaved form of
TLR9 is functional: It can bind DNA directly,
it is the exclusive form of the receptor that
associates with the signaling adaptor MyD88,
and it co-elutes with MyD88 from stimulated
cell lysates (78, 79). Furthermore, expression
of a precleaved form of TLR9 complements
TLR9-deficient cells (79, 80). This finding is
particularly compelling because it suggests that
the nucleic acid–sensing TLRs have evolved a
mechanism to absolutely limit their activation
to intracellular compartments. This mechanism
may be particularly important in light of the
observation that TLR9 may pass through the
cell surface before reaching the endolysosome
(65). Coupling TLR9 activation to processing
that occurs only in the endolysosome by res-
ident proteases would prevent receptors from
responding to nucleic acids they encounter at
the cell surface (see discussion sections below).

Multiple proteases have been implicated in
TLR processing. In 2008, a study from the
Miyake group traced a defect in TLR9 and
TLR7 signaling in Baf/3 cells to a deficiency
in cathepsin (cts) B and ctsL (81). A subsequent
study reported that TLR9 activation is defective
in ctsK-deficient DCs and that blocking ctsK
activity ameliorates autoimmune inflammation
in a TLR9-dependent manner (82). How-
ever, several groups have reported that TLR9
proteolysis is unaffected in ctsB-, ctsL-, or
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ctsK-deficient macrophages and DCs. Only
treatment with pan-cathepsin inhibitors ap-
pears to have a significant effect on processing
(64, 76). Although initial reports have suggested
that cathepsins are responsible for TLR9 pro-
cessing in macrophages, a subsequent publica-
tion identified asparagine endopeptidase (AEP)
as a key protease required for TLR9 process-
ing in DCs (77). Given that the protease reper-
toire varies greatly between macrophage and
DC subsets, the proteases that cleave TLR9 are
likely to be somewhat specific to a given cell
type (83). However, AEP has been implicated
in the processing of procathepsins to their active
forms, suggesting that these two findings may
not be mutually exclusive (84). Allowing diverse
proteases to cleave TLR9 may ensure that the
receptor will be activated in multiple cell types
and throughout the endosomal system. Clearly,
future studies are necessary to work out the in-
tricacies of receptor processing in the cell types
that endogenously express TLR9 and the other
nucleic acid–sensing TLRs.

How processing, ligand binding, and dimer-
ization are coordinated to induce signal trans-
duction by the nucleic acid–sensing TLRs is still
unclear. Although the cleaved form of TLR9
has been shown to bind DNA, it is well es-
tablished that the full-length forms of TLR9
and TLR3 can directly bind their cognate lig-
ands (14, 63). At this point, the precise roles
played by the full-length receptor versus the
cleaved receptor during ligand recognition in
the cell is not entirely clear. An elegant study
from the Golenbock group used chemical cross-
linking to show that TLR9 mainly exists as
a homodimer that assembles in the ER (85).
Using TLR9 molecules bearing the N termi-
nus or the C terminus of split-GFP, the same
group showed that a membrane-proximal con-
formational change accompanies ligand bind-
ing and brings the TIR domains together (85).
These studies were completed before the obser-
vation that TLR9 is cleaved. Given that TLR9
cleavage is required for MyD88 recruitment,
the cleavage process likely participates in this
conformational change, although this possibil-
ity has not been tested directly.

CYTOSOLIC SENSORS
OF NUCLEIC ACIDS

Nucleic acid–sensing TLRs sample the lume-
nal contents of endolysosomal compartments
and respond to ligands released from degraded
microbes. Accordingly, TLRs enable the detec-
tion of viruses before productive infection of a
cell. A different family of receptors is required
to detect nucleic acids derived from microbes
that enter the cytosol. In the past few years,
several proteins involved in cytosolic nucleic
acid sensing have been described. These path-
ways are expressed in many more cell types than
those that express TLRs, which presumably en-
ables any cell to sense a cytosolic pathogen in a
cell-autonomous fashion. In the following sec-
tion, we review our knowledge of the nucleic
acid cytosolic sensors and their known ligand
specificity. (See Figure 2 for an overview of
the known pathways involved in this process.)

Recognition of RNA
by Cytosolic Receptors

After the identification of the nucleic acid–
sensing TLRs and their cognate ligands, in-
vestigators soon realized that another class of
receptors must exist. Although the response
to Poly(I:C) was reduced in TLR3-deficient
cells, it was not completely abrogated (45).
Subsequent studies from Reis e Sousa’s group
demonstrated that delivery of Poly(I:C) into the
cytosol of cells induced type I IFN in a TLR3-
independent manner (86). This observation led
to the identification of an entire family of re-
ceptors that are required for the sensing of viral
RNA products in the cytosol of infected cells.

RIG-I-like receptors. In a cDNA screen
to identify genes that enhance activation of
an IFN-β promoter in response to cytosolic
Poly(I:C), the Fujita lab cloned a gene, retinoic
acid inducible gene-I (RIG-I), which became
the founding member of the RLR family of
receptors (87). Interestingly, this initial RIG-I
clone encoded a protein truncated after the
two N-terminal caspase recruitment domains
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RIG-I

Proteolytic cleavage 

RIG-I only

Mitochondrion Peroxisome

ER

5’ triphosphate  RNA

Short Poly(I:C) Long Poly(I:C) DNA DNA

CARD RDHelicase
MDA5

CARD RDHelicase
AIM2

Pyrin HIND200

MAVS
CARDTM CARD TM

DAI

STING

DNA
sensor(s)

STING

Procaspase-1

Type I
IFN

Antiviral
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Type I IFN
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secretion

Caspase-1CARD
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Figure 2
Recognition of cytoplasmic RNA and DNA. A schematic of the known pathways involved in innate immune recognition of cytosolic
RNA and DNA. RIG-I and MDA5 (left) recognize different synthetic ligands. RIG-I recognizes short dsRNAs and RNAs with 5′
triphosphate ends, whereas MDA5 recognizes long dsRNA. Both receptors signal through the essential adapter MAVS, which localizes
to at least two distinct organelles: mitochondria and peroxisomes. When associated with mitochondria, MAVS leads to type I IFN
production; when peroxisome associated, MAVS leads to induction of a distinct set of antiviral genes. Signaling via RIG-I also requires
the membrane-bound protein STING. DAI and unidentified cytoplasmic receptor(s) recognize cytoplasmic DNA (middle). After
recognition, these DNA sensors require STING to induce type I IFNs. In addition, AIM2 can recognize cytoplasmic DNA (right).
AIM2 links recognition of DNA to activation of the inflammasome and caspase-1-dependent processing of IL-1β into its active form.
(Abbreviations: AIM2, absent in melanoma 2; CARD, caspase recruitment domain; DAI, DNA-dependent activator of IRFs;
MAVS, mitochondrial antiviral signaling; MDA5, melanoma differentiation–associated gene 5; RIG-I, retinoic acid-inducible gene I;
STING, stimulator of IFN gene.)

(CARDs) and was able to activate IRF3 in-
dependently of ligand. Full-length RIG-I also
contains a central DEAD box helicase/ATPase
domain whose ATPase function is necessary for
IRF3 activation, and a C-terminal regulatory
domain that prevents constitutive activation of
the protein.

The two other members of the RLR family
are MDA5 and LGP2. MDA5 has a domain
structure similar to RIG-I: N-terminal CARD
domains, a central DEAD box helicase/ATPase
domain, and a C-terminal regulatory domain
(88). Similar to RIG-I, MDA5 activates the
IRF3 pathway in response to Poly(I:C). In
contrast, LGP2 lacks the N-terminal CARD
domains necessary for IRF3 activation and

consists only of the central DEAD box he-
licase/ATPase domain and the C-terminal
domain (88). Lack of a CARD domain sug-
gests that LGP2 cannot induce downstream
signaling, and an initial report supported the
conclusion that LGP2 functions as a negative
regulator of the RIG-I/MDA5 pathways (88).
However, more recent work using LGP2-
deficient mice suggests that LGP2 acts as a
coreceptor for some RIG-I and MDA5 ligands
(89). These conflicting results are likely due
to the use of different ligands and different cell
types and to the difficulty with interpreting
protein overexpression data.

A recent report has implicated NOD2 in
the cytosolic sensing of ssRNA (90), which is
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surprising because NOD2 is also a sensor
of muramyldipeptide (MDP) derived from
peptidoglycan (91, 92). NOD2 induces a
classic proinflammatory signature in response
to MDP, but it also induces type I IFN in
response to ssRNA. NOD2 has an N-terminal
CARD domain, a central nucleotide-binding
domain, and a C-terminal LRR domain. The
double life of NOD2 raises several questions
relevant to other innate immune sensors. How
can one receptor recognize molecules with
such distinct molecular structures (such as
MDP and ssRNA)? Moreover, as discussed
in the previous section regarding TLR7 and
TLR9, how does recognition of distinct ligands
by the same receptor lead to such different
signaling pathways?

Protein kinase R (PKR) has also been impli-
cated in dsRNA recognition (93). The subse-
quent identification of RIG-I and MDA5, how-
ever, has raised questions regarding the role
PKR may play in dsRNA sensing. Little work
has been done to understand how PKR fits
within the framework of these newly discov-
ered RLRs, but a recent paper suggests that
PKR is necessary for stabilizing IFN-α/β tran-
scripts downstream of MDA5 signaling but not
of RIG-I signaling (94). This observation may
explain why PKR-deficient cells and animals re-
spond poorly to virus, but how PKR is activated
is still not understood. PKR contains a dsRNA-
binding domain, but whether it functions as a
PRR independently of RIG-I and MDA5 is still
unclear.

Little is known about how RIG-I, MDA5, or
NOD2 recognize RNA. Although none of the
proteins contain classic RNA-binding domains,
a substantial amount of work has defined which
domains of RIG-I are important for binding
RNA. Two reports have demonstrated that the
C-terminal regulatory domain of RIG-I, which
is necessary to prevent constitutive activation
(see discussion above), also binds RNA (95, 96).
The mechanism of RLR activation remains in-
complete, but a model has been proposed in
which the regulatory domain maintains RIG-I
in an inactive form until RNA is bound (97).
Upon binding RNA, a conformational change

occurs that frees the N-terminal CARD do-
mains and allows recruitment of downstream
adapters.

Ligand specificity of RLR proteins. The dis-
covery of RIG-I and MDA5 raised the central
question of how these receptors discriminate
between self- and nonself-RNA. Unlike en-
dolysosomes or phagosomes, the cytosol con-
tains many self-RNAs, which RIG-I and MDA5
must somehow ignore while retaining the abil-
ity to respond to pathogen-derived molecules.
Most of the studies in the field have used syn-
thetic ligands to define the ligand specificity of
RIG-I and MDA5. Although the use of such lig-
ands does not lead to better understanding of
host-pathogen interactions, it can address how
RIG-I and MDA5 can discriminate between
self- and nonself-RNAs.

When first characterized, RIG-I and
MDA5 were both implicated in recogni-
tion of Poly(I:C). With the generation of
gene-targeted mice, though, the roles of
these two receptors have been dissected with
more precision. Initial reports suggested that
MDA5, but not RIG-I, recognizes cytosolic
Poly(I:C) (98, 99), but a more recent report has
implicated both family members in Poly(I:C)
sensing (100). These conflicting results may be
explained by the observation that long (>2 kb)
polymers of Poly(I:C) are preferentially recog-
nized by MDA5, whereas smaller polymers (as
short as 70 bp) are recognized by RIG-I (100).
Thus, the preferential recognition of different
sizes of RNA may be an important functional
difference between RIG-I and MDA5, although
the relevance of these distinct specificities for
pathogen recognition remains unclear.

Another synthetic ligand recognized by
RIG-I is short, uncapped 5′-triphosphate
ssRNA (101, 102). Whereas host mRNAs
are capped with a 7-methyl-guanosine group,
many viral RNAs remain uncapped, provid-
ing a potential mechanism for self/nonself
discrimination by RIG-I. Recent work has sug-
gested that uncapped 5′-triphosphate ssRNAs
cannot activate RIG-I without small regions
of base pairing (103, 104). To explain these
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discrepancies, the more recent reports suggest
that T7 transcribed RNAs (which were used
in the earlier studies) contain a small amount
of dsRNA. Additional complications to under-
standing the requirements for RIG-I activation
are reports that short dsRNAs without 5′-
triphosphate can also activate RIG-I (96, 100).

In parallel with efforts to understand the
molecular mechanisms underlying RNA de-
tection by RIG-I and MDA5, attention has
been paid to the role these receptors play in
immunity to specific viral pathogens. Viruses
can generally be divided into three categories:
Those only recognized by RIG-I (flavivirus,
orthomyxovirus), those only recognized by
MDA5 (picornavirus), and those recognized by
both RIG-I and MDA5 (paramyxovirus, re-
ovirus, flavivirus) (98, 99, 105, 106). For many
of the viruses listed above, in vivo work has con-
firmed the importance of these receptors in host
defense (98, 99, 107–109). While functional in-
teractions between different families of viruses
and different receptors have been described, lit-
tle work has been done to understand why some
viruses activate certain receptors and not others.
The simplest explanation is that certain viruses
either lack the appropriate ligand for RIG-I
or MDA5 or have evolved evasion strategies
for specific RLR family members. Ultimately,
more comparative analysis is needed between
different viruses and different receptors to un-
derstand the nature of these specificities.

RLR accessory proteins. The initial experi-
ments that elucidated the function of the RLRs
used downstream events such as type I IFN pro-
duction or IRF3 activation as a proxy for RLR
activation. Although there is substantial over-
lap between the multiprotein complexes that
TLRs and RLRs used to activate IRF3 (e.g.,
TBK1, IKKi, and TRAF3) (54, 55, 57), as re-
viewed below, many of the proximal adapters
used by RLRs to activate IRF3 are unique to
the RLR family of receptors.

MAVS. MAVS (mitochondrial antiviral sig-
naling, also known as IPS-1, CARDIF, and
VISA) is an essential adapter that connects

RIG-I/MDA5/NOD2 activation with IRF3
phosphorylation. Identified by four different
groups simultaneously using a combination
of candidate gene approaches and cDNA
screening (110–113), MAVS contains an
N-terminal CARD domain that mediates its
association with RLRs and is essential for
activation of the IRF3 axis. In addition to a
CARD domain, MAVS contains a C-terminal
transmembrane domain that targets MAVS to
the mitochondrial outer membrane (112). This
mitochondrial localization is essential for cy-
tosolic MAVS to activate IRF3 (112). However,
the underlying mechanism for this localization
requirement remains unclear. To further com-
plicate matters, Dixit et al. (114) have recently
demonstrated that MAVS is also localized
to peroxisomes. Moreover, the subcellular
localization of MAVS appears to have func-
tional consequences: MAVS signaling from the
peroxisomes induces antiviral genes without
type I IFN, whereas MAVS signaling from
the mitochondria leads to production of type
I IFN (114). The mitochondrial response is
delayed compared with signaling from the per-
oxisome, suggesting that MAVS signaling from
distinct compartments may occur with distinct
kinetics. The mechanisms responsible for this
transcriptional specificity remain unclear.

Despite these recent breakthroughs, many
questions remain about the cell biology of
RLR signaling. Why does MAVS require
membrane association for signaling? RIG-I
and MDA5 are cytosolic, so why must the
downstream signaling events take place on
specific cellular organelles? One possibility
is that MAVS associates with other signaling
components that only localize to specific
organelles. However, it is difficult to reconcile
this model with the observation that MAVS can
signal from the cytosol after being artificially
dimerized (115). It will be important to exam-
ine whether additional intracellular receptors
require association with specific organelles to
organize signaling complexes. Currently, only
the nucleic acid–sensing intracellular receptors
seem to require this level of organization (see
below for DNA).
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TRIM25. TRIM25 (tripartite motif-
containing 25) is an E3 ligase that directly ubiq-
uitinates RIG-I (116). TRIM25-dependent
ubiquitination of RIG-I is necessary for
recruitment of MAVS and subsequent signal
transduction. Although these data could
suggest that ubiquitination of RIG-I is suf-
ficient to activate the IRF3 pathway, RIG-I
is ubiquitinated independently of activation,
indicating that additional steps are required to
initiate signaling. Thus, TRIM25-dependent
ubiquitination might serve to prime RIG-I
before it binds viral RNA.

STING. The transmembrane protein STING
(stimulator of IFN gene, also known as MITA
and ERIS) has also been implicated in the RLR
signaling pathway, although its precise role is
somewhat confusing (117–120). STING is re-
quired for maximal RIG-I signaling but not for
MDA5 signaling (117). These data are difficult
to reconcile with the observations that overex-
pression of MAVS leads to STING-dependent
IRF3 activation, yet MDA5 activation of IRF3
is MAVS-dependent but STING-independent
(117). Another confusing aspect of STING bi-
ology is its localization; several groups have
demonstrated that STING is ER resident, al-
though this finding is controversial (118). How-
ever, STING also has been shown to interact
with MAVS (120), which is primarily found
on the mitochondrial membrane (see above).
Why activation of the IRF3 axis requires sig-
naling across so many different organelles is
not understood, but understanding these re-
quirements may provide insight into antiviral
immunity.

EYA4. EYA4 (Eyes absent 4) is an enigmatic
protein involved in the RLR response (119).
Similar to other members of the EYA family
of proteins, EYA4 can enhance the type I
IFN response when overexpressed. EYA4 is
a phosphatase whose activity is required for
optimal type I IFN production; therefore,
identifying the targets of EYA4 will likely
provide important information about the RLR
signaling pathway.

Recognition of DNA
by Cytosolic Receptors

In 2006, the Medzhitov and Akira groups
demonstrated the existence of an additional
pathway of DNA recognition (121, 122). Al-
though no receptor for this pathway was iden-
tified in these initial studies, the two reports
demonstrated that a DNA sensor(s) in the cy-
toplasm of cells could lead to the activation of
the IRF3 pathway. Both groups demonstrated
that multiple sources of DNA could activate the
DNA sensor, but they each focused on different
DNA molecules. While the Akira group used a
long polymer of a poly(dA-dT) · poly(dT-dA)
DNA, the Medzhitov lab used a much smaller
(45 mer) dsDNA oligonucleotide (called im-
munostimulatory DNA, or ISD) that lacked
CpG motifs. Both ligands activate similar path-
ways in cells, but it is unclear if the same recep-
tors recognize both ligands.

To date, little is known about the specificity
of putative cytosolic DNA sensors for substrate
DNA molecules. As is discussed in the follow-
ing section, mice that lack DNaseII die from
an autoimmunity syndrome before birth, likely
because of the presence of self-DNA in the
cytosol. This observation suggests that DNA
sensor(s) cannot discriminate between self- and
nonself-DNA that gains access to the cytosol
(123). This lack of specificity is probably tol-
erated because the cytosolic compartment nor-
mally does not contain DNA.

Finally, it has been demonstrated that trans-
fected poly(dA-dT) can be transcribed by RNA
polymerase III (PolIII) to generate RNA lack-
ing a 5′ cap. This transcribed RNA can ac-
tivate a RIG-I-dependent cytosolic response
(125, 126). Although the role for PolIII in host
defense is not well understood, this pathway has
certainly made the analysis of the DNA sen-
sor(s) more complicated.

DNA sensor(s) and accessory proteins.
Many of the primary receptors and adapters for
the sensing of cytosolic RNA were discovered
relatively quickly, but the receptors for the
sensing of cytosolic DNA have remained
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controversial and elusive. Using a candidate
gene approach, the Taniguchi group identified
DAI (DNA-dependent activator of IRF), also
known as DLM-1 and ZBP1) as the putative
DNA sensor. In L929 cells, knocking down
DAI led to a decrease in type I IFN in response
to transfected dsDNA (127). Additionally, DAI
was shown to bind DNA and interact with the
key transcription factor IRF3. Although these
data certainly suggested that DAI is the DNA
sensor, subsequent analyses of mice lacking
DAI found no defect in the response to trans-
fected DNA in mouse embryonic fibroblasts or
in DCs (128). The lack of a phenotype suggests
either that DAI is not a DNA sensor or that
there is a functional redundancy in certain cell
types. More recent work by the Taniguchi
group has argued the latter point, showing that
many cell types possess multiple DNA sensors
(129).

The only gene product that is known to be
essential for the activation of the IRF3 path-
way in response to cytoplasmic DNA is STING
(130). Although STING is necessary for maxi-
mal RIG-I signaling, there is stronger evidence
for its role in sensing DNA (130). STING
is absolutely essential for type I IFN produc-
tion in response to cytosolic DNA. Precisely
how STING mediates signal transduction is
unknown. It is presumably not a sensor, as it
has not been shown to bind DNA and does
not contain an obvious DNA-binding domain.
STING has multiple transmembrane domains
that are necessary for its ability to activate the
IRF3 pathway, suggesting that it may be an
adapter or scaffold protein (117). Interestingly,
several groups have noted that STING translo-
cates from the ER to punctate perinuclear struc-
tures upon stimulation, yet the significance of
this translocation is not understood (117, 131).

Cyclic dinucleotides. Investigators have re-
cently shown that bacterial-derived cyclic dinu-
cleotides that enter the host cytosol activate cy-
tosolic innate receptors. These small molecules
are used by bacterial cells as secondary messen-
gers (132). Initial reports indicated that c-di-
GMP is immunostimulatory when injected into

mice (133) and that this immunostimulatory
activity depends on the delivery of c-di-GMP
to the cytosol of cells but is independent of all
known cytosolic-sensing pathways (134). The
relevance of cyclic dinucleotides as ligands for
innate sensors was unclear until quite recently,
when it was shown that secreted c-di-AMP
from Listeria monocytogenes activates a cystolic
immune surveillance program in infected cells
(135). Interestingly, many bacteria have been
reported to activate a type I IFN response upon
accessing the cytosol of eukaryotic cells (136).
It will be interesting to see if other bacteria
are sensed via the presence of various bacterial
cyclic dinucleotides in the cytosol of host cells.

Inflammasome activation by cytosolic
DNA. All of the cytosolic RNA- and DNA-
sensing pathways discussed thus far induce
type I IFN production, yet another nucleic
acid–sensing receptor was recently reported
that leads to a different cellular response—
activation of the inflammasome. The inflam-
masome cleaves pro-IL-1β to its active form
and induces a form of rapid cell death, termed
pyroptosis (10). For several years, activation
of the inflammasome was known to be in-
duced either by the presence of cytosolic flagella
that activate the IPAF/NAIP5 inflammasome
or by several forms of extracellular particles
that activate the NALP3 inflammasome (10). In
2008, the Tschopp group demonstrated the ex-
istence of an additional inflammasome respon-
sible for sensing cytosolic DNA (137). Using
various ligands, they have demonstrated that
the DNA-sensing inflammasome responds to
dsDNA more than 250 bp long (137). Although
the inflammasome DNA sensor responds to a
long polymer of poly(dA-dT) · poly(dT-dA), it
does not recognize the synthetic ISD ligand
(used previously by the Medzhitov group), sug-
gesting that the inflammasome DNA sensor has
an overlapping but unique specificity relative to
the DNA sensor(s). It remains unclear how the
decision is made to induce type I IFN or activate
the inflammasome.

Using a candidate gene approach, sev-
eral groups have identified AIM2 (absent in
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ANA: antinuclear
antibodies

melanoma 2) as the sensor that activates the
inflammasome upon the introduction of cy-
tosolic DNA (138–141). The two domains that
are important for AIM2 function (and that
were used to identify AIM2) are the HIN2000
DNA-binding domain and the pyrin domain
that interacts with the inflammasome adapter
protein ASC (apoptotic speck protein con-
taining a CARD). Whereas the role of AIM2
was first demonstrated by siRNA knockdown,
AIM2-deficient mice have recently been gener-
ated that are unable to activate the inflamma-
some in response to DNA (142–144). Little is
known about the specificity of AIM2. It seems
that AIM2 can recognize DNA in a sequence-
independent manner and that both bacterial
and viral DNA can activate AIM2 (144, 145).
This apparent lack of specificity is not surpris-
ing because host DNA is normally not found in
the cytoplasm of eukaryotic cells.

MECHANISMS OF SELF/NONSELF
DISCRIMINATION BY NUCLEIC
ACID RECEPTORS

Innate immune recognition of nucleic acids
plays an important role in the effective detec-
tion of pathogens, but this strategy introduces
the potential for self recognition leading to
autoimmune or autoinflammatory disorders.
Multiple regulatory mechanisms have evolved
to ensure that self/nonself discrimination oc-
curs reliably. Much of our understanding of this
regulation has been gained from the study of
gene-targeted mice or from the study of mouse
models of autoimmune diseases, especially
SLE. In particular, the MRL strain of mice
as well as an MRL strain lacking functional
Fas (MRL/lpr) develop SLE-like disease and
have served as valuable models for evaluating
the role of innate immune receptors in this
disease (146). In our discussion of self/nonself
discrimination by nucleic acid–specific recep-
tors, we emphasize regulation of TLR activity,
although similar regulatory mechanisms may
apply to cytosolic sensors and are likely to
emerge as our understanding of these pathways
increases.

One of the signatures of SLE that indicates
a break in tolerance to nucleic acids is the pres-
ence of antibodies with specificity for nucleic
acids or nucleic acid–associated proteins, of-
ten referred to as antinuclear antibodies (ANA)
based on their specificity for nuclear structures.
These antibodies are commonly used as an in-
dicator of SLE-like autoimmunity in mouse
models. TLR9 and TLR7 have been impli-
cated in the development of ANA against DNA
and RNA, respectively (147–151). Despite their
similarity in function and specificity, however,
TLR7 deficiency is protective on an MRL/lpr
background, whereas TLR9-deficient mice suf-
fer accelerated disease (148, 152). The reason
for this unexpected difference in the roles of
TLR7 and TLR9 remains unclear, although re-
cent work has demonstrated that the increased
pathology in TLR9-deficient mice still requires
TLR7 function (152). Future work will surely
focus on understanding the mechanism(s) be-
hind TLR9’s protective effects. Further evi-
dence for the primary role of TLR7 in SLE
pathology comes from the discovery that a du-
plication of the tlr7 gene is responsible for the
Y chromosome autoimmune accelerator (Yaa)
locus phenotype in various strains of mice (153–
155), and overexpression of TLR7 through
transgenesis is sufficient to induce SLE-like
disease (156).

As discussed in greater detail below, the
self nucleic acids that activate TLRs (or other
innate receptors) during autoimmune disease
are typically released from dead or dying cells.
TLR-mediated pathology is primarily driven
by activation of antigen-presenting cells (APCs)
such as DCs, macrophages, and B cells; these
cells express TLRs and can acquire nucleic acid
ligands, either by receptor-mediated uptake or
by endocytosis/phagocytosis. Recently, a type
I IFN signature has been described in SLE
patients as well as in mice with SLE-like dis-
ease (157, 158). Activation of pDCs via TLR7
and/or TLR9 contributes significantly to this
cytokine profile. The production of type I IFN
enhances many aspects of the immune response,
including B cell activation and the production
of autoantibodies (159). In addition, TLR
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Immune complexes
(ICs): antibody
molecules bound to
antigen. In this review,
we use this term to
refer to antibodies
bound to nucleic acids
or nucleic acid/protein
complexes

activation in macrophages and other DC
subsets induces production of inflammatory
cytokines such as TNF-α that can exacer-
bate disease. Thus, linking viral nucleic acid
recognition by innate receptors to induction
of type I IFN and inflammatory cytokines can
potentially amplify the risk of autoimmunity
associated with self nucleic acid recognition.

For an innate immune response against self
nucleic acids to occur, multiple checkpoints
must be overcome. These checkpoints collec-
tively function to establish a threshold for acti-
vation that ensures self/nonself discrimination.
One such checkpoint can be that the specificity
of innate receptors favors recognition of for-
eign nucleic acids. Second, mechanisms are in
place to reduce the levels of self ligands. Finally,
the accessibility of receptors is regulated by sub-
cellular compartmentalization. In the following
sections, we discuss examples of each of these
checkpoints, with particular emphasis on their
relevance to TLR activation.

The Nature of Self Nucleic
Acid Ligands

In principle, the simplest mechanism to avoid
self recognition is to target sequence motifs or
chemical modifications unique to microbes. For
TLR9, evidence suggests that such mechanisms
may reduce the likelihood of self-DNA recog-
nition. Unmethylated CpG DNA is a much
more potent activator of TLR9 than are methy-
lated motifs, and in mammalian genomes CpG
motifs are largely methylated (20). Such sup-
pression of stimulatory motifs in the genome
decreases the frequency of TLR9-activating
ligands, yet it is quite clear that the remain-
ing motifs are sufficient to activate TLR9 when
additional regulatory mechanisms fail. As dis-
cussed above, defining motif preferences for
TLR7 and TLR8 has been more difficult.
While certain sequences may be more likely to
activate TLR7, many self-RNAs appear capable
of stimulating the receptor. Thus, self/nonself
discrimination by TLR7 and TLR9 cannot
be assured simply based on the sequence of
ligands.

Despite the stimulatory potential inherent
to host DNA and RNA, these ligands are typ-
ically not accessible to TLRs. The topology
of TLRs requires ligands to be extracellular
or within vesicles whose lumen is topologically
equivalent to the extracellular space (i.e., en-
dosomes and lysosomes). Thus, for any TLR
to respond to self nucleic acid, DNA or RNA
must be released from a cell. Typically, release
of self nucleic acid only occurs during cell death,
although there are some interesting exceptions,
such as release of DNA “nets” by neutrophils,
which is not discussed here but has been else-
where (160, 161). Conceptually, necrosis is the
most likely form of cell death to result in release
of stimulatory self-DNA and -RNA. In addi-
tion, pyroptosis, a form of cell death that results
from inflammasome activation, can also lead to
nuclear content release. In contrast, apoptosis
leads to laddering of the genome and packaging
of cellular contents into apoptotic bodies, which
are typically noninflammatory. However, re-
cent evidence suggests that DNA from apop-
totic cells retains the ability to stimulate TLR9.
The average length of the DNA found in the
DNA:anti-DNA antibody immune complexes
(ICs) in the blood from lupus patients is simi-
lar to the size of DNA generated from cleaved
chromatin during apoptosis (162). Moreover,
repeated injection of apoptotic cells can lead to
autoantibody production, suggesting that apop-
totic cells can stimulate autoreactive B cells with
specificities for nuclear antigens (163). Perhaps
the strongest evidence that apoptotic nucleic
acids remain potential self ligands comes from
the observation that failure to clear apoptotic
cells in vivo is associated with several autoim-
mune disorders. As discussed in greater detail
below, apoptotic cells that are not efficiently
cleared can undergo secondary necrosis, which
also leads to release of self nucleic acids.

Mechanisms of Self Ligand Clearance

Most, if not all, self nucleic acid ligands asso-
ciated with innate immune activation during
autoimmunity originate from dying cells.
Accordingly, various regulatory mechanisms
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function to remove these stimulatory ligands
before they engage innate receptors.

Clearance of apoptotic cells is a key home-
ostatic process in all multicellular organ-
isms. Macrophages recognize features on apop-
totic cells and engulf them via phagocytosis.
The most well-characterized and evolutionarily
conserved “eat me” signal is phosphatidylser-
ine (PS), a component of the inner leaflet
of the plasma membrane that becomes ex-
posed in apoptotic cells (Figure 3). The known

secreted molecules that bind to PS and facili-
tate apoptotic cell uptake are MFG-E8, Gas6,
and Protein S (164). MFG-E8 binds αvβ3 in-
tegrins, which are found on phagocytic cells,
whereas Gas6 and Protein S bind the recep-
tor tyrosine kinase family members Tyro3, Axl,
and Mer (TAM receptors). A nonredundant
role for MFG-E8 has been demonstrated using
MFG-E8-deficient female mice that develop a
SLE-like autoimmune disease with ANA and
glomerular nephritis (165). Mice deficient in

MFG-E8
Gas6
Protein S

DNase I
(extracellular) 

Self
nucleic

acid

Lysosome

Necrotic

RAGE

HMGB1LL37BCR FcRs

Apoptotic

PS

Immune
complex

TLR

DNA
sensors

C1q

Healthy

PS-related
receptor

PS-related
receptor

DNase II
(lysosomal) DNase III

(cytosolic)

Degradation
(homeostasis)

C Y T O S O L

C Y T O S O L

N U C L E U S
Retroelements

PS

Figure 3
Multiple mechanisms reinforce self/nonself discrimination by innate receptors that recognize nucleic acids. Self nucleic acid ligands for
innate immune receptors are released from necrotic cells or from apoptotic cells that undergo secondary necrosis. Receptors that bind
and clear apoptotic or necrotic cells reduce the likelihood that self ligands will encounter innate receptors. DNaseI can also destroy
extracellular DNA ligands prior to internalization; DNaseII plays a similar role within lysosomes after ligand internalization. Self
nucleic acids that bypass these clearance or degradation mechanisms may associate with proteins that facilitate uptake and delivery to
intracellular compartments. Antibodies (either on the B cell surface or as immune complexes), antimicrobial peptides (LL37), or
HMGB1 can all mediate nucleic acid uptake. DNA that escapes the phagosome or otherwise gains access to the cytosol (e.g., reverse
transcribed retroelements) may activate cytosolic sensors. Trex1 (DNaseIII) can degrade these cytosolic ligands. Whether self-RNA
can in some instances activate RLRs is not yet known.
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all three TAM receptors develop splenomegaly
and hyperresponsive APCs (166). TAM recep-
tors have been implicated in negative regula-
tion of TLR signaling, so the phenotype of
TAM receptor–deficient mice cannot be solely
attributed to defective apoptotic cell clearance.
Nevertheless, failure to clear apoptotic cells in
these mice likely leads to release of self nucleic
acid ligands and contributes to disease. In addi-
tion to the TAM receptors, members of the T
cell immunoglobulin and mucin domain (TIM)
family have been shown to bind PS and to fa-
cilitate apoptotic cell uptake. In fact, several
putative PS receptors have been identified, al-
though the importance of individual receptors
for apoptotic cell clearance and whether recep-
tors bind PS directly has remained controversial
(164, 167–169).

An important issue that remains poorly un-
derstood is why macrophages are not activated
by nucleic acid ligands that are contained within
engulfed apoptotic cells. One potential expla-
nation is that these ligands are degraded by
lysosomal hydrolases such as DNaseII, thereby
preventing TLR recognition. DNaseII is a
ubiquitously expressed endonuclease that lo-
calizes in lysosomal compartments and de-
grades chromosomal DNA from apoptotic cells
and expelled nuclei from erythroid precursors
(123, 170). DNaseII-deficient mice die from
severe anemia due to an inability to break
down expelled erythrocyte nuclei in the fe-
tal liver. Although the severe anemia and em-
bryonic lethality could be rescued by type I
IFN receptor (IFNAR) deficiency (123), the
mice later develop arthritis and produce in-
flammatory cytokines such as TNF, IL-1β, and
IL-6 (171). The sensor responsible for the
type I IFN production has not been identi-
fied, yet the observation that additional de-
ficiency in MyD88 and TRIF did not res-
cue the embryonic lethality suggests that a
cytosolic sensor is involved (123). Although
TLR9 has been excluded, whether other TLRs
are responsible for the later production of in-
flammatory cytokines observed in DNaseII-/
IFNAR-double-deficient mice is not yet clear
(124).

In addition to clearance of apoptotic cells,
mechanisms have evolved to facilitate removal
of necrotic cells. One proposed mechanism
by which necrotic cells may be cleared is
through the serum complement protein C1q
(Figure 3). C1q can clear apoptotic and
necrotic cells in an IgM-dependent manner
(172). Another protein involved in avoiding self
ligand recognition is serum amyloid P (SAP).
SAP is believed to bind chromatin and prevent
DNA:protein complexes from becoming im-
munogenic (173). Interestingly, C1q- and SAP-
deficient mice develop ANA. Moreover, most
humans deficient in C1q develop severe SLE
(174). More recently, receptors for necrotic cell
clearance, such as CLEC9A and Mincle, have
been identified (175, 176). Whether deficiency
in these receptors increases the likelihood of
responses to self nucleic acids has not been
examined.

An additional mechanism that reduces the
potential for recognition of self nucleic acids
is the degradation of extracellular nucleic
acids prior to recognition by innate receptors.
DNaseI is the major endonuclease found
in serum and urine, where it functions to
degrade extracellular dsDNA into tri- or
tetraoligonucleotides (177). DNaseI-deficient
mice develop features of SLE, including ANA,
glomerulonephritis, and eventual death (178).
In humans, mutations in dnaseI are associated
with SLE, and low DNaseI activity correlates
with glomerulonephritis in patients (179).
These studies point to DNaseI as having a crit-
ical role in degrading free DNA and resulting
in destruction of an otherwise stimulatory self
ligand.

Compartmentalization of
Innate Receptors

Failure of the clearance mechanisms discussed
in the previous section does not a priori result in
activation of nucleic acid–sensing TLRs. As dis-
cussed in other sections of this review, TLR3,
TLR7, TLR8, and TLR9 are localized intra-
cellularly within endolysosomal compartments.
For reasons that are not well understood, free
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self nucleic acids are not efficiently delivered to
these compartments. Instead, multiple mecha-
nisms facilitate uptake of nucleic acid ligands
and short-circuit the compartmentalization of
TLRs. Four main examples illustrate how de-
livery of self-DNA to intracellular compart-
ments can lead to immune cell activation by
self-DNA: Fc receptors (FcRs), B cell receptor
(BCR) cross-linking, LL37, and HMGB1.

Binding to FcRs or BCRs can lead to inter-
nalization of self ligands followed by trafficking
to compartments containing TLRs. The pro-
duction of ANA by autoreactive B cells is a key
component in the pathogenesis of SLE, and
the initial break in tolerance is thought to in-
volve activation of B cells by ICs containing nu-
cleic acid. B cells primarily utilize the BCR as a
method to internalize these ICs. Elegant studies
involving autoreactive B cells have shown that
the BCR can facilitate internalization of ICs,
which leads to synergistic activation through
the BCR and TLR9 or TLR7 (150, 151). In-
terestingly, there is recent evidence that BCR
signals are sufficient to cause relocalization of
TLR9 to autophagosomes, where it colocalizes
with the BCR after internalization of ICs (180).
Although this strategy may allow TLRs to sam-
ple the contents of antigens internalized by the
BCR, this relocalization of TLR9 may be re-
sponsible for the increased responsiveness of
autoreactive B cells to mammalian DNA ligands
after BCR stimulation (181). These studies il-
lustrate that the uptake of ICs by the BCR can
lead to nucleic acid sensor and autoreactive B
cell activation, which can potentially tilt the bal-
ance toward autoimmunity. Another method of
internalization of self ligands is through FcRs.
FcRs are expressed on a wide range of im-
mune cell types, where they bind Fc regions
of antibodies and provide inhibitory or activat-
ing signals. In addition to the contribution of
FcRs to activating or inhibitory signals, further
studies using serum from SLE patients have
shown that FcRs can deliver DNA-containing
ICs into TLR9-containing compartments in
human pDCs (162). Thus, BCRs and FcRs al-
low internalization of ICs that potentially carry
self ligands.

Another protein that facilitates entry of self
nucleic acids into immune cells is HMGB1.
HMGB1 is a ubiquitous, highly conserved
DNA-binding protein that recognizes the
minor groove of DNA with low sequence
specificity to enable bending during transcrip-
tion initiation. During apoptosis, chromatin
deacetylation enhances HMGB1-DNA associ-
ation, which results in nuclear retention of the
protein; however, during necrotic cell death
the deacetylation program is not engaged,
and HMGB1 is passively released from dying
cells (182). Interestingly, monocytes and DCs
also secrete HMGB1 in response to proin-
flammatory cytokines or TLR ligands (183).
These studies along with the observation that
administering HMGB1-blocking antibodies
during sepsis is sufficient to delay lethality in
mice have led to the suggestion that HMGB1 is
a mediator of inflammation (183). Since these
initial reports, investigators have shown that
extracellular HMGB1 associates with DNA re-
leased from necrotic cells or DNA-containing
ICs, thereby inducing TLR9 responses to
self-DNA, rather than HMGB1 directly
stimulating immune cells (184, 185). Some re-
ports have indicated that HMGB1 association
with receptor for advanced glycosylation end
products (RAGE) is required to engage TLR9
responses. In this model, HMGB1 facilitates
uptake of self nucleic acids by engaging RAGE
at the cell surface and mediating internaliza-
tion. Recently, HMGB1 and the related family
members HMGB2 and HMGB3 have all been
shown to bind model DNA and RNA ligands
as well as to mediate viral recognition (186).
Simultaneous siRNA knockdown of all three
family members blocked sensing by TLRs
as well as the cytosolic nucleic acid sensors,
suggesting that these proteins play a universal
role in nucleic acid sensing (186). These results
indicate that the presence of HMGB proteins
during infection may increase the probability
of detecting rare viral ligands; however, this
enhanced sensitivity may come at the potential
cost of recognizing self nucleic acids that
may be present in the local environment as
well. Understanding whether HMGB family
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members are absolutely required for nucleic
acid sensing as well as the role these proteins
may play in self/nonself discrimination are
important areas of future investigation.

Recently, a role for the antimicrobial pep-
tide LL37 was also defined in mediating TLR9
and TLR7 responses to self nucleic acids dur-
ing psoriasis. When extracts derived from psori-
atic lesions were compared with healthy skin in
their ability to elicit type I IFN responses from
pDCs, LL37 was identified as the immuno-
logically active component in psoriatic samples
(187). This cationic, amphipathic antimicrobial
peptide is highly induced in psoriatic lesions
and bears structural similarity to α-helical pep-
tides used to transfect DNA (188). LL37 binds
and protects DNA and RNA from nucleases and
greatly enhances uptake into early endosomes
(187, 189). Interestingly, LL37 complexed with
class B CpG ODN induces increased type I IFN
production, suggesting that the cationic peptide
can alter uptake and/or trafficking (190).

Thus, the four mechanisms discussed in this
section (uptake through the BCR and FcRs or
binding to HMGB1 and LL37) share the prop-
erty of facilitating delivery of self nucleic acid
ligands to intracellular, TLR-containing com-
partments. In this way, the sequestration of the
receptors that appears central to self/nonself
discrimination is carefully regulated. In addi-
tion, these complexes appear to protect nu-
cleic acids from nucleases. Whether LL37 and
HMGB simply enhance general uptake of nu-
cleic acids to endosomal compartments or ac-
tively influence the delivery of these complexes
to compartments specialized for IFN produc-
tion is yet to be shown. These proteins may
play a role in directly interacting with the TLR
itself, as has been suggested for HMGB1 (184).

Regulation of Cytosolic Sensors

Although extensive studies have been per-
formed to address the role of TLRs in
autoimmune disease, much less is known about
the role of cytosolic nucleic acid sensors in the
pathogenesis of autoimmunity. For most cy-
tosolic RNA and DNA sensors, the mechanisms

of self/nonself discrimination remain incom-
pletely defined. The specificity of certain
cytosolic sensors may provide the basis for
self/nonself discrimination. For example, RIG-
I’s specificity for uncapped 5′-triphosphate
RNAs favors recognition of foreign RNAs
(101). However, not all host RNAs are capped,
suggesting that additional regulatory mech-
anisms may aid self/nonself discrimination.
Determination of the origin of DNA may be
largely based on localization, as DNA outside
of the nucleus is clearly an anomaly, although,
as discussed below, mechanisms regulate
cytosolic DNA recognition as well.

One of the first studies to highlight the
contribution of other DNA sensors to autoim-
mune pathology was the analysis of DNaseII-
deficient mice. As mentioned above, DNaseII
degrades DNA from apoptotic cells and DNA
from expelled nuclei from erythroid cells.
DNaseII-knockout mice are embryonic lethal
due to severe anemia, but DNaseII-/IFNAR-
double-deficient mice that are rescued from the
anemia phenotype later develop polyarthritis,
which is dependent on TNF-α (171). It is not
yet clear which innate sensors are activated
in these animals, but IFN-β appears to be
responsible for the anemia phenotype, as
IFNAR deficiency rescues the embryonic
lethality (123). The type I IFN production cor-
relates with an increase in macrophage number
in the fetal liver and thymus. Moreover,
these macrophages contain undigested DNA,
suggesting that macrophages, not pDCs, are
responsible for the type I IFN that is produced.

More recently, Trex1 (also known as
DNaseIII) was identified as a negative regu-
lator of cytosolic DNA sensors. Trex1 is the
most abundant 3′ to 5′ exonuclease in the cell.
It localizes to the ER and cytosol and acts on
both ssDNA and dsDNA (191). Furthermore,
Trex1 is the only 3′ to 5′ exonuclease known to
have type I IFN–inducible expression. Trex1-
deficient mice succumb to autoimmune inflam-
matory myocarditis that is rescued by additional
deficiency in IRF3, IFNAR, or RAG2. How-
ever, Trex1-/RAG2-double-deficient mice still
induce IFN-β, which implies that disease is
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initiated by innate immune activation. Remark-
ably, Trex1 deficiency leads to an increase
in cytosolic DNA derived from endogenous
retroelements, indicating that one of the func-
tions of Trex1 is to degrade cytosolic DNA de-
rived from reverse transcribed retroelements.
This work suggests that cytosolic DNA sen-
sors need to be negatively regulated to pre-
vent autoimmunity in a cell-intrinsic manner,
as opposed to TLRs that work in a non–cell au-
tonomous manner. Moreover, these data pro-
vide mechanistic insight for earlier findings that
Trex1 is a susceptibility locus for patients with
the neurological inflammatory disease Aicardi-
Goutières Syndrome (AGS). Heterozygous
mutations in Trex1 cause familial chilbain lu-
pus, which is considered a SLE subtype and has
also been linked to SLE (192). Both AGS and
chilbain lupus can show evidence of ANA.

CONCLUSIONS AND
PERSPECTIVES

In the sections above, we have detailed how
multiple innate immune receptors utilize nu-
cleic acids as a signature of microbial infec-
tion. These receptors have evolved to sample
the lumenal contents of endolysosomal com-
partments as well as the cytosol. This strategy

enables recognition of diverse microbes with a
limited set of receptors. The past decade has
seen rapid progress in the identification of the
receptors involved in nucleic acid sensing as
well as their downstream signaling pathways.
Future research will certainly add new com-
ponents to these networks, especially in the
newer field of cytosolic innate immune path-
ways. These discoveries are likely to shed light
on some of the remaining puzzles in the field,
such as how differential gene induction is me-
diated by individual innate receptors (e.g., type
I IFN by TLR7 and TLR9).

A trade-off associated with innate immune
recognition of nucleic acids is the potential
for self recognition. As discussed above, inap-
propriate recognition of self nucleic acids has
been implicated in several autoimmune disor-
ders. The risk stems from the inherent simi-
larity between self versus foreign nucleic acids.
Accordingly, various mechanisms have evolved
to ensure reliable self/nonself discrimination.
Although some of these mechanisms have been
defined, additional mechanisms likely remain
undiscovered. The fact that failure of these
mechanisms can result in quite distinct diseases
(e.g., SLE versus inflammatory myocarditis)
underscores the nonoverlapping roles of the in-
nate immune pathways discussed in this review.
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188. Dufourcq J, Neri W, Henry-Toulmé N. 1998. Molecular assembling of DNA with amphipathic
peptides. FEBS Lett. 421:7–11

189. Ganguly D, Chamilos G, Lande R, Gregorio J, Meller S, et al. 2009. Self-RNA-antimicrobial peptide
complexes activate human dendritic cells through TLR7 and TLR8. J. Exp. Med. 206:1983–94

190. Lande R, Gregorio J, Facchinetti V, Chatterjee B, Wang Y-H, et al. 2007. Plasmacytoid dendritic cells
sense self-DNA coupled with antimicrobial peptide. Nature 449:564–69

191. Stetson DB, Ko JS, Heidmann T, Medzhitov R. 2008. Trex1 prevents cell-intrinsic initiation of autoim-
munity. Cell 134:587–98

192. Rice G, Newman WG, Dean J, Patrick T, Parmar R, et al. 2007. Heterozygous mutations in TREX1
cause familial chilblain lupus and dominant Aicardi-Goutières syndrome. Am. J. Hum. Genet. 80:811–15

193. Peter ME, Kubarenko AV, Weber ANR, Dalpke AH. 2009. Identification of an N-terminal recognition
site in TLR9 that contributes to CpG-DNA-mediated receptor activation. J. Immunol. 182:7690–97

214 Barbalat et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
85

-2
14

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29-Frontmatter ARI 4 February 2011 21:56

Annual Review of
Immunology

Volume 29, 2011Contents

Innate Antifungal Immunity: The Key Role of Phagocytes
Gordon D. Brown � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 1

Stromal Cell–Immune Cell Interactions
Ramon Roozendaal and Reina E. Mebius � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �23

Nonredundant Roles of Basophils in Immunity
Hajime Karasuyama, Kaori Mukai, Kazushige Obata, Yusuke Tsujimura,

and Takeshi Wada � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �45

Regulation and Functions of IL-10 Family of Cytokines
in Inflammation and Disease
Wenjun Ouyang, Sascha Rutz, Natasha K. Crellin, Patricia A. Valdez,

and Sarah G. Hymowitz � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �71

Prevention and Treatment of Papillomavirus-Related Cancers
Through Immunization
Ian H. Frazer, Graham R. Leggatt, and Stephen R. Mattarollo � � � � � � � � � � � � � � � � � � � � � � � � 111

HMGB1 Is a Therapeutic Target for Sterile Inflammation and Infection
Ulf Andersson and Kevin J. Tracey � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 139

Plasmacytoid Dendritic Cells: Recent Progress and Open Questions
Boris Reizis, Anna Bunin, Hiyaa S. Ghosh, Kanako L. Lewis, and Vanja Sisirak � � � � � 163

Nucleic Acid Recognition by the Innate Immune System
Roman Barbalat, Sarah E. Ewald, Maria L. Mouchess, and Gregory M. Barton � � � � � � 185

Trafficking of B Cell Antigen in Lymph Nodes
Santiago F. Gonzalez, Søren E. Degn, Lisa A. Pitcher, Matthew Woodruff,

Balthasar A. Heesters, and Michael C. Carroll � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 215

Natural Innate and Adaptive Immunity to Cancer
Matthew D. Vesely, Michael H. Kershaw, Robert D. Schreiber,

and Mark J. Smyth � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 235

Immunoglobulin Responses at the Mucosal Interface
Andrea Cerutti, Kang Chen, and Alejo Chorny � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 273

HLA/KIR Restraint of HIV: Surviving the Fittest
Arman A. Bashirova, Rasmi Thomas, and Mary Carrington � � � � � � � � � � � � � � � � � � � � � � � � � � � 295

v

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
85

-2
14

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29-Frontmatter ARI 4 February 2011 21:56

Mechanisms that Promote and Suppress Chromosomal Translocations
in Lymphocytes
Monica Gostissa, Frederick W. Alt, and Roberto Chiarle � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 319

Pathogenesis and Host Control of Gammaherpesviruses: Lessons from
the Mouse
Erik Barton, Pratyusha Mandal, and Samuel H. Speck � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 351

Genetic Defects in Severe Congenital Neutropenia: Emerging Insights into
Life and Death of Human Neutrophil Granulocytes
Christoph Klein � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 399

Inflammatory Mechanisms in Obesity
Margaret F. Gregor and Gökhan S. Hotamisligil � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 415

Human TLRs and IL-1Rs in Host Defense: Natural Insights
from Evolutionary, Epidemiological, and Clinical Genetics
Jean-Laurent Casanova, Laurent Abel, and Lluis Quintana-Murci � � � � � � � � � � � � � � � � � � � � 447

Integration of Genetic and Immunological Insights into a Model of Celiac
Disease Pathogenesis
Valérie Abadie, Ludvig M. Sollid, Luis B. Barreiro, and Bana Jabri � � � � � � � � � � � � � � � � � � � 493

Systems Biology in Immunology: A Computational Modeling Perspective
Ronald N. Germain, Martin Meier-Schellersheim, Aleksandra Nita-Lazar,

and Iain D.C. Fraser � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 527

Immune Response to Dengue Virus and Prospects for a Vaccine
Brian R. Murphy and Stephen S. Whitehead � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 587

Follicular Helper CD4 T Cells (TFH)
Shane Crotty � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 621

SLAM Family Receptors and SAP Adaptors in Immunity
Jennifer L. Cannons, Stuart G. Tangye, and Pamela L. Schwartzberg � � � � � � � � � � � � � � � � � 665

The Inflammasome NLRs in Immunity, Inflammation,
and Associated Diseases
Beckley K. Davis, Haitao Wen, and Jenny P.-Y. Ting � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 707

Indexes

Cumulative Index of Contributing Authors, Volumes 19–29 � � � � � � � � � � � � � � � � � � � � � � � � � � � 737

Cumulative Index of Chapter Titles, Volumes 19–29 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 744

Errata

An online log of corrections to Annual Review of Immunology articles may be found at
http://immunol.annualreviews.org/errata.shtml

vi Contents

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:1
85

-2
14

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH09-Carroll ARI 14 February 2011 13:57

Trafficking of B Cell Antigen
in Lymph Nodes
Santiago F. Gonzalez,1 Søren E. Degn,2

Lisa A. Pitcher,1 Matthew Woodruff,1,3

Balthasar A. Heesters,4 and Michael C. Carroll1,3

1The Immune Disease Institute and Program in Molecular and Cellular Medicine,
Children’s Hospital and Harvard Medical School, Boston, Massachusetts 02115;
email: carroll@idi.harvard.edu
2Department of Medical Microbiology and Immunology, Aarhus University Graduate
School of Health Sciences and the Danish Graduate School of Immunology,
Aarhus University, DK-8000 Aarhus C, Denmark
3Graduate Program in Immunology, Harvard University, Cambridge, Massachusetts 02138
4Graduate Program of Life Sciences, Utrecht University, 3508 TC Utrecht,
The Netherlands

Annu. Rev. Immunol. 2011. 29:215–33

First published online as a Review in Advance on
December 21, 2010

The Annual Review of Immunology is online at
immunol.annualreviews.org

This article’s doi:
10.1146/annurev-immunol-031210-101255

Copyright c© 2011 by Annual Reviews.
All rights reserved

0732-0582/11/0423-0215$20.00

Keywords

fibroblast reticular cells, follicular dendritic cells, conduits, dendritic
cells, complement receptors CD21 and CD35

Abstract

The clonal selection theory first proposed by Macfarlane Burnet is
a cornerstone of immunology (1). At the time, it revolutionized the
thinking of immunologists because it provided a simple explanation
for lymphocyte specificity, immunological memory, and elimination of
self-reactive clones (2). The experimental demonstration by Nossal &
Lederberg (3) that B lymphocytes bear receptors for a single antigen
raised the central question of where B lymphocytes encounter antigen.
This question has remained mostly unanswered until recently. Advances
in techniques such as multiphoton intravital microscopy (4, 5) have pro-
vided new insights into the trafficking of B cells and their antigen. In
this review, we summarize these advances in the context of our current
view of B cell circulation and activation.

215

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
15

-2
33

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH09-Carroll ARI 14 February 2011 13:57

ROLE OF ANTIGEN IN B CELL
DIFFERENTIATION

From their birth in the bone marrow to when
they first express a mature B cell receptor
(BCR), B cells’ fate is determined by cognate
antigen (6). Immature B cells go through two
checkpoints, one in the bone marrow (check-
point 1) and the second in the spleen (check-
point 2) prior to maturation and migration to
the B cell follicles (7–9). Engagement of antigen
in the bone marrow leads to deletion (10, 11),
anergy (12), or receptor editing (13–16). Cells
surviving negative selection in the bone marrow
migrate to the spleen, where encounter with
self-antigen leads to anergy and death (check-
point 2) (9, 17). How self-antigen is presented
to immature B cells is unclear, although in-
vestigators speculate that they engage antigen
held by stromal cells, possibly follicular den-
dritic cells (FDCs) (18).

Mature B cells circulate though the sec-
ondary lymphoid organs (SLOs) regularly

T
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Figure 1
(a) Lymphocytes enter the lymph node via high endothelial venules (HEV) and are directed to the follicular (Fo) or paracortical (Pc)
areas following chemokine gradients on the FRC reticular fibers. (b) Fibroblastic reticular cells (FRCs) are divided into follicular
conduits or paracortical conduits according to the different chemokines expressed. Follicular conduits transport CXCL13, a
chemoattractant for B cells, and paracortical conduits transport CCL19 and CCL21, which attract T cells and dendritic cells (DCs) to
the paracortical area. (c) Electron micrograph of a FRC and a follicular conduit in the subcapsular sinus area (SCS) of the lymph node.
The black arrow indicates the lumen of the conduit. [Panel c adapted with permission from Current Opinion in Immunology (Reference
104).]

(approximately every 24 h) and in the absence
of antigen have a half-life of a few days. They
leave the vascular system and enter lymph
nodes via specialized endothelia termed high
endothelial venules (HEV) (see 19 for review).
Lymph nodes are organized into discrete com-
partments: B cells localize within the cortical
region near the subcapsular sinus, whereas
T cells localize in the paracortical region
(Figure 1). Until recently, it was held that
migration within the lymph nodes was deter-
mined principally by chemokine gradients. B
cells are attracted to the follicles by the release
of CXCL13 by follicular stromal cells [FDCs,
already mentioned, and fibroblastic reticular
cells (FRCs)] (20, 21), whereas T cells migrate
to a gradient of CCL19 and CCL21 (19). More
recent studies using multiphoton intravital mi-
croscopy (MP-IVM) have identified migration
of T cells and dendritic cells (DCs) along a
network of reticular fibers (22, 23). Similarly,
B cells were shown to traffic within the follicles
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along the FDC dendritic processes (23). Thus,
lymphocytes are guided within the lymph node
along a complex of reticular fibers or FDC
processes in a nonrandom manner.

LYMPH NODE STROMAL
CELL RETICULUM

FRCs and their reticular fibers were identified
30 years ago in studies examining the anatomy
of rat lymph nodes (24, 25). The collagen-rich
reticular fibers, which are ensheathed by FRCs,
not only provide an infrastructure, but also act
as conduits for delivery of small proteins within
the draining lymph to the HEV within lymph
nodes (26–30). For example, chemoattractants
such as monocyte chemoattractant protein 1
(MCP-1) (now known as CCL2) draining from
a possible infection in the skin are delivered
to the HEV of local lymph nodes, where they
provide a signal to circulating leukocytes, as
proposed by the “remote control hypothesis”
(31). Reticular fiber conduits have also been de-
scribed in the spleen, where they appear to de-
liver small proteins from the blood to the white
pulp areas (32).

As noted above, recent imaging studies in-
dicate that reticular fibers act as highways
for migrating T lymphocytes and DCs and
that this is enhanced by the localization of
T cell chemokines (CCL19 and CCL21) se-
creted by FRCs. In addition to their secretion
of chemokines, FRCs are an apparent source of
self-antigen that acts to regulate CD8+ T cells
(33, 34).

DC uptake and presentation of peripheral
antigens to T cells appear to occur in two time
frames. Migratory DCs take up antigen from
the tissues and arrive in the lymph node 12–
18 h after injection, whereas small antigens
gain rapid access to lymph node–resident DCs
within minutes after subcutaneous injection
(35). FRC conduits provide pathways for pas-
sive delivery of small antigens from the draining
afferent lymph to resident DCs within the para-
cortical region of lymph nodes. Resident DCs
localize to the T cell area conduits and sample
small lymph-borne antigens for presentation
to cognate T cells migrating along the fibers

(36, 37). Thus, the conduits provide an efficient
network for alerting resident DCs to small for-
eign antigens, cytokines, or chemokines enter-
ing the draining lymph node from a potential
site of infection (36, 37).

The FRC conduits, which have an outer
diameter of 1–2 μm, are composed of a core
of tightly packed type I collagen fibers with
spacing of approximately 5–8 nm (37, 38)
(Figure 2). This structural arrangement would
explain the known size exclusion of proteins
over 60–70 kDa. Although the collagen core
is enveloped by FRCs, our studies indicate
that the contents of the conduits are directly
accessible to B cells and FDCs (M.C. Carroll,
unpublished results; Reference 38).

The B cell area also includes FRC-like
stromal cells and collagen-rich reticular fibers
that are structurally and immunohistochem-
ically similar to those in the T cell area (38).
However, they are less dense than in the
cortical region. Notably, the FRC conduits
are interconnected with the FDC network
(Figure 2). We discuss the potential impor-
tance of this intersection in more detail below.
One major difference between FRCs in the T
and B cell areas is that the latter (also referred
to as marginal reticular cells) are a source of B
cell chemokine (CXCL13). Therefore, release
of the chemoattractant into the conduits
would provide a guide or highway for B cells
migrating within the follicles.

The spleen serves as a major component of
SLOs and filters antigens from the circulation.
Although its architecture is different from
that of lymph nodes, the spleen’s overall
organization is similar, and FRC reticular
fibers appear to play a similar role in guid-
ing T cells within the T cell zone (32, 39)
(Figure 2). Therefore, for this review we point
out similarities and differences with lymph
nodes but do not provide detail.

GUARDIANS OF THE LYMPH
NODE: SINUS-LINING
MACROPHAGES

The lymph node sinus is lined with CD169+

CD11cloCD11b+ macrophages that act as
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Figure 2
(a) Transmission electron micrograph showing a longitudinal section of a follicular conduit (Co). (b) High magnification image showing
the space between collagen fibers inside a conduit. (c) Electron micrograph showing a transverse section of a follicular conduit. The double
pointed arrow indicates the conduit diameter. To clarify the electron micrograph, the conduits and the FRC in panels a, b, and c are colored
in blue and green, respectively. (d ) Multiphoton intravital microscopy (MP-IVM) snapshot showing small antigen [turkey egg lysozyme
(TEL), 14 kDa, red] within the follicular conduits, although large antigen (PE-TEL, 240 kDa, green) is restricted to the subcapsular
sinus (SCS) space. Arrowheads indicate cognate MD4 B cells, which rapidly acquire TEL directly from the conduits. (e) Follicular
conduits intersect with FDCs. MP-IVM snapshot showing the intersection of follicular conduits (filled with TEL, green) and FDCs
(blue) in the follicles. Arrows indicate colocalization of TEL and FDC. [Panel d adapted with permission from Immunity (Reference 38).]

guardians to sample and clear microor-
ganisms entering via the afferent lymph
(Figure 3). Two major subsets of macrophages,
i.e., subcapsular sinus macrophages (SSMs)
and medullary macrophages (MMs), have been
identified based on location and expression of
cell surface markers (40). SSMs line the si-
nus in the region of the afferent lymph ves-
sels and are characterized by expression of the
metallophilic antigen monoclonal antibody-
1 (MOMA-1) (41). They are similar to the
metallophilic macrophages that line the in-
ner marginal zone sinus in the spleen, and
they are dependent on lymphotoxin cytokines
(LTα/β) for their localization (42). In contrast,
MMs line the medullary sinus, are distinguished
by expression of mannose receptor, SIGN-R1,
and F4/80, and are more similar to the outer

marginal zone macrophages in the spleen (38,
42, 43). In general, SSMs are less endocytic
relative to MMs and their lysosomal compart-
ment is less mature (42). This may be an im-
portant property in retaining captured lymph-
borne antigens on their surface, as is discussed
in more detail below. In contrast, MMs are
more typical of mature macrophages and ef-
ficiently take up and clear opsonized particles
and antigens from the lymph.

FOLLICULAR DENDRITIC
CELLS AS A DEPOT FOR
B CELL ANTIGEN

The Ig receptor expressed on B cells readily
binds antigen in fluid phase, at least in vitro;
however, it seems unlikely that free antigen is
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Fo
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PR8

b cccPR8 virus

Medulla

Figure 3
(a) A MP-IVM snapshot showing UV-inactivated influenza virus PR8 (red ) at 7 min after footpad injection. The virus is already present
in the subcapsular sinus (SCS) and in the medulla of the lymph node, and it colocalizes with subcapsular sinus macrophages (SSMs)
(MOMA-1+, green) and medullary macrophages (MMs) (F4/80+, blue). (b) Schematic drawing showing trafficking of influenza PR8 in
the lymph node. SSMs and MMs capture and internalize influenza virus. (c) Electron micrograph showing influenza virions inside a
SSM at 30 min after footpad injection. [Panel a adapted with permission from Nature Immunology (Reference 72).]

bound efficiently in vivo. A more likely source
of B cell antigen is antigen that is concentrated
on the surface of cells. Model binding studies
in vitro using transgenic B cells and membrane-
bound antigen have identified a reorganization
of the cell surface proteins on both the B cell
and the target cell following antigen engage-
ment (44–46). Thus, the BCR forms a dynamic
synapse within the cell surface, which results in
membrane spreading that facilitates an increase
in signaling and an efficiency in antigen uptake
similar to that described for the T cell synapse
(47). In model systems in vitro, B cell encounter
with membrane antigen results in formation
of microclusters that include components of
the BCR, i.e., IgM and IgD, CD19, and adhe-
sion molecules ICAM-1 (intercellular adhesion
molecule-1) and LFA-1 (lymphocyte function–
associated antigen-1) (48, 49). Although initial
studies suggested that the CD19/CD21/CD81
coreceptor was not required, more recent stud-
ies in vivo support a role for complement re-
ceptors in acquisition of membrane antigen; we
discuss these studies in more detail below (50).

Early studies tracking radiolabeled protein
antigens injected intravenously into immune
animals identified rapid uptake within the
spleen (51). Closer inspection revealed capture
of the labeled immune complexes (ICs) on

dendritic-shaped cells that were referred to as
FDCs because of their morphology and loca-
tion within the splenic follicles. Use of cobra
venom factor, which transiently depletes C3,
demonstrated that complement was important
in the localization of ICs to the FDC surface
(52). More recent studies have shown that ICs
are captured on naive FDCs principally by
complement receptors CD21 (CR2) and CD35
(CR1) (53, 54) and by FcRIIb (55). CD21 and
CD35 are expressed on naive FDCs, whereas
FcRIIb is expressed following activation
(Figure 4).

FDCs originate from mesenchymal cells and
depend on LTα/β for their mature phenotype
(for review, see 56). A primary source of LTα/β
for FDC differentiation is derived from circu-
lating naive B cells. For example, reconstitution
of RAG-1−/− mice, which are deficient in ma-
ture lymphocytes, with B cells restores FDCs
and the architecture of lymph nodes. FDCs are
a major source of CXCL13, as noted above,
and also provide the B cell survival factor B
cell–activating factor (BAFF). Thus, B cells and
FDCs interact to maintain normal lymph node
architecture.

Initial electron microscopy (EM) images
of spleen sections from mice injected in-
travenously with 125I- and 131I-labeled ICs
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Figure 4
Role of complement receptors CD21 and CD35 in B cell differentiation. (a) Mature B cells are located in the follicle and express
complement receptors CD21/35 (CD21 in figure), which form a coreceptor with CD19 and CD81. (b) Binding of C3d-coated antigen
with the B cell coreceptor lowers the threshold of B cell activation and directs the activated B cells to the T cell–B cell boundary, where
they further differentiate and undergo somatic cell hypermutation and class switch recombination. (c) B cells acquire cognate antigen
deposited on FDCs within the germinal center (GC) and present it to follicular T helper cells (TFH). Following the encounter of the B
cells with antigen and TFH, B cells differentiate into effector and memory B cells. [Model adapted with permission from the Journal of
Immunology (Reference 105).]

identified deposits on FDCs within the B cell or
follicular zone (57). Subsequent EM histology
using ICs composed of horseradish peroxidase
and substrate provided further support for up-
take of ICs along the FDC reticular processes,
and, based on their beaded structure, they were

referred to as IC-coated bodies (iccosomes)
(58). The beaded structures of approximately
0.25–0.38 μm in diameter appeared to be
enveloped by a membrane. Similarly, ex vivo
cultures of FDCs loaded with ICs via FcRIIb
revealed a distinct periodic array of deposits
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along the dendritic processes similar to that
observed in vivo. However, in contrast to the
beaded structures reported earlier, the array of
ICs was located on the outer membrane surface
(59). Recent studies have shown that the FDCs
retain antigens and can activate cognate B cells
for more than one week after antigen adminis-
tration (50). Together, these data indicate that
FDCs serve as a central depot for long-term
antigen retention in the B cell follicle.

LYMPH NODE
GERMINAL CENTERS

A general feature of a B cell response to T
cell–dependent antigen is formation of germi-
nal centers (GCs) within the follicular region
of SLOs (6, 60, 61) (Figure 4). These are
specialized microenvironments where activated
B cells undergo clonal expansion, class switch
recombination (CSR), somatic hypermutation
(SHM), and affinity maturation (20). They are
critical in host immunity as they are the prin-
cipal site of B cell differentiation into long-
term memory and effector cells. On the basis
of immunohistochemical studies, investigators
have divided GCs into dark and light zones.
The light zone is typically more proximal to
the subcapsular sinus in lymph nodes and to
the marginal zone in spleens. This orientation
may enhance entrance of naive B cells and/or
antigen. In the traditional GC model (60), the
dark zone serves primarily as the region where
B cells undergo rapid cellular division, CSR,
and SHM. Subsequently, they migrate into the
light zone within the FDC network and un-
dergo antigen selection in the presence of fol-
licular helper T cells (TFH) (62) (Figure 4c).

This traditional view of GC function was re-
cently revised based on studies using MP-IVM
(63–66). Tracking GC B cells in real time re-
vealed that B cells within the two zones are
more similar than previously proposed and that
migration between the two regions in both di-
rections is common. Importantly, B cells un-
dergo cellular division and antigen selection in
both zones, and it is unlikely that CSR and
SHM are limited to the dark zone only. Thus,

the real-time imaging provides a view of a dy-
namic movement in both regions and migra-
tion between them. However, certain features
distinguish the two regions and favor sepa-
rate functions consistent with the traditional
model. For example, B cells in the dark zone
express the chemokine receptor CXCR4 and
are attracted to this region based on expression
of stromal cell–derived factor (SDF) ligand by
stromal cells (67). Downregulation of CXCR4
by dark zone B cells leads to migration into the
light zone because the GC B cell is attracted
to the FDC network by CXCL13. In addition
to the presence of the FDC, the light zone is
further distinguished by an enrichment of TFH

(CD4+CXCR5+).
A hallmark of the GC is selection of B cells

after undergoing CSR and SHM for antigen re-
activity (6, 68). Thus, GC B cells are selected for
both BCR recognition of antigen and presen-
tation to TFH cells (62). These events would be
expected to occur more efficiently in the light
zone that is enriched with antigen retained on
the FDC and in the presence of TFH cells. GC
B cells that fail to obtain a signal via the BCR
and CD40 undergo apoptosis and are cleared
by tingible body macrophages.

One striking observation from the real-time
imaging studies is that the morphology of the
GC B cell appears different from that of naive
B cells (64). GC B cells appear more irregu-
lar in shape, with extended filopodia apparently
probing the surrounding FDCs. In some im-
ages, GC B cells were tethered to the FDC by
long, thin extensions. This distinct morphol-
ogy could enhance GC B cell interaction with
cognate antigen bound to the surface of FDCs.

B CELLS ACQUIRE ANTIGEN
FROM FOLLICULAR
DENDRITIC CELLS

Direct evidence of B cell acquisition of
antigen from the FDC surface in vivo was
recently reported (50). To track the uptake
of antigen, passively immune mice were
injected subcutaneously with labeled lysozyme
that binds to MD4 Ig transgenic B cells at
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either high, i.e., hen egg lysozyme (HEL)
(Kd ≈ 1 × 109), or intermediate, i.e., duck
egg lysozyme (DEL) (Kd ≈ 1 × 107) affinity.
Nine days later the mice were administered
fluorescent-labeled antigen-specific (MD4) B
cells. MP-IVM imaging of B cells within the
follicles identified acquisition of the labeled
antigen. In some examples, the antigen was
removed along with a fragment of the FDC
membrane. Notably, efficient capture of inter-
mediate affinity DEL antigen was dependent
on CD21/CD19/CD81 coreceptor, given
that MD4 B cells deficient in CD21 acquired
significantly less labeled antigen than did
Cr2+/+ control B cells. One explanation for
the requirement of the coreceptor in antigen
uptake is that BCR and coreceptor coligation
of C3d-DEL complexes on the FDC surface
enhances signaling in microsignalosomes and
in turn increases the efficiency of acquisition
of membrane antigen.

In summary, FDCs not only provide a crit-
ical source of antigen for clonal selection of B
cells within the GC, but also provide a potential
source of antigen for naive B cells in a primary
response.

LYMPH NODE SINUS
MACROPHAGES CAPTURE
PARTICULATE ANTIGENS

The recent use of MP-IVM to track the
movement of fluorescent-labeled antigen into
draining lymph nodes has provided an insight
otherwise unattainable into the uptake and
accessibility of antigen by B cells (40). Multiple
pathways are apparently used to transport
antigen into the follicles. The pathway(s)
involved is determined by factors such as
antigen size, presence of preexisting antibody,
and activation of the complement system, as
well as by whether migratory DCs transport
antigen into the lymph node (Figure 5).

Particulate antigens draining via afferent
lymph such as vesicular stomatitis virus (VSV)
(69), protein-coated beads (70), and ICs com-
posed of large proteins and IgG (71) are cap-
tured and displayed on the surface of SSMs.

Strikingly, cognate B cells within the under-
lying follicles were observed to acquire antigen
directly from the SSM surface and to migrate
to the T-B cell border, where antigen is pre-
sented to T cells. Elimination of sinus-lining
macrophages by pretreatment with clodronate-
loaded liposomes (CLLs) reduces the frequency
of antigen-specific B cells that acquire virus
within the first few hours of immunization (69).
MP-IVM imaging identifies antigen-specific B
cells in direct contact with antigen bound to
the surface of the SSM and shows a reduction
in their velocity, suggesting the formation of a
synapse (70). In one study, fluorescent-labeled
beads draining into the peripheral lymph node
were observed to accumulate on FDCs over
24 h. How the beads were transported in the
absence of specific B cells was not determined;
however, it was proposed that naive B cells or
low-affinity B cells participated in their trans-
port (70). Whether SSMs provide a long-term
source of antigen was not examined, but it seems
unlikely in this dynamic environment given that
SSMs are constantly bathed in afferent lymph.

In the Junt et al. (69) study using VSV as
the antigen, SSMs not only provided a source
of antigen to B cells, but also limited systemic
spread of the virus entering lymph nodes via the
lymph. Elimination of SSMs and MMs using
CLLs led to systemic spread of the virus, con-
firming the importance of the sinus-lining cells
as guardians against microbial infections. How
VSV is captured by SSMs was not addressed;
however, binding of virus by SSMs and MMs
was observed in C3−/− mice, suggesting that
complement was not required, although direct
opsonic effects of C1q, mannan-binding lectin
(MBL), and/or ficolins cannot be ruled out.

OPSONIZATION OF INFLUENZA
BY MANNAN-BINDING LECTIN

Not all lymph-borne particulate antigens are
retained on the surface of SSMs for relay to
B cells. In a recent study using a fluorescent-
labeled UV-inactivated form of influenza A
virus (A/Puerto Rico/8/34; PR8; H1N1) in-
jected in the footpad, Gonzalez et al. (72) found
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Figure 5
Pathways for the transport and recognition of B cell antigen in the lymph node. (1) Immune complexes (ICs), formed by the deposition
of complement proteins (in this illustration, C3d) and IgG on the surface of antigen, bind to complement receptor 3 (CR3) on the
surface of subcapsular sinus macrophages (M�). (2) Naive B cells transport complement-coated ICs from the subcapsular sinus to
FDCs. (3) The ICs are transferred in a complement receptor 2 (CD21)-mediated mechanism from the surface of the B cell to the FDC.
(4) Cognate B cells capture small antigen directly from the follicular conduits or large antigen complexes from the surface of FDCs (5),
associated with FcγR or CD21 receptors.

that the inactivated PR8 virus was rapidly cap-
tured and internalized by SSMs and MMs. In
contrast to the earlier models, the inactive virus
was not transferred to naive B cells but rather
was transported by a novel pathway. We discuss
this in more detail below.

The envelope of influenza A virus particles
bears two surface glycoproteins, the hemag-
glutinin and the neuraminidase. Both are crit-
ical to the ability of the virus to replicate
in susceptible target cells, and the oligosac-
charides attached to the viral glycoproteins
play a number of important biological roles.
The mannose-rich glycoproteins provide a
PAMP (pathogen-associated molecular pat-
tern) for recognition by C-type lectins, Ca2+

-dependent carbohydrate-binding proteins that
share primary and secondary structural homol-
ogy in their carbohydrate-recognition domains
(CRDs) (73). The members of one subgroup
of C-type lectins, the collectins, appear to be

especially important for host defense against
influenza. The collectins contain a collagen-
like domain and usually assemble into large
oligomeric complexes, allowing high-avidity
binding based on multiple low-affinity interac-
tions of their CRDs (74). This enables collectins
to discriminate not only specific carbohydrate
moieties but also specific patterns of these
present on pathogens. Most collectins, includ-
ing MBL (75), are present in serum and body
fluids. In addition to the collectins, a number of
cell surface–associated C-type lectins appear to
play a role in innate defense toward influenza,
such as the macrophage mannose receptor (76),
the macrophage galactose-type C-type lectin 1
(MGL1) (77), the human DC-specific inter-
cellular adhesion molecule (DC-SIGN) (78),
and the related mouse DC-specific ICAM-3-
grabbing nonintegrin homolog, SIGN-related
1 (SIGN-R1) (79). The latter receptor
(SIGN-R1) is discussed in more detail below.
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Influenza virus strain PR8, which has very
little glycosylation on its envelope proteins,
is poorly recognized by the C-type lectin ac-
tivity of either the macrophage mannose re-
ceptor or the MGL1 and is only very weakly
bound by surfactant protein D (80). Thus, it
is taken up poorly by macrophages (81). No-
tably, binding of PR8 by MBL in a solid-phase
binding assay (72) led to lectin pathway activa-
tion and C4 and C3 deposition in vitro (S.E.
Degn and M.C. Carroll, unpublished results).
Importantly, virus was opsonized by MBL in
lymph and was rapidly endocytosed by SSMs
and MMs. Because activation of the lectin path-
way via MBL activates complement C3, binding
of the virus is likely mediated by the CR3 re-
ceptor, a scenario that is similar to that observed
for C3-coated ICs (discussed below). However,
MBL is also thought to bind to specific recep-
tors on macrophages, so it will be important to
understand the specific pathway.

In the study with UV-inactivated PR8 virus,
macrophages were not required for an effective
humoral response, but on the contrary seemed
to dampen the ensuing response. Indeed, MBL
has previously been reported to modify the hu-
moral response of mice toward viral antigens,
dependent on their background (82, 83). This
effect may mechanistically be explained with the
increased clearance and degradation of antigen,
as is also indicated above regarding viral in-
fection of macrophages. Although this effect is
detrimental in the scenario of an influenza vac-
cine, it may obviously be crucial in the con-
trol of infection with live virus. Presumably,
the MBL-mediated opsonization in the blood
and subsequent uptake by macrophages serves
an important barrier function restricting spread
of virus, as has been previously suggested con-
cerning the spread of influenza virus into the
bloodstream from the lungs (84).

COMPLEMENT-DEPENDENT
CAPTURE OF IMMUNE
COMPLEXES

Soluble proteins in the afferent lymph gain en-
try into the B cell follicles via several routes de-

pending on size, presence of specific antibody,
or recognition by innate immunity leading to
opsonization or direct binding to macrophage
surface receptors. For example, proteins larger
than approximately 60 kDa injected into pas-
sively immune mice form ICs that activate com-
plement, resulting in covalent attachment of
C3 (C3-IC). The C3-coated complexes are cap-
tured by SSMs and made available to B cells in
the underlying follicles, as observed with par-
ticulate antigens (71) (Figure 5). Notably, C3-
coated ICs are taken up by SSMs and are re-
layed in a unidirectional manner to naive B cells
(42). Because SSMs express the CR3 receptor,
this receptor is likely involved in the binding
and shuttling process. Strikingly, C3-ICs are
off-loaded onto noncognate (naive) B cells that
take up the complexes via CD21 and CD35 and
possibly FcRIIb receptors (38, 71). This is an ef-
ficient process, given that a relatively high fre-
quency of follicular B cells acquire ICs within
a few hours after administration of antigen in
preimmune mice. FcRIIb is known to internal-
ize Ig complexes on DCs into a nondegradative
compartment and then return ICs to the cell
surface for presentation to B cells (85). Whether
this pathway occurs in the case of C3-IC uptake
and relay is not clear, but this could help explain
the relatively high efficiency of transfer of C3-
ICs to naive B cells.

In a model in which preexisting antibody is
not present in the lymph, it seems likely that in-
nate recognition proteins such as natural IgM;
C-type lectins such as MBL and ficolins; pen-
traxins, including C-reactive protein; and other
complement activators could effectively bind
the foreign protein and activate complement,
resulting in uptake via CR3.

Noncognate B cells loaded with C3-ICs mi-
grate to FDCs, where the complexes are trans-
ferred. Again, this process is apparently efficient
given that, within a few hours after antigen ad-
ministration, FDCs bear complexes on their
surface (38, 71). The mechanism for transfer
of C3-ICs from B cells to FDCs is not clear
because both employ CD21 and CD35 recep-
tors in binding. One possible explanation is
that the relatively high density of CD21 and
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CD35 on the surface of FDCs mediates the
directional transfer. However, further studies
are needed to understand this important pro-
cess. A similar transport pathway was predicted
almost a decade ago based on studies of the up-
take of labeled ICs from circulation by marginal
zone B cells in the spleen (86–88). More re-
cent studies demonstrate a constitutive pathway
in which marginal zone B cells cycle between
the marginal zone and the B cell follicles by a
process dependent on CXCR5 for migration to
the follicles and sphingosine 1-phosphate re-
ceptors (S1P1 and S1P3) for retention within
the marginal zone (89). Marginal zone B cells
that express relatively high levels of CD21 and
CD35 pick up C3-ICs from the sinus and de-
liver the complexes to FDCs as they migrate
though the follicles. As discussed above, the
mechanism by which C3-ICs are stripped from
the B cell and captured by FDCs is not known.

ENTRY OF SMALL
ANTIGENS INTO LYMPH
NODES VIA FRC CONDUITS

Small proteins gain direct access to the B
cell follicles in a manner similar to that de-
scribed above for chemokines, cytokines, and
small T cell antigens, i.e., via FRC conduits
(Figures 2, 5). Although the distribution and
density of follicular conduits is different from
that of the paracortical area, they provide a
passive entry for small molecules to the B cell
area. Follicular conduits intersect with FDCs,
providing a direct connection for C3-coated
antigens to bind to the FDC surface, where they
can be taken up via complement and Fc recep-
tors (38, 90). Confirmation that small antigen
directly enters the follicles via the conduits was
obtained using MP-IVM (Figure 2). In one
study, small (turkey egg lysozyme; TEL) and
large (TEL-coupled phycoerythrin) antigens
were mixed and injected in the footpad of anes-
thetized mice, and the popliteal lymph node was
then imaged in real time. The results showed
rapid draining of the small antigen through
the conduits and access to the FDC processes;
antigen that was too large to enter the conduits

remained adjacent to the subcapsular sinus floor
(38) (Figure 2). In another intravital imaging
study, Germain and colleagues (90) tracked
various small lymph-borne antigens, i.e.,
wheat germ agglutinin, ovalbumin, and HEL,
draining from subcutaneous ear tissue into
the B cell follicles of the ear-draining lymph
nodes and binding to FDCs. Interestingly,
cognate B cells appear to efficiently access small
antigens within the FRC conduits as observed
by MP-IVM (38). On acquisition of antigen,
the movement of the cognate B cells (but
not noncognate cells) slows, suggesting that
the antigen-specific B cells become activated.
High-resolution EM images of the follicles of
popliteal lymph nodes identify B cell filopo-
dia, displacing the FRC sheath and directly
accessing the conduits (38). Therefore, B cells
migrating along the conduits survey the retic-
ular fibers for cognate antigen, although this is
more likely only a transient source of antigen
because the FDCs would provide a long-term
and more efficient site for display of C3-ICs.

The size exclusion of conduits presents
somewhat of a dilemma for understanding how
antibody complexes composed of small anti-
gens access the follicles. One explanation is that
antibodies bind small antigens within the fol-
licles as they exit the conduits and that ac-
tivation of complement provides a ligand for
uptake on CD21 and CD35 receptors. Alterna-
tively, ICs form in the tissues or draining lymph
and activate complement, resulting in tagging
of the antigen with C3d ligand, which is approx-
imately 30 kDa. Although IgG is too large to en-
ter the conduits, it is transported across the sub-
capsular sinus by the neonatal Fc receptor (91).

An alternative pathway for small antigens
to enter the follicles independent of conduits
was proposed by Pape et al. (92). Using
conventional confocal imaging of cryosec-
tions of lymph nodes from mice injected
subcutaneously with HEL antigen, they
identified HEL antigen bound to cognate B
cells throughout the B cell area within minutes
of subcutaneous injection. Elimination of
sinus-lining macrophages with CLLs prior to
injection of antigen did not block acquisition of
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antigen by cognate B cells. Their interpretation
of the results was that the HEL antigen entered
the follicles through gaps in the sinus floor.

DENDRITIC CELLS TRANSPORT
B CELL ANTIGEN

A third major pathway for entry of foreign
antigens into lymph nodes is active transport by
migratory DCs. This pathway is best described
for delivery of antigens into the T cell compart-
ment (93). For example, during lung infection
with influenza, at least two distinct populations
of respiratory dendritic cells (RDCs)—
CD103+ and CD103−CD11chiCD11bint—are
known to transport influenza into the draining
mediastinal lymph nodes (mLNs) (94, 95).
Migratory DCs enter lymph nodes via either
HEV or lymph vessels. In the example of
lung infection with influenza, RDCs enter
the draining mLNs via the lymphatics by a
pathway that is CCR7 dependent.

In addition to antigen presentation by
the migratory DCs, a resident population of
CD11chiCD8α+ DCs within the mLN also
take up the viral antigen and present it to CD8
T cells (95, 96). This opens the interesting pos-
sibility that migratory DCs transfer or hand
off antigens to resident populations within the
mLN. Whether the antigen is processed before
delivery or is transferred intact is not clear. It
seems reasonable to speculate that migratory
DCs enter the subcapsular sinus via the affer-
ent lymph and migrate along the FRC reticular
network, where they encounter resident DCs.
A similar pathway was proposed for skin mi-
gratory DC transfer of herpes simplex virus to
resident CD11c+CD8α+ DCs (97). This path-
way suggests that the viral antigen is transferred
from the migratory skin DCs to the resident
DCs.

To test whether B cell antigens are also
transported via migratory DCs, Germain and
colleagues (98) adoptively transferred DCs
loaded in vitro with labeled HEL into mice
seeded with lysozyme-specific B cells. Using
MP-IVM, they tracked labeled DCs into the
HEV of draining lymph nodes, where the HEL

antigen was acquired by the cognate B cells.
This was an important observation because it
not only supported a clear role for migratory
DCs to transport B cell antigen into local lymph
nodes via the circulation, but it also suggested
that the antigen is maintained intact. It will be
important to learn whether migratory DCs that
take up antigen at peripheral sites such as the
lung also transport B cell antigen into the local
lymph node via the lymphatics and present it
directly to B cells or hand off the intact antigen
to a resident population of DCs.

RESIDENT DENDRITIC CELLS
CAPTURE LYMPH-BORNE
ANTIGENS DIRECTLY

Sinus-lining macrophages are not the only
cell type within the lymph node to filter
particulate antigen; DCs residing in the
lymph node medulla also sample particulates.
Recent studies have identified a novel role
for this relatively uncharacterized population
of CD11chiCD11bhi DCs. Using a UV-
inactivated PR8 strain of influenza A as a model
vaccine, Gonzalez et al. (72) found that the virus
was captured by the lymph node–resident DC
population via SIGN-R1 (Figure 6). As noted
above, the inactive virus is also bound by both
SSMs and MMs, but binding is not required
for humoral immunity. Instead, blocking of
SIGN-R1 and MBL impairs the local humoral
response. Moreover, elimination of CD11chi

DCs in CD11c-DTR bone marrow chimeric
mice treated with diptheria toxin blocks
both the T-dependent (as expected) and the
T-independent humoral responses to UV
influenza (72). Notably, binding of the virus by
lymph node–resident DCs induced a significant
increase in velocity in a nonrandom manner
and a net directional movement toward the
FDC region. By contrast, neighboring resident
DCs that did not take up the inactive virus
failed to increase motility or gain a nonrandom
movement. The combined results support a
model in which the resident DCs transport the
virus to the B cell follicles, where it is handed
off either directly to FDCs or to other DCs.
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Figure 6
(a) A MP-IVM snapshot showing the capture of influenza (PR8, red ) by medullar resident dendritic cells (DCs) ( green, white arrows) at
46 min after injection of the virus in the footpad. The lymph node capsule and the medullary conduits are shown in blue. (b) Schematic
drawing showing the cells involved in the capture of lymph-borne UV inactive influenza virus in the lymph node (SSM, subcapsular
sinus macrophage; MM, medullary macrophage). (c) DCs capture influenza virus in a SIGN-R1-dependent manner. This model
speculates that C1q is activated by SIGN-R1 (not illustrated) and leads to C3 deposition on the surface of the virus. After binding to the
virus, SIGN-R1 receptors could cluster on the surface of the cell, and the resident DCs could then transport the C3-coated virus to the
follicles, where it could be transferred to the FDCs. (Panel a adapted with permission from Nature Immunology (Reference 72).]

Unlike the observations with C3-ICs, B cells
did not appear to participate in viral transport.
Whether the resident DCs also transport the
virus to the paracortical T cell area was not
examined, but it seems reasonable that they
might also be involved in T cell priming or
handing off the antigen to other subsets such
as CD11c+CD8α+ DCs.

SIGN-R1 is one of several homologs of
human DC-SIGN and is expressed by marginal
zone macrophages in the spleen and MMs in the
pLNs (79). Although SIGN-R1 shares many
ligands with DC-SIGN (99), such as glycans
rich in mannan, it contains an altered intracel-
lular domain that signals via SRC family kinases
through a JNK-dependent pathway rather
than the canonical ERK pathway attributed to
DC-SIGN (100). Although much of the litera-
ture describes SIGN-R1 as a phagocytic recep-
tor, zymosan binding data have indicated that
the receptor may actually be poorly phagocytic
in the absence of other phagocytic receptors
such as dectin-1 (101). This finding may be im-
portant in understanding antigen transfer in the
lymph node, as DCs would have to retain anti-
gen on their surface or recycle in a nonlysomal

compartment, as discussed above for FcRIIb
(85). Interestingly, DC-SIGN can retain
specific antigens without digestion through
the use of low-pH, recycling, nonlysosomal
compartments (102), suggesting a potential
mechanism for SIGN-R1-dependent retention
of viral antigens on lymph node–resident DCs.

A novel function of SIGN-R1 is that bind-
ing of Streptococcus pneumoniae activates comple-
ment C3 via C1q through the classical pathway
(103). In their study, Kang et al. (103) found
that blocking of SIGN-R1 binding or absence
of C3 resulted in impaired humoral immunity
to the bacteria. They proposed that C3 deposi-
tion was essential for uptake of S. pneumoniae on
FDC. However, the mechanism of transport of
opsonized bacteria to FDC was not explored.

Based on the observations of Gonzalez et al.
(72) with inactive influenza, one might spec-
ulate that S. pneumoniae is captured by resi-
dent DCs as well as by MMs and transported to
the FDC by a mechanism similar to that pro-
posed above for influenza (Figure 6). Thus,
one could envision that binding of S. pneumo-
niae to SIGN-R1 leads to C3 deposition on
the pathogen surface that provides a ligand
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for the CD21 and CD35 receptors on FDCs.
Thus, resident DCs might transport the C3-
opsonized bacteria to the B cell follicles and
hand off the complex to FDCs (Figure 6).

SUMMARY

A long-standing enigma in immunology has
been how and where B lymphocytes acquire
their cognate antigen. The use of MP-IVM has
allowed fresh insight into trafficking of leuko-
cytes and the fate of lymph-borne antigens
and their entry into the B cell follicles. In this
review, we discussed three major pathways in
which B cell antigens are captured and deliv-
ered to the B cell compartment and deposited
on FDCs. In the first pathway, macrophages
lining the lymph node subcapsular sinus are
critical not only to limiting the spread of
pathogens but also to capturing and relaying
particulate antigens and ICs to naive and
cognate B cells in the underlying follicles. B
cells play a major role in the transport of ICs
via complement receptors in this pathway. In a
second pathway, small antigens in the afferent

lymph drain passively into the follicles through

collagen-rich conduits. The conduits, which
are secreted by FRCs, intersect with a network
of FDCs, providing a direct connection for cap-
ture and retention of antigens via complement
and Ig Fc receptors. In a third major pathway,
DCs residing along the medullary sinus sample
lymph-borne antigens either directly or in
conjunction with MMs. One model system
suggests, for example, that capture of a viral
antigen via SIGN-R1 leads to activation of the
DC and migration in the direction of the B cell
compartment.

Future challenges lie in characterizing the
innate receptors and recognition proteins such
as C-type lectins that participate in opsoniza-
tion of various microorganisms and in deter-
mining how they alter antigen retention on the
macrophage surface. Similarly, we must un-
derstand the signals involved in induction of
resident DC migration to either the B cell or
T cell compartments and whether they de-
liver antigens directly to FDCs or hand off
the antigens to either B cells or other resident
DCs.
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Abstract

The immune system can identify and destroy nascent tumor cells in a
process termed cancer immunosurveillance, which functions as an im-
portant defense against cancer. Recently, data obtained from numerous
investigations in mouse models of cancer and in humans with cancer
offer compelling evidence that particular innate and adaptive immune
cell types, effector molecules, and pathways can sometimes collectively
function as extrinsic tumor-suppressor mechanisms. However, the im-
mune system can also promote tumor progression. Together, the dual
host-protective and tumor-promoting actions of immunity are referred
to as cancer immunoediting. In this review, we discuss the current ex-
perimental and human clinical data supporting a cancer immunoediting
process that provide the fundamental basis for further study of immu-
nity to cancer and for the rational design of immunotherapies against
cancer.
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Extrinsic tumor
suppressor:
molecular mechanisms
of nontransformed
cells used to sense the
presence of cancerous
cells and restrict their
growth

Intrinsic tumor
suppressor:
molecular mechanism
within healthy cells
that triggers
senescence, repair, or
apoptosis in an
attempt to prevent
transformation

TRAIL: TNF-related
apoptosis-inducing
ligand

Inflammation: a
complex physiological
process involving
leukocyte infiltration
that maintains tissue
homeostasis in
response to tissue
stressors such as
infection or damage

INTRODUCTION

The fundamental mechanisms of cellular divi-
sion and DNA replication carry the inherent
danger that the replication machinery will in-
evitably make mistakes, which could compro-
mise the integrity of the genome and potentially
result in cancer formation. Extensive research
over the past half-century has revealed cancer to
be a genetic disease that arises by an evolution-
ary process where somatic cells acquire multi-
ple mutations that overwhelm the barriers that
normally restrain their uncontrolled expansion.
The devastation wreaked by cancer cells can be
lethal, but fortunately, numerous intrinsic and
extrinsic tumor-suppressor mechanisms exist to
prevent their development.

A variety of intrinsic tumor-suppressor
mechanisms attempt to repair genetic muta-
tions and will trigger senescence or apoptosis
should repairs fail and cellular proliferation
become aberrant. Cellular senescence, a
state characterized by permanent cell-cycle
arrest with specific changes in morphology
and gene expression that distinguish it from
quiescence (reversible cell-cycle arrest), is
induced by numerous cellular proteins (e.g.,
p53) that sense genomic disturbances caused
by mutagenic insults (1). In addition, cellular
senescence is triggered by activated oncogenes,
and it is now becoming more evident that
escape from oncogene-induced senescence is
a prerequisite for cellular transformation such
that cancer cells must acquire cooperating
lesions that uncouple mitogenic Ras signaling
from senescence to proliferate indefinitely (2).
Other intrinsic tumor-suppressor mechanisms,
including p53, sense the activity of oncogenes
and initiate the programmed cell death machin-
ery. Furthermore, in response to cellular stress,
injury, or lack of survival signals, alterations
in mitochondria integrity result in the release
of proapoptotic effectors that trigger cell death
by terminal activation of executioner caspases
(3). In contrast, a second cell death pathway is
activated through ligation of cell-surface death
receptors such as tumor necrosis factor recep-
tor (TNFR), TNF-related apoptosis-inducing

ligand (TRAIL) receptor 2 (TRAIL-R2, DR5),
and Fas/CD95 (4), with the corresponding
ligands of the TNF superfamily inducing the
formation of a signaling complex that activates
the apical caspase 8 to initiate apoptosis.
Furthermore, increasing attention is being
placed on alternative cell death pathways such
as necrosis, autophagy, and mitotic catastrophe
that may halt the transformation process (3). In
general terms, both senescence and apoptosis
prevent the acquired capability of cells to
proliferate without environmental cues and act
as a potent barrier to the further development
of any preneoplastic cell. These cell-intrinsic
prerequisite steps for the transformation of
normal cells into cancer cells were graphically
illustrated by Hanahan & Weinberg (5), as were
sustained angiogenesis, limitless replicative po-
tential, and tissue invasion and metastasis, in the
landmark review “The Hallmarks of Cancer.”

Since this famous review, at least three
general extrinsic tumor-suppressor mecha-
nisms have been identified by which cells and
their adjacent tissues sense the presence of
cancerous cells. All these, to some extent, can
be included under the umbrella of mechanisms
that prevent cancer cells from invading and
spreading to other tissues in the host. The first
rests on the mandatory dependency of cells for
specific trophic signals in the microenviron-
ment that quell their innate suicidal tendencies
such as the epithelial cell–extracellular matrix
association that when disrupted results in cell
death (6). A second appears to involve key links
between cell polarity genes that control cellular
junctions and proliferation, preventing cell
cycle progression in the face of dysregulated
junctional complexes (7). A third extrinsic
tumor-suppressor mechanism involves the lim-
itation of transformation or tumor cell growth
by effector leukocytes of the immune system.

The immune system has three primary roles
in the prevention of tumors. First, it can protect
the host from virus-induced tumors by elimi-
nating or suppressing viral infections. Second,
the timely elimination of pathogens and prompt
resolution of inflammation can prevent the es-
tablishment of an inflammatory environment
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IFN: interferon

Immunodeficient:
lacking one or more
functional components
of the immune system

MCA:
methylcholanthrene

RAG: recombination
activating gene

Immunoediting:
a continual process
during tumorigenesis
where the immune
system both protects
against tumor
development and
promotes their
outgrowth

conducive to tumorigenesis. Finally, the im-
mune system can specifically identify and elim-
inate tumor cells in certain tissues on the basis
of their expression of tumor-specific antigens
(TSAs). This third process, referred to as cancer
immunosurveillance, occurs when the immune
system identifies transformed cells that have
escaped cell-intrinsic tumor-suppressor mech-
anisms and eliminates them before they can
establish malignancy. These effector immune
cells employ extremely diverse mechanisms to
control tumor targets including the induction
of tumor cell death by mitochondrial and cell
death receptor pathways, and thus evasion of
immunosurveillance is often referred to as the
seventh hallmark of cancer (8, 9). In combina-
tion, these diverse intrinsic and extrinsic tumor-
suppressor mechanisms, which are inexorably
linked, are remarkably effective and specific
because cancer is relatively rare in long-lived
mammals. In this review, we focus on data sup-
porting the conclusion that the immune sys-
tem acts as an extrinsic tumor suppressor, but
paradoxically can also promote cancer initia-
tion, promotion, and progression.

A MODERN HISTORY
OF CANCER
IMMUNOSURVEILLANCE AND
CANCER IMMUNOEDITING

The idea that the immune system, which so
effectively protects the host from microbial
pathogens, might also recognize and destroy
tumor cells was conceived 50–100 years ago
(10–12). For more than a century, the con-
cept of cancer immunosurveillance has been
wrought with controversy (reviewed in detail
in Reference 8), and by the early 1990s, little
attention was paid to the idea that natural
immunity could eliminate tumors de novo.
However, interest in this aspect of tumor im-
munology was rekindled in the mid-1990s by
the observations that transplanted tumors grew
more robustly in mice treated with neutralizing
monoclonal antibodies specific for interferon-
γ (IFN-γ) (13) and that immunodeficient
mice that lacked either IFN-γ responsiveness

(IFNGR1, a component of the IFN-γ re-
ceptor) or an intact T cell compartment
were more susceptible to methylcholanthrene
(MCA)-induced sarcoma formation (14–16).

In the past decade, work from many lab-
oratories including our own has validated the
concept of cancer immunosurveillance, demon-
strating unequivocally that the immune sys-
tem can indeed protect mice from outgrowth
of many different types of primary and trans-
plantable tumors (13, 14, 17–21). An important
study in 2001 provided evidence that the im-
mune system controlled not only tumor quan-
tity but also tumor quality (i.e., immunogenic-
ity) (17). Immunodeficient mice lacking either
IFN-γ responsiveness or recombination acti-
vating gene-2 (RAG-2) [the latter fail to gen-
erate T, B, and natural killer T (NKT) lym-
phocytes] develop more spontaneous neopla-
sia upon aging and are more susceptible to
MCA carcinogen-induced sarcomas compared
with wild-type mice. In addition, a significant
portion (40%) of MCA sarcomas derived from
immunodeficient Rag2−/− mice was sponta-
neously rejected when transplanted into naive
syngeneic wild-type mice, whereas all MCA sar-
comas derived from immunocompetent wild-
type mice grew progressively when trans-
planted into naive syngeneic wild-type hosts
(17). Thus, tumors formed in the absence of
an intact immune system are, as a group, more
immunogenic than tumors that arise in im-
munocompetent hosts. These results show that
the immune system not only protects the host
against tumor formation, but also edits tumor
immunogenicity. These new data prompted a
refinement of the cancer immunosurveillance
concept and led to the formulation of the can-
cer immunoediting hypothesis, which stresses
the dual host-protective and tumor-sculpting
actions of immunity on developing tumors.

We now view cancer immunoediting as a
dynamic process composed of three distinct
phases: elimination, equilibrium, and escape
(8, 22–26) (Figure 1). Elimination is a mod-
ernized view of cancer immunosurveillance in
which molecules and cells of both innate and
adaptive immunity work together to detect the
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Elimination phase:
modern view of cancer
immunosurveillance
where the immune
system destroys
transformed cells

Equilibrium phase:
immune-mediated
tumor dormancy

Immunosuppression:
the function of one or
more components of
the immune system is
diminished

Escape phase:
transformed cells
acquire adaptations
allowing them to grow
unhindered by the
immune system

presence of a developing tumor and destroy it
long before it becomes clinically apparent. In
instances in which tumor cell destruction goes
to completion, the elimination phase repre-
sents an endpoint of cancer immunoediting.
However, tumor cell variants may sometimes
not be completely eliminated but rather enter
into an equilibrium phase where the immune
system controls net tumor cell outgrowth. In
this equilibrium phase, tumor cells can become
functionally dormant and remain clinically
unapparent for the life of the host. Thus,
equilibrium also represents a potential second
stable endpoint of cancer immunoediting.
Finally, either as a result of changes occurring
(a) in the tumor cell population due to an
active immunoediting process or (b) in the
host immune system, resulting from increases
in cancer-induced immunosuppression or
immune system breakdown due to the natural
aging process, the functional dormancy of the
tumor cell population may be broken, leading
to progression of these cells into the escape
phase, where they begin to grow in an immuno-
logically unrestricted manner and emerge as
clinically apparent disease. The concept of
cancer immunoediting is thus a comprehensive
interpretation of previous and current clinical
and experimental data, which integrates the
immune system’s capacity to both protect the
host from cancer and promote cancer out-
growth through a multitude of mechanisms.
The observations that have led to the concept
of cancer immunoediting are reviewed here,

with a particular focus on experimental data
from various mouse models of cancer and
clinical data from human cancer patients.

THE ELIMINATION
PHASE: CANCER
IMMUNOSURVEILLANCE

Immune-Mediated Cancer
Elimination in Mice

In the first phase of the cancer immunoediting
process, the elimination phase, immune cells
locate, recognize, and destroy nascent trans-
formed cells and prevent the development of
malignancy. This process has never been visu-
alized in vivo, but rather has been inferred from
the earlier onset or greater penetrance of neo-
plasia in mice defective for certain immune cell
subsets, recognition molecules, effector path-
ways, or cytokines. Predominantly through the
use of gene-targeted mice or by employing neu-
tralizing monoclonal antibodies (mAbs) in wild-
type mice, this approach has demonstrated that
numerous immune effector cells and pathways
are important for the suppression of tumor de-
velopment (Tables 1–3). For the purposes of
this review, we do not discuss a large literature
where such mice have been challenged by trans-
planting a bolus of tumor cells derived from
wild-type mice because these tumor cells origi-
nated by escaping host immunity and therefore
have already undergone cancer immunoediting.
There are three basic mouse models of cancer

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 1
The three phases of cancer immunoediting. Cancer immunoediting is the result of three processes that function either independently
or in sequence to control and shape cancer. Once normal cells are transformed into tumor cells by the combination of acquired
oncogenes and failed intrinsic tumor-suppressor mechanisms, the immune system may function as an extrinsic tumor suppressor by
eliminating tumor cells or preventing their outgrowth. In the first phase, elimination, previously known as cancer immunosurveillance,
innate and adaptive immune cells and molecules recognize transformed cells and destroy them, resulting in a return to normal
physiological tissue. However, if antitumor immunity is unable to completely eliminate transformed cells, surviving tumor variants may
enter into the equilibrium phase, where cells and molecules of adaptive immunity prevent tumor outgrowth. These variants may
eventually acquire further mutations that result in the evasion of tumor cell recognition, killing, or control by immune cells and
progress to clinically detectable malignancies in the escape phase. (Abbreviations: CTLA-4, cytotoxic T lymphocyte associated
protein-4; IDO, indoleamine 2,3-deoxygenase; IFN, interferon; IL, interleukin; M�, macrophage; MDSC, myeloid-derived suppressor
cells; NK, natural killer; NKG2D, NK group 2, member D; PD-L1, programmed cell death 1 ligand 1; TGF-β, transforming growth
factor-β; TRAIL, tumor necrosis factor-related apoptosis-inducing ligand; Treg, regulatory T cell; VEGF, vascular endothelial growth
factor.) Figure modified from Nature Immunology (8).
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Table 1 Susceptibility of immunodeficient mice to carcinogen-induced tumorsa

Mouse strain Immune status
Tumor susceptibility relative to

wild-type mice References
Rag1−/− or Rag2−/− Lacks T cells, B cells, and NKT cells ↑ MCA-induced sarcomas 17, 27
Rag2−/−Stat1−/− Lacks T cells, B cells, and NKT cells;

insensitive to IFN-α, IFN-β, and
IFN-γ

↑ MCA-induced sarcomas 17

SCID Lacks T cells, B cells, and NKT cells ↑ MCA-induced sarcomas 16, 27
Tcrb−/− Lacks αβ T cells ↑ MCA-induced sarcomas 21
Tcrd−/− Lacks γδ T cells ↑ MCA-induced sarcomas 21

↑ DMBA/TPA-induced skin tumors
Tcrb−/−Tcrd−/− Lacks αβ T cells and γδ T cells ↑ DMBA/TPA-induced skin tumors 28
Nude (athymic) Lacks most T cells ↑ MCA-induced sarcomas 15
Cd1d−/− Lacks CD1d-restricted T cells ↑ MCA-induced sarcomas 29
Ja18−/− Lacks semi-invariant NKT cell subset ↑ MCA-induced sarcomas 19, 27, 203
Ifngr1−/− Insensitive to IFN-γ ↑ MCA-induced sarcomas 14, 17
Ifng−/− Lacks IFN-γ ↑ MCA-induced sarcomas and skin tumors 31, 46, 47

↑ MNU-induced lymphomas
Stat1−/− Insensitive to IFN-α, IFN-β, and IFN-γ ↑ MCA-induced sarcomas 14, 17
Ifnar1−/− Insensitive to IFN-α and IFN-β ↑ MCA-induced sarcomas 32
Ifnar2−/− Insensitive to IFN-α and IFN-β ↑ MCA-induced sarcomas 33
Pfp−/− Lacks perforin ↑ MCA-induced sarcomas 31, 204
Pfp−/−Ifng−/− Lacks perforin and IFN-γ ↑ MCA-induced sarcomas 31
Il12a−/− Lacks IL-12 ↑ DMBA/TPA-induced skin tumors 46, 57

↑ MNU-induced lymphomas
Il12b−/− Lacks IL-12 and IL-23 ↑ MCA-induced sarcomas 19, 57, 58

↓ DMBA/TPA-induced skin tumors
Il23a−/− Lacks IL-23 ↓ MCA-induced sarcomas 57, 58

↓ DMBA/TPA-induced skin tumors
Cd80−/−Cd86−/− Lacks CD80 and CD86 ↑ UV-induced skin tumors 205
NK1.1-specific
antibody treatment

Lacks NK cells and NKT cells ↑ MCA-induced sarcomas 18, 27

Asialo-GM1-specific
antibody treatment

Lacks NK cells ↑ MCA-induced sarcomas 18, 27

RAE1 transgenic Defective killing through NKG2D
pathway

↑ DMBA/TPA-induced skin tumors 54

Trail−/− Lacks TRAIL ↑ MCA-induced sarcomas 35
TRAIL-specific
antibody treatment

Blockade of TRAIL ↑ MCA-induced sarcomas 36

Tnf−/− Lacks TNF-α ↑ MCA-induced sarcomas 34, 49

↓ DMBA/TPA-induced skin tumors
�dblGATA Lacks eosinophils ↑ MCA-induced sarcomas 30
Ccl11−/−Il5−/− Lacks eosinophils ↑ MCA-induced sarcomas 30
IL-5 transgenic Elevated number of eosinophils ↓ MCA-induced sarcomas 30

(Continued )
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Table 1 (Continued )

Mouse strain Immune status
Tumor susceptibility relative to

wild-type mice References
Myd88−/− Lacks MyD88 ↓ MCA-induced sarcomas 34, 194, 195, 206

↓ DMBA/TPA-induced skin tumors

↓ DEN-induced liver carcinomas

↓ AOM-induced colon polyps

↑ AOM/DSS-induced colon carcinomas
Il10−/− Lacks IL-10 ↓ MCA-induced sarcomas 34
Il1b−/− Lacks IL-1β ↓ MCA-induced sarcomas 192
Dnam1−/− Lacks DNAM-1 ↑ MCA-induced sarcomas 38

↑ DMBA/TPA-induced skin tumors
Il17a−/− Lacks IL-17A ↓ DMBA/TPA-induced skin tumors 58
CD4, CD25, or FR4
specific antibody
treatment

Lacks Regulatory T cells ↓ MCA-induced sarcomas 117, 193

Immunization with
self antigen

Increased regulatory T cell-activity ↑ MCA-induced sarcomas 207

aAbbreviations: AOM, azoxymethane; Ccl11, chemokine (C-C motif) ligand 11; Cd, cluster of differentiation; �dblGATA, deletion of high-affinity GATA
binding site in Gata1 promoter; DEN, diethyl-nitrosamine; Dnam1, DNAX accessory molecule-1; DMBA, 7,12-di-methylbenz[a]-anthracene;
DSS, dextran sodium sulfate; FR4, folate receptor 4; GM1, a ganglioside; Ifn, interferon; Ifnar1,2, type I IFN receptor 1,2; Ifngr1, IFN-γ receptor 1;
Il, interleukin; Ja18, Jα18 joining gene segment of TCR; MCA, methylcholanthrene; MNU, N-methyl-N-nitrosourea; Myd88, myeloid differentiation
primary response gene 88; NK, natural killer; NK1.1, NK cell–associated antigen 1.1; NKG2D, NK group 2, member D; NKT, natural killer T;
Pfp, perforin; RAE, retinoic acid early transcript; Rag, recombination activating gene; SCID, severe combined immunodeficient; Stat1, signal transducer
and activation of transcription 1; Tcr, T cell receptor; Tnf, tumor necrosis factor-α; TPA, 12-O-tetradecanoyl-phorbol-13-acetate; Trail, TNF-related
apoptosis-inducing ligand; UV, ultraviolet.

DMBA: 7,12-di-
methylbenz[a]-
anthracene

TPA:
12-O-tetradecanoyl-
phorbol-13-acetate

that are relevant to the discussion of cancer im-
munoediting that illustrate the important role
of immunity in eliminating developing tumors:
(a) carcinogen-induced tumors, (b) spontaneous
tumors that arise upon aging, and (c) tumor de-
velopment in mice genetically predisposed to
cancer.

Carcinogen-Induced Tumors
in Immunodeficient Mice

Historically, the concepts of cancer im-
munosurveillance and immunoediting have
predominantly been demonstrated by exposing
wild-type and immunodeficient mice to car-
cinogens and comparing their relative tumor
incidences. The advantages of regulating
tumor penetrance, tissue involvement, and
location in carcinogen-induced tumor models
are one reason why these models are widely

employed by researchers, and in some cases
they represent good mouse models of human
cancer (e.g., asbestosis). The two most com-
monly employed carcinogen-induced tumor
models are sarcomas induced using 3′-MCA
and skin papillomas induced by a combination
of 7,12-di-methylbenz[a]-anthracene (DMBA)
and 12-O-tetradecanoyl-phorbol-13-acetate
(TPA). To date, numerous mice with defined
immunodeficiencies have been tested for their
susceptibility to carcinogens (Table 1).

Cells of both the innate and adaptive
immune system have been shown to be crit-
ical for the elimination (i.e., cancer immuno-
surveillance) of primary MCA-induced sarco-
mas. Lymphocyte-deficient Rag1−/−, Rag2−/−,
severe combined immunodeficient (SCID),
and nude mice all display an increased
susceptibility to tumor induction after MCA
exposure (15–17, 27). Interestingly, 40% of
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Table 2 Immunodeficient mice develop spontaneous tumorsa

Mouse strain Immune status Spontaneous tumor development References
Rag2−/− Lacks T cells, B cells, and NKT cells Mice develop intestinal and lung neoplasms 17
Rag2−/−Stat1−/− Lacks T cells, B cells, and NKT cells;

insensitive to IFN-α, IFN-β, and
IFN-γ

Mice develop intestinal adenomas like Rag2−/−

mice but also develop mammary and colon
adenocarcinomas

17

Ifng−/− Lacks IFN-γ Mice develop disseminated lymphomas on
C57BL/6 background and lung adenocarcinomas
on BALB/c background

20

Pfp−/− Lacks perforin Mice develop B cell lymphomas 18
Pfp−/−Ifng−/− Lacks perforin and IFN-γ Mice develop B cell lymphomas similar to Pfp−/−

mice, but with earlier onset and greater frequency
20

Pfp−/−B2m−/− Lacks perforin, MHC I molecules, and
CD8+ T cells

Mice develop B cell lymphomas similar to Pfp−/−

mice, but with earlier onset and greater frequency
62

Trail−/− Lacks TRAIL Mice develop lymphomas 63
gld mutant Mutant FasL Mice develop plasmacytomas 64
Lmp2−/− Defective antigen processing Mice develop uterine neoplasms 68
Gmcsf−/−Ifng−/− Lacks GM-CSF and IFN-γ Mice develop a range of malignancies including

lymphomas and solid tumors
70

Il12rb2−/− Lacks IL-12Rβ2 Mice develop plasmacytomas and lung carcinomas 69

aAbbreviations: B2m, beta-2 microglobulin; CD, cluster of differentiation; FasL, Fas ligand; gld, generalized disease mutant mice; Gmcsf, granulocyte-
macrophage colony stimulating factor; Ifn, interferon; Ifng, IFN-γ; Il12rb2, interleukin-12 receptor subunit β2; Lmp2, low-molecular-mass protein 2;
MHC I, major histocompatibility complex class I; NKT, natural killer T; Pfp, perforin; Rag2, recombination activating gene 2; Stat1, signal transducer and
activation of transcription 1; Trail, TNF-related apoptosis-inducing ligand.

tumors derived from Rag2−/− mice are rejected
when transplanted into wild-type recipients,
but they grow progressively in either Rag2−/−

hosts or wild-type hosts depleted of CD4+ and
CD8+ T cells, whereas tumors derived from
wild-type mice grow readily when transplanted
into either wild-type or Rag2−/− hosts. These
observations demonstrate that carcinogen-
induced sarcomas derived from immunodefi-
cient mice are more immunogenic than those
arising in mice with a functional immune sys-
tem, and thus formed the basis for the cancer
immunoediting concept (17). Subsequent stud-
ies found that mice deficient for either αβ or
γδ T cells display increased susceptibility to
tumor induction, indicating that both lympho-
cyte populations are important in suppressing
MCA-induced tumors (21, 28). The innate-like
lymphocytes are also critical players in elim-
inating transformed cells. For example, mice
lacking CD1d-restricted T cells (Cd1d−/−) are
more susceptible to MCA-induced sarcomas

(29), suggesting that these cells, which bridge
the innate and adaptive arms of the immune
system, also have a role in suppressing MCA-
induced sarcomas. Furthermore, mice lacking
the Jα18 T cell receptor (TCR) component are
unable to generate the semi-invariant Vα14-
Jα18-containing TCR expressed by NKT cells,
resulting in the absence of NKT cells and ren-
dering these mice more susceptible to MCA-
sarcoma induction (19). Consistent with a role
for the innate immune cells in cancer im-
munosurveillance, mice chronically depleted
of NK cells displayed increased tumor inci-
dence (27). Even eosinophils, whose role is
more clearly defined in host-defense against
helminths, can protect the host from tumor
development. Mice deficient in eosinophils
(more specifically eotaxin-, CCL11-, and/or
IL-5-deficient or �dblGATA) were more sus-
ceptible to MCA-induced sarcoma formation
than wild-type mice in both C57BL/6 and
BALB/c backgrounds (30). Remarkably, mice
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Table 3 Immunodeficiency increases the frequency of cancer in genetic mouse tumor modelsa

Mouse strain Immune status Spontaneous tumor development References
Ifngr1−/−Trp53−/− Insensitive to IFN-γ and lacks

p53
Mice develop broader spectrum of tumors with an
earlier onset than Trp53−/− mice

14

Stat1−/−Trp53−/− Insensitive to IFN-α, IFN-β,
and IFN-γ and lacks p53

Mice develop broader spectrum of tumors with an
earlier onset than Trp53−/− mice

14

Ifng−/− HTLV-Tax Lacks IFN-γ and transgenic for
human HTLV-Tax

Mice develop leukemia and/or lymphoma with an
earlier onset than HTLV-Tax transgenic mice

73

Pfp−/−Trp53+/− Lacks perforin and is
heterozygous for p53

Mice develop B cell lymphomas with an earlier onset
than Trp53+/− mice

18

Pfp−/− Her2/neu Lacks perforin on a Her2/neu
background

Mice develop mammary adenocarcinomas with an
earlier onset than Her2/neu mice

208

Pfp−/− Mlh1+/− Lacks perforin and
heterozygous for Mlh-1

Mice develop B cell lymphomas with an earlier onset
than Mlh1+/− mice

72

Pfp−/− Eμ-v-Abl Lacks perforin and transgenic
for Eμ-v-Abl

Mice develop plasmacytomas with an earlier onset than
Eμ-v-Abl transgenic mice

72

Pfp−/− vav-bcl2 Lacks perforin and transgenic
for vav-bcl2

Mice develop follicular lymphomas with an earlier onset
than vav-bcl2 transgenic mice

72

Cd1d−/−Trp53+/− Lacks CD1d-restricted T cells
and is heterozygous for p53

Mice develop lymphomas and sarcomas with an earlier
onset than Trp53+/− mice

29

Ja18−/−Trp53+/− Lacks semi-invariant NKT cells
and is heterozygous for p53

Mice develop lymphomas and sarcomas with an earlier
onset than Trp53+/− mice

29

Ja18−/− TRAMP Lacks semi-invariant NKT cells
on TRAMP background

Mice develop more aggressive prostate carcinomas with
an earlier onset than TRAMP mice

75

Trail−/−Trp53+/− Lacks TRAIL and is
heterozygous for p53

Mice develop B cell lymphomas and sarcomas with an
earlier onset than Trp53+/− mice

63

Trailr+/− Eμ-myc Heterozygous for TRAIL
receptor and transgenic for
Eμ-myc

Mice develop lymphomas and metastases with an earlier
onset than transgenic Eμ-myc mice

74

Klrk1−/− TRAMP Lacks NKG2D on TRAMP
background

Mice develop larger prostate carcinomas with an earlier
onset than TRAMP mice

40

Klrk1−/− Eμ-myc Lacks NKG2D and transgenic
for Eμ-myc

Mice develop lymphomas with an earlier onset than
Eμ-myc transgenic mice

40

aAbbreviations: Cd1d, cluster of differentiation 1d; Eμ-myc, myelocytomatosis oncogene regulated by immunoglobulin heavy chain enhancer-promoter;
Eμ-v-Abl, Abelson murine leukemia viral oncogene regulated by Eμ; vav-bcl2, B cell leukemia/lymphoma 2 regulated by the panhematopoietic promoter,
vav; Ifn, interferon; Ifng, IFN-γ; Ifngr1, IFN-γ receptor 1; Her2/neu, human epidermal growth factor receptor 2; HTLV, human T cell leukemia virus;
Ja18, Jα18 joining gene segment of TCR; Klrk1, killer cell lectin-like receptor subfamily K, member 1; Mlh1, mutL homolog 1; NKG2D, NK group 2,
member D; NKT, natural killer T; Pfp, perforin; Stat1, signal transducer and activation of transcription 1; Trail, TNF-related apoptosis-inducing ligand;
Trailr, TRAIL receptor; TRAMP, transgenic adenocarcinoma of the mouse prostate; Trp53, transformation related protein 53.

transgenic for IL-5 have greater circulating
numbers of eosinophils and were more resistant
to MCA sarcomas compared with wild-type
mice, strongly suggesting an immunosurveil-
lance role for these innate immune cells (30).

Numerous mice deficient for specific im-
mune effector molecules and recognition path-
ways have also been examined in the context

of MCA-induced tumor susceptibility, includ-
ing mice lacking perforin (31), IFN-γ (31),
IFNGR1 (14, 17), IFNAR1 or IFNAR2 (com-
ponents of the type I IFN receptor) (32–34),
TRAIL (35, 36), IL-12 (37), TNF-α (34), and
DNAM-1 (DNAX accessory molecule-1) (38).
Each of these mouse strains demonstrated en-
hanced susceptibility to sarcoma induction after
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NKG2D: NK group
2, member D

MCA treatment, suggesting that IFNs and cy-
totoxic lymphocytes suppress tumor initiation
in vivo. Although treatment of wild-type mice
with blocking antibodies specific for NKG2D
(an activating receptor expressed by CD8+ T
cells, γδ T cells, and NK cells) was reported
to increase the incidence of MCA-induced sar-
comas in two different mouse strains (39),
C57BL/6 NKG2D-deficient mice had com-
parable numbers of MCA-induced sarcomas
to wild-type mice (40). In addition, although
the rate of MCA-induced tumor formation was
similar in the presence or absence of the NK
cell natural cytotoxicity receptor NKp46, the
expression of its unknown ligands was NKp46-
dependent, suggesting some level of immu-
noediting by cells expressing this receptor (41).

IFNs can contribute to antitumor effects
in a number of ways. IFN-γ can exert direct
effects on tumor cells (14), and a major effect of
IFN-γ on these cells is to enhance MHC class
I expression, rendering them better targets for
tumor-specific CD8+ T cells (17, 42). In addi-
tion, IFN-γ signaling in host immune cells (43)
and host stroma cells (44) plays an important
role in the elimination of tumor cells, indi-
cating that IFN-γ’s effects in multiple cellular
compartments generates antitumor immunity.
Others have proposed that IFN-γ contributes
to an inflammatory foreign body reaction
that results in the encapsulation of injected
MCA, limiting its spread and thereby reducing
its carcinogenic effects (45). However, this
mechanism does not explain the findings that
IFN-γ prevents the formation of lymphomas
induced by the soluble carcinogen N-methyl-
N-nitrosourea (46), where encapsulation of
the carcinogen is not possible. Furthermore,
a recent report demonstrated that MCA expo-
sure induced more squamous cell carcinomas
(SCCs) in the skin of IFN-γ-deficient mice
than of wild-type controls (47), indicating that
MCA delivery in a different tissue type than the
previous subcutaneous injections also supports
a role for IFN-γ in mediating cancer im-
munosurveillance. In contrast to the antitumor
effects of IFN-γ occurring at the levels of both
the tumor and the host, the antitumor effects of

type I IFNs (IFN-α/β) are mediated only at the
level of the host’s hematopoietic system (32).
These results suggest that the ability of type I
IFNs to induce antitumor activity in immune
cells might be the critical mode of action for
this cytokine family and that IFN-γ and IFN-
α/β have distinct, potentially nonoverlapping
mechanisms of action in antitumor immunity.

As discussed later in this review, recent
studies reveal that initiation of MCA-induced
sarcomas requires an inflammatory event.
Along similar lines, skin carcinomas induced
by the topical application of DMBA (tumor
initiator) followed by repetitive doses of
TPA (tumor promoter) are known to require
inflammatory components for tumor initiation
and promotion. For example, the induction
of DMBA/TPA skin carcinomas is myeloid
differentiation primary response gene 88
(MyD88)- (34), mitogen-activated protein
kinase-activated protein kinase-2 (MK2)- (48),
TNF-α- (49), receptor for advanced glycation
end-products (RAGE)- (50), and indoleamine
2,3-deoxygenase (IDO)-dependent (51).
Lesions progress from benign papillomas to
metastatic SCC, and both the number of lesions
and extent of tumor progression is dependent
on the mouse strain. Despite an inflammatory
component, DMBA/TPA-induced tumors are
also detected and destroyed by effector cells
and molecules of innate and adaptive immu-
nity. For example, γδ T cells and CD8+ T cells
confer protection from DMBA/TPA-induced
papillomas (21, 52). In contrast, CD4+ T cells
promote tumor progression, implying opposite
roles for αβ T cell subsets in the protection or
promotion of DMBA/TPA skin carcinogenesis
(52). One mechanism by which γδ T cells
and activated CD8+ T cells might regulate
tumor development is through recognition by
NKG2D of the stress ligand retinoic acid early
transcript 1 (RAE1) that is induced in the skin
after DMBA/TPA treatment and is upregulated
in transformed cells by the DNA damage path-
way (21, 53). NKG2D-expressing dendritic
epidermal γδ T cells can kill RAE1-expressing
targets in vitro (21), but in transgenic mice ex-
pressing RAE1 in the skin, NKG2D expression
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is downmodulated on lymphocytes, and con-
sequently these mice are more susceptible to
papilloma induction than wild-type mice (54).
A follow-up study using inducible RAE1 trans-
genic mice has provided further insight into the
previous observation, where acute upregulation
of NKG2D ligands triggered a swift reorgani-
zation of the local skin immune compartment,
resulting in local Vγ5Vδ1+ T cells limiting
carcinogenesis, but unexpectedly Langerhans
cells promoted DMBA/TPA carcinogenesis
(55). Another innate recognition receptor,
DNAM-1, also protects tumor formation as
Dnam1−/− mice develop more papillomas than
their wild-type counterparts (38).

In addition to cellular subsets and recog-
nition receptors, effector molecules and
cytokines have a critical function in controlling
DMBA/TPA-induced skin tumors. For exam-
ple, although DMBA/TPA-treated TRAIL-R-
deficient mice did not show an increase in the
number of benign papillomas or the rate of pro-
gression to SCC when compared with wild-type
mice, metastasis to lymph nodes was signifi-
cantly enhanced, indicating a role for TRAIL-R
specifically in the suppression of metastasis
(56). One cytokine, IL-12, has been shown to
protect mice against DMBA/TPA-induced tu-
mors, whereas mice that lack functional IL-12
(Il12a−/−) develop increased numbers of papil-
lomas compared with wild-type mice (57, 58).
Interestingly, mice that lack functional IL-23
(Il23a−/−) are resistant to tumor development
(57, 58); however, the mechanism by which
IL-23 suppresses innate immunity and
promotes tumor growth requires further
clarification because it was unexpectedly
IL-17A-independent (58). Nevertheless,
IL-17A-deficient mice also develop fewer
skin papillomas than wild-type mice after
DMBA/TPA exposure, suggesting a tumor-
promoting role for this cytokine (58). One
peculiarity of the DMBA/TPA model is that a
loss of IFN-γ or IFNGR1 unexpectedly results
in reduced tumorigenesis, hence playing an
opposite role than in the MCA tumor model
(59). These observations demonstrate the
pleiotropic effects that a single immune cell or

molecule can have during carcinogenesis and
stress the importance of a multimodal analysis.
The interplay between antitumor immunity
and cancer-promoting inflammation suggested
by the above studies is discussed at greater
length below.

In addition to the demonstration of cancer
immunosurveillance by immune effector cells
and molecules against tumors induced by chem-
ical carcinogens, tumors induced by physical
carcinogens such as ultraviolet (UV) radiation
also seem to be controlled by the immune sys-
tem (60). Interestingly, UV-induced immune
suppression is an important factor in the de-
velopment of UV-induced tumors, and these
tumors are often immunogenic when trans-
planted into naive hosts but grow in immuno-
suppressed or CD8+ T cell–depleted mice (61).
These data show that immunoediting can also
be observed in the UV radiation tumor model
as well as the MCA chemical carcinogen model.

Spontaneous Tumor Development
in Immunodeficient Mice

An elegant approach to examine the role of the
immune system in controlling tumor develop-
ment is to simply remove specific components
of the murine immune system and monitor
mice as they age for the development of spon-
taneous tumors. Mice have long telomeres and
display a very low incidence of spontaneous
tumor development. For example, we observe
incidences of cancer in a variety of inbred
wild-type mouse strains that range from 0%
to 20% over a two-year period. While many
immunodeficient mice also do not develop
cancers over a two-year observation period, ag-
ing studies have clearly demonstrated a critical
role for certain cytotoxic pathways, lympho-
cyte cellular subsets, and cytokines in the
prevention of spontaneous tumor development
(Table 2). One striking example is the pene-
trance of immunogenic B cell lymphomas in
aged mice (>1 year) on either a C57BL/6 or
BALB/c background that increases from 0–6%
in wild-type mice to 40–60% in perforin-
deficient mice (18, 20). Mice lacking this
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STAT: signal
transducer and
activation of
transcription

key T cell and NK cell cytotoxic effector
pathway develop an even greater prevalence
of B cell lymphomas with an earlier onset
when they additionally lack the MHC class I
accessory molecule β2-microglobulin (β2m)
or IFN-γ compared with perforin alone
(20, 62). The absence of other lymphocyte
cytotoxic pathways such as TRAIL or FasL
also increased the susceptibility of mice to
spontaneous lymphomas (63, 64). Collectively,
these data provide strong evidence that critical
cytotoxic molecules in lymphocytes protect the
host from spontaneous tumor development.
Intriguingly, human patients with specific
mutations in perforin that develop adult onset
familial hemophagocytic lymphohistocytosis
have recently been identified as also develop-
ing leukemia and lymphoma, suggesting the
possibility that perforin may protect against
hematological malignancies in humans (65).

Aging experiments have also been per-
formed in mice that lack one or more lympho-
cyte subsets. Although early studies in athymic
nude mice did not document an increase in
spontaneous tumor development (66), one later
study suggested that germ-free nude mice did
develop a low frequency of B cell lymphoma
compared with heterozygote littermates (67).
Unlike other genetic models of immunodefi-
ciency (e.g., SCID mice), the absence of RAG-2
does not affect DNA damage repair pathways in
nonimmune cells undergoing transformation.
Helicobacter-negative 129/Sv Rag2−/− mice
aged in a specific pathogen-free mouse facility
and maintained on broad-spectrum antibiotics
developed significantly more spontaneous
epithelial tumors (35% gastrointestinal and
15% lung of all mice analyzed at 15–16 months
of age) than their wild-type counterparts (17).
Consistent with these observations, 129/Sv
RAG-2-deficient mice that also lack STAT1
(an important mediator of signaling induced by
both type I and type II IFNs) showed an earlier
onset and broader spectrum of malignancy,
including the development of colon and
mammary adenocarcinomas (17). The role of
specific lymphocyte subsets in the prevention of
spontaneous tumor development has yet to be

reported in mice lacking NKT cells, γδ+ T
cells, or NK cells, but C57BL/6 β2m-deficient
mice that lack NKT cells and many CD8+ T
cells did not have elevated tumor formation
upon aging (62), suggesting that distinct lym-
phocyte populations may play distinct roles,
if any, during cancer immunosurveillance of
spontaneous tumors.

Similar to chemical carcinogen models of
tumor induction, cytokines are critical for the
activation of immune effector mechanisms
that limit spontaneous tumor development.
In one study, a small proportion (<15%) of
BALB/c IFN-γ-deficient mice developed lung
adenocarcinomas, whereas almost half the IFN-
γ-deficient mice on a C57BL/6 background
developed a spectrum of various T cell lym-
phomas, indicating strain-specific differences
in the contribution of IFN-γ to prevent sponta-
neous tumors from occurring (20). In addition,
C57BL/6 mice deficient for both perforin and
IFN-γ develop more B cell lymphomas with
earlier onset than Pfp−/− mice, suggesting that
in the absence of perforin, IFN-γ can play a
role in controlling lymphomas (20). Finally,
female mice deficient in the IFN-γ-inducible
immunoproteasome subunit LMP2 develop
spontaneous uterine neoplasms with a disease
prevalence of approximately 36% by 12 months
of age (68). This observation suggests that IFN-
γ-inducible proteasome function may be essen-
tial for MHC class I–mediated tumor rejection.

In addition to the role of cytokines in cancer
immunosurveillance of spontaneous tumors, a
possible link between tumor immunity and au-
toimmune or infection-induced inflammation
has been raised by several studies. For example,
50% of mice lacking the β2 subunit of the IL-12
receptor (IL-12Rβ2) develop plasmacytomas
or lung carcinoma concurrently with immune
complex mesangial glomerulonephritis upon
aging (69). It is presently unclear why IL-
12p40-deficient mice on the same genetic back-
ground as the IL-12Rβ2-deficient mice do not
display either autoimmunity or spontaneous
tumor development (20). Furthermore, mice
deficient in both IFN-γ and GM-CSF have
been found to develop spontaneous tumors in
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CTL: cytotoxic T
lymphocyte

a variety of tissues with age, and, in this case,
tumor development is associated with acute
or chronic inflammatory lesions (70). Main-
taining Gmcsf−/−Ifng−/− mice on a regimen of
antibiotics delays tumor onset, suggesting that
in addition to potentially eliminating tumor
cells directly, the immune system might also
prevent tumor growth by the timely elimination
of infections, thereby limiting inflammation,
which is known to facilitate tumor development
(71). However, this finding cannot be general-
ized to all immunodeficient mice that develop
spontaneous malignancies because heightened
tumor incidence was observed in Rag2−/− and
Rag2−/−Stat1−/− mice maintained on the same
antibiotics regimen (as mentioned above).

Genetic Tumor Models in
Immunodeficient Mice

Data supporting the ability of the immune sys-
tem to suppress tumor development in ge-
netic models of mouse cancer are accumulating
rapidly (Table 3). Mice heterozygous for the
tumor suppressor p53 (Trp53+/−) are geneti-
cally predisposed to tumor development, but
in the additional absence of IFNGR1 (14), per-
forin (18), TRAIL (63), or NKT cells (29), more
aggressive tumors develop with an earlier onset,
providing strong evidence that these immune
components participate in the elimination of
nascent transformed cells. More recently, a key
role for perforin in immunosurveillance of B
cell malignancies has been validated in three
different genetic models of B cell malignancies
in C57BL/6 mice. Similar to Pfp−/−Trp53+/−

mice, perforin-deficient mice that are heterozy-
gous for the tumor-suppressor Mlh1 developed
more B cell lymphomas with faster kinetics than
mice that are wild-type for perforin and het-
erozygous for Mlh1 (72). Additionally, perforin
protects against the development of oncogene-
driven tumors on a transgenic background,
including v-abl-driven plasmacytomas and
bcl2-driven follicular lymphomas (72).

Other transgenic mice that express onco-
genes under the control of tissue-specific pro-
moters have also revealed immune-mediated

protection from tumor formation. In one ex-
ample, IFN-γ suppresses tumor development
in mice expressing the human T cell leukemia
virus type 1–derived oncogene Tax under the
control of a granzyme B promoter (HTLV-
Tax transgenic mice) (73). Loss of a single
TRAIL-R allele on the lymphoma-prone Eμ-
myc genetic background significantly reduced
median lymphoma-free survival, corroborating
an extrinsic tumor-suppressor role for this
cell death pathway (74). The conclusion that
NKG2D plays a critical role in cancer immuno-
surveillance is further supported by the fact that
mice defective in NKG2D are more susceptible
to Eμ-myc-driven pre-B cell lymphomas (40).
Recently, in a study using transgenic adenocar-
cinoma of the mouse prostate (TRAMP) mice,
investigators assessed whether NKG2D con-
trolled the growth of spontaneous oncogene-
driven prostate cancer. NKG2D-deficient
mice developed more aggressive tumors than
wild-type mice; interestingly, these aggressive
tumors arising in NKG2D-deficient mice
expressed higher amounts of NKG2D ligands
than did similar tumors in wild-type mice,
suggesting an NKG2D-dependent immu-
noediting mechanism (40). Also in the same
prostate cancer model, the lack of NKT cells
in TRAMP Jα18−/− mice correlated with
more aggressive adenocarcinoma development
(75). Despite the presence of a traceable tumor
antigen–specific T cell response in these mice,
no evidence was found to support a correlation
between the presence of NKT cells and the
efficacy of cytotoxic T lymphocyte (CTL)
responses in this setting. Nevertheless, this
study extends the list of spontaneously arising
tumors in mice in which NKT cells are critical
for natural immune surveillance.

In summary, various cell types including
αβ T cells, γδ T cells, NKT cells, and NK
cells have been implicated in the processes of
elimination and immunoediting, along with
a number of effector molecules, including
perforin and TRAIL, as well as the cytokines
IFN-γ, type I IFNs, and IL-12. More is
known about the physiologically relevant
targets of IFN-γ’s actions than the other
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effector molecules or cells during cancer
immunosurveillance. Both host and tumor
cells are important targets of IFN-γ during
the development of protective antitumor
immune responses, and the data substantiating
this conclusion have already been extensively
reviewed (8, 22, 23). The effector cells and
cytokines thought to be involved in elimination
and immunoediting differ among models,
demonstrating that the success of immunoedit-
ing and the evidence of its occurrence vary
among experimental systems. Indeed, there are
models in which the immune system seems to
have little influence on the rate of tumor onset
or progression (76) and models in which the
immune system has a distinct protective role,
such as the carcinogen-induced and genetically
predisposed tumor models outlined above. The
level of immune regulation and tolerance (a
state of nonresponsiveness to specific antigens)
imparted by the tumors in each of these models
might explain, at least in part, why in some cases
the effect of subtracting immune elements on
tumor progression is less overt. Blocking these
tolerance mechanisms might reveal the true
mechanisms of tumor-suppressor immunity.
Moreover, recent studies have lent great sup-
port for the cancer immunoediting hypothesis
by validating the existence of the equilibrium
phase in multiple models and demonstrating
that the immune sculpting actions on tumor
immunogenicity occur during this phase.

THE EQUILIBRIUM PHASE:
IMMUNE-MEDIATED TUMOR
DORMANCY

Historically, tumor dormancy is the term used
to describe latent tumors present in patients for
decades that may eventually recur as local le-
sions or form distant metastases (77). Tumors
in the equilibrium phase are a subset of dormant
tumors that are specifically controlled by com-
ponents of the immune system. In the equilib-
rium phase, the host immune system and tumor
cells enter a dynamic balance, wherein powerful
antitumor immunity contains, but does not fully
eradicate, a heterogeneous population of tumor

cells, some of which have acquired means of
evading immune-mediated recognition and de-
struction. The equilibrium phase was originally
hypothesized to exist to explain the long latency
period from the initial transformation event to
the escape phase and emergence of malignant
disease. In this manner, equilibrium may be
the longest of the immunoediting phases where
sculpting forces of immunity select for the tu-
mor cells acquiring the most immunoevasive
mutations, potentially leading to clinically de-
tectable disease.

Using a low-dose regimen of the carcino-
gen MCA, we reported the first experimental
demonstration that immunity maintains pri-
mary occult cancer lesions in an equilibrium
state (78). Treatment of naive wild-type mice
with low doses of MCA led to overt tumors
in only a low proportion of mice. When the
remaining carcinogen-treated mice were ren-
dered immunodeficient via depletion of CD4+

and CD8+ T cells and/or neutralization of
IFN-γ, sarcomas rapidly grew out at the orig-
inal carcinogen injection site in approximately
50% of the group. Strikingly, tumor outgrowth
was not observed to any significant extent
(<10%) in similar MCA-treated wild-type or
RAG-2-deficient mice injected weekly with
control mAb starting at day 200. Subsequent
analyses revealed that mAbs that depleted cells
of adaptive immunity (such as CD4+ and CD8+

T cells) or blocked cytokines that promote
adaptive immunity (such as IFN-γ and IL-12)
caused dormant tumor cells to grow out. In con-
trast, mAbs that deplete NK cells (anti-NK1.1),
block NK cell recognition (anti-NKG2D), or
inhibit NK cell effector function (anti-TRAIL)
failed to cause the emergence of progressively
growing tumors (78). These results support
the conclusion that adaptive immunity, but not
innate immunity, is responsible for maintain-
ing the equilibrium phase (Figure 2). They
also help to mechanistically distinguish this
phase from elimination, where both innate and
adaptive immunity are required. Histological
examination of occult tumors revealed the
presence of atypical fibroblasts surrounded by a
dense infiltration of leukocytes. These atypical
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fibroblasts were truly transformed because they
formed progressively growing tumors when
transplanted into immunodeficient Rag2−/−

mice. Moreover, occult tumors controlled
by immunity displayed fewer Ki67+ atypical
fibroblasts and more terminal deoxynucleotidyl
transferase dUTP end nick labeling (TUNEL)
staining cells than progressively growing sar-
comas. The visualization of fewer proliferating
tumor cells accompanied by more cells under-
going apoptosis is supportive of an active im-
mune response controlling equilibrium tumors.
Occult tumors arising after immunodepletion
were, on the whole, highly immunogenic, with
40% of the cell lines being rejected after trans-
plantation into wild-type mice. In contrast,
the rare spontaneous tumors that grew out of
mice treated with control mAbs were poorly
immunogenic and grew progressively when
transplanted into wild-type recipients. Thus,
tumor cells held in equilibrium by adaptive
immunity remained highly immunogenic and
displayed an unedited phenotype, whereas
dormant sarcoma cells that spontaneously
escaped immune control to become actively
growing tumors displayed reduced immuno-
genicity, indicating that they had undergone
editing.

In hindsight, these findings explain previ-
ously reported models of immune-mediated tu-
mor dormancy. In the past, most experimental
models of tumor dormancy relied heavily on a
vaccination-and-challenge strategy with tumor
cell lines to induce latent tumor cells. For exam-
ple, in the BALB/c B cell leukemia/lymphoma
1 (BCL1) model of tumor dormancy, mice
were immunized with BCL1-derived Ig to cre-
ate an anti-idiotype vaccine against the B cell
receptor (BCR) expressed by the lymphoma
cells. Naive, nonimmunized mice injected with
BCL1 tumor cells succumbed to malignancy
within 30 days. In contrast, mice initially im-
munized with BCL1-derived Ig and subse-
quently challenged with BCL1 tumor cells did
not develop malignancy, although tumor cells
could be detected in the circulation of cancer-
free mice hundreds of days after transplanta-
tion (79). Over an extended period, vaccinated

mice challenged with live BCL1 tumor cells
spontaneously developed malignancy, suggest-
ing an escape from dormancy. Interestingly,
when mice harboring dormant BCL1 tumor
cells were depleted of CD8+ T cells or IFN-γ
using mAbs, the incidence and duration of dor-
mancy were reduced, suggesting that the im-
mune system plays an important role in con-
trolling these dormant tumor cells (79).

Using a BCR-ABL mouse model of
leukemia, other investigators also achieved dor-
mancy via a vaccination-and-challenge strategy.
The longer the DA1-3b tumor cells remained
dormant within the vaccinated host, the greater
the expression of programmed cell death 1 lig-
and 1 (PD-L1) on the tumor cells, which acted
to confer resistance to CTL-mediated killing
(80). Consistent with the concept of the equi-
librium phase, DA1-3b tumor cells acquired ad-
vantageous changes over time such that those
cells that remained dormant longer were more
resistant to attack by CD8+ T cells.

Recently, two additional studies using dif-
ferent mouse models of cancer corroborated
our findings for the existence of the equilib-
rium phase by additionally demonstrating that
immunity can control primary carcinomas and
metastases for extended periods of time. The
first study involved a new mouse model of can-
cer immunosurveillance and equilibrium using
ultraviolet B (UVB)-radiation to induce SCCs
of the skin. Here, the authors used mice genet-
ically deficient in E3 ligase Casitas B-lineage
lymphoma b (Cbl-b), which is known to limit
the effector functions of CTLs (81). Thus, mice
lacking Cbl-b exposed to UVB-radiation devel-
oped fewer spontaneous SCCs compared with
wild-type mice due to the enhanced antitu-
mor activity of CD8+ T cells that lack the
Cbl-b regulator. Cblb−/− mice that failed to
form carcinomas 400 days after UVB treat-
ment were then divided into two experimen-
tal groups. One group received mAbs that de-
pleted CD8+ T cells, whereas the other group
received control mAbs. Only 10 days after start-
ing mAb treatment, nearly 50% of mice de-
pleted of CD8+ T cells developed rapidly grow-
ing tumors, whereas none of the mice receiving
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control mAb developed detectable tumors (81).
It will be interesting to determine in the fu-
ture whether wild-type CD8+ T cells can also
maintain occult UVB-induced carcinomas in an
equilibrium state.

A second study demonstrates that immunity
can prevent the outgrowth of micrometastases
for an extended period of time in an oncogene-
driven model of melanoma. In this model,
transgenic mice that express the human RET

oncogene and a chimeric mouse/human MHC
antigen (AAD) specifically in melanocytes
were found to develop extensive disseminated
metastases (82). Depletion of CD8+ T cells
in RET AAD mice significantly accelerated
the outgrowth of metastatic lesions to vis-
ceral organs, indicating that immunity is one
significant barrier disseminated tumor cells
must overcome to establish metastatic disease
(82). Interestingly, these CD8+ T cells did
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Tag: SV40 large T
antigen

not seem to directly kill the tumor cells, but
rather mediated cytostatic effects on the dis-
seminated tumor cells. One likely mechanism
underlying control of disseminated tumor cell
outgrowth may be via IFN-γ produced by
tumor antigen-specific T cells, which has been
shown in other systems to inhibit cellular pro-
liferation and curtail angiogenesis (83–85). For
example, in a preclinical model of pancreatic
cancer using RIP-Tag2 mice, the transfer of
IFN-γ-producing TNFR1+ CD4+ T cells
specific for Tag prevented the progression
of pancreatic islet cancer (85). In this study,
transferred Tag-specific T cells arrested tumor
cell proliferation and prevented angiogenesis,
curtailing tumor growth and resulting in
the inhibition of multistage carcinogenesis
and induction of a period of extended tumor
dormancy. In the absence of either TNFR1
signaling or IFN-γ receptor signaling, the
same T cells paradoxically promoted angiogen-
esis and multistage carcinogenesis. Currently,
the adoptive transfer of cancer-reactive T cells
into human cancer patients is an experimental
therapy with promising results (86), and it
will be interesting to see if these therapies
can be optimized as a viable therapeutic end-
point to induce an equilibrium state in some
patients.

THE ESCAPE PHASE:
FAILURE OF CANCER
IMMUNOSURVEILLANCE

Although the processes of cancer elimination
and equilibrium largely occur behind the
scenes, a more dramatic result of cancer
immunoediting can occur when tumors escape
immune control, leading to the appearance of
overt cancer (Figure 3). Thus, the escape phase
represents the failure of the immune system
either to eliminate or to control transformed
cells, allowing surviving tumor cell variants to
grow in an immunologically unrestricted man-
ner. Cancer cells undergoing stochastic genetic
and epigenetic changes generate the critical
modifications necessary to circumvent both
innate and adaptive immunological defenses.
Moreover, the immune system contributes to
tumor progression by selecting more aggres-
sive tumor variants, suppressing the antitumor
immune response, or promoting tumor cell
proliferation. The interaction between a
heterogeneous population of cancer cells
undergoing rapid genetic modifications and
the constant immunological pressure exerted
by immune cells allows for the Darwinian se-
lection of the most fit tumor variants to survive
and form overt cancer in immunocompetent
hosts. Thus, nearly all human cancers and

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 2
Experimental evidence for the existence of the equilibrium phase of cancer immunoediting. (a) Protocol to test for the existence of
occult tumors held in an equilibrium state. (b) Sixteen wild-type C57BL/6 mice were injected with 25 μg of MCA and monitored for
tumor formation. At 200 days, the remaining 13 tumor-free mice were treated weekly with control immunoglobulin (cIg) and
monitored for the appearance of tumors (upper panel ). Nineteen wild-type C57BL/6 mice were similarly injected with MCA and at
200 days, the remaining 15 tumor-free mice were treated weekly with a combination of anti-CD4/CD8/IFN-γ (lower panel ).
(c) Summary of MCA equilibrium experiments showing the fraction of MCA-treated mice developing late-forming tumors after
treatment with antibodies starting at day 200. Only when MCA-treated mice are administered antibodies targeting components of
adaptive immunity (IL-12, IFN-γ, and CD4+ and CD8+ T cells), but not innate immunity (NK1.1, TRAIL, and NKG2D), are tumors
held in an equilibrium state free to expand. (d, f, h, j, l ) Histological sections from representative stable masses and (e, g, i, k, m)
progressively growing MCA sarcomas isolated from MCA-treated 129/SvEv mice. Both stable masses and sarcomas have atypical cells
( yellow arrows) that can be visualized by H&E staining and stained for the fibroblast marker vimentin (inset of f and g). Stable masses
display less staining for the proliferation marker Ki-67 (h), more staining for the apoptotic marker TUNEL ( j), and more staining for
infiltrating CD3+ immune cells (l ) than progressively growing MCA sarcomas (i, k, m). The visualization of fewer proliferating cells
accompanied by more cells undergoing apoptosis is supportive of an active immune response controlling equilibrium tumors.
Magnification: 200× , scale bars 100 μm (d, e, and l ); 400× , scale bar 50 μm (m); 600× , scale bars 33μm ( f–i ); 1,000× , scale bars
20 μm ( j and k). (Abbreviations: H&E, hemotoxylin and esoin; MCA, 3′-methylcholanthrene; TUNEL, terminal deoxynucleotidyl
transferase dUTP end nick labeling.) This figure is reprinted and modified, with permission, from Nature (78).
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Figure 3
Tumor escape mechanisms. The immune system exerts selective pressure on tumors through a variety of processes, including the
destruction of antigen-positive tumor cells by CD8+ T cells. As a result, immunogenic tumor cells are eliminated, leaving behind
tumor cell variants more adept at evading immune-mediated destruction (i.e., immunoselection). Over time, tumors evolve mechanisms
to elude or inhibit immunity by both intrinsic and extrinsic means. Intrinsic alterations within tumor cells evade immunity by
downregulating antigen presentation (MHC), upregulating inhibitors of apoptosis (Bcl-XL, FLIP), or expressing inhibitory cell surface
molecules that directly kill cytotoxic T cells (PD-L1, FasL). In addition, tumor cells secrete factors that inhibit effector immune cell
functions (TGF-β, IL-10, VEGF, LXR-L, IDO, gangliosides, or soluble MICA) or recruit regulatory cells to generate an
immunosuppressive microenvironment (IL-4, IL-13, GM-CSF, IL-1β, VEGF, or PGE2). Once recruited, regulatory cells attenuate
antitumor immunity through the liberation of immunosuppressive cytokines and alterations in the nutrient content of the
microenvironment. Specifically, secretion of IL-4 and IL-13 leads to recruitment and polarization of M2 macrophages (M2 M�) from
myeloid precursors, which express TGF-β, IL-10, and PDGF that inhibit T cells. The release of colony-stimulating factors, IL-1β,
VEGF, or PGE2 by tumor cells results in the accumulation of MDSCs that can block T cell function by expressing TGF-β, ARG1,
and iNOS. Regulatory T cells (Tregs) can also inhibit effector T cells through multiple mechanisms, including expression of CTLA-4.
(Abbreviations: ARG1, arginase 1; Bcl-XL, B cell lymphoma extra long; CTLA-4, cytotoxic T lymphocyte associated protein-4; DC,
dendritic cell; FasL, Fas ligand; FLIP, apoptosis-stimulating fragment-associated protein with death domain-like interleukin-1
converting enzyme-like inhibitory protein; GM-CSF, granulocyte macrophage colony–stimulating factor; IDO, indoleamine
2,3-deoxygenase; IL, interleukin; iNOS, inducible nitric oxide synthase; LXR-L, liver X receptor ligand; MDSC, myeloid-derived
suppressor cells; MHC, major histocompatibility complex; MICA, MHC class I polypeptide-related sequence A; PDGF,
platelet-derived growth factor; PD-L1, programmed cell death 1 ligand 1; PGE2, prostaglandin-E2; TGF-β, transforming growth
factor-β; Treg, regulatory T cell; VEGF, vascular endothelial growth factor.)
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JAK: janus-activated
kinase

DC: dendritic cell

experimental cancer cell lines are those that
have evaded immunological control. The focus
of this section on tumor escape is not to provide
an exhaustive list of escape mechanisms that
have been extensively reviewed elsewhere (8, 9,
22, 23, 25, 87), but rather to shape the frame-
work of how tumor cells achieve immunological
escape. Although the mechanisms for tumor
escape are varied, they can be categorized
generally as cell-autonomous modifications at
the level of the tumor cell that directly evade
immune detection and destruction or modifi-
cations in immune cells effected by tumor cells
to generate an immunosuppressive network.

Tumor Cell Modifications to Evade
Immune Detection or Destruction

Tumor escape can result from changes that
occur at the level of the tumor by directly
inhibiting tumor recognition or cytolysis by
immune effector cells. In some cases, immune
evasion by tumors is absolute and the immune
system has little impact on tumor progression,
whereas in other cases tumor growth is delayed
before the immune system is overwhelmed,
leading to tumor progression. In its simplest
form of escape, tumor cells can evade detection
due either to a lack of immunological recogni-
tion or to the induction of central or peripheral
tolerance. Central tolerance is a process
whereby self-reactive T cells are eliminated
or converted to a regulatory phenotype in the
thymus (88). In this case, and in the absence
of neoantigen expression, tumors may remain
invisible to the adaptive immune system and
are free to grow unhindered. Peripheral toler-
ance is an important process whereby T cells
reactive with self-antigens not expressed in the
thymus are deleted or rendered nonresponsive
in the periphery. In this case, some level of
antitumor immune response may be initiated
transiently before tolerance is induced, leading
to tumor progression (76, 89).

In addition to tolerance induction, tumor
cells can acquire defects in antigen processing
and presentation pathways that facilitate
evasion from adaptive immune recognition.

Specifically, loss of TAP1, MHC class I
molecules, β2m, LMP2, and LMP7 and the
development of IFN-γ or IFN-α/β insensi-
tivity by tumor cells prevents T cell–mediated
elimination, resulting in tumor progression
(24, 90–92). An extreme version of this escape
process occurs when tumors lose the ability
to respond to IFN-γ through either mutation
or epigenetic silencing of genes encoding
the IFN-γ receptor signaling components
(IFNGR1, IFNGR2, JAK1, JAK2, and
STAT1) (93). In this case, the affected tumor
cells not only fail to upregulate MHC class
I proteins but also are unable to produce the
intracellular machinery that facilitates antigen
processing and presentation (i.e., TAP1, TAP2,
and components of the immunoproteasome). In
addition, genomic instability within tumor cells
may result in the loss of TSAs, creating antigen
loss variants that are no longer detectable by
antigen-specific CD8+ T cells. Similarly, tu-
mors can become unrecognizable to cells of the
innate immune system through loss of ligands
for the NK cell effector molecule NKG2D
(94) or through suppression of the production
of proinflammatory danger signals to impair
dendritic cell (DC) maturation (95). Thus, tu-
mor cells may avoid recognition by adaptive or
innate immune cells by multiple mechanisms.

Additionally, tumor cells that are unable
to avoid immune cell detection may de-
velop mechanisms to evade immune-mediated
killing. Even when antigens continue to be
expressed, tumors can evade effector lympho-
cytes by upregulating expression of antiapop-
totic molecules such as FLIP and BCL-XL (96,
97). Alternatively, resistance to lysis by immune
cells can be acquired through expression by tu-
mors of mutated inactive forms of death recep-
tors, including the TRAIL receptor, DR5 (98),
and Fas (99).

The above strategies of immune escape
can be viewed as passive, involving the loss of
recognition or reduced sensitivity to apoptosis.
However, tumor cells can take a more active
and direct role in subduing immunity through
expression of immune-inhibitory ligands on
their surface that inhibit the cytotoxic actions

www.annualreviews.org • Cancer Immunosurveillance and Immunoediting 253

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
35

-2
71

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH10-Smyth ARI 4 February 2011 16:41

of immune cells after tumor cell recognition
in a cell-contact mediated manner. The
expression of B7-H1 (PD-L1) (100), HLA-G
(101), and HLA-E (102) on the cell surface
of tumor cells interacts with receptors on the
cell surface of T cells to dampen the cytotoxic
actions of T cells or induce apoptosis within
the T cell. In addition, tumor cell expression
of HLA-E or HLA-G can modify the actions
of innate immune cells by inducing tolerance
in antigen-presenting cells and inhibiting NK
cell–mediated killing (101). The actions of
tumor cells to impede the development of
antitumor immune responses are not limited
to changes that occur directly at the level of the
tumor, but also result from the elaboration of
cytokines and molecules that act at a distance
to generate an extensive immunosuppressive
network that facilitates tumor progression.

Generating an Immunosuppressive
Tumor Microenvironment

The development of an immunosuppressive
environment concomitantly with tumor devel-
opment is evidenced by observations in which
protective responses against transplantable
tumors can be generated when immunothera-
pies are delivered prior to tumor challenge but
fail against established tumors (103). Impor-
tantly, local immunosuppression in the tumor
microenvironment seems to cause failure of
therapy against established tumors because
tumor-bearing mice can often respond nor-
mally to independently administered antigens
(104). The development of an immunosup-
pressive state is achieved by tumor cells that
inhibit the function of effector immune cells
or recruit the efforts of regulatory immune
cells to evade immunological elimination in a
paracrine or endocrine manner.

Tumor cells secrete factors to directly
inhibit the function of sentinel immune cells of
both the innate and adaptive arms of immunity.
For example, tumor cells can block T cell and
NK cell function through secretion of soluble
forms of ligands for effector molecules, as has
been reported for shed ligands of NKG2D

(105). In addition, antitumor immunity can be
subverted at an early stage by tumor-derived
factors that inhibit DC function. In response
to danger signals and cellular stress, DCs are
stimulated to mature, migrate, and carry tumor
antigens to lymph nodes to alert the adaptive
arm of immunity to the presence of transformed
cells. To inhibit this initial immune priming
event, tumor cells secrete sterol metabolites to
suppress the expression of CCR7 on the cell
surface of DCs, thereby disrupting DC migra-
tion to the lymph nodes (106). A recent study
demonstrates that unknown tumor-derived
factors induce the expression of scavenger re-
ceptor A on DCs, resulting in excessive uptake
of extracellular lipids that reduces their ca-
pacity to process antigens (107). Furthermore,
many tumors produce vascular endothelial
growth factor (VEGF), which is critical for
the establishment of one of the hallmarks of
cancer development, angiogenesis, but also
prevents endogenous DC function. Targeted
monoclonal antibodies against VEGF improve
DC function in vivo and improve the efficacy
of cancer immunotherapies (108).

Simultaneous inhibition of multiple stages
in the development of antitumor immunity can
be achieved through the liberation of immuno-
suppressive cytokines by tumor cells. For ex-
ample, TGF-β secretion by tumor cells leads
to inhibition of DC activation as well as direct
inhibition of T cell and NK cell function (109).
Similarly, IL-10 present within tumors can sup-
press DC function and skew T cell responses
toward a type 2 immune response that is less ef-
fective against malignant cells (110). However,
the role of IL-10 in tumor immunity remains
somewhat obscure because it has been shown
also to enhance immune destruction of tumors
(111).

Other tumor-derived factors can be more
selective in inhibiting particular components
of immune responses but can still effectively
suppress immunity. For example, production
of galectin can impede T cell activity and
survival, and blocking this factor can aid tumor
rejection in mice (112). In addition to using
cytokines and lectins to downregulate immune
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responses, tumors can secrete enzymes that
metabolize amino acids within the tumor
microenvironment. Specifically, expression of
IDO by tumor cells metabolizes tryptophan
to generate kynurenines and inhibits CD8+ T
cell proliferation and promotes CD4+ T cell
apoptosis (113). Two potential mechanisms of
immune inhibition include starvation, where
depletion of this important amino acid weakens
T cells, and metabolite cytotoxicity, where
metabolic products of tryptophan degradation
inhibit T cell function (114).

In addition to the mechanism described
above, a variety of immunosuppressive regula-
tory leukocytes can suppress immune function,
leading to tumor escape. Regulatory T cells
(Tregs), largely expressing CD4, CD25, and
Foxp3, inhibit CTL function in a number of
ways, including IL-10 and TGF-β production,
CTLA-4 and PD-L1 expression, and IL-2 con-
sumption (115). This regulatory lymphocyte is
the critical mediator of peripheral tolerance un-
der physiological settings but is often recruited
to the tumor site where it suppresses antitumor
immunity. Furthermore, TGF-β production
by tumor cells can convert effector T cells into
Tregs that, in turn, suppress other effector T
cells, which infiltrate the tumor mass (116). Ex-
perimental tumor models that eliminate Tregs
result in robust antitumor immune responses
and the rejection of transplanted or primary tu-
mors (117). In addition to Tregs, other regu-
latory lymphocyte populations can be found in
subsets of NKT cells and B cells that inhibit
effector responses against transformed cells
(118, 119).

The production and elaboration of GM-
CSF, IL-1β, VEGF, and PGE2 by tumors lead
to expansion of myeloid-derived suppressor
cells (MDSCs) and their accumulation within
the tumor mass (120). MDSCs are a hetero-
geneous group of myeloid progenitor cells and
immature myeloid cells that can inhibit lym-
phocyte function by a number of mechanisms.
These include the production of immunosup-
pressive cytokines (TGF-β) (121); the deple-
tion or sequestration of amino acids arginine or
cysteine, which are required for T cell function

(122); the inhibition of T cell activation by TCR
nitrosylation (123); and the induction of Tregs
(124). The multiplicity of mechanisms that in-
hibit lymphocytes in either an antigen-specific
or antigen-nonspecific manner most likely re-
flects distinct cellular subsets within the MDSC
heterogeneous population (125).

In addition to MDSCs, plasmacytoid DCs
(pDCs) are recruited to the tumor mass and
become key players in the immunosuppressive
network. Ovarian cancer cell products activate
pDCs, which in turn induce the expansion of
IL-10-producing CD8+ Tregs (126). A poten-
tially novel subset of DCs, sometimes referred
to as vascular leukocyte cells (VLCs) or Tie2+

monocytes, are recruited to the tumor bed
by β-defensins and induce their endothelial-
like specialization, where they enhance vascu-
logenesis and suppress conventional DC func-
tion through the secretion of VEGF and other
proinflammatory cytokines (127). A recent
study by Shields et al. (128) identified lymphoid
tissue-inducer (LTi) cells that are recruited by
CCL21-secreting melanomas and contribute to
the development of an immunosuppressive ter-
tiary lymphoid structure within the tumor mass
that recruits MDSCs and Tregs and polarizes
monocytes to M2 macrophages. Many tumors
attract tumor-associated macrophages (TAMs)
by IL-4 and IL-13. M2 macrophages can inhibit
antitumor immunity through the production of
TGF-β and IL-10 and can promote stromal
development and angiogenesis through secre-
tion of platelet-derived growth factor (PDGF)
(129).

Together, these examples demonstrate that,
in addition to central and peripheral tolerance,
failure of antitumor immunity can be due to
the development of an immunosuppressive mi-
croenvironment. Any one, or a combination
of several, of the above cellular and molec-
ular mechanisms can contribute to suppres-
sion of tumor immunity. The balance between
these inhibitory mechanisms and immune-
stimulating conditions determines whether or
not tumors escape immune responses and the
rate of tumor progression. In human cancer
patients, immunosuppression of lymphocytes
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within the tumor microenvironment has also
been widely observed for a variety of cancer
types (130). In the next section, we discuss the
evidence for cancer immunoediting in humans,
with particular emphasis on the elimination and
equilibrium phases.

CANCER IMMUNOEDITING
IN HUMANS

The extensive studies reviewed above clearly
demonstrate that the immune system not only
protects against tumor development but also
shapes tumor immunogenicity in mouse mod-
els of cancer. The question therefore naturally
arises whether cancer immunoediting occurs in
humans. Humans are not clean models of im-
mune deficiency such as those that exist in ex-
perimental mice that live in controlled environ-
ments. Nevertheless, compelling clinical data
support the existence of cancer immunoedit-
ing in humans. Here, we do not discuss the
mechanisms of tumor escape in humans be-
cause they greatly overlap with those observed
in mice (discussed above) and have been exten-
sively reviewed elsewhere (8, 9, 22, 23, 25, 87),
but rather we review data supporting an ac-
tive immune response eliminating or control-
ling cancer in humans.

Acquired Immunodeficiency
and Cancer Risk

Although severely immunodeficient humans
succumb to infections relatively early, advances
in the management of acquired immuno-
deficiencies have led to extended survival of
patients with partly compromised immune
systems. Evidence for immunosurveillance can
be found in patients with AIDS who have an in-
creased frequency of malignancies (131). Most
often, these malignancies are virus-associated
and initiated by viral oncogenes, including lym-
phomas (Epstein-Barr virus), Kaposi’s sarcoma
(herpesviruses), and urogenital cancers such
as cervical cancer (human papilloma viruses)
(132). Although the antigenic targets of the
above malignancies are not fully characterized,
viral antigens can certainly be expressed, and

an argument can be made that the increased
frequency of virus-associated cancers reflects
a breakdown in antiviral immunity rather
than reduced immunosurveillance of cancer.
However, support for immunosurveillance can
be found in malignancies of nonviral origin.

The incidence of nonvirally induced tumors
in AIDS patients is less well documented, but
there is evidence of an increased incidence of
solid cancers in AIDS patients, particularly lung
adenocarcinomas (133). Although a large pro-
portion of HIV-infected individuals may be ex-
posed to other lifestyle risk factors, including
smoking, the association of lung cancer in AIDS
patients has been demonstrated to be indepen-
dent of smoking (134), with a 3.5-fold elevated
risk of lung cancer for AIDS patients compared
with the wider population.

Immunosuppressed Organ Transplant
Recipients and Cancer Risk

Some level of immunodeficiency can be
induced in humans by the use of immuno-
suppressants following organ transplantation,
and an increase in the incidence of malig-
nancies in these patients suggests a role for
immunosurveillance in humans. Greater
cancer prevalence among transplant recipients
has been observed in a range of transplant
situations using a variety of immunosuppres-
sants. For example, patients receiving kidney
transplants display a threefold increase over the
general population in the overall incidence of
malignancy. Although virus-associated malig-
nancies predominate, there is also an increased
risk for developing noninfectious cancers of the
colon, lung, pancreas, kidney, and endocrine
system (135). Additionally, a dramatic increase
in risk (200-fold) of nonmelanoma skin cancers
has been demonstrated in renal transplant
patients, suggesting a particularly important
role for cancer immunosurveillance at sites
exposed to UV irradiation (136). Finally,
melanomas have also been observed to increase
in frequency in these renal transplant patients,
but to a lesser degree (two- to tenfold) than
other skin cancers (136, 137).
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TAA: tumor-
associated antigen

In addition to renal transplant recipients,
patients that have received heart transplants
and undergone immunosuppression to fa-
cilitate organ engraftment have a reported
2.7-fold increased risk of cancer development
over the general population. However, the
increased risk varied between malignancies,
with non-Hodgkin’s lymphoma predominating
at a 22.7-fold increased risk (138) and lung
cancer incidences that varied from 2- to 25-fold
increased risk (138, 139). Patients with liver
transplants also manifest a greater preponder-
ance of cancers not associated with pathogens,
including some types of head and neck cancers
and nonmelanoma skin cancers (140, 141). Fur-
thermore, the positive correlation between the
duration of pharmacology-induced immuno-
suppression and the incidence of cancer
development also supports the existence of
human cancer immunosurveillance (142).

Additionally, cancer risk in transplant
recipients varies with the type of immuno-
suppressive regimen utilized, where risk
of nonmelanoma skin cancer is different
between patients receiving mycophenolate
(143) versus antibody induction therapy (141).
Interestingly, incidences of some cancers,
including breast, prostate, ovarian, brain, and
testicular, have not been observed to increase
in the context of pharmacologically induced
immunosuppression, but it is not clear if these
malignancies are less immunogenic or simply
take longer to develop. These data support
the notion that de novo malignancies arise
due to the permissive environment created by
immunosuppressive regimens, which inhibit
cancer immunosurveillance mechanisms.
Further supporting the link between immuno-
suppression and malignancy are observations
of spontaneous remissions of lymphomas after
cessation of immunosuppression (144).

Spontaneous Immune Responses
to Cancer

The spontaneous recognition and destruction
of human cancers by cells of the adaptive
immune system substantiate the occurrence of

cancer immunosurveillance in humans. As early
as the 1970s, screening cancer cell lines with
autologous patient serum identified sponta-
neous antibody responses to autologous cancers
in a subset of patients (145, 146). Antibody
responses in patient serum have been reported
for more than 100 tumor-associated antigens
(TAAs), although only eight antigens have
been identified in multiple reports, suggesting
that many immunogenic mutations might be
unique for each individual cancer (reviewed in
Reference 147). Among the shared antibody
responses were those against the cancer-testis
antigen NY-ESO-1 and the mutant forms of
tumor suppressor p53, which are often over-
expressed in many different types of human
malignancies (148, 149). The high frequency of
antibodies specific for TAAs in cancer patients
compared with healthy individuals suggests
that immunity has been induced in response
to malignancy. The reasons for spontaneous
antibody responses in cancer patients are not
known but may include an overabundance of
antigen or its enhanced presentation to gener-
ate immunogenicity in the malignant setting.

The phenomenon of spontaneously regress-
ing melanoma lesions accompanied by the
clonal expansion of T cells is arguably the
strongest evidence for the elimination phase of
cancer immunoediting in humans (150–152).
These responses, observed in the absence of
specific immunotherapy, support the ability of
the immune system to spontaneously recog-
nize antigens on/in tumors. Specific CD4+ and
CD8+ T cell activity against TAAs, includ-
ing NY-ESO-1, is known to develop sponta-
neously in human cancer patients (153, 154).
However, spontaneous T cell responses spe-
cific for some TAAs, such as the MAGE fam-
ily, are rare (155), whereas those specific for
the melanocyte differentiation antigen MART-
1/Melan-A have been found in a relatively
high percentage (>50%) of healthy individ-
uals (156). Thus, there is a strong correla-
tion between spontaneous T cell responses and
some TAAs but not others, and it is not clear
whether the presence of TAA-specific T cells
in healthy individuals reflects past exposure
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TIL: tumor-
infiltrating lymphocyte

to transformed cells expressing the antigen.
More studies are needed to identify TAAs and
TSAs in a variety of cancers to determine the
relative abundance and uniqueness of tumor
antigens.

Other spontaneous immune responses
against malignant cells have been demonstrated
in patients with paraneoplastic autoimmune
disorders (PND) caused by cross-reactivity
between the antitumor immune response
and neurologic antigens (157). In addition
to antibody responses, tumor-specific T cells
have also been identified in patients with PND
(158). Nearly all patients with PND die from
cancer or neurologic disease; however, the
few surviving patients have complete tumor
remission in response to therapy and no
longer manifest any neurological impairment.
These dramatic clinical cases demonstrate that
the tumor antigens are the drivers of both
beneficial immune responses against neoplastic
tissues and pathological immune responses
against normal tissues (i.e., neurons). Inter-
estingly, PND symptoms can precede tumor
diagnosis by several years (159), indicating
that antitumor responses might be primed by
undetectable, microscopic tumors early in their
evolution. It remains to be determined whether
the antitumor immune response substantially
delays tumor growth in patients with PND,
and such analysis is likely to be confounded by
the lethality of the neurologic complications.
Nevertheless, the presence of antineuronal
antibodies has been reported to correlate with
improved prognosis at least for some neurolog-
ical malignancies (160), and there are some case
reports of spontaneous complete remission
in the absence of specific treatment (161).
Spontaneous tumor regression accompanied
by lymphocyte infiltration has also been noted
for a number of other tumor types (reviewed in
Reference 26); however, the role of lymphocyte
infiltration in tumor regression has not been es-
tablished in these cases due to their rarity. Even
in the absence of spontaneous tumor regres-
sion, tumor-infiltrating lymphocytes (TILs)
appear to be controlling tumor outgrowth

and enhancing patient survival, as discussed
below.

Tumor-Infiltrating Lymphocytes
as a Prognostic Indicator

Further support for cancer immunoediting can
be found in reports that correlate the frequency
of TILs with patient survival. Tumor infiltra-
tion by T cells, NK cells, or NKT cells has
been associated with an improved prognosis for
a number of different tumor types (162–169).
The initial association between favorable pa-
tient prognosis and TILs was first observed in
patients with melanoma (162, 163), where it
was reported that patients with high levels of
CD8+ T cell infiltration survive longer than
those whose tumors contain low numbers of
lymphocytes. Since then, various melanoma-
specific antigens have been identified in addi-
tion to melanoma-specific T cells in patients
with melanoma (reviewed in Reference 170).

In a landmark study in ovarian cancer,
the presence of TILs in ovarian cancer tissue
specimens correlated with better prognosis.
Specifically, 38% of patients with high num-
bers of TILs survived more than five years
after diagnosis compared with 4.5% of patients
with low numbers of TILs (165). These
findings have been confirmed in subsequent
studies for ovarian cancer (166) and for other
malignancies, including melanoma (171) and
colon cancer (167–169). Particularly elegant
studies on colon and lung cancers reveal a
tight correlation between the quality and
quantity of intratumor immune responses and
patient survival (168, 169). Remarkably, the
type and density of lymphocytes infiltrating
these cancers were more powerful prognostic
indicators than previous pathological criteria
for tumor staging, underscoring the need for
clinical pathologists to consider infiltrating
immune cells when determining a patient’s
prognosis. In fact, the results of these studies
provide strong evidence for the equilibrium
phase of cancer immunoediting in humans.
Enhanced survival of some cancer patients is
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associated with particular subsets of T cells,
such as the intratumor localization of CD8+

T cells and Tregs (164, 166, 167). However,
tumor infiltration by some leukocytes, such
as macrophages and Tregs, sometimes has a
detrimental impact on patient survival (172). A
particularly interesting disagreement concerns
the significance of Tregs in tumors, where some
groups find a correlation between the presence
of Foxp3+ Tregs in tumors with a poor
prognosis (173, 174), whereas other groups
report better prognosis if Tregs are present in
tumor tissue samples (175, 176). Reasons for
these different outcomes are not clear but may
be related to the type of malignancy involved.

Immunogenicity of Cancers with
Microsatellite Instability

All cancers are inherently genetically unstable,
and this instability seems to be a contributing
factor in the capacity of immune cells to detect
and control tumor cells. For example, the in-
filtration of colorectal cancer by CD8+ T cells
is associated with a favorable prognosis (167–
169), as discussed above, and this association
is further strengthened in cases where tumors
exhibit high levels of a particular type of ge-
netic instability, referred to as microsatellite
instability (MSI), where defects in DNA mis-
match repair mechanisms lead to the duplica-
tion or deletion of short repeated sequences
of DNA known as microsatellites (177, 178).
Strikingly, MSI-high (MSI-H) tumors are of-
ten strongly infiltrated with lymphocytes, in-
cluding activated CD8+ T cells (178), and con-
tain tertiary lymphoid follicles (177) indicative
of a potent local immune response. The high
rate of mutation in MSI-H tumors has been
shown to result in the generation of a number
of novel tumor antigens that can be recognized
by B cells, CD4+ T cells, and CD8+ T cells. To-
gether, these findings suggest that the genera-
tion of antigenic peptides as a result of genomic
instability might result in the priming of a pro-
tective adaptive immune response in patients
with MSI-H colorectal cancers. An interesting

possibility is that these findings are not unique
to colorectal cancers, but apply to other human
cancers as well (179).

Cancer Equilibrium in
Human Patients

A plethora of clinical evidence suggests that
occult cancers can lie dormant in patients for
many years, sometimes exceeding 20 years, be-
fore malignant disease progresses to clinically
detectable levels (180). For example, 20–45%
of patients with breast or prostate cancer will
relapse years or even decades later (181, 182).
Such a lengthy and protracted period from
initial cancer remission to cancer recurrence
may, in part, be explained by immunological
constraints placed on the remaining cancer
cells. In some cases, circulating disseminated
cancer cells exist for decades after treatment
without the reestablishment of clinical disease
from these persistent cancer cells (183). This
is known as minimal residual disease, and it
appears to be a common reservoir of cancer
cells for most cancer types after the initial
therapeutic intervention, but its mechanisms
for maintenance are poorly understood. Min-
imal residual disease is of critical importance
because the vast majority of morbidity and
mortality associated with cancer is due to
metastatic lesions that are presumed to be
seeded by these persistent cancer cells. There is
evidence that immunosuppressive intervention
for various conditions can be associated with
a greatly increased risk of cancer relapse even
after long periods of time. In one study, three
out of eight patients (37%) experienced cancer
relapse following immunosuppression after
more than 10 years of remission, whereas can-
cer patients in remission for 10 years or more
that had not undergone immunosuppressive
treatment had only a 2% relapse rate (180).

One remarkable clinical scenario that sug-
gests that immunity can prevent the out-
growth of occult lesions is the unintentional
transplantation of cancer cells from organ
donor to immunosuppressed recipient. In these
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scenarios, organs were harvested from deceased
donors, who either had no previous clinical
history of malignancy or were in cancer re-
mission and had no overt signs of disease at
the time of organ donation and transplantation
into recipients. The recipient patients under-
going immunosuppression for organ engraft-
ment later developed clinically detectable can-
cers of donor origin (184, 185). A subset of these
donor-derived malignancies was from donors
with no previous history of cancer, suggesting
a state of equilibrium operating between can-
cer cells in the primary lesion and the donor’s
immune system that subsequently broke down
after transplantation into immunosuppressed
recipients.

Clinicians have long observed that the im-
mune system mounts a response against pre-
neoplastic cells in monoclonal gammopathy of
unknown significance (MGUS) but does not
eliminate them, eventually allowing MGUS to
progress to multiple myeloma (186). The abil-
ity to detect this premalignant phase of disease
allows for immunologic monitoring through-
out disease progression, and such monitoring
has revealed that T cells derived from the bone
marrow of patients with MGUS mount strong
responses to autologous premalignant cells, but
these responses are absent in patients with mul-
tiple myeloma (187). These findings are consis-
tent with the idea that T cells may hold prema-
lignant cells in check for an extended period
of time (i.e., equilibrium) but eventually fail to
control some abnormal plasma cell clones that
ultimately give rise to multiple myeloma (i.e.,
escape). Additionally, treatment of low-grade
B cell lymphoma by administering antibodies
specific for the idiotype expressed by the malig-
nant cells results in remission of disease without
entirely eliminating the tumor cells, and these
circulating lymphoma cells are detected up to
eight years after treatment without any other
signs of progressive disease (188). These results
suggest that equilibrium may be a viable thera-
peutic endpoint for the treatment of cancer, and
in such a case, interventions may be necessary
to stabilize the equilibrium phase indefinitely
and prevent the immunoselection of tumor cell

variants possessing novel mutations that even-
tuate in resistance to immune attack.

Summary of Human Cancer
Immunoediting

As discussed above, there is considerable
clinical evidence for the cancer immunoediting
process in humans even though cancer patients
are a genetically and immunologically diverse
population. The confluence of these complex
factors may explain why spontaneous immune
responses occur in only a proportion of indi-
viduals and why some patients respond better
to certain immunotherapies. The differences in
an individual’s immune repertoire, the capacity
to process and present antigens, the quality and
quantity of tumor antigens generated, as well as
the ability of cancer to suppress antitumor im-
munity help to determine the overall outcome.
Future advances in gene expression and pro-
teomics of human cancers and their antigens
will provide greater insight into the mechanism
of cancer immunoediting in humans, which
may be critical in determining which patients
benefit from particular treatments.

CANCER-RELATED
INFLAMMATION AND
CANCER IMMUNOEDITING:
INTERDEPENDENT PROCESSES

Inflammation is a broad and complex physi-
ological process that maintains tissue homeo-
stasis in response to tissue stressors such as in-
fection or tissue damage (189). Rudolph Vir-
chow, who established the cellular basis of
pathology, was the first to propose the link be-
tween inflammation and cancer in the 1860s
when he observed leukocytes infiltrating neo-
plastic tissues (190). We now appreciate that
chronic inflammation can contribute to can-
cer initiation by generating genotoxic stress,
cancer promotion by inducing cellular pro-
liferation, and cancer progression by enhanc-
ing angiogenesis and tissue invasion. However,
there is overwhelming evidence that immunity
against transformed cells can develop to protect
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the host from cancer formation, as discussed
above. Each of the six cell-intrinsic hallmarks
of cancer can influence the immune system (9),
and the cancer immunoediting process attempts
to describe the varied outcomes of tumor–
immune system interactions, including im-
munosurveillance (antitumor), immunoselec-
tion (protumor), and immunosubversion (pro-
tumor). We maintain that cancer immunoedit-
ing and tumor-promoting inflammation are not
mutually exclusive processes, but rather are po-
tentially overlapping immune algorithms (191).

This overlap was most clearly demonstrated
in the MCA model in which sarcoma induc-
tion was shown to depend on immune cells
and molecules that promote inflammation,
including MyD88, IL-1β, IL-10, IL-23, and
Tregs (34, 58, 117, 192, 193), but then led to
the development of host-protective immune
responses that resulted in tumor destruction
(e.g., IFN-γ, IFN-α/β, T cells). For exam-
ple, the functionally related heterodimeric
cytokines IL-23 and IL-12 both contain
the IL-12p40 subunit but activate distinct
receptors that share the IL-12Rβ1 subunit and
play different roles in response to transformed
cells. Specifically, loss of IL-23 reduced the
incidence of MCA-induced sarcomas, whereas
IL-12-deficient mice developed more sarcomas
when compared to wild-type mice (58).

Similarly, the DMBA/TPA model of skin
carcinogenesis is known to have a major in-
flammatory component contributing to tumor
development; however, γδ T cells, IL-12,
and DNAM-1 participate in immunosurveil-
lance and prevent skin carcinoma formation
(21, 38, 57). Therefore, tumor-promoting
inflammation and cancer immunosurveillance
can coexist within the same tumor models at
the same tissue site, although they may be
temporally distinct. For example, both MyD88
and IL-1β have been shown to promote tu-
morigenesis in a number of primary carcinogen
models (34, 192, 194, 195), but MyD88 and
IL-1β are also critical in the development of
antitumor immunity against established tumors
through the recognition of dying tumor cells
undergoing immunological death (196–198).

Furthermore, the same component of the
immune system may promote or prevent
tumor formation depending on the biological
context in which it acts. For example, mice
genetically deficient for TNF-α develop more
sarcomas than wild-type mice after exposure
to MCA (34), indicating a host-protective role
for this cytokine, whereas TNF-α-deficient
mice develop fewer skin carcinomas than
wild-type mice after exposure to DMBA/TPA
(49), indicating a tumor-promoting role for
TNF-α. One mechanism for TNF-α’s ability
to protect the host against tumor formation
is the priming, proliferation, and recruitment
of tumor-specific T cells that was observed in
an oncogene-driven pancreatic cancer model
(199).

Finally, inflammation participates in the
cancer immunoediting process during the tu-
mor escape phase, when inflammatory cells and
regulatory immune cells are recruited and ac-
tivated by cancer-derived products to dampen
antitumor immunity and subvert immune cells
to promote cancer progression. To develop
more effective immunotherapies, immunolo-
gists must identify the cellular and molecular
players that either eliminate or promote can-
cer development and what conditions influ-
ence that fate. For this reason, inhibitors of the
proinflammatory transcription factors NF-κB
and STAT3 may be therapeutically useful in
switching the nature of the tumor microenvi-
ronment from one of tumor-promoting inflam-
mation to that of tumor-eliminating immunity
(200, 201).

LESSONS FROM CANCER
IMMUNOEDITING

As our molecular understanding of cancer
immunoediting increases, strategies can be
developed to harness the power of immunity to
protect against cancer development. Targets
for therapeutic intervention can be found at
each stage of the immunoediting process from
elimination to equilibrium to escape. The
identification of key immune molecules and
cells important in the elimination of nascent
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transformed cells may provide opportunities
to boost specific aspects of immunity to induce
tumor regression. Furthermore, development
of therapeutic strategies that stabilize tumor
masses by inducing an equilibrium state is
a viable clinical endpoint that has not been
fully implemented by oncologists but could
greatly enhance patient survival. Other po-
tential strategies targeting the equilibrium
phase are those that attempt to stabilize
tumor cell genetic instability, thereby halting
progression from tumor equilibrium to tu-
mor escape. The inhibition of tumor escape
mechanisms may render tumor cells visible for
immune-mediated destruction, and many phar-
macological agents have been generated for this
end.

Targets of tumor escape mechanisms cur-
rently in clinical trials or in the pipeline include
antibody blockade of the immunosuppressive
moieties CTLA-4, PD-L1, and PD-1. In the
case of CTLA-4 blockade, a recent Phase 3 clin-
ical trial reported that patients with metastatic
melanoma survived longer after treatment with
CTLA-4 blocking antibodies, making this drug

one of the most successful cancer therapies
that target the immune system (202). Further-
more, strategies to inhibit immunosuppressive
cytokines such as VEGF, enzymes such as IDO,
and antiapoptotic molecules such as Bcl-2 are
also being pursued. Undoubtedly, chronic in-
flammation contributes to both cellular trans-
formation and tumor progression, but less is
known about what aspects specifically induce
cancer formation. Inhibitors of proinflamma-
tory transcription factors may reduce tumor de-
velopment and switch the tumor microenviron-
ment from tumor-promoting inflammation to
tumor-eliminating immunity.

Ultimately, high-throughput screening of
cancer genomes and proteomes is required to
identify polymorphisms and mutations in im-
mune pathways that limit human cancer devel-
opment and progression. Insights gained from
deciphering the molecular underpinnings of
the cancer immunoediting process could lead
to strategies for manipulating the cellular and
molecular microenvironment of tumors in the
hope of inducing immune-mediated eradica-
tion or stabilization of malignant disease.
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Abstract

Mucosal surfaces are colonized by large communities of commensal
bacteria and represent the primary site of entry for pathogenic agents.
To prevent microbial intrusion, mucosal B cells release large amounts
of immunoglobulin (Ig) molecules through multiple follicular and ex-
trafollicular pathways. IgA is the most abundant antibody isotype in mu-
cosal secretions and owes its success in frontline immunity to its ability
to undergo transcytosis across epithelial cells. In addition to translocat-
ing IgA onto the mucosal surface, epithelial cells educate the mucosal
immune system as to the composition of the local microbiota and in-
struct B cells to initiate IgA responses that generate immune protection
while preserving immune homeostasis. Here we review recent advances
in our understanding of the cellular interactions and signaling pathways
governing IgA production at mucosal surfaces and discuss new findings
on the regulation and function of mucosal IgD, the most enigmatic
isotype of our mucosal antibody repertoire.
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MALT: mucosa-
associated lymphoid
tissue

Peyer’s patch (PP):
organized lymphoid
aggregate of the small
intestinal mucosa that
functions as a major
IgA inductive site
(about 30 in humans)

Mesenteric lymph
node (MLN): lymph
node lying between
two sheets of the
peritoneal membrane
connecting various
segments of the small
intestine to the
abdominal cavity

LP: lamina propria

INTRODUCTION

Mucosal membranes provide a dynamic inter-
face that separates the sterile milieu of our body
from the external environment. A key compo-
nent of this interface is the mucosal epithelium,
which blocks invasion by pathogenic and com-
mensal bacteria by forming multiple layers of
physical and immune protection (1). Epithelial
protection is particularly sophisticated in the
intestine, which contains large communities of
commensal bacteria that process otherwise in-
digestible polysaccharides, synthesize essential
vitamins and isoprenoids, stimulate the mat-
uration of the immune system, and form an
ecological niche that prevents the growth of
pathogenic species (2). Conversely, the intes-
tine provides commensals with a stable habitat
rich in energy derived from ingested food.

A fine line exists between the homeostatic
balance required to maintain commensals and
the destructive response required to repel
pathogens (3). Such a balance involves an
intimate dialogue between prokaryotic and
eukaryotic cells of our body that ultimately
generates finely tuned signaling programs that
ensure a state of hyporesponsiveness against
commensals and a state of active readiness
against pathogens (4). In this dialogue, our
epithelial cells function as interpreters that
continuously translate prokaryotic messages to
educate the mucosal immune system as to the
composition of the local microbiota (5).

Although needed by the host, commensals
represent a potential threat of infection and
unrestrained inflammation (6). A major defen-
sive mechanism that excludes commensals from
the mucosal surface involves immunoglobulin
A (IgA) (7). This antibody class works together
with nonspecific protective factors such as mu-
cus to block microbial adhesion to epithelial
cells without causing a tissue-damaging inflam-
matory reaction (8). By doing so, IgA estab-
lishes a state of armed peace in the homeostatic
interaction between the host and noninvasive
commensal bacteria. When invasive pathogenic
bacteria trespass the epithelial border, a state
of open war breaks out and IgA receives help

from IgG to repel the invaders. In this life-
threatening situation, IgG provides a second
line of defense that controls microbial dis-
semination by eliciting a robust inflammatory
reaction (9).

Remarkably, different mucosal districts are
characterized by distinct antibody signatures.
The intestinal tract contains IgA and some
IgM but virtually no IgG, whereas the respi-
ratory and urogenital tracts contain equivalent
amounts of IgA and IgG in addition to some
IgM (10). In humans, the intestinal and uro-
genital tracts produce large amounts of an IgA
subclass known as IgA2, whereas the respiratory
tract contains IgD, the most enigmatic class of
our mucosal antibody repertoire (10). This re-
view discusses recent advances in our under-
standing of the regulation and function of mu-
cosal IgA and IgD.

MUCOSA-ASSOCIATED
LYMPHOID TISSUES

General Features

Mucosal surfaces comprise various lymphoid
structures collectively referred to as mucosa-
associated lymphoid tissue (MALT) (8). This
secondary lymphoid organ can be further di-
vided in functionally connected subregions,
including the gut-associated lymphoid tissue
(GALT), nasopharynx-associated lymphoid tis-
sue (NALT), and bronchus-associated lym-
phoid tissue (BALT) (11–13). In the MALT,
functionally distinct inductive and effector sites
can be recognized. Intestinal Peyer’s patches
(PPs) and mesenteric lymph nodes (MLNs) ex-
emplify mucosal inductive sites, which contain
T and B cells undergoing clonal expansion and
differentiation upon activation by antigen (14).
The intestinal lamina propria (LP) exemplifies
mucosal effector sites, whose main function is
to recruit effector T and B cells emerging from
inductive sites (15).

Antibodies released by effector B cells,
including plasma cells, provide the first line of
protection at mucosal surfaces. In the intesti-
nal tract and other mucosal districts, the vast
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Microfold cell (M
cell): an intestinal
epithelial cell type
devoid of microvilli
and specialized in
antigen sampling

CSR: class switch
recombination

Somatic
hypermutation
(SHM): a process that
introduces point
mutations in the
variable portion of Ig
genes and provides a
structural correlate for
antibody affinity
maturation

Activation-induced
cytidine deaminase
(AID): a DNA-
editing enzyme
required for the
induction of class
switching and somatic
hypermutation in B
cells

majority of mucosal plasma cells secrete dimeric
or oligomeric IgA and to a lesser extent pen-
tameric IgM, both of which interact with the
polymeric Ig receptor (pIgR) expressed on the
basolateral surface of epithelial cells through
a joining ( J) chain (16). This interaction is
followed by endocytosis of IgA and IgM, pro-
teolytic cleavage of pIgR, and basolateral-to-
apical transcytosis of secretory IgA (SIgA) and
SIgM, which comprise a pIg-derived secretory
component (SC) providing mucophilic prop-
erties to the SIg complex (16). As for IgG, this
antibody class gains access to respiratory and
urogenital secretions through both nonspecific
and specific mechanisms, the latter involving
interaction with an antibody transporter known
as neonatal Fc receptor (nFcR) (10, 17). The
mechanism by which IgD enters respiratory
secretions remains unknown (10, 18, 19).

GALT and NALT

Although equipped with a general architecture
resembling that of systemic lymphoid organs,
the MALT has several unique features, includ-
ing absence of afferent lymphatics, which re-
quires sampling of antigen directly from the
epithelial surface (8). In the GALT, antigen
sampling involves specialized microfold (M)
cells lodged in the follicle-associated epithelium
(20). M cells filter bacteria through a complex
glycocalix and sample some of these bacteria
via poorly defined receptors (21). IgA receptors
allow M cells to sample IgA-coated commen-
sals (22), whereas glycoprotein 2 receptor sam-
ples IgA-free commensals as well as pathogens
(23). Sampled antigen is eventually transferred
to dendritic cells (DCs), which occupy large
basolateral invaginations of M cells (21). Al-
ternatively, DCs directly sample antigen from
the lumen through transepithelial projections
(24). These antigen-loaded DCs migrate to the
perifollicular area of PPs to present antigen to
CD4+ T cells and initiate antigen-specific T
and B cell responses (8).

The NALT has antigen-sampling strategies
similar to those present in the GALT, including
M cells (11). In humans, the NALT consists

of a set of lymphoid aggregates known as
Waldeyer’s ring that occupy strategic areas of
the oropharynx and nasopharynx and include
pharyngeal tonsils (or adenoids) as well as
tubal, palatine, and lingual tonsils (10). NALT
organogenesis markedly differs from GALT
organogenesis in terms of both kinetics and
cytokine requirements (11, 25). For example,
PPs begin their development during embry-
onic life and require signals from interleukin-7
(IL-7) and lymphotoxin receptors, whereas
tonsils initiate their development shortly after
birth and require signals from environmental
antigens (11, 25). Another important difference
between GALT and NALT is that NALT-
targeted immunization preferentially induces
antigen-specific immunity in the respiratory
and genital tracts, whereas GALT-targeted im-
munization mainly elicits protective responses
in the gastrointestinal tract (11, 26).

NATURE AND FUNCTION
OF MUCOSAL ANTIBODIES

Genesis and Function
of Antibody Diversity

Diversification is essential for the mucosal
immune system to mount protective responses.
Antibodies diversify through three major
DNA-modifying processes known as V(D)J
recombination, class switch recombination
(CSR), and somatic hypermutation (SHM).
Bone marrow B cell precursors generate
antigen recognition diversity through V(D)J
recombination, an antigen-independent pro-
cess mediated by recombination-activating
gene (RAG) endonucleases that assemble
antigen-binding Ig variable regions from indi-
vidual V (variable), D (diversity), and J (joining)
gene segments (27). Mature B cells emerging
from the bone marrow colonize peripheral
lymphoid organs, where they undergo a second
wave of Ig gene remodeling through SHM and
CSR, two antigen-dependent processes that
require the DNA-editing enzyme activation-
induced cytidine deaminase (AID) and mediate
antibody affinity maturation and antibody
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Class switching: an
Ig gene–modifying
process that occurs
through class switch
recombination and
provides antibodies
with novel effector
functions

TD: T cell–
dependent

TI: T cell–
independent

class (or isotype) switching, respectively
(28, 29).

SHM introduces point mutations within
V(D)J exons, thereby providing the structural
correlate for selection of high-affinity Ig mu-
tants by antigen, whereas CSR replaces con-
stant μ (Cμ) and Cδ exons encoding IgM and
IgD with Cγ , Cα , or Cε exons encoding IgG,
IgA, or IgE, thereby providing antibodies with
novel effector functions without changing their
antigen-binding specificity (30, 31). In humans,
a noncanonical form of CSR from Cμ to Cδ

also exists and generates B cells specialized in
IgD production (18, 32). As already discussed,
IgA mediates its effector functions by inter-
acting with pIgR on the basolateral surface of
mucosal epithelial cells (16). In addition, IgA
binds to a high-affinity IgA receptor known as
FcαRI (or CD89), which is expressed on gran-
ulocytes, monocytes, macrophages, DCs, natu-
ral killer (NK) cells, and mast cells (33). These
innate immune cells generate activating or reg-
ulatory signals upon FcαRI receptor engage-
ment by IgA, depending on the degree of IgA
oligomerization (34).

Additional IgA receptors include transfer-
ring receptor (CD71), Fcα/μR (which also
binds IgM), and asyaloglycoprotein receptor,
but their functions remain poorly understood
(33). As for IgG and IgE, these antibody classes
initiate multiple innate and adaptive immune
responses by activating high- or low-affinity
FcγR and FcεR on various innate immune cells
(35). In addition, IgG undergoes bidirectional
transcytosis across epithelial cells by binding
to nFcR (17, 36). In IgE-mediated allergic
disorders, IgE undergoes transcytoses across
epithelial cells by utilizing a low-affinity IgE
receptor known as FcεRII (or CD23) (37–39).
The receptors mediating IgD effector functions
and IgD transcytosis remain elusive. Although
expressing abundant J chain, IgD-secreting
plasma cells seem to release monomeric IgD
only, which does not bind to pIgR (10). Consid-
ering that the hinge region of IgD has a heparin
ligand–like site, heparin and other heparan
sulfate proteoglycans may play an important
role in at least some IgD effector functions (18).

Antibody Composition
of Mucosal Sites

Differences in epithelial cell expression of
specific antibody transporters and plasma
cell–recruiting chemokines contribute to
determining the antibody class composition of
a given mucosal site. In general, IgA is the most
abundant antibody isotype in mucosal secre-
tions. Yet, IgA is somewhat less abundant than
IgG in the urine, bile, and genital and bron-
choalveolar secretions. IgD can be detected in
nasal, salivary, lacrimal, and bronchoalveolar
secretions (10, 18, 19), whereas IgE is measur-
able in nasal, bronchoalveolar, and intestinal
secretions, at least when allergy is present (37).

Unlike mouse B cells, human B cells pro-
duce two IgA subclasses, IgA1 and IgA2, which
have a similar receptor-binding profile but dif-
ferent topography from each other (40). IgA1 is
present in both systemic and mucosal districts,
whereas IgA2 is mostly present in mucosal dis-
tricts colonized by a large microbiota, including
the distal intestinal tract and the urogenital tract
(40). This circumstance could reflect the fact
that IgA2 is more resistant than IgA1 to degra-
dation by bacterial proteases because IgA2 has
a shorter hinge region than IgA1 does (41, 42).

Function of Mucosal IgA

Mucosal IgA comprises antibodies that rec-
ognize antigen with high- and low-affinity
binding modes (8). In general, high-affinity
IgA neutralizes microbial toxins and invasive
pathogens, whereas low-affinity IgA confines
commensals in the intestinal lumen. Yet this
distinction is not absolute, as growing evidence
indicates an important role for high-affinity
IgA in the control and regulation of the com-
mensal microbiota (43). Conversely, additional
evidence shows that low-affinity IgA protects
against some pathogens (44, 45). High-affinity
IgA is thought to emerge from follicular B cells
stimulated via T cell–dependent (TD) path-
ways, whereas low-affinity IgA likely emerges
from extrafollicular B cells stimulated via T
cell–independent (TI) pathways (14). However,
this view is rapidly changing. Indeed, recent

276 Cerutti · Chen · Chorny

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
73

-2
93

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH11-Cerutti ARI 4 February 2011 16:46

Germinal center: a
specialized lymphoid
structure fostering
immunoglobulin class
switching and somatic
hypermutation

B cell antigen
receptor (BCR):
a term that refers to
transmembrane
immunoglobulin
molecules on B cells

findings document the existence of TI pathways
of IgA production in follicular B cells (46).

IgA also promotes the maintenance of ap-
propriate bacterial communities in specific in-
testinal segments (47). Indeed, IgA modulates
the gene-expression profile of commensal bac-
teria, selecting species with less inflammatory
activity on the host’s tissues (48). By prevent-
ing overstimulation of mucosal B cells, this
IgA-mediated selection process may impede
bacteria-induced expansion of autoreactive, in-
flammatory, proallergic, and neoplastic B cell
clones (7, 14, 40). Furthermore, IgA facilitates
the establishment of specific symbiotic relation-
ships not only in the mucosal lumen, but also
in PPs (49). As discussed above, IgA also fa-
cilitates sampling of luminal antigens by bind-
ing to poorly defined receptors on M cells (22,
50). Moreover, IgA neutralizes inflammatory
microbial products inside epithelial cells (51).
Finally, if bacteria trespass the epithelial bar-
rier, IgA transports these bacteria back into the
lumen via pIgR or promotes their phagocytosis
through FcαRI (34, 52).

The in vivo relevance of IgA can be best
seen in patients with SIgAD, common variable
immunodeficiency (CVID), and hyper-IgM
(HIGM) syndrome. In these primary im-
munodeficiencies, impaired IgA production
is associated with recurrent respiratory and
gastrointestinal infections as well as allergy and
autoimmunity (53, 54). Some IgA-deficient
patients also develop intestinal inflammation
and small intestinal nodular lesions, possibly
resulting from excessive B cell stimulation
by aberrantly expanded commensals (14, 55).
Yet SIgAD, CVID, and even some cases of
HIGM syndrome can be asymptomatic or
mildly symptomatic, possibly because of com-
pensatory increases of unaffected antibodies
such as IgM and IgD (10, 18, 53, 54).

Function of Mucosal IgD

The function of IgD has puzzled immunolo-
gists over the past several decades. Originally
thought to be a recently evolved isotype, IgD is
now recognized to be an ancestral molecule that

has been conserved throughout evolution to
complement the functions of IgM (18, 56). IgD
would afford protection to the respiratory mu-
cosa by binding to pathogenic bacteria such as
Moraxella catarrhalis and Haemophilus influenzae
as well as to their virulence factors (32, 57). In
addition to crossing epithelial cells, IgD binds
to circulating basophils, monocytes, and neu-
trophils as well as to mucosal mast cells through
unknown receptors (18, 58).

Consistent with recently published data
showing the important role of basophils in T
helper type 2 (Th2) cell responses and antibody
production (59–63), IgD cross-linking induces
basophil release of B cell–activating cytokines
such as interleukin (IL)-4 and IL-13, which in
turn facilitate IgM as well as IgG and IgA pro-
duction (32). Furthermore, IgD cross-linking
triggers basophil release of antimicrobial
peptides such as cathelicidin, inflammatory
cytokines such as IL-1β and TNF, and var-
ious chemokines such as CXCL10 (32, 58).
Therefore, IgD may contribute to mucosal
immunity not only by neutralizing pathogens
and excluding commensals, but also by recruit-
ing basophils as well as other immune cells
with antimicrobial and immune-augmenting
functions (18).

PATHWAYS INDUCING
MUCOSAL IgA RESPONSES

T Cell–Dependent Pathways

Most antigens initiate mucosal IgA responses
through a TD reaction that takes place in
mucosal lymphoid follicles (8, 15), such as
intestinal PPs and MLNs (Figure 1a,b). These
organized structures comprise a germinal
center that fosters antibody diversification and
affinity maturation, including SHM and CSR,
through antigen-specific cognate interactions
between B cells that express the CD40 receptor
and CD4+ Th cells expressing CD40 ligand
(CD40L) (13, 40). Together with cytokine
receptors and B cell antigen receptor (BCR),
CD40 is critical for the induction of AID
expression and the initiation of SHM and CSR
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Toll-like receptors
(TLRs): a family of
innate antigen
receptors that
recognize highly
conserved microbial
patterns

ILF: isolated
lymphoid follicle

(40, 64). Engagement of CD40 by CD40L
leads to (a) the recruitment of TNF receptor-
associated factor (TRAF) adaptor proteins to
the cytoplasmic tail of CD40 (65), followed by
(b) activation of an NF-κB inhibitory protein
(IκB) kinase (IKK) complex, which triggers
(c) phosphorylation and degradation of IκB
that retains NF-κB in an inactive state (66,
67). The resulting IκB-free NF-κB proteins
translocate from the cytoplasm to the nucleus
to initiate transcription of the AICDA gene
promoter that encodes AID (40, 68). In con-
trast, NF-κB is not required for the activation
of the intronic α (Iα) promoter upstream of
the Cα gene and therefore has little or no role
in germ-line Cα gene transcription (40, 69).
This circumstance may explain why additional
signals from cytokines such as transforming
growth factor-β (TGF-β) are needed to elicit
IgA CSR, at least in mice (13).

T Cell–Independent Pathways

The conventional TD pathway requires 5 to
7 days to initiate protective antibody responses
in systemic lymphoid tissues (70, 71). Such ki-
netics may not be appropriate to afford optimal
mucosal protection because mucosal surfaces
are constantly exposed to dietary and bacterial
antigens. In addition, the TD pathway is often
associated with an inflammatory reaction that
could disrupt the mucosal epithelial barrier. To
compensate for these limitations, the intestinal
mucosa has developed a faster TI pathway that
generates IgA in response to highly conserved

microbial signatures recognized by Toll-like
receptors (TLRs) (14, 40), a family of germ-line
gene-encoded antigen receptors involved in
the activation of both innate and adaptive arms
of the immune system (72, 73). In mice, TI
IgA production involves B-1 cells from the
peritoneal cavity and intestinal LP as well as
conventional B-2 cells from isolated lymphoid
follicles (ILFs) (13). These B cells release
low-affinity IgA (and IgM) in the absence of
help from CD4+ T cells via CD40L (74–76).
The human counterpart of mouse B-1 cells
remains unknown.

TLRs facilitate TI IgA responses either by
activating B cells directly or by inducing release
of the B cell–activating factor of the TNF family
(BAFF, also known as BLyS) and its homolog
a proliferation-inducing ligand (APRIL) from
innate immune cells (7, 40). Engagement of
TLRs by microbial ligands triggers activation
of NF-κB (72, 73). This activation requires re-
cruitment of the adaptor protein MyD88 to a
cytoplasmic Toll-interleukin-1 receptor (TIR)
domain that subsequently elicits formation of
an IKK-activating signaling complex composed
of IL-1 receptor–associated kinase (IRAK)1,
IRAK4, TRAF6, and TGF-β-activated kinase
(TAK)-1 (73).

In addition to inducing AID expression in B
cells (77, 78), TLR signaling via NF-κB elicits
BAFF and APRIL expression in DCs, mono-
cytes, macrophages, granulocytes, and epithe-
lial cells, including intestinal epithelial cells
(IECs) (79–84). In the presence of appropri-
ate cytokines, BAFF and APRIL initiate Cα

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 1
IgA responses in the intestinal mucosa. (a) Scheme of human MALT, including intestinal mucosa. (b) Immunofluorescence analysis of
gut mucosa from healthy, HIGM3, and AIDS donors stained for IgA ( green), AID or APRIL (red ), and nuclei (DAPI staining, blue).
Left panels show Peyer’s patches (PPs) and lamina propria (LP); right panels show only LP. Original magnification, x20. (c) Scheme of
mucosal IgA responses. Antigen-sampling DCs receive conditioning signals from TLR-activated intestinal epithelial cells (IECs) via
thymic stromal lymphopoietin (TSLP) and retinoic acid (RA). Various DC subsets releasing TGF-β, IL-10, RA, and nitric oxide
initiate IgA responses in PPs by inducing Th2, Treg, and Treg-derived T follicular helper (TFH) cells that activate follicular B cells via
CD40L, TGF-β, IL-4, IL-10, and IL-21. In addition, DCs activate some B cells in the LP via BAFF, APRIL, and RA. These
molecules are also used by TLR-activated IECs to induce local IgA production, including sequential switching from IgA1 to IgA2, as
well as plasma cell differentiation and survival. (Additional abbreviations used in figure: AID, activation-induced cytidine deaminase;
APRIL, a proliferation-inducing ligand; BAFF, B cell–activating factor; CSR, class switch recombination; DC, dendritic cell; HIGM3,
hyper-IgM 3; MALT, mucosa-associated lymphoid tissue; SHM, somatic hypermutation; TGF-β, transforming growth factor-β;
TLR, Toll-like receptor.)
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germ-line expression and Cμ-to-Cα CSR by
engaging a CD40-related receptor known as
transmembrane activator and calcium modula-
tor and cyclophylin ligand interactor (TACI)
(84–88). One important property of this recep-
tor is to establish a close cooperation with B
cell–intrinsic signals from TLRs (85).

IgA RESPONSES IN
MUCOSAL FOLLICLES

Role of CD4+ T Cells

Growing evidence indicates that TD IgA re-
sponses involve a heterogeneous population of
CD4+ T cells (Figure 1c), including T follic-
ular helper (TFH) cells, Th2 cells, and T reg-
ulatory (Treg) cells (13, 40). These CD4+ T
cell subsets express CD40L and release large
amounts of IgA-inducing cytokines (89–92).
But how do IgA-inducing TFH, Th2, and Treg
cells differentiate from naive CD4+ T cells? A
key role is played by DCs strategically posi-
tioned in the subepithelial area (21). In addition
to receiving antigen from M cells, these DCs di-
rectly sample antigen in the intestinal lumen by
emanating transepithelial projections through
a process controlled by signals from TLRs in
IECs (24, 93). Overall, M cells and DCs capture
only small amounts of bacteria because intesti-
nal IgA responses have a much higher induction
threshold (108–109 bacteria) than do systemic
IgG responses (43).

Antigen sampling through transepithelial
projections involves nonmigratory gut-resident
DCs expressing the fractalkine receptor
CX3CR1 (94) developmentally distinct from
migratory DCs expressing the αE integrin
CD103 (95, 96). As they sample antigen in
the lumen, DCs receive powerful conditioning
signals from IECs, thereby becoming primed
for the induction of noninflammatory CD4+

T cells with an IgA-inducing function (7,
92, 97). Antigen-loaded DCs migrate from
subepithelial to perifollicular areas, where they
induce Treg and Th2 cell differentiation (95,
96, 98, 99). Although Th2 cells may elicit
CD40-dependent IgA CSR and production by

releasing IL-4, IL-5, IL-6, and IL-10 (89, 92,
100, 101), Treg cells would do so by releasing
TGF-β (90, 91). Some Treg cells would further
differentiate into TFH cells, which induce IgA
CSR and production via IL-21 and TGF-β1
(91, 102). In general, CD4+ T cells that
provide help to B cells in PPs are clearly func-
tionally different from their counterparts that
initiate IgG responses in systemic lymphoid
follicles, which may explain why intestinal IgA
responses have a slower onset than systemic
IgG responses (>14 days versus 5–7 days) (43).

IgA-producing B cells generated via TD
pathways further differentiate into IgA-
secreting plasma blasts in the intestinal LP (7).
Here, Th17 cells might facilitate transepithelial
release of SIgA through an IL-17-dependent
mechanism involving upregulation of pIgR
expression (103), although thus far this mecha-
nism has only been described in the respiratory
mucosa. Despite requiring CD4+ T cells for
germinal center formation, PPs are capable
of producing IgA independently of canonical
T-B cell interactions (104). Indeed, PPs retain
TD IgA responses in the absence of BCR,
which is instead required by systemic follicles
to initiate TD IgG responses (104). Thus, PPs
may generate IgA through an alternative TD
pathway that involves activation of B cells by
microbial TLR ligands (105). Supporting this
model, lack of MyD88 impairs IgA production
in intestinal PPs (46, 106).

Role of Conventional Dendritic Cells

Intestinal DCs maintain homeostasis not only
by inducing noninflammatory IgA responses,
but also by dampening inflammatory Th1 and
Th17 cell responses (7, 13, 99, 107–109). Strik-
ingly, both processes implicate DC-induced
differentiation of antigen-specific Th2, Treg,
and TFH cells (90–92, 98). Intestinal DCs are
particularly skilled in eliciting these homeo-
static CD4+ T cell responses (Figure 1c) be-
cause they receive conditioning signals from
IECs (97, 107). One of these signals is provided
by thymic stromal lymphopoietin (TSLP), an
IL-7-like epithelial cytokine that shifts the
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Th1/Th2 balance toward Th2 polarization by
attenuating DC production of IL-12 but not of
IL-10 (92, 110).

Importantly, IECs release TSLP in response
to TLR-mediated signals from bacteria (111).
Accordingly, genetic disruption of TLR sig-
naling via NF-κB reduces TSLP expression by
IECs and augments IL-12 production by DCs
(112). In addition to TSLP, IECs release TGF-
β and retinoic acid, which stimulate the devel-
opment of CD103+ DCs, at least in vitro (113).
These DCs promote the formation of Treg cells
via TGF-β and retinoic acid and suppress the
development of inflammatory Th1 and Th17
cells (99, 114, 115). As discussed earlier, Treg
cells emerging from this pathway could in-
duce IgA CSR and production through TGF-β
(90, 91).

It must be noted that thus far no DC subset
has been formally assigned to the induction of
IgA responses in PPs. One notable exception
is a TNF-α-inducible nitric oxide synthase–
producing DC (tipDC) subset that enhances
IgA CSR and production by upregulating the
expression of TGF-β receptor on B cells from
PPs via nitric oxide (106). The ontogenetic and
functional relationships of tipDCs with other
intestinal DC subsets remain unclear.

Role of Follicular Dendritic Cells

Germinal centers from PPs and MLNs contain
a meshwork of antigen-trapping follicular
dendritic cells (FDCs) ontogenetically differ-
ent from DCs. Indeed, FDCs originate from
nonhematopoietic precursors that may include
mesenchymal cells (116). One of the main func-
tions of FDCs is to facilitate the positive selec-
tion of high-affinity follicular B cells by antigen
(117). During this process, antigen arrays on
the surface of FDCs activate B cells by exten-
sively cross-linking BCR (118). As shown by
recent studies (46), FDCs from PPs and MLNs
efficiently induce IgA CSR and production
(Figure 1c). This response occurs in a TI
manner and involves TLR-mediated sensing
of bacteria by FDCs, followed by FDC release
of TGF-β, BAFF, and APRIL (46).

Role of Lymphoid Tissue
Inducer Cells

Together with PPs and MLNs, IFLs represent
another important site for IgA induction
(14). These lymphoid structures are scattered
throughout the intestine and consist of solitary
B cell clusters built on a scaffold of stromal
cells with interspersed CD4+ T cells and
abundant perifollicular DCs (119). Unlike PPs,
ILFs appear after birth in response to bacteria
colonization (119). Recent findings indicate
that TLR signals from commensal bacteria
initiate a crosstalk centered on RORγt+

lymphoid tissue inducer (LTi) cells (74). These
cells recruit DCs and B cells through various
chemokines and stimulate release of active
TGF-β, BAFF, and APRIL by activating DCs
and stromal cells via a signaling loop involving
lymphotoxin (74). Together with microbial
TLR ligands, TGF-β, BAFF, and APRIL
induce IgA CSR in the absence of help from
CD4+ T cells (74). Of note, LTi cells also
release the IEC-activating cytokine IL-22 and
the B cell–attracting chemokine CXCL13,
which may enhance IgA production in addition
to promoting homeostasis (120).

Homing of IgA-Expressing B Cells

IgA-producing B cells generated in PPs and
MLNs upregulate the expression of critical gut-
homing receptors such as the α4β7 integrin as
well as CCR9 and CCR10 chemokine recep-
tors upon being primed by retinoic acid that
is released by local DCs (121). These retinoic
acid–primed B cells enter the general circula-
tion via the thoracic duct and thereafter gain
access to the LP by binding mucosal addressin-
cell adhesion molecule-1 (MadCAM-1) ex-
pressed on LP-based high endothelial venules
through α4β7 (122). Retinoic acid–primed B
cells further respond to CCL25 and CCL29,
two IEC chemokines that bind to CCR9 and
CCR10, respectively (122). Once in the LP,
IgA-expressing B cells terminally differenti-
ate into IgA-secreting plasma cells, possibly
through the help of local signals from IECs,
DCs, and macrophages (40). Similar cells would
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S region: switch
region, a highly
repetitive intronic
DNA sequence that
guides recombination
between actively
transcribed CH genes

also provide robust activation and survival sig-
nals to B cells emerging from PPs and MLNs,
which may explain why intestinal IgA responses
do not always correlate with a florid germinal
center reaction in PPs and yet show a sustained
half-life (>16 weeks) (43).

IgA RESPONSES IN MUCOSAL
EXTRAFOLLICULAR AREAS

IgA CSR in the Intestinal
Lamina Propria

The diffuse tissue of the LP is an additional
site for IgA production and diversification
(Figure 1c), although it is less important
than PPs and MLNs (123). Consistent with
this possibility, genetically engineered mice
lacking PPs, MLNs, and even ILFs retain some
antigen-specific IgA plasma cells, which are
mostly located in the LP (124, 125). In both
mice and humans, a fraction of B cells from
the intestinal LP contain molecular hallmarks
of ongoing IgA CSR, including AID, H2AX
protein (a nuclear protein associated with
double-strand DNA breaks generated by AID
within S regions), excised Sα-Sμ switch circles,
and switch circle Iα-Cμ transcripts (111, 126–
128). Of note, AID and IgA remain detectable
in LP B cells from mice and humans lacking
CD4+ T cells or CD40L (74, 111, 129). In
general, LP B cells are less activated and more
scattered than PP B cells, and therefore LP IgA
CSR can pass unrecognized unless highly sensi-
tive and accurate methodologies are used (126,
130, 131). In this regard, a green fluorescent
protein–AID reporter mouse model has proven
very helpful (129). The mechanisms underlying
IgA CSR in the LP remain poorly understood
but likely involve DCs and IECs (111, 132).

Role of DCs

Abundant evidence demonstrates that DCs can
initiate TI CSR and antibody production by ac-
tivating B cells through antigen and cytokines,
including BAFF and APRIL (84, 133–138).
In the intestine, antigen-sampling CX3CR1+

DCs or CD103+ DCs may activate LP B cells
through similar mechanisms (Figure 1c). A LP

DC subset with clearer B cell–stimulating func-
tion is that of tipDCs (106). These DCs initi-
ate TI IgA production by releasing BAFF and
APRIL through a mechanism involving TLR-
induced iNOS-mediated nitric oxide produc-
tion (Figure 1c). In the LP, another DC sub-
set with B cell–licensing functions is that of
CD11chiCD11bhi DCs (139). These DCs in-
duce TI IgA production upon sensing bacteria
through TLR5, a process that elicits release of
retinoic acid and IL-6 (Figure 1c).

Role of Intestinal Epithelial Cells

IECs and respiratory epithelial cells can deliver
IgA-inducing signals to LP B cells by releas-
ing BAFF, APRIL, and IL-10 in response to
TLR signals (79, 111, 127, 140). Similar ep-
ithelial cells can also amplify DC production of
BAFF, APRIL, and IL-10 by stimulating DCs
through TSLP (79, 111). In humans, APRIL is
particularly effective at inducing IgA2, an IgA
subclass particularly abundant in the distal in-
testine (111). In addition to triggering direct
IgM-to-IgA1 CSR (111), APRIL elicits sequen-
tial IgA1-to-IgA2 CSR in the LP of the distal
intestine (Figure 1c). This process would allow
B cells arriving from PPs to acquire an IgA2
subclass more resistant than IgA1 to degrada-
tion by bacterial proteases (42).

IgD RESPONSES IN THE
RESPIRATORY MUCOSA

Geography of IgD Production

IgD constitutes a significant fraction of the
antibodies produced in the upper segments
of the human respiratory and digestive tracts
(Figure 2a). The mucosal IgD class originates
predominantly from IgD+IgM− B cells bearing
morphologic and immunophenotypic features
of plasmablasts (32). Indeed, IgD+IgM− B cells
display canonical plasma cell traits such as an
eccentric nucleus, a large basophilic cytoplasm
filled with IgD (Figure 2b), and J chain as well
as IgD-secreting activity, in addition to features
typical of mature B cells such as expression
of surface IgD and CD19 (32, 141–143). Of
note, IgD+IgM− plasmablasts originate from a
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process of Cμ-to-Cδ CSR that leads to the loss
of IgM expression (142). This process takes
place in the aerodigestive mucosa because
this site contains various molecular hallmarks
of ongoing Cμ-to-Cδ CSR (32). In general,
the respiratory mucosa expresses chemokines
and vascular adhesion molecules capable of
promoting the recruitment of IgD+IgM−

plasmablasts from the periphery (144). In this
regard, the peripheral blood contains some
IgD+IgM− plasmablasts, which may be in
transit to reach distant mucosal effector sites
(32, 145). IgD+IgM− plasmablasts are rarely
found in the GALT, probably because these B
cells express little or no gut homing receptors
such as α4β7 and CCR9 (144).

Regulation of IgD Production
In humans and other higher mammals such
as cows, a rudimentary S-like intronic DNA
region known as σδ is present upstream of
the Cδ exon (18). Like canonical S regions,
σδ contains guanosine-cytosine repeats and
serves as an acceptor DNA region for donor
Sμ to mediate nonhomologous Cμ-to-Cδ CSR
(18). Alternatively, virtually identical Iμ and
�μ intronic DNA regions located 5′ of Cμ

and Cδ exons, respectively, could mediate
homologous Cμ-to-Cδ CSR (18). Sμ-to-σδ

CSR requires AID because HIGM2 patients
with AID deficiency are completely devoid of
IgD+IgM− plasmablasts (32). In addition, naive
B cells from HIGM2 patients are unable to
undergo Sμ-to-σδ CSR when stimulated with
appropriate stimuli in vitro (32). HIGM1 and
HIGM3 patients with deleterious substitutions
of CD40L and CD40, respectively, and CVID
patients with deleterious substitutions of TACI
have a reduced and yet detectable fraction
of IgD+IgM− plasmablasts in mucosal sites
(32), suggesting that IgD CSR and production
proceed through both TD and TI pathways
(Figure 2c). Consistent with this possibility,
CD40L, BAFF, or APRIL can induce IgD
CSR and production when combined with
IL-15 plus IL-21 or IL-2 plus IL-21 (32).

IgD+IgM− plasmablasts are biased toward
the use of Igλ light chain, harbor hypermu-

tated V(D)J genes, and release polyreactive as
well as monoreactive IgD (32, 142, 143). Se-
creted IgD would exert its protective function
not only by binding to antigen, but also by in-
teracting with innate immune cells, including
basophils (18, 32). By arming basophils with
IgD highly reactive against respiratory bacteria,
mucosal IgD+IgM− plasmablasts may educate
our immune system as to the antigenic compo-
sition of the upper respiratory tract (18). Upon
sensing respiratory antigen, IgD-activated ba-
sophils would initiate or enhance innate and
adaptive immune responses both systemically
and at mucosal sites of entry (18). This possi-
bility is consistent with recent evidence show-
ing that activated basophils can migrate to sec-
ondary lymphoid organs to initiate Th2 and B
cell responses (59, 61, 63, 146).

Hyper-IgD syndrome (HIDS) is an inherited autoinflammatory
periodic fever syndrome caused by partial deficiency of meval-
onate kinase (MVK), an enzyme of the cholesterol biosynthetic
pathway. HIDS causes recurrent attacks of fever and inflamma-
tion that are often accompanied by cervical lymphadenopathy,
abdominal pain, vomiting, and diarrhea. Hepatosplenomegaly,
headache, arthralgias, arthritis, maculopapular rash, and purpura
are also common together with continuously elevated IgD.
Complete MVK deficiency causes mevalonic aciduria (MA),
which is characterized by hyper-IgD production, periodic fever,
and inflammation as well as developmental delay, failure to
thrive, hypotonia, ataxia, myopathy, cataracts, uveitis, and blood
disorders. Hyper-IgD production is also present in periodic
fever-aphthous stomatitis-pharyngitis-adenitis (PFAPA) syn-
drome and a series of hereditary inflammasome defects, including
familial Mediterranean fever (FMF) and cryopyrin-associated
periodic syndromes (CAPS). This latter comprises neonatal onset
multisystem inflammatory disease, Muckle-Wells syndrome, and
familial cold autoinflammatory syndrome. Like HIDS and MA,
PFAPA, FMF, and CAPS cause periodic antibiotic-resistant fever
and inflammation that often targets the upper respiratory, uro-
genital and intestinal mucosae. The pathogenesis of hyper-IgD
production and the role of IgD in periodic fever syndromes are
unknown, but recent studies suggest that IgD may enhance fever
and inflammation by triggering basophil release of IL-1β (32).

www.annualreviews.org • Frontline IgA and IgD Production 283

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
73

-2
93

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH11-Cerutti ARI 4 February 2011 16:46

L A M I N A
P R O P R I A

L U M E N

F O L L I C LF O L L I C L E

APRIL
BAFF

BAFF, IL-4,
IL-1β, TNF,

etc.

IgD

IgD

IgM

IgD

Antimicrobial
factors

CSR,
SHM

Salivary
glands

Tonsil

Nasal mucosa (normal)
IgD DAPI

Tonsil (normal)
IgD AID BAFF

Tonsil (HIGM1)
IgD DAPI

Tonsil (PFAPA)
IgD DAPI

a

c

b

Bacteria

DC

DC
IgM+IgD+

B cell

IgM+IgD+

B cell

IgD
plasmablast

IL-2

IL-2

IL-21

IL-21

IL-15

CD40

CD40L

MHC

TCR

Lachrymal
gland

Nasal
mucosa

FDC

IgM– IgD+

B cell Circulating
basophil

IgM– IgD+

B cell

TH

TH

Migration to
upper aerodigestive

mucosa and blood

Mucosal
infiltration

IgDR

IgM IgD

284 Cerutti · Chen · Chorny

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
73

-2
93

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH11-Cerutti ARI 4 February 2011 16:46

COMPLEXITY OF MUCOSAL
HUMORAL IMMUNITY

Despite a wealth of sensing and effector mech-
anisms capable of triggering inflammation in
response to microbial sensing and intrusion,
our mucosal immune system establishes home-
ostatic conditions based on a fine discrimina-
tion between commensals and pathogens (3).
Epithelial cells play a key role in this process
by sensing bacteria through a complex arse-
nal of pattern-recognition receptors, including
TLRs (1). These innate antigen receptors edu-
cate the immune system as to the composition
of the local microbiota and thereafter instruct
the generation of effector and regulatory lym-
phocytes whose main function is to dampen in-
flammation and elicit massive IgA production
(5).

A key aspect of this response relates to the
intertwined nature of the signaling networks in-
volved in the induction of mucosal IgA. In these
networks, the adaptor protein MyD88 seems to
form a critical hub because its deletion leads
to a profound impairment of intestinal IgA re-
sponses, at least in mice (46, 106). This finding
likely relates to the fact that TLRs are critical
for the activation and differentiation of multiple
immune and nonimmune cells involved in the
production and release of IgA, including B cells,

T cells, DCs, FDCs, and IECs. Yet some studies
suggest that mucosal signaling pathways may be
even more interconnected and integrated than
currently thought.

As discussed earlier, TLR signaling via
MyD88 induces IEC, DC, and FDC produc-
tion of BAFF and APRIL, two innate factors
that deliver IgG and IgA CSR signals by en-
gaging TACI on B cells (40). In addition to
generating TACI ligands, TLRs cooperate with
TACI to optimize IgA and IgG CSR and pro-
duction (79, 111, 147). Such cooperation in-
volves upregulation of TACI expression on B
cells (148). However, TLRs and TACI further
cooperate at the signaling level (Figure 3). In-
deed, TACI engagement triggers recruitment
of MyD88 to a highly conserved cytoplasmic
domain of TACI distinct from the cytoplas-
mic TIR domain of TLRs (85). Interaction of
TACI with MyD88 is followed by activation
of a TLR-like pathway that elicits AID expres-
sion and CSR via NF-κB (85). These findings
could provide an alternative explanation to pre-
viously published in vivo data demonstrating an
essential role of MyD88 in systemic TI IgG re-
sponses induced by BAFF (148) and, together
with other studies (46, 106, 149, 150), suggest
that TACI and TLRs may converge on MyD88
to generate mucosal IgA.

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 2
IgD responses in the aerodigestive mucosa. (a) Scheme of human NALT, including tonsillar mucosa. (b) Immunofluorescence analysis
of nasal and tonsillar mucosal surfaces from healthy, HIGM1, and PFAPA (periodic fever-aphthous stomatitis-pharyngitis-cervical
adenitis) donors stained for IgD ( green), AID (red ), and BAFF or nuclei (DAPI staining, blue). Dashed lines demarcate follicles.
Original magnification, ×10. (c) Scheme of mucosal IgD responses. Antigen-sampling DCs initiate IgD CSR by activating follicular or
extrafollicular B cells through T cell–dependent (CD40L, IL-2, IL-15, IL-21) or T cell–independent (BAFF, APRIL, IL-15, IL-21)
pathways, respectively. The resulting plasmablasts secrete IgD reactive against respiratory bacteria that exert protective functions either
locally or systemically by interacting with an elusive IgD receptor (IgDR) on circulating basophils. In the presence of IgD-binding
antigens, basophils migrate to systemic or mucosal lymphoid tissues, where they enhance immunity by releasing antimicrobial factors as
well as B cell–stimulating and proinflammatory mediators such as BAFF, IL-4, IL-1β, and TNF. As compared to tonsil tissues of
healthy subjects, there are decreased (and yet detectable) numbers of IgD class switched (IgD+IgM−) plasmablasts in follicular and
extrafollicular areas in tonsils of patients with Hyper-IgM syndrome type 1 (HIGM1) caused by loss-of-function mutations in the
CD40L gene. Increased numbers of IgD class switched (IgD+IgM−) plasmablasts are found in tonsils of a patient with PFAPA
syndrome, with increased levels of IgD in tonsillar epithelium. (Additional abbreviations used in figure: APRIL, a proliferation-
inducing ligand; BAFF, B cell–activating factor; CSR, class switch recombination; NALT, nasopharynx-associated lymphoid tissue;
SHM, somatic hypermutation; TNF, tumor necrosis factor.)
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Figure 3
Interconnectivity of signaling pathways emanating from TLRs and TACI. DCs activate B cells by releasing
BAFF, APRIL, and cytokines upon sensing microbial TLR ligands. Engagement of TACI by BAFF and/or
APRIL triggers association of the adaptor MyD88 to a TACI highly conserved (THC) domain that activates
NF-κB via IRAK-1, IRAK-4, TAK-1, and IKK-mediated degradation of IκB. Additional NF-κB activation
involves binding of TRAF2, TRAF5, and TRAF6 to a TRAF-binding site (TBS) in the cytoplasmic domain
of TACI and calcium modulator and cyclophilin ligand (CAML), a transmembrane TACI-interacting
protein. NF-κB initiates class switch recombination (CSR) by binding to κB motifs on AICDA and CH gene
promoters. Engagement of TLRs by microbial ligands enhances CSR through a TIR-dependent pathway
that shares MyD88 with the TIR-independent pathway emanating from TACI. Further CSR-inducing
signals are provided by cytokines via signal transducer and activator of transcription (STAT) proteins that
bind to γ-interferon-activated site (GAS) motifs on AICDA and CH gene promoters. (Additional
abbreviations used in figure: APRIL, a proliferation-inducing ligand; BAFF, B cell–activating factor;
DC, dendritic cell; IKK, IκB kinase; IRAK, IL-1 receptor–associated kinase; TACI, transmembrane
activator and calcium modulator and cyclophylin ligand interactor; TAK, TGF-β-activated kinase; TIR,
Toll-interleukin-1 receptor; TLR, Toll-like receptor.)
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CONCLUSIONS

The past decade has seen copious new discov-
eries regarding the regulation and function
of mucosal antibodies and on the lineage,
functional heterogeneity, and plasticity of
mucosal cell types with B cell–modulating and
antibody-inducing function. In addition, it is
becoming increasingly clear that mucosal anti-
body responses follow dynamics quite different
from those characterizing systemic IgG re-
sponses. For instance, intestinal IgA responses
show additive increases after each antigenic
challenge instead of prime-boost synergistic
increases typical of systemic IgG responses
(43). In addition, intestinal IgA responses to a
given bacterial species are rapidly attenuated
by colonization with a different species (43).
Such IgA attrition could reflect the need of
the gut immune system to rapidly adapt itself
to the dominant microbial species present in
the lumen at any given time (43). The lack of

cardinal IgG memory characteristics in intesti-
nal IgA responses has important implications
with respect to the development of effective
mucosal vaccines. One prediction is that induc-
tion of long-lasting IgA-mediated protection
will require the development of creative vaccine
delivery strategies capable of ensuring sus-
tained stimulation of mucosal B cells, including
the embedding of appropriate immunogens in
stable components of our microbiota, edible
probiotic bacteria, or genetically modified
foods such as transgenic plants. Another crit-
ical step toward the generation of an effective
mucosal vaccine is to acquire more detailed
knowledge of the multiple pathways involved
in mucosal antibody responses. A better under-
standing of these pathways will be critical in de-
vising mucosal vaccines that can provide rapid,
robust, and sustained protection without caus-
ing excessive inflammation or inappropriate
tolerance.
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Abstract

Multiple epidemiological studies have demonstrated associations be-
tween the human leukocyte antigen (HLA) loci and human immun-
odeficiency virus (HIV) disease, and more recently the killer cell
immunoglobulin-like (KIR) locus has been implicated in differential
responses to the virus. Genome-wide association studies have convinc-
ingly shown that the HLA class I locus is the most significant host genetic
contributor to the variation in HIV control, underscoring a central role
for CD8 T cells in resistance to the virus. However, both genetic and
functional data indicate that part of the HLA effect on HIV is due to
interactions between KIR and HLA genes, also implicating natural killer
cells in defense against viral infection and viral expansion prior to initi-
ation of an adaptive response. We review the HLA and KIR associations
with HIV disease and the progress that has been made in understanding
the mechanisms that explain these associations.
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HLA: human
leukocyte antigen

KIR: killer cell
immunoglobulin-like
receptor

HIV: human
immunodeficiency
virus

GWAS: genome-wide
association study

SIV: simian
immunodeficiency
virus

INTRODUCTION

The human leukocyte antigen (HLA) and killer
cell immunoglobulin-like (KIR) molecules are
encoded by two of the most diverse gene fam-
ilies in the human genome. Given the involve-
ment of these molecules in fundamental im-
mune processes such as antigen presentation to
T cells and regulation of natural killer (NK)
cell responses, it is no surprise that the extreme
diversity characterizing the HLA and KIR loci
impacts viral pathogenesis differentially across
individuals. HIV is now the most thoroughly
studied virus across many disciplines, including
viral/host immunogenetic relationships. As was
suspected based on earlier studies, the central
importance of the HLA class I locus in the dif-
ferential control of HIV that is seen across pa-
tients was borne out in the first genome-wide
association studies (GWAS), underscoring the
exclusive role of this locus in the whole genome
context.

HIV remains a global health problem,
with more than 30 million people infected
worldwide, concentrated most severely in sub-
Saharan Africa. Nearly three decades of in-
tensive research have now led to substantial
progress in understanding HIV pathogenesis
and immunity to the virus. The availability of
a model exploiting simian immunodeficiency
virus (SIV) in nonhuman primates has advanced
the field. Improved access to antiretroviral ther-
apy (ART) has decreased mortality and mor-
bidity of HIV infection within those countries
where the drugs are available. However, HIV
vaccine development remains extremely chal-
lenging, with no clear success in humans.

The diversity of clinical outcomes after HIV
infection is broad, ranging from progression to
acquired immunodeficiency syndrome (AIDS)
within a year of seroconversion to the control of
HIV without drugs for more than two decades.
A small fraction of individuals are resistant to
HIV infection, even upon repeated exposure.
The diversity of responses to HIV has to do
with viral, host, and environmental variability,
all of which must eventually be meshed to gen-
erate a predictive algorithm for outcome after

HIV exposure. There is now abundant infor-
mation regarding host genetic variation and its
consequence on outcome to HIV infection, par-
ticularly at the HLA class I loci and, to a lesser
extent, the KIR locus. In this review, we focus
on HLA and KIR involvement in HIV/AIDS as
a model for viral diseases in general, summariz-
ing the influence that variation at these loci has
on HIV-1 pathogenesis.

OVERVIEW OF HLA AND KIR
GENETICS AND FUNCTIONS

HLA class I and class II molecules present anti-
genic peptides on the surface of cells to CD8
and CD4 T cells, respectively. CD8 T cells kill
infected cells through recognition of viral epi-
topes or self stress peptides (i.e., intracellularly
derived peptides) presented in the context of
HLA class I on the target cell surface. CD4 T
cells recognize antigens that are primarily ex-
tracellularly derived and in the context of HLA
class II, resulting in production of cytokines that
help other immune cells to respond. Besides di-
recting CD8 T cell activity, class I molecules
also regulate NK cell activity via interactions
with NK cell receptors, including KIRs.

The HLA class I and class II molecules are
encoded by genes located within the human ma-
jor histocompatibility complex (MHC), which
encompasses ∼4 Mb on chromosome 6p21.3
(Figure 1). It is one of the most gene-dense re-
gions within the human genome, containing 45
HLA-like genes and 208 non-HLA genes (1).
The HLA-like genes share both sequence and
structural homology, and many have immuno-
logical functions. The HLA class I region con-
tains three classical class I genes (HLA-A, -B,
and -C) that are expressed by all nucleated cells
and encode transplantation antigens (2). The
classical class II genes are HLA-DP, -DQ, and
-DR, and their products are expressed on the
surface of antigen-presenting cells and B cells.

The defining feature of HLA class I and class
II genes is their extreme polymorphism. Vari-
ation across HLA alleles is concentrated within
the regions encoding sites that bind peptides
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Figure 1
The genetic map of the human MHC. A subset of genes within the 4 Mb region of the MHC is shown. Numbers of alleles for the
classical class I and class II genes (based on the information from the IMGT/HLA database, http://www.ebi.ac.uk/imgt/hla) are
depicted in red.

and the T cell receptor. HLA-B is the most di-
verse gene in the human genome, with 1,800
alleles described in the IMGT/HLA database
(http://www.ebi.ac.uk/imgt/hla). The cur-
rent focus on HLA in terms of its effects on
disease susceptibility/pathogenesis is the vari-
ation in the coding regions of the genes. Ev-
idence suggests that even a single amino acid
change can influence structural and functional
properties of HLA antigens and can influence
susceptibility to HIV disease (3). Studies are
now beginning to focus on variants in noncod-
ing regions of the HLA genes, which may af-
fect the level of transcription, translation, and
splicing.

Extreme polymorphism of HLA genes par-
allels the diversity of the functionally related
KIR genes, which encode receptors that regu-
late NK cell function. NK cells are key media-
tors of innate immunity that kill aberrant target
cells or secrete cytokines without prior expo-
sure to the target. NK cell activity is controlled
by a battery of inhibitory and activating recep-
tors, most of which recognize HLA class I– or
class I–like molecules (4). KIRs are mainly ex-
pressed on CD56dimCD16pos NK cells, which
constitute the bulk of peripheral blood NK cells
and have high cytotoxic potential. Tolerance to
self can be generated through KIRs that inhibit
NK cell activity upon recognition of normal
levels of class I expression, whereas activation of
NK cells, potentially involving activating KIRs,
may occur when class I expression is downreg-
ulated. Extensive genetic polymorphism of the
KIR and HLA class I loci is likely to influence

variability in functional capacities of NK cells
across individuals.

KIR genes are arranged in a head-to-tail
cluster on human chromosome 19q13.4 span-
ning approximately 100–200 kb (5). KIR2DL
and KIR3DL genes encode molecules with
inhibitory capacity (with the exception of
KIR2DL4, which may have both inhibitory
and activation potential), whereas KIR2DS and
KIR3DS encode activating receptors. Substan-
tial gene content and allelic variation are ob-
served in humans (6). There are two basic
groups of KIR haplotypes, termed A and B
(Figure 2). Haplotype A consists of nine genes
and encodes predominantly inhibitory recep-
tors, whereas the B haplotypes represent a
diverse group of haplotypes based on gene
content and contain more activating KIRs com-
pared with haplotype A. Another specific fea-
ture of the KIR locus is that expression of KIR
genes is variegated and clonally restricted (7).
Multiple alleles exist for each KIR gene, and
alleles of a given KIR gene can vary in expres-
sion level or functional capacity. Despite a great
deal of variation in gene content across haplo-
types, almost all individuals possess four frame-
work genes: KIR3DL3, KIR3DP1, KIR2DL4,
and KIR3DL2. In addition, the vast majority
of humans possess loci encoding KIR2DL1,
KIR2DL2/2DL3, and KIR3DL1/3DS1. In-
hibitory receptors encoded by these three loci
are probably the major players in KIR-mediated
NK cell recognition of HLA-B (KIR3DL1) and
HLA-C (KIR2DL1, KIR2DL2, KIR2DL3)
molecules on target cells.
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3DL3 2DS2 2DL2 2DL5B 2DS3 3DP1 2DL4 2DL5A 2DS5 2DS1 3DL2

3DL3 2DL3 2DP1 2DL1 3DP1 2DL4 3DL1 2DS4

2DP1 2DL1 3DS1

3DL2

31 15 19 17 54 15 22

6 10 10 4 14 3 9 8

Haplotype A

Haplotype B

Figure 2
Schematic representation of two prototypic human KIR haplotypes. The digit before the letter D in the KIR gene name denotes the
number of Ig-like domains in the molecule, the letter following D specifies long (L) or short (S) cytoplasmic tails in a corresponding
protein, or pseudogenes (P). Long tailed KIRs are inhibitory and short tailed are activating with the exception of KIR2DL4, which has
potential for both inhibition and activation. Gene pairs KIR2DL2/2DL3 and KIR3DL1/3DS1 are alleles of the same loci (shown in green
and orange). The four framework genes are shown as gray boxes. Genes encoding activating KIR with short tails and pseudogenes are
denoted by red and blue letters, respectively. The number of alleles differing at the amino acid level is shown above each gene (based on
data from the IPD-KIR database, http://www.ebi.ac.uk/ipd/kir).

HLA-B Bw4: a group
of HLA-B allotypes
with the serologically
defined Bw4 motif at
amino acid positions
77–83 (Bw6 is the
alternative motif )

Receptor-ligand relationships between
HLA and KIR are allotype specific. KIR3DL1
specifically recognizes HLA-B molecules
that have the serologically defined Bw4
motif (amino acid positions 77–83), and
some KIR3DL1 subtypes exhibit a stronger
inhibitory effect in the presence of HLA-B
Bw4 subtypes that have isoleucine at position
80 (Bw4-80I) as opposed to threonine at the
same position (Bw4-80T) (8). Notably, the
KIR3DL1 gene has the highest number of alle-
les compared with other KIR genes (Figure 2),
and allotypes encoded by these alleles vary in
their level of expression and inhibitory capacity
(9–12).

Besides restraining NK cell cytotoxicity, in-
hibitory KIRs are also involved in developmen-
tal signaling. During the process of NK cell
education, or licensing, interactions between
inhibitory receptors and self class I molecules
are important for gaining functional potency to
eventually eliminate target cells with aberrant
MHC expression (13). Thus, inhibitory KIRs
essentially regulate NK cell function positively
and negatively.

Whereas inhibitory KIRs are relatively well
studied, the function of the activating KIRs re-
mains somewhat obscure. The activating KIRs
have evolved from their inhibitory counterparts
in such a way that they bind HLA class I lig-
ands with substantially lower affinity despite
nearly identical sequences in their extracellu-
lar domains. No ligands have been identified
for KIR3DS1 to date despite its ∼97% protein

sequence similarity to KIR3DL1 in the extra-
cellular domain (8). It may be difficult to repro-
duce some in vivo conditions that are essential
for binding of activating KIRs to their HLA
ligand, as the HLA molecule or even the KIR
itself may be altered in some way upon infec-
tion, allowing the interaction to take place. For
example, a specific viral or self stress peptide
bound to the class I molecule could potentially
convert the molecule from nonligand to ligand
status (14). Understanding specific features of
HLA and KIR allotypes as well as the nuances
of their interactions is critical in the assessment
of the HLA and KIR genetic impact on human
diseases.

HIV DISEASE COURSE AND ITS
VARIATION IN HUMANS

HIV infection starts with the eclipse phase,
which lasts several days before the virus reaches
draining lymph nodes and becomes detectable
in plasma (Figure 3). Subsequent rapid viral
replication in activated CD4 T cells and sys-
temic spread lead to an exponential increase
in plasma viral load, which reaches its peak 3–
4 weeks after infection (15). By this time,
latent viral reservoirs are established, and
eradication of the virus becomes virtually
impossible.

Peak plasma viremia is followed by a
decrease to a relatively stable level called
“set point,” marking the end of the acute
phase of infection (Figure 3). The subsequent

298 Bashirova · Thomas · Carrington

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

4 8 12 1 3 6 9 12
Weeks Years

102

104

1061000

500

CD4 = 200

Acute phase

Eclipse phase

Chronic phase AIDS

Viral
set point  

Limit of virus detection

CD
4 

T 
ce

lls
/m

l

Plasm
a viral load (copies/m

l)

Figure 3
Dynamics of peripheral blood CD4 T cell counts and plasma viral load during a typical course of HIV
infection. The three major phases of infection are shown: acute, chronic, and AIDS. The eclipse phase is the
initial stage of the acute infection before systemic viral dissemination. The acute phase is characterized by
flu-like symptoms and a peak viral load, followed by a drop to a set point level. During the asymptomatic
chronic phase, viral load gradually increases while CD4 T cell counts gradually decline to the level of 200
cells/ml of blood, a point defining AIDS onset.

Long-term
nonprogressors
(LTNP): a minor
subset of HIV-infected
patients who do not
progress to AIDS in
the absence of drug
therapy

Elite controllers
(EC): a subset of
LTNP who maintain
their viral load below
the detection limit of
commercial assays (50
copies per ml of
plasma)

asymptomatic chronic phase can last for years,
during which viral load gradually increases and
CD4 T cell counts decrease to the point where
the immune system can no longer protect the
body from opportunistic infections or certain
cancers. Recent findings point to the impor-
tance of events within the gastrointestinal tract
for HIV/SIV pathogenesis (16). Massive de-
pletion of CD4 T cells and structural dam-
age occur in the gastrointestinal mucosa dur-
ing the acute phase of HIV/SIV infection.
Increased mucosal permeability allows micro-
bial translocation, which leads to chronic im-
mune activation, the apparent driving force of
immunodeficiency.

A minority of HIV-1-infected individu-
als (∼5–15%) called long-term nonprogressors
(LTNP) maintain normal CD4 T cell counts
and remain AIDS-free in the absence of ART
(17). It is well established that the level of set
point viremia impacts disease progression (18,
19). Indeed, the vast majority of LTNP ex-
hibit low-level viremia, some of them below 50
copies of the virus per ml of plasma. These elite

controllers (EC) have been invaluable in studies
of immunological correlates of virus control.

HLA AND KIR IN HIV IMMUNITY

HLA Class I and CD8 T Cells

The era of studies investigating HIV-specific
CD8 cytotoxic T lymphocytes (CTLs) from
the blood of infected patients began in the late
1980s (20–22), opening a floodgate of CTL
intelligence. CD8 T cell activity was shown
to temporarily correlate with initial control of
acute viremia (23, 24), and depletion of the CD8
T cells was linked to a loss of viral control in SIV
infection (25, 26). Many HLA class I–restricted
epitopes recognized by CD8 T cells were iden-
tified (http://www.hiv.lanl.gov) and charac-
terized for their ability to cripple the virus (27–
30). Studies of HLA allelic effects on various
outcomes to HIV infection were published (see
following sections), and strong links between
specific viral mutations and a given HLA class I
allele were uncovered (31–33).
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Escape mutations:
mutations in the viral
sequences that arise
due to selective
pressure from the
immune response

Gag: an HIV
polyprotein precursor
that is cleaved into
four proteins, p17
matrix, p24 capsid, p7
nucleocapsid, and p6.
Gag p24 contains four
B∗57-restricted
immunodominant
epitopes, TW10,
KF11, IW9, QW9,
and a B∗27-restricted
immunodominant
epitope, KK10. An
abundance of Gag in
viral particles makes
this protein an
important antigen

There is strong evidence that CD8 T cells
exert extreme selection pressure on HIV se-
quences over the course of infection (27, 34–
43), whether beneficial to the host or not. Viral
escape mutations arising within the HLA class
I–restricted CD8 T cell epitopes can function
to disrupt binding of a viral peptide to HLA
class I or impair recognition by the T cell re-
ceptor. Mutation in regions immediately flank-
ing the epitope may affect antigen processing,
facilitating escape from CD8 T cell response
(44). About two-thirds of all nonenvelope vi-
ral mutations detected in the chronic phase are
attributed to CD8 T cell responses in HIV-1-
infected patients, indicating a dominant influ-
ence of this arm of immunity on viral evolution
(34). However, owing to apparent restrictions
on viral fitness, the virus can afford only cer-
tain escape pathways, which can be predicted to
some extent by the patient’s HLA genotype (34,
45). Transmission of HIV containing a given
escape mutation to a new recipient may result in
reversion of the mutation, depending on the fit-
ness cost and the recipient’s immune response
(27, 46). Progress in sequencing technologies,
availability of large cohorts of HIV-1-infected
individuals, and new statistical tools have en-
abled detection of HIV-1 evolution driven by
CD8 T cell pressure at the population level (31–
33, 47, 48).

The dynamics of the CD8 T cell response
are complex, with significant qualitative and
quantitative changes over the course of HIV
infection. Acute CD8 T cell responses typi-
cally target a small number of epitopes, and
responses to these specific epitopes rapidly de-
cline after reaching a peak, which can be at-
tributed to a decrease in viral load, viral escape,
and/or effector cell exhaustion (43, 49). During
the chronic phase of infection, immunodomi-
nance patterns generally change (50) and the
CD8 T cell response shifts to a broader epi-
tope recognition pattern (51). Immunodomi-
nant CD8 T cell responses that make a larger
relative contribution to the total response de-
veloped during primary infection associate with
a lower viral set point, and preservation of these

responses in the chronic phase associates with
slower CD4 decline (50).

Much effort has been directed toward identi-
fication of unique features of HIV-specific CD8
T cell activity from LTNP and EC, in par-
ticular. Although the breadth and magnitude
of overall HIV-specific CD8 T cell responses
do not seem to correlate with HIV control in
chronically infected individuals (51, 52), CD8
responses directed against Gag were found to
be critical for viral suppression in chronic infec-
tion (51–56). This can be explained by the rela-
tively conserved nature of this structural protein
and/or by the overall abundance of the Gag pro-
tein in virus particles that allows rapid process-
ing and presentation of Gag peptides to CD8
T cells (57). In addition, HIV-specific CD8 T
cells from EC were more potent compared with
noncontrollers according to several parameters,
including the ability to produce multiple cy-
tokines and chemokines, proliferate, and exert
cytotoxicity (58–63). Whether this is a cause
for or an effect of EC status requires further
consideration.

HLA Class II and CD4 T Cells

The key role of CD4 T cells in immune
responses is underscored by the devastating
consequences of CD4 T cell depletion in HIV
infection. Based on animal models of chronic
viral infections, investigators have suggested
that CD4 T cells are necessary for the mainte-
nance of stable CD8 T cell memory, although
they are not essential in primary CD8 T cell re-
sponses (64–66). CD4 T cells are the principal
targets for HIV, and the virus preferentially in-
fects HIV-specific CD4 T cells (67). Although
most HIV-specific CD4 T cells are not infected
(67) and may contribute to antiviral response,
there is an impairment in proliferative capacity
of these cells in viremic patients (68–70). In
contrast, preservation of virus-specific CD4
T cells that can proliferate and produce IL-2,
characteristic of central memory cells, is
associated with low viral load in both treated
and untreated patients (68–71). Besides the

300 Bashirova · Thomas · Carrington

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

traditional helper function, virus-specific CD4
T cells can exert direct cytotoxicity against
HIV- and SIV-infected cells (72–74). In addi-
tion, induction of a virus-specific CD4 T cell
response has been documented in relatively
successful vaccinations against SIV (75) and
HIV (76).

Although HLA class II genetic associations
with HIV disease outcomes have been reported,
the findings are not nearly as convincing as
those for class I. This could be due to the out-
comes tested, such as viral load, which largely
depends on class I–restricted CD8 responses.
In addition, HLA class II restriction is not as
well defined as that for class I for several rea-
sons: Class II epitopes are harder to pinpoint
because they vary in length to a greater extent
than do class I, class II tetramers are difficult to
produce relative to class I tetramers, there are
lower frequencies of HIV-specific CD4 T cells
compared with CD8 T cells (77), and CD4 T
cells are depleted over the course of infection.
Alternatively, the promiscuity in antigen pre-
sentation across class II allotypes may render
alleles roughly equal in terms of HIV restric-
tion, which results in the absence of clear ge-
netic effects of class II variation (78, 79).

CD4 T cell responses have been systemati-
cally analyzed in chronically infected patients
to map epitopes across the clade B (78) and
clade C (80) viral proteomes. There was a sig-
nificant inverse correlation between the pres-
ence of the CD4 response to Gag and viral
load in untreated clade C patients (80). Recent
data using an expanded data set of the same co-
hort (80) indicated that individuals expressing
DRB1∗1303, an allele significantly associated
with low viral load, have fewer Gag-specific re-
sponses compared with all other patients (B.
Julg, personal communication). These seem-
ingly inconsistent results can probably be re-
solved by distinguishing cause from effect when
interpreting data that involve effector cell re-
sponses from HIV-infected patients.

The difficulties in studying CD4 T cell
responses in HIV infection in general may
explain the absence of any clear effect of
HLA class II polymorphism on HIV disease.

Alternatively, class II polymorphism may not
have any measurable effect on disease patho-
genesis if would-be beneficial responses con-
ferred by certain alleles occur too late after
infection. Further attempts to define and dis-
tinguish CD4 T cell responses by comparisons
of their functions across individuals with dis-
tinct class II allotypes may be pivotal in the de-
sign of an effective vaccine where the protective
responses are generated prior to infection.

HLA Class I, KIR, and NK Cells

Similar to other viruses, HIV downregulates ex-
pression of class I molecules on the surface of
infected cells to escape from CD8 T cell lysis
(81). This renders the cells potential targets for
NK cells. Notably, HIV downregulates HLA-A
and HLA-B, whereas HLA-C expression is pre-
served (82). Thus, NK cell receptors that bind
HLA-C might be preferentially important in
recognition of infected cells.

Early HIV infection is characterized by ex-
pansion of blood NK cells, which precedes the
expansion of CD8 T cells (83). This expansion
can be influenced by a HLA class I genotype, as
investigators have shown that the frequencies of
NK cells expressing KIR3DS1 and, to a lesser
extent, KIR3DL1 are specifically increased dur-
ing acute HIV-1 infection in the presence of
HLA-B Bw4-80I (84). Selected expansion of
NK cell subsets may be beneficial to the host
because an immediate, aggressive response to
HIV may prevent an established infection.

Several studies have shown that NK cells
isolated from viremic patients are impaired in
their function (85–87). One reason for such im-
pairment is the expansion of a CD56−CD16+

subset of NK cells that is present at low levels
in healthy individuals and in HIV-infected pa-
tients with suppressed virus replication (86, 88,
89). These abnormal NK cells express KIRs,
and their defective lytic capability has been at-
tributed in part to elevated expression of in-
hibitory KIR2DL2/2DL3 receptors that bind
to HLA-C (88).

Because of the nature of NK cell regulation
and HIV infection, the effect of inhibitory and
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Linkage
disequilibrium (LD):
nonrandom
association between
alleles of different
linked loci

Balancing selection:
natural selection that
acts to maintain
multiple alleles of a
gene either by favoring
heterozygotes
(overdominance) or by
favoring rare alleles
(frequency dependent
selection)

activating signaling is complex. Although NK
cell activation may result in the killing of in-
fected cells, inhibitory signaling is required for
NK cell education (13) and may also diminish
immune activation, a characteristic of disease
progression (16).

HLA POLYMORPHISM
AND HIV/AIDS

The primary influence of variation within the
HLA class I loci on the level of viral load and
AIDS progression relative to all other single
human genetic variants has now been set in
stone by the several GWAS published to date
(90–93). The most significant variants identi-
fied include a single nucleotide polymorphism
(SNP) in the HCP5 gene, which is in virtu-
ally perfect linkage disequilibrium (LD) with
HLA-B∗5701 in Caucasians (90–92, 94), two
variants located 35 kb upstream of the HLA-C
locus (90–92, 94), and an intronic variant in the
HLA-B gene linked to HLA-B∗5703 in African
Americans (93). The genome-wide significance
of SNPs linked to B∗57 alleles supports previ-
ous genetic and functional data on the impor-
tance of the HLA-B locus in HIV pathogene-
sis, particularly strong protection conferred by
B∗57 alleles. These studies also provide novel
evidence for a principal role for the HLA-C lo-
cus in HIV disease control. Of note, no class II
associations were evident from the GWAS, and
the HLA-A locus does not show a clear effect
(91).

Individual HLA alleles and alleles grouped
together based on a given hypothesis have been
associated with HIV outcomes. One of the most
interesting recent developments in this regard
is the move to investigate effects of noncoding
regions, which seem to contain riches that are
only beginning to be unearthed.

HLA Heterozygote and/or
Rare Allele Advantage?

Properties of the MHC locus have set it apart
from other genes. HLA genes contain many
sequence variants, similar to microsatellites,

immunoglobulin (Ig) genes, and T cell recep-
tors (TCR), but unlike microsatellites, HLA
genes do not have high mutation rates (95), nor
are there specialized mechanisms for somatic
diversification as are found with Ig and TCR
genes. In addition, the polymorphic variation
at the MHC class I and II loci is older than
that in any other known locus, as determined
by both the time needed to accumulate the ob-
served allelic divergencies and the observation
that allelic variants similar to those of humans
are found in apes. In multiple species, the class
I and II allelic frequencies are more evenly dis-
tributed than expected by chance, with an excess
of intermediate frequency alleles. These diverse
and peculiar properties of class I and II genes
are well explained by the existence of balanc-
ing selection acting on these loci. The primary
function of these MHC molecules is to present
foreign antigens to elicit T cell responses, so
a pathogen-driven form of balancing selection
is often invoked. For many reasons, however,
commensal organisms of the gut and other tis-
sues may be a more likely driving force of MHC
balancing selection because they have a long
symbiotic relationship with their host but are
occasionally pathogenic and need to be con-
stantly kept in check (96).

Balancing selection itself can occur in one
of two forms, either heterozygote advantage
(overdominant selection) or rare allele ad-
vantage (frequency-dependent selection). Het-
erozygote advantage contends that in general,
individuals who are heterozygous at the HLA
locus will present a broader repertoire of anti-
genic peptides to T cells than will homozy-
gotes, challenging the pathogen to escape from
a greater variety of CTL responses. Rare al-
lele advantage is based on the premise that the
most frequent form of a pathogen circulating
in a given population is more likely to have es-
caped from common HLA alleles, making the
low frequency allotypes advantageous for the
host.

The relative contributions of each of these
models have been subject to debate (97). HIV
epidemiological data have been applied to test
both models. Data supporting a heterozygote
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advantage against HIV showed an increasingly
protective effect, in terms of disease progres-
sion, with greater numbers of distinct HLA class
I alleles (98, 99). Recent work on cynomolgus
monkeys demonstrated lower chronic SIV vi-
ral loads by nearly two logs in class I heterozy-
gous as opposed to homozygous animals (100).
Based on viral sequences, heterozygous mon-
keys appear to exert greater overall CD8 T cell
pressure on the virus compared with that in ho-
mozygous animals. The breadth of Gag-specific
CD8 T cell responses to HIV correlates with
lower viral load (54, 55), which may be due in
part to a greater number of distinct class I alleles
in heterozygous patients.

In support of a rare allele advantage, investi-
gators have demonstrated a positive correlation
between viral load and the frequency of HLA
class I supertypes (101). As the model suggests,
such a correlation may be due to viral adap-
tation at a population level. Indeed, a recent
study in nine cohorts representing five conti-
nents demonstrated a strong positive correla-
tion between epitope mutations and frequen-
cies of restricting HLA class I alleles (47).

Based on HIV genetic epidemiologic data,
it is difficult to clearly distinguish heterozygous
advantage from rare allele advantage because
low frequency alleles are much more likely to
occur in the heterozygous form. It is plausible
that both heterozygote advantage and rare allele
advantage apply to HIV-infected individuals.
Despite all theoretical support of evolutionary
models, however, HIV is unlikely to have any
permanent effect on HLA allelic frequency dis-
tributions. But the effect of HLA on HIV evo-
lution is evident in a geographic-specific sense.

HLA-B Locus: The Queen Bee of HIV
Host Genetics

The HLA-B locus is the most polymorphic of
all the HLA loci (102). Perhaps related to its ex-
tensive diversity, it also shows the strongest and
most consistent genetic effects on outcomes of
HIV infection relative to the other HLA class I
and class II genes (103). Functional data from
a large study of clade C patients showed that

most CD8 T cell responses to HIV were HLA-
B restricted and that variation in viral load was
predominantly associated with variation at the
HLA-B locus (104), nicely correlating the ge-
netic data with functional analysis and empha-
sizing the importance of HLA-B polymorphism
in determining the outcome of HIV infection.

The HLA-B∗57 allele tops all others in terms
of its effect on HIV, and this effect is protec-
tive both in terms of viral load control and de-
layed progression to AIDS (104–108). HLA-
B∗57 carriers are overrepresented among EC
(105, 108) and present symptoms of acute HIV-
1 infection less frequently compared with non-
carriers (109). The exclusive status of B∗57
in HIV pathogenesis relative to SNPs located
throughout the rest of the genome is being re-
peatedly observed with each additional GWAS
report (90–94). An early genetic effect of B∗57
after HIV infection was originally indicated by
survival analyses, where B∗57 protection was
most apparent for time to CD4<200 (the earli-
est outcome available for survival analysis in our
cohorts), as opposed to an AIDS-defining ill-
ness or death (106). The effect of B∗57 has now
been shown for set point viral load (92), an out-
come that occurs much earlier than CD4<200.

Several factors contributing to the mecha-
nism of B∗57 protection have been suggested.
B∗57 restricts three or four immunodominant
epitopes located in conserved regions of Gag,
and escape mutations within these targeted epi-
topes are commonly observed in viruses isolated
from B∗57-positive individuals (27, 36, 46, 110).
Reduced viral fitness of the escape variants, ver-
ified by both in vitro assays and in vivo rever-
sions (27–29, 36), may explain in part the B∗57
protective role. A recent study suggests a dual
mechanism for B∗57-related viral control in-
volving both viral fitness loss and induction of
CD8 T cell response against escaped epitopes
(30).

An important feature of B∗57 is its im-
munodominance in acute CD8 T cell re-
sponses, which appears to be greater than
that of any other HLA allotype, with the
most frequently targeted epitope being Gag
TW10 (111). Mathematical models of T cell
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selection in the thymus support the concept of
B∗57 immunodominance by predicting a rela-
tively large pool of B∗57-restricted naive T cells
specific for HIV compared with cells restricted
by other class I allotypes (112). These models
also implicate greater cross-reactivity of B∗57-
restricted CD8 T cells to mutating epitopes.
Dominant, cross-reactive targeting of Gag epi-
topes by B∗57-restricted CD8 T cells may be
important in control of viral replication because
Gag can be presented by infected cells early
postinfection, even before viral integration and
protein synthesis (57). Targeting multiple Gag
epitopes by B∗57-restricted CTLs is addition-
ally advantageous to the host because it compli-
cates viral escape from the total CD8 response.

HLA-B∗27 also provides protection in terms
of viral control and AIDS progression (106–
108, 113, 114). The mechanism of B∗27 pro-
tection may be somewhat similar to B∗57, as
it involves induction of an immunodominant
CD8 response against a highly conserved Gag
epitope (40, 111, 115), coming in second af-
ter B∗57 in the hierarchy of immunodominance
during acute phase (111). Despite certain sim-
ilarities to B∗57, B∗27 protection has distinct
features. Unlike the B∗57-restricted CD8 re-
sponse, which targets up to four Gag epitopes,
B∗27 restriction is focused on a single epi-
tope, KK10. Under B∗27-restricted pressure,
the virus undergoes a complex pattern of mu-
tations that result eventually in a fully escaped
virus with wild-type levels of replicative capac-
ity (116). Development of this escape profile re-
sults in rapid disease progression (40, 115, 117).
The escape is typically conferred by three mu-
tations, S173A/R264K/L268M (116). Delay in
the development of this variant is thought to be
due to impaired replicative capacity of viruses
that bear the individual mutations S173A or
R264K (116). B∗27 escape mutations seem to
be stable upon transmission to B∗27-negative
subjects, in contrast to B∗57 escape mutations,
which often revert back in HLA-mismatched
individuals (118). The B∗27 peptide-binding
specificity is shared, remarkably, with Mamu-
B∗08, a macaque MHC class I allotype that
confers protection in SIV infection (119). Most

Mamu-B∗08-restricted SIV epitopes and B∗27-
restricted HIV-1 epitopes possess a dibasic mo-
tif at the N terminus (RK or KK), a feature
that makes these peptides resistant to peptidases
and therefore more stable in the cytosol. Unlike
B∗27, however, protection conferred by Mamu-
B∗08 does not involve immunodominant tar-
geting of a Gag epitope and delayed viral escape:
The Mamu-B∗08-restricted YL9 epitope (ana-
log of HIV-1 KK10) is rarely targeted in SIV-
infected Mamu-B∗08-positive animals (119).

HLA-B∗35 alleles associate with suscep-
tibility to AIDS across multiple studies (98,
120–122). B∗35-restricted CD8 T cells rarely
recognize Gag in primary infection (123). Gao
et al. (3) identified a subset of alleles, termed
B∗35-Px, that associate most strongly with
the susceptible effect. The B∗35-Px allotypes
(B∗3502, B∗3503, B∗3504, B∗5301) prefer to
bind peptides with small hydrophobic residues
at position 9 (2, 124), as opposed to the B∗35-
PY allotypes (B∗3501 and B∗3508), which favor
binding peptides with tyrosine at the same posi-
tion (125, 126). Perhaps B∗35-Px presents pep-
tides that are distinct from and less protective
than those presented by B35-PY (for example,
PY9 Gag epitope), although in vitro data do not
support clear differences in peptide-binding
specificity between B∗35-Px and B∗35-PY
(123, 127). Still, some disparity in correlations
of CD8 T cell targeting of Gag and viral loads
were detected between the two B∗35 groups
(128). A novel view of the B∗35 susceptibility
mechanism involving dendritic cells (DCs) was
suggested recently (127) based on the observa-
tion that B∗35-Px binds to the Ig-like transcript
4 (ILT4), an inhibitory receptor expressed on
DCs, with greater affinity than does B∗35-PY
in the presence of the same HIV-1 peptides.
This may result in more prominent DC
dysfunction in B∗35-Px-positive individuals,
thereby accelerating disease progression (127).

HLA-C: The Dark Horse
of HIV Host Genetics

A primary role for HLA-C as a CTL restriction
factor has been questioned because of its limited
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Nef: a nonstructural
HIV protein that
interferes with
multiple cellular
pathways including
downregulation of
class I molecules. The
Nef transcript is
abundantly expressed
immediately after viral
integration

Seroconverters:
HIV-infected patients
for whom date of
seroconversion (i.e.,
appearance of
HIV-specific
antibodies in serum)
can be estimated based
on sequential negative
and positive test dates

polymorphism and its low level of cell surface
expression compared with its HLA-A and -B
counterparts (129). It is now known that every
HLA-C allotype is a ligand for inhibitory KIR
and that virtually every individual possesses the
KIR genes that encode receptors for HLA-C
(130), implicating this locus as the most
important in terms of KIR regulation of NK
cell activity. Indeed, an effect of certain HLA-C
genotypes in combination with KIR2DL3 was
implicated with HCV clearance previously
(131). However, in contrast to HLA-B alleles,
neither individual HLA-C alleles nor combina-
tions of HLA-C groups with KIR have shown a
consistent effect with HIV pathogenesis (apart
from those that are more readily explained
by LD with HLA-B alleles). HLA-C is the
only classical HLA class I molecule that is not
downregulated by HIV Nef (82), which further
points to a functional distinction of this locus
compared with HLA-A and -B. Recently, a
grouping of HLA-C alleles marked by a SNP
upstream of the locus was shown to have the
second most significant effect on HIV viral
load genome-wide, tapping into a previously
undiscovered role for HLA-C in control of the
virus.

This variant, located 35 kb upstream of
the HLA-C gene (-35C/T ), was identified
as the second strongest hit associated with
control of HIV-1 viral load in European

Americans (92), and this region was implicated
again in subsequent GWAS studies (90, 91,
94). It was suggested, based on B cell line
mRNA data, that that the effect of the -35
variant may be due to differences in HLA-C
gene expression (92, 132). To identify a po-
tential mechanism for the protection conferred
by this variant, we examined HLA-C expres-
sion on CD3 T lymphocytes of normal donors
using an HLA-C-specific monoclonal antibody
and showed that the -35CC genotype asso-
ciates with significantly higher HLA-C cell sur-
face expression than does the -35TT genotype
(Figure 4a). The -35CC genotype also asso-
ciates with better control of viral load compared
with -35TT in our ART naive seroconverter co-
horts (Figure 4b). Thus, high-expression HLA-
C alleles are in LD with the protective -35C
variant, whereas low-expression alleles are in
LD with the susceptible -35T allele (133). It
is not clear why high expression of HLA-C
would be protective against HIV, but one obvi-
ous possibility is that higher HLA-C expression
may enhance antigen presentation to CTLs.
Additionally, high HLA-C expression may re-
sult in more effective education of NK cells
during their maturation process through bet-
ter engagement of inhibitory NK receptors to
HLA-C ligands, ultimately leading to stronger
NK cell responses to HIV-infected target
cells.
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Figure 4
The -35 genotype (TT, CT, or CC) correlates with surface HLA-C expression (a) and mean log viral load (b).
HLA-C expression was detected on CD3+ T lymphocytes of normal individuals by flow cytometry using the
DT9 monoclonal antibody and compared between pairs of genotypes. The association of the -35 genotypes
with mean log viral load was analyzed in a cohort of 923 HIV-1-infected patients. The figure is based on data
published previously (133).
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Data now show that high levels of HLA-
C expression indeed exert selection pressure
on the virus, as HIV-1 Nef variants from
-35CC individuals have an increased ability to
impair both class II antigen presentation and
helper T cell function to counteract an HLA-
C-mediated immune response (134). In another
recent study of individuals with chronic HIV-
1 infection, HLA-C-restricted CTL activity
accounted for 54% of the total HIV-specific
peptide response, and these CTLs had simi-
lar phenotypic characteristics to HLA-A- and
-B-restricted CD8 T cells (135). Even though
differences between high- and low-expressing
HLA-C-specific CTL responses were not in-
vestigated, these results are intriguing in the
light of the -35 findings. Thus, HLA-C is now
a focal consideration in host genetics against
HIV and may be an emerging contender for
HIV vaccine design.

HLA Class II

No strong consistent genetic epidemiological
data indicate that variation at the HLA class II
loci associates differentially with HIV/AIDS
outcomes, although several reports suggest
this possibility. Potential involvement of
HLA-DRB and -DQB loci in the risk of
infection among African populations have
been reported, with some consistent protective
effect of HLA-DRB1∗01 and a susceptible effect
of DRB1∗1503 (136–138). The DRB1∗1301/2-
DQB1∗06 haplotype was associated with viral
control after ART interruption, potentially
through efficient presentation of a Gag peptide
that partially overlaps with the KK10 peptide
presented by B∗27 (79). DRB1∗1301 carriers
were also less likely to transmit virus to their
seronegative partners, although the allele
had no apparent effect on viral load (138).
DRB1∗1303 demonstrates a protective effect
on viral load in chronically infected individuals
in a South African cohort as well as in a U.S.
cohort, but DRB1∗1301/02 does not (B. Julg,
personal communication).

Specific combinations of class I and class II
alleles may interact synergistically, as suggested

in a study where Mamu-B∗17-positive rhe-
sus monkeys bearing Mamu-DRB1∗1003 and -
DRB1∗0306 controlled SIV significantly better
than Mamu-B∗17 carriers that did not express
these class II alleles (139). Testing combina-
tions of class I and class II alleles for effects
in HIV/AIDS is worth pursuing, but the study
cohorts would have to be large to have enough
power to be conclusive.

KIR POLYMORPHISM
IN HIV/AIDS

Both presence/absence and allelic variation at
some of the KIR genes have been implicated in
risk of various human diseases and disease out-
comes (140). Owing to the functional relation-
ship between HLA class I and KIR loci, an ana-
lytical approach that takes into account relevant
KIR and HLA genotype combinations has been
applied to disease association studies. Strong
synergistic effects of KIR and HLA genes/alleles
observed in hepatitis C (131) and HIV cohorts
(141, 142) emphasize the importance of KIR-
HLA interactions in regulating NK cell activity
during viral infections.

KIR3DL1/S1 and HLA-B Bw4
Synergism in AIDS Outcomes

Analysis of AIDS progression in ART naive
seroconverters indicated a protective effect of
a compound genotype consisting of KIR3DS1
and Bw4-80I (141) (Figure 5a). This finding
was the first to describe an epistatic interaction
between KIR and HLA in disease association
and indicated the possibility that activating
KIR may have biological significance in viral
infection. The KIR3DS1/HLA-B Bw4-80I com-
pound genotype was further shown to correlate
with lower viral load and protection from op-
portunistic infections (143). Thus, the genetic
data suggested that KIR3DS1 may bind HLA-
B Bw4-80I ligands on HIV-infected target cells
in vivo and that this interaction may delay AIDS
progression. In good support of this, Alter et al.
(144) demonstrated that NK cells expressing
KIR3DS1 strongly inhibit HIV replication
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Figure 5
The effect of KIR3DS1 and HLA-B Bw4-80I on HIV infection. (a) Kaplan-Meier survival analysis comparing individuals homozygous
for HLA-B Bw6 and individuals with the KIR3DS1/Bw4-80I compound genotype in HIV seroconverters as described in Reference 142.
(b) Inhibition of viral replication by NK cells derived from subjects expressing both KIR3DS1 and Bw4-80I, HLA-B Bw4 and no
KIR3DS1, KIR3DS1 and no HLA-B Bw4, and neither KIR3DS1 nor HLA-B Bw4. Inhibition of viral replication in the first groups is
significantly higher than in any other group (p < 0.001). The data were presented in Reference 144.

KIR3DL1∗h/y and
KIR3DL1∗l/x:
groups of KIR3DL1
allotypes distinguished
by high or low cell
surface expression
level and inhibitory
capacity (∗h = ∗001,
∗002, ∗008, ∗015,
∗009, ∗l = ∗005, ∗007,
y = ∗h or ∗004, x =
∗l, ∗h, or ∗004)

in target cells expressing HLA-B Bw4-80I
compared with KIR3DS1-negative cells
(Figure 5b). However, the synergistic protec-
tive effect of KIR3DS1 and HLA-B Bw4-80I
was not seen in two other studies (145, 146),
which may have to do with distinct clinical
characteristics of the cohorts, the specific
disease outcomes tested, and/or differences
in analytical methods. But failure to detect
any direct binding of KIR3DS1 to HLA-B
Bw4-80I (147, 148) is puzzling and leaves
open the possibility that other variants in
the MHC and KIR loci, which are tracked
by KIR3DS1 and/or Bw4-80I through LD,
account directly for the protective effect against
HIV. Reconciling all these observations must
take into account the evidence for selection
pressure to maintain KIR3DS1 (149) as well as
population genetic data showing a significant
inverse correlation in the frequencies of
KIR3DS1 and HLA-B Bw4-80I across world
populations (Figure 6) (150). No other known
or suspected receptor/ligand combinations of
KIR and HLA showed a significant correlation
in the last study, although an association
between KIR2D and a group of HLA-C alleles
was observed in a subsequent study (151). The
data suggest pressure to maintain a certain

low level of the KIR3DS1/HLA-B Bw4-80I
combination, which may actually increase risk
of some other disease(s).

The effect of KIR3DS1 in combination with
HLA-B Bw4-80I implied that activation of NK
cells is beneficial in HIV disease. Surprisingly,
analysis of inhibitory KIR3DL1 alleles with
HLA-B Bw4-80I, suggested that engagement
of this receptor is also protective against
HIV. The KIR3DL1 allotypes can be divided
into those with high expression and high
inhibitory capacity, KIR3DL1∗h/y, and those
with lower expression and lower inhibitory
activity, KIR3DL1∗l/x (142). Remarkably, the
KIR3DL1∗h/y + HLA-B Bw4-80I compound
genotype demonstrated significant protection
from AIDS progression in the same serocon-
verter cohorts that showed a protective effect
of the KIR3DS1/HLA-B Bw4-80I genotype,
and it was also associated with lower mean
viral loads (141). These data suggest that
efficient engagement of both activating and
inhibitory KIR is beneficial for the host in viral
infection and point to the central significance
of the HLA-B locus not only from an acquired
immune response perspective but also in terms
of innate immunity. The yin-yang situation
in which both activating and inhibitory KIR
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Figure 6
KIR3DS1 and HLA-B Bw4-80I frequencies across populations. Populations are ordered by region based on increasing distance from
East Africa. Frequencies of KIR3DS1 increase with the distance from Africa, whereas frequencies of HLA-B Bw4-80I have the opposite
trend. As a result, the frequency of the compound KIR3DS1/Bw4-80I genotype is maintained at an approximately similar low level
across populations. The figure is modified from Reference 150.

alleles confer protection may boil down to pro-
tection through NK cell activation. Protection
conferred by an activating receptor (KIR3DS1)
is intuitively straightforward. Protection by
highly inhibitory allotypes (KIR3DL1∗h/y)
may be attributed to more potent tuning of the
high-expressing KIR3DL1-positive NK cells
during their maturation process, eventually
resulting in stronger activation of those NK
cells when their ligand is downregulated (as
HLA-B is by HIV Nef ).

Notably, the two most protective HLA-B
alleles, B∗57 and B∗27, belong to the Bw4-80I
and Bw4-80T groups, respectively. As is true
for all Bw4 alleles, the effects of these protective
alleles on HIV infection can be mediated by
both CD8 T cell and NK cell activity. Indeed,
individuals carrying both KIR3DL1∗h/y and
B∗57 alleles exhibit the strongest genetic pro-
tection both in terms of AIDS progression and
viral load in our cohorts (142). Involvement
of NK cells in this protection is supported by
recent data indicating high functional potential
of NK cells isolated from individuals expressing
KIR3DL1∗h/y and B∗57, which might be due
to the efficient education of these NK cells
(152). B∗27, on the other hand, showed greater

protection in the presence of KIR3DL1∗l/x
than in the presence of KIR3DL1∗h/y
(142), which might indicate specificity of
low-expression KIR3DL1 allotypes for
B∗27.

KIR Genes in Protection
From HIV Infection

Protection from HIV infection in the absence
of vaccination is likely to depend on a rapid and
efficient innate immune response characteris-
tic of NK cells. Increased NK cell activity was
detected in highly exposed uninfected intra-
venous drug users compared with HIV-infected
patients and healthy individuals (153). Within
the same cohort, the KIR3DS1/3DL1 transcript
ratio was higher among protected individuals
(154). The possibility that KIR3DS1 may help
protect from HIV infection was supported by
a genetic association study that demonstrated a
higher frequency of the KIR3DS1 homozygous
genotype among exposed HIV-1-negative in-
dividuals (155). In a subset of the same cohort,
the KIR3DL1∗h/y + HLA-B Bw4 80I geno-
type was also associated with reduced risk of
infection (156), consistent with the effect on
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viral load and disease progression (142). No-
tably, however, studies of genetic variants that
have incomplete penetrance on risk of infec-
tion (unlike homozygosity for CCR5�32, which
provides virtually complete protection from in-
fection) are subject to several problems: poor
statistical power due to limited sample sizes,
difficulty in identifying individuals who have
clearly been exposed repeatedly and remain un-
infected, and difficulty in identifying a control
group of HIV-infected individuals where selec-
tion bias is not an issue. The latter point is subtle
and important. In most HIV cohorts, there is
a strong possibility that rapid progressors are
missing due to frailty bias, thereby artificially
increasing the frequency of variants associated
with nonprogression and decreasing the fre-
quency of variants associated with rapid pro-
gression. Such cohorts do not serve as appro-
priate controls in studies of exposed uninfected
individuals.

CONCLUDING REMARKS

The outcome of HIV infection in humans
is defined by complex interactions between a

polymorphic virus and a polymorphic host im-
mune system. Discriminating between cause
and effect of an observed immune response
to the virus can be problematic when study-
ing these interactions at a given time point.
The beauty of genetic epidemiological studies
is that they can provide an in vivo population
view of factors that affect the host response to
the virus differentially across humans, giving
meaning in some cases to in vitro functional
data. There is a give-and-take situation between
genetic and functional studies, where reliable
genetic studies depend on confirmation from
functional studies. A prime example of mutual
support between genetic and functional data in
HIV disease involves the HLA loci and their
impact on effector cell activity (Table 1). Sev-
eral groups are now probing combined effects
of variation at the HLA and KIR loci through
functional assays as a follow-up to some genetic
studies, which is important because certain in-
nate immune responses may prevent infection
in a natural history setting, and they also em-
body the critical early control of the virus.

HIV presents an extreme challenge to
the human immune system. The virus has

Table 1 HLA class I associations with HIV-1 infection outcomes

Genotype Effect
GWAS

significance Suggested mechanisms
Heterozygote advantage/rare allele
advantage at HLA class I

Protection Not applicable Broader CTL response (98, 100); viral escape from
common alleles (47, 101)

B∗57 Protection Yes Immunodominant targeting of multiple conserved Gag
epitopes and reduced viral fitness of escapes (27–30,
36); cross-reactive nature of epitope restriction (30,
112); interaction with KIR3DL1/3DS1 (141, 142, 152)

B∗27 Protection No Immunodominant targeting of a conserved Gag epitope
and delayed complex escape (40, 111, 115, 116);
resistance of epitopes to peptidases (119); interaction
with KIR3DL1 (142)

B∗35-Px Susceptibility No Peptide binding specificity (3); ILT4-mediated
dysfunction of DCs (127)

-35CC; HLA-C Protection Yes Efficient CTL or NK cell activity due to high-level
expression of linked HLA-C alleles (133)

KIR3DS1+HLA-B Bw4 80I Protection Not applicable Elevated NK cell cytotoxicity via potential engagement
of KIR3DS1 (84, 141, 144)

KIR3DL1∗h/y+HLA-B Bw4 80I Protection Not applicable Elevated NK cell cytotoxicity due to efficient NK cell
education (142, 152)
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remarkable genomic flexibility, evolving into
the fittest form as dictated by the specific im-
mune system of each individual human host that
it infects. The immune systems of some individ-
uals can back the virus into a corner and hold
it there, but these people are rare. The precise

mechanism(s) for how B∗57 and other immuno-
genetic variants are capable of forcing the virus
to evolve into a form that the host can manage
indefinitely needs to be delineated so that this
information can be taken into account in the
generation of logical vaccines.

DISCLOSURE STATEMENT

The authors are not aware of any affiliations, memberships, funding, or financial holdings that
might be perceived as affecting the objectivity of this review.

ACKNOWLEDGMENTS

This project has been funded in whole or in part with federal funds from the National Cancer
Institute, National Institutes of Health, under Contract No. HHSN261200800001E. The content
of this publication does not necessarily reflect the views or policies of the Department of Health and
Human Services, nor does mention of trade names, commercial products, or organizations imply
endorsement by the U.S. Government. This research was supported in part by the Intramural
Research Program of the National Institutes of Health, National Cancer Institute, Center for
Cancer Research.

We thank Todd Allen, Colm O’Huigin, and Richard Apps for helpful comments.

LITERATURE CITED

1. Shiina T, Hosomichi K, Inoko H, Kulski JK. 2009. The HLA genomic loci map: expression, interaction,
diversity and disease. J. Hum. Genet. 54:15–39

2. Marsh SGE, Parham P, Barber LD. 2000. The HLA FactsBook. San Diego: Academic. 398 pp.
3. Gao X, Nelson GW, Karacki P, Martin MP, Phair J, et al. 2001. Effect of a single amino acid change in

MHC class I molecules on the rate of progression to AIDS. N. Engl. J. Med. 344:1668–75
4. Vivier E, Tomasello E, Baratin M, Walzer T, Ugolini S. 2008. Functions of natural killer cells. Nat.

Immunol. 9:503–10
5. Wilson MJ, Torkar M, Haude A, Milne S, Jones T, et al. 2000. Plasticity in the organization and

sequences of human KIR/ILT gene families. Proc. Natl. Acad. Sci. USA 97:4778–83
6. Middleton D, Gonzelez F. 2010. The extensive polymorphism of KIR genes. Immunology 129:8–19
7. Valiante NM, Uhrberg M, Shilling HG, Lienert-Weidenbach K, Arnett KL, et al. 1997. Functionally

and structurally distinct NK cell receptor repertoires in the peripheral blood of two human donors.
Immunity 7:739–51

8. Carrington M, Martin MP, van Bergen J. 2008. KIR-HLA intercourse in HIV disease. Trends Microbiol.
16:620–27

9. Carr WH, Pando MJ, Parham P. 2005. KIR3DL1 polymorphisms that affect NK cell inhibition by
HLA-Bw4 ligand. J. Immunol. 175:5222–29

10. Gardiner CM, Guethlein LA, Shilling HG, Pando M, Carr WH, et al. 2001. Different NK cell sur-
face phenotypes defined by the DX9 antibody are due to KIR3DL1 gene polymorphism. J. Immunol.
166:2992–3001

11. Yawata M, Yawata N, Draghi M, Little AM, Partheniou F, Parham P. 2006. Roles for HLA and KIR
polymorphisms in natural killer cell repertoire selection and modulation of effector function. J. Exp.
Med. 203:633–45

310 Bashirova · Thomas · Carrington

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

12. Thomas R, Yamada E, Alter G, Martin MP, Bashirova AA, et al. 2008. Novel KIR3DL1 alleles and
their expression levels on NK cells: convergent evolution of KIR3DL1 phenotype variation? J. Immunol.
180:6743–50

13. Jonsson AH, Yokoyama WM. 2009. Natural killer cell tolerance licensing and other mechanisms. Adv.
Immunol. 101:27–79

14. Desrosiers MP, Kielczewska A, Loredo-Osti JC, Adam SG, Makrigiannis AP, et al. 2005. Epistasis
between mouse Klra and major histocompatibility complex class I loci is associated with a new mechanism
of natural killer cell-mediated innate resistance to cytomegalovirus infection. Nat. Genet. 37:593–99

15. Fiebig EW, Wright DJ, Rawal BD, Garrett PE, Schumacher RT, et al. 2003. Dynamics of HIV viremia
and antibody seroconversion in plasma donors: implications for diagnosis and staging of primary HIV
infection. AIDS 17:1871–79

16. Brenchley JM, Douek DC. 2008. The mucosal barrier and immune activation in HIV pathogenesis.
Curr. Opin. HIV AIDS 3:356–61

17. Deeks SG, Walker BD. 2007. Human immunodeficiency virus controllers: mechanisms of durable virus
control in the absence of antiretroviral therapy. Immunity 27:406–16

18. Mellors JW, Rinaldo CR Jr, Gupta P, White RM, Todd JA, Kingsley LA. 1996. Prognosis in HIV-1
infection predicted by the quantity of virus in plasma. Science 272:1167–70

19. Rodriguez B, Sethi AK, Cheruvu VK, Mackay W, Bosch RJ, et al. 2006. Predictive value of plasma HIV
RNA level on rate of CD4 T-cell decline in untreated HIV infection. JAMA 296:1498–506

20. Langlade-Demoyen P, Michel F, Hoffenbach A, Vilmer E, Dadaglio G, et al. 1988. Immune recognition
of AIDS virus antigens by human and murine cytotoxic T lymphocytes. J. Immunol. 141:1949–57

21. Walker BD, Chakrabarti S, Moss B, Paradis TJ, Flynn T, et al. 1987. HIV-specific cytotoxic T lympho-
cytes in seropositive individuals. Nature 328:345–48

22. Walker BD, Flexner C, Paradis TJ, Fuller TC, Hirsch MS, et al. 1988. HIV-1 reverse transcriptase is a
target for cytotoxic T lymphocytes in infected individuals. Science 240:64–66

23. Borrow P, Lewicki H, Hahn BH, Shaw GM, Oldstone MB. 1994. Virus-specific CD8+ cytotoxic T-
lymphocyte activity associated with control of viremia in primary human immunodeficiency virus type
1 infection. J. Virol. 68:6103–10

24. Koup RA, Safrit JT, Cao Y, Andrews CA, McLeod G, et al. 1994. Temporal association of cellular
immune responses with the initial control of viremia in primary human immunodeficiency virus type 1
syndrome. J. Virol. 68:4650–55

25. Jin X, Bauer DE, Tuttleton SE, Lewin S, Gettie A, et al. 1999. Dramatic rise in plasma viremia after
CD8+ T cell depletion in simian immunodeficiency virus-infected macaques. J. Exp. Med. 189:991–98

26. Schmitz JE, Kuroda MJ, Santra S, Sasseville VG, Simon MA, et al. 1999. Control of viremia in simian
immunodeficiency virus infection by CD8+ lymphocytes. Science 283:857–60

27. Leslie AJ, Pfafferott KJ, Chetty P, Draenert R, Addo MM, et al. 2004. HIV evolution: CTL escape
mutation and reversion after transmission. Nat. Med. 10:282–89

28. Brockman MA, Schneidewind A, Lahaie M, Schmidt A, Miura T, et al. 2007. Escape and compensation
from early HLA-B57-mediated cytotoxic T-lymphocyte pressure on human immunodeficiency virus
type 1 Gag alter capsid interactions with cyclophilin A. J. Virol. 81:12608–18

29. Martinez-Picado J, Prado JG, Fry EE, Pfafferott K, Leslie A, et al. 2006. Fitness cost of escape mutations
in p24 Gag in association with control of human immunodeficiency virus type 1. J. Virol. 80:3617–23

30. Comparative
analysis of viral
sequences and CTL in
B∗57/5801-positive EC
and viremic subjects.

30. Miura T, Brockman MA, Schneidewind A, Lobritz M, Pereyra F, et al. 2009. HLA-B57/B∗5801
human immunodeficiency virus type 1 elite controllers select for rare Gag variants associated
with reduced viral replication capacity and strong cytotoxic T-lymphocyte recognition. J. Virol.

83:2743–55
31. Bhattacharya T, Daniels M, Heckerman D, Foley B, Frahm N, et al. 2007. Founder effects in the

assessment of HIV polymorphisms and HLA allele associations. Science 315:1583–86
32. Moore CB, John M, James IR, Christiansen FT, Witt CS, Mallal SA. 2002. Evidence of HIV-1 adaptation

to HLA-restricted immune responses at a population level. Science 296:1439–43
33. Brumme ZL, Brumme CJ, Heckerman D, Korber BT, Daniels M, et al. 2007. Evidence of differential

HLA class I-mediated viral evolution in functional and accessory/regulatory genes of HIV-1. PLoS
Pathog. 3:e94

www.annualreviews.org • HLA/KIR Restraint of HIV 311

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

34. Allen TM, Altfeld M, Geer SC, Kalife ET, Moore C, et al. 2005. Selective escape from CD8+ T-cell
responses represents a major driving force of human immunodeficiency virus type 1 (HIV-1) sequence
diversity and reveals constraints on HIV-1 evolution. J. Virol. 79:13239–49

35. Borrow P, Lewicki H, Wei X, Horwitz MS, Peffer N, et al. 1997. Antiviral pressure exerted by HIV-1-
specific cytotoxic T lymphocytes (CTLs) during primary infection demonstrated by rapid selection of
CTL escape virus. Nat. Med. 3:205–11

36. Brumme ZL, Brumme CJ, Carlson J, Streeck H, John M, et al. 2008. Marked epitope- and allele-specific
differences in rates of mutation in human immunodeficiency type 1 (HIV-1) Gag, Pol, and Nef cytotoxic
T-lymphocyte epitopes in acute/early HIV-1 infection. J. Virol. 82:9216–27

37. Cao J, McNevin J, Malhotra U, McElrath MJ. 2003. Evolution of CD8+ T cell immunity and viral
escape following acute HIV-1 infection. J. Immunol. 171:3837–46

38. Crawford H, Prado JG, Leslie A, Hue S, Honeyborne I, et al. 2007. Compensatory mutation partially
restores fitness and delays reversion of escape mutation within the immunodominant HLA-B∗5703-
restricted Gag epitope in chronic human immunodeficiency virus type 1 infection. J. Virol. 81:8346–51

39. Jones NA, Wei X, Flower DR, Wong M, Michor F, et al. 2004. Determinants of human immunod-
eficiency virus type 1 escape from the primary CD8+ cytotoxic T lymphocyte response. J. Exp. Med.
200:1243–56

40. Kelleher AD, Long C, Holmes EC, Allen RL, Wilson J, et al. 2001. Clustered mutations in HIV-1 gag
are consistently required for escape from HLA-B27-restricted cytotoxic T lymphocyte responses. J. Exp.
Med. 193:375–86

41. Liu Y, McNevin J, Cao J, Zhao H, Genowati I, et al. 2006. Selection on the human immunodeficiency
virus type 1 proteome following primary infection. J. Virol. 80:9519–29

42. Price DA, Goulder PJ, Klenerman P, Sewell AK, Easterbrook PJ, et al. 1997. Positive selection of HIV-1
cytotoxic T lymphocyte escape variants during primary infection. Proc. Natl. Acad. Sci. USA 94:1890–95

43. Characterizes the
earliest CTL responses
and confirms the major
role of CTLs in acute
viral control.

43. Goonetilleke N, Liu MK, Salazar-Gonzalez JF, Ferrari G, Giorgi E, et al. 2009. The first T
cell response to transmitted/founder virus contributes to the control of acute viremia in HIV-1
infection. J. Exp. Med. 206:1253–72

44. Allen TM, Altfeld M, Yu XG, O’Sullivan KM, Lichterfeld M, et al. 2004. Selection, transmission, and
reversion of an antigen-processing cytotoxic T-lymphocyte escape mutation in human immunodeficiency
virus type 1 infection. J. Virol. 78:7069–78

45. Draenert R, Allen TM, Liu Y, Wrin T, Chappey C, et al. 2006. Constraints on HIV-1 evolution and
immunodominance revealed in monozygotic adult twins infected with the same virus. J. Exp. Med.
203:529–39

46. Crawford H, Lumm W, Leslie A, Schaefer M, Boeras D, et al. 2009. Evolution of HLA-B∗5703 HIV-1
escape mutations in HLA-B∗5703-positive individuals and their transmission recipients. J. Exp. Med.
206:909–21

47. Identified the
influence of HLA class I
allele frequencies on
HIV evolution in
populations worldwide.

47. Kawashima Y, Pfafferott K, Frater J, Matthews P, Payne R, et al. 2009. Adaptation of HIV-1 to
human leukocyte antigen class I. Nature 458:641–45

48. Rousseau CM, Daniels MG, Carlson JM, Kadie C, Crawford H, et al. 2008. HLA class I-driven evolution
of human immunodeficiency virus type 1 subtype c proteome: immune escape and viral load. J. Virol.
82:6434–46

49. Turnbull EL, Wong M, Wang S, Wei X, Jones NA, et al. 2009. Kinetics of expansion of epitope-specific
T cell responses during primary HIV-1 infection. J. Immunol. 182:7131–45

50. Streeck H, Jolin JS, Qi Y, Yassine-Diab B, Johnson RC, et al. 2009. Human immunodeficiency virus
type 1-specific CD8+ T-cell responses during primary infection are major determinants of the viral set
point and loss of CD4+ T cells. J. Virol. 83:7641–48

51. Addo MM, Yu XG, Rathod A, Cohen D, Eldridge RL, et al. 2003. Comprehensive epitope analysis
of human immunodeficiency virus type 1 (HIV-1)-specific T-cell responses directed against the entire
expressed HIV-1 genome demonstrate broadly directed responses, but no correlation to viral load.
J. Virol. 77:2081–92

52. Masemola A, Mashishi T, Khoury G, Mohube P, Mokgotho P, et al. 2004. Hierarchical targeting of
subtype C human immunodeficiency virus type 1 proteins by CD8+ T cells: correlation with viral load.
J. Virol. 78:3233–43

312 Bashirova · Thomas · Carrington

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

53. Edwards BH, Bansal A, Sabbaj S, Bakari J, Mulligan MJ, Goepfert PA. 2002. Magnitude of functional
CD8+ T-cell responses to the Gag protein of human immunodeficiency virus type 1 correlates inversely
with viral load in plasma. J. Virol. 76:2298–305

54. Julg B, Williams KL, Reddy S, Bishop K, Qi Y, et al. 2010. Enhanced anti-HIV functional activity
associated with Gag-specific CD8 T-cell responses. J. Virol. 84:5540–49

55. Kiepiela P, Ngumbela K, Thobakgale C, Ramduth D, Honeyborne I, et al. 2007. CD8+ T-cell responses
to different HIV proteins have discordant associations with viral load. Nat. Med. 13:46–53

56. Ramduth D, Chetty P, Mngquandaniso NC, Nene N, Harlow JD, et al. 2005. Differential immunogenic-
ity of HIV-1 clade C proteins in eliciting CD8+ and CD4+ cell responses. J. Infect. Dis. 192:1588–96

57. Sacha JB, Chung C, Rakasz EG, Spencer SP, Jonas AK, et al. 2007. Gag-specific CD8+ T lympho-
cytes recognize infected cells before AIDS-virus integration and viral protein expression. J. Immunol.
178:2746–54

58. Betts MR, Nason MC, West SM, De Rosa SC, Migueles SA, et al. 2006. HIV nonprogressors preferen-
tially maintain highly functional HIV-specific CD8+ T cells. Blood 107:4781–89

59. Emu B, Sinclair E, Hatano H, Ferre A, Shacklett B, et al. 2008. HLA class I-restricted T-cell responses
may contribute to the control of human immunodeficiency virus infection, but such responses are not
always necessary for long-term virus control. J. Virol. 82:5398–407

60. Hersperger AR, Pereyra F, Nason M, Demers K, Sheth P, et al. 2010. Perforin expression directly ex
vivo by HIV-specific CD8 T-cells is a correlate of HIV elite control. PLoS Pathog. 6:e1000917

61. Horton H, Frank I, Baydo R, Jalbert E, Penn J, et al. 2006. Preservation of T cell proliferation restricted
by protective HLA alleles is critical for immune control of HIV-1 infection. J. Immunol. 177:7406–15

62. Migueles SA, Laborico AC, Shupert WL, Sabbaghian MS, Rabin R, et al. 2002. HIV-specific CD8+ T
cell proliferation is coupled to perforin expression and is maintained in nonprogressors. Nat. Immunol.
3:1061–68

63. Saez-Cirion A, Lacabaratz C, Lambotte O, Versmisse P, Urrutia A, et al. 2007. HIV controllers exhibit
potent CD8 T cell capacity to suppress HIV infection ex vivo and peculiar cytotoxic T lymphocyte
activation phenotype. Proc. Natl. Acad. Sci. USA 104:6776–81

64. Janssen EM, Lemmens EE, Wolfe T, Christen U, von Herrath MG, Schoenberger SP. 2003. CD4+ T
cells are required for secondary expansion and memory in CD8+ T lymphocytes. Nature 421:852–56

65. Shedlock DJ, Shen H. 2003. Requirement for CD4 T cell help in generating functional CD8 T cell
memory. Science 300:337–39

66. Sun JC, Williams MA, Bevan MJ. 2004. CD4+ T cells are required for the maintenance, not program-
ming, of memory CD8+ T cells after acute infection. Nat. Immunol. 5:927–33

67. Douek DC, Brenchley JM, Betts MR, Ambrozak DR, Hill BJ, et al. 2002. HIV preferentially infects
HIV-specific CD4+ T cells. Nature 417:95–98

68. McNeil AC, Shupert WL, Iyasere CA, Hallahan CW, Mican JA, et al. 2001. High-level HIV-1 viremia
suppresses viral antigen-specific CD4+ T cell proliferation. Proc. Natl. Acad. Sci. USA 98:13878–83

69. Palmer BE, Boritz E, Blyveis N, Wilson CC. 2002. Discordance between frequency of human immunod-
eficiency virus type 1 (HIV-1)-specific gamma interferon-producing CD4+ T cells and HIV-1-specific
lymphoproliferation in HIV-1-infected subjects with active viral replication. J. Virol. 76:5925–36

70. Rosenberg ES, Billingsley JM, Caliendo AM, Boswell SL, Sax PE, et al. 1997. Vigorous HIV-1-specific
CD4+ T cell responses associated with control of viremia. Science 278:1447–50

71. Boaz MJ, Waters A, Murad S, Easterbrook PJ, Vyakarnam A. 2002. Presence of HIV-1 Gag-specific
IFN-gamma+IL-2+ and CD28+IL-2+ CD4 T cell responses is associated with nonprogression in HIV-1
infection. J. Immunol. 169:6376–85

72. Appay V, Zaunders JJ, Papagno L, Sutton J, Jaramillo A, et al. 2002. Characterization of CD4+ CTLs
ex vivo. J. Immunol. 168:5954–58

73. Norris PJ, Moffett HF, Yang OO, Kaufmann DE, Clark MJ, et al. 2004. Beyond help: direct effector
functions of human immunodeficiency virus type 1-specific CD4+ T cells. J. Virol. 78:8844–51

74. Sacha JB, Giraldo-Vela JP, Buechler MB, Martins MA, Maness NJ, et al. 2009. Gag- and Nef-specific
CD4+ T cells recognize and inhibit SIV replication in infected macrophages early after infection. Proc.
Natl. Acad. Sci. USA 106:9791–96

www.annualreviews.org • HLA/KIR Restraint of HIV 313

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

75. Hansen SG, Vieville C, Whizin N, Coyne-Johnson L, Siess DC, et al. 2009. Effector memory T cell
responses are associated with protection of rhesus monkeys from mucosal simian immunodeficiency virus
challenge. Nat. Med. 15:293–99

76. Rerks-Ngarm S, Pitisuttithum P, Nitayaphan S, Kaewkungwal J, Chiu J, et al. 2009. Vaccination with
ALVAC and AIDSVAX to prevent HIV-1 infection in Thailand. N. Engl. J. Med. 361:2209–20

77. McMichael AJ, Kelleher A. 1999. The arrival of HLA class II tetramers. J. Clin. Investig. 104:1669–70
78. Kaufmann DE, Bailey PM, Sidney J, Wagner B, Norris PJ, et al. 2004. Comprehensive analysis of human

immunodeficiency virus type 1-specific CD4 responses reveals marked immunodominance of gag and
nef and the presence of broadly recognized peptides. J. Virol. 78:4463–77

79. Malhotra U, Holte S, Dutta S, Berrey MM, Delpit E, et al. 2001. Role for HLA class II molecules in
HIV-1 suppression and cellular immunity following antiretroviral treatment. J. Clin. Investig. 107:505–17

80. Ramduth D, Day CL, Thobakgale CF, Mkhwanazi NP, de Pierres C, et al. 2009. Immunodominant
HIV-1 CD4+ T cell epitopes in chronic untreated clade C HIV-1 infection. PLoS ONE 4:e5013

81. Schwartz O, Marechal V, Le Gall S, Lemonnier F, Heard JM. 1996. Endocytosis of major histocompat-
ibility complex class I molecules is induced by the HIV-1 Nef protein. Nat. Med. 2:338–42

82. Cohen GB, Gandhi RT, Davis DM, Mandelboim O, Chen BK, et al. 1999. The selective downregulation
of class I major histocompatibility complex proteins by HIV-1 protects HIV-infected cells from NK cells.
Immunity 10:661–71

83. Alter G, Teigen N, Ahern R, Streeck H, Meier A, et al. 2007. Evolution of innate and adaptive effector
cell functions during acute HIV-1 infection. J. Infect. Dis. 195:1452–60

84. Functional study
supporting a role of the
KIR3DL1/S1 and
HLA-B Bw4-80I

compound genotypes in
HIV-1 pathogenesis.

84. Alter G, Rihn S, Walter K, Nolting A, Martin M, et al. 2009. HLA class I subtype-dependent
expansion of KIR3DS1+ and KIR3DL1+ NK cells during acute human immunodeficiency virus
type 1 infection. J. Virol. 83:6798–805

85. Bonaparte MI, Barker E. 2003. Inability of natural killer cells to destroy autologous HIV-infected T
lymphocytes. AIDS 17:487–94

86. Mavilio D, Benjamin J, Daucher M, Lombardo G, Kottilil S, et al. 2003. Natural killer cells in HIV-1
infection: dichotomous effects of viremia on inhibitory and activating receptors and their functional
correlates. Proc. Natl. Acad. Sci. USA 100:15011–16

87. Ullum H, Gotzsche PC, Victor J, Dickmeiss E, Skinhoj P, Pedersen BK. 1995. Defective natural immu-
nity: an early manifestation of human immunodeficiency virus infection. J. Exp. Med. 182:789–99

88. Mavilio D, Lombardo G, Benjamin J, Kim D, Follman D, et al. 2005. Characterization of CD56−/CD16+

natural killer (NK) cells: a highly dysfunctional NK subset expanded in HIV-infected viremic individuals.
Proc. Natl. Acad. Sci. USA 102:2886–91

89. Alter G, Teigen N, Davis BT, Addo MM, Suscovich TJ, et al. 2005. Sequential deregulation of NK cell
subset distribution and function starting in acute HIV-1 infection. Blood 106:3366–69

90. Dalmasso C, Carpentier W, Meyer L, Rouzioux C, Goujard C, et al. 2008. Distinct genetic loci con-
trol plasma HIV-RNA and cellular HIV-DNA levels in HIV-1 infection: the ANRS Genome Wide
Association 01 study. PLoS ONE 3:e3907

91. Fellay J, Ge D, Shianna KV, Colombo S, Ledergerber B, et al. 2009. Common genetic variation and the
control of HIV-1 in humans. PLoS Genet. 5:e1000791

92. The first GWAS
demonstrating the
primary significance of
HLA class I genes in
HIV control.

92. Fellay J, Shianna KV, Ge D, Colombo S, Ledergerber B, et al. 2007. A whole-genome association
study of major determinants for host control of HIV-1. Science 317:944–47

93. Pelak K, Goldstein DB, Walley NM, Fellay J, Ge D, et al. 2010. Host determinants of HIV-1 control
in African Americans. J. Infect. Dis. 201:1141–49

94. Limou S, Le Clerc S, Coulonges C, Carpentier W, Dina C, et al. 2009. Genomewide association study
of an AIDS-nonprogression cohort emphasizes the role played by HLA genes (ANRS Genomewide
Association Study 02). J. Infect. Dis. 199:419–26

95. Satta Y, O’HUigin C, Takahata N, Klein J. 1993. The synonymous substitution rate of the major
histocompatibility complex loci in primates. Proc. Natl. Acad. Sci. USA 90:7480–84

96. Klein J, O’Huigin C. 1994. MHC polymorphism and parasites. Philos. Trans. R. Soc. Lond. B Biol. Sci.
346:351–57; discussion 7–8

97. Borghans JA, Beltman JB, De Boer RJ. 2004. MHC polymorphism under host-pathogen coevolution.
Immunogenetics 55:732–39

314 Bashirova · Thomas · Carrington

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

98. Carrington M, Nelson GW, Martin MP, Kissner T, Vlahov D, et al. 1999. HLA and HIV-1: heterozygote
advantage and B∗35-Cw∗04 disadvantage. Science 283:1748–52

99. Tang J, Costello C, Keet IP, Rivers C, Leblanc S, et al. 1999. HLA class I homozygosity accelerates
disease progression in human immunodeficiency virus type 1 infection. AIDS Res. Hum. Retrovir. 15:317–
24

100. This study
provides the strongest
support for MHC
heterozygote advantage
in viral infection.

100. O’Connor SL, Lhost JJ, Becker EA, Detmer AM, Johnson RC, et al. 2010. MHC heterozy-
gote advantage in simian immunodeficiency virus-infected Mauritian cynomolgus macaques.
Sci. Transl. Med. 2:22ra18

101. Trachtenberg E, Korber B, Sollars C, Kepler TB, Hraber PT, et al. 2003. Advantage of rare HLA
supertype in HIV disease progression. Nat. Med. 9:928–35

102. Marsh SG, Albert ED, Bodmer WF, Bontrop RE, Dupont B, et al. 2010. Nomenclature for factors of
the HLA system, 2010. Tissue Antigens 75:291–455

103. Martin MP, Carrington M. 2005. Immunogenetics of viral infections. Curr. Opin. Immunol. 17:510–16
104. Kiepiela P, Leslie AJ, Honeyborne I, Ramduth D, Thobakgale C, et al. 2004. Dominant influence of

HLA-B in mediating the potential co-evolution of HIV and HLA. Nature 432:769–75
105. Migueles SA, Sabbaghian MS, Shupert WL, Bettinotti MP, Marincola FM, et al. 2000. HLA B∗5701 is

highly associated with restriction of virus replication in a subgroup of HIV-infected long term nonpro-
gressors. Proc. Natl. Acad. Sci. USA 97:2709–14

106. Gao X, Bashirova A, Iversen AK, Phair J, Goedert JJ, et al. 2005. AIDS restriction HLA allotypes target
distinct intervals of HIV-1 pathogenesis. Nat. Med. 11:1290–92

107. Kaslow RA, Carrington M, Apple R, Park L, Munoz A, et al. 1996. Influence of combinations of human
major histocompatibility complex genes on the course of HIV-1 infection. Nat. Med. 2:405–11

108. Pereyra F, Addo MM, Kaufmann DE, Liu Y, Miura T, et al. 2008. Genetic and immunologic hetero-
geneity among persons who control HIV infection in the absence of therapy. J. Infect. Dis. 197:563–71

109. Altfeld M, Addo MM, Rosenberg ES, Hecht FM, Lee PK, et al. 2003. Influence of HLA-B57 on clinical
presentation and viral control during acute HIV-1 infection. AIDS 17:2581–91

110. Migueles SA, Laborico AC, Imamichi H, Shupert WL, Royce C, et al. 2003. The differential ability
of HLA B∗5701+ long-term nonprogressors and progressors to restrict human immunodeficiency virus
replication is not caused by loss of recognition of autologous viral gag sequences. J. Virol. 77:6889–98

111. Shows that
protective HLA class I
alleles have a greater
contribution to the total
CTL response.

111. Altfeld M, Kalife ET, Qi Y, Streeck H, Lichterfeld M, et al. 2006. HLA alleles associated with
delayed progression to AIDS contribute strongly to the initial CD8+ T cell response against
HIV-1. PLoS Med. 3:e403

112. A theoretical
approach to explain the
effect of HLA class I
allotypes in response to
HIV.

112. Kosmrlj A, Read EL, Qi Y, Allen TM, Altfeld M, et al. 2010. Effects of thymic selection of the
T-cell repertoire on HLA class I-associated control of HIV infection. Nature 465:350–54

113. Hendel H, Caillat-Zucman S, Lebuanec H, Carrington M, O’Brien S, et al. 1999. New class I and II
HLA alleles strongly associated with opposite patterns of progression to AIDS. J. Immunol. 162:6942–46

114. Magierowska M, Theodorou I, Debre P, Sanson F, Autran B, et al. 1999. Combined genotypes of CCR5,
CCR2, SDF1, and HLA genes can predict the long-term nonprogressor status in human immunodefi-
ciency virus-1-infected individuals. Blood 93:936–41

115. Goulder PJ, Phillips RE, Colbert RA, McAdam S, Ogg G, et al. 1997. Late escape from an immunodom-
inant cytotoxic T-lymphocyte response associated with progression to AIDS. Nat. Med. 3:212–17

116. Schneidewind A, Brockman MA, Yang R, Adam RI, Li B, et al. 2007. Escape from the dominant HLA-
B27-restricted cytotoxic T-lymphocyte response in Gag is associated with a dramatic reduction in human
immunodeficiency virus type 1 replication. J. Virol. 81:12382–93

117. Feeney ME, Tang Y, Roosevelt KA, Leslie AJ, McIntosh K, et al. 2004. Immune escape precedes break-
through human immunodeficiency virus type 1 viremia and broadening of the cytotoxic T-lymphocyte
response in an HLA-B27-positive long-term-nonprogressing child. J. Virol. 78:8927–30

118. Schneidewind A, Brumme ZL, Brumme CJ, Power KA, Reyor LL, et al. 2009. Transmission and long-
term stability of compensated CD8 escape mutations. J. Virol. 83:3993–97

119. Loffredo JT, Sidney J, Bean AT, Beal DR, Bardet W, et al. 2009. Two MHC class I molecules associated
with elite control of immunodeficiency virus replication, Mamu-B∗08 and HLA-B∗2705, bind peptides
with sequence similarity. J. Immunol. 182:7763–75

www.annualreviews.org • HLA/KIR Restraint of HIV 315

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

120. Itescu S, Mathur-Wagh U, Skovron ML, Brancato LJ, Marmor M, et al. 1992. HLA-B35 is associated
with accelerated progression to AIDS. J. Acquir. Immune Defic. Syndr. 5:37–45

121. Sahmoud T, Laurian Y, Gazengel C, Sultan Y, Gautreau C, Costagliola D. 1993. Progression to AIDS
in French haemophiliacs: association with HLA-B35. AIDS 7:497–500

122. Scorza Smeraldi R, Fabio G, Lazzarin A, Eisera NB, Moroni M, Zanussi C. 1986. HLA-associated suscep-
tibility to acquired immunodeficiency syndrome in Italian patients with human-immunodeficiency-virus
infection. Lancet 2:1187–89

123. Streeck H, Lichterfeld M, Alter G, Meier A, Teigen N, et al. 2007. Recognition of a defined region
within p24 Gag by CD8+ T cells during primary human immunodeficiency virus type 1 infection in
individuals expressing protective HLA class I alleles. J. Virol. 81:7725–31

124. Steinle A, Falk K, Rotzschke O, Gnau V, Stevanovic S, et al. 1996. Motif of HLA-B∗3503 peptide ligands.
Immunogenetics 43:105–7

125. Smith KJ, Reid SW, Stuart DI, McMichael AJ, Jones EY, Bell JI. 1996. An altered position of the alpha
2 helix of MHC class I is revealed by the crystal structure of HLA-B∗3501. Immunity 4:203–13

126. Hill AV, Elvin J, Willis AC, Aidoo M, Allsopp CE, et al. 1992. Molecular analysis of the association of
HLA-B53 and resistance to severe malaria. Nature 360:434–39

127. Huang J, Goedert JJ, Sundberg EJ, Cung TD, Burke PS, et al. 2009. HLA-B∗35-Px-mediated accelera-
tion of HIV-1 infection by increased inhibitory immunoregulatory impulses. J. Exp. Med. 206:2959–66

128. Jin X, Gao X, Ramanathan M Jr, Deschenes GR, Nelson GW, et al. 2002. Human immunodeficiency
virus type 1 (HIV-1)-specific CD8+-T-cell responses for groups of HIV-1-infected individuals with
different HLA-B∗35 genotypes. J. Virol. 76:12603–10

129. Snary D, Barnstable CJ, Bodmer WF, Crumpton MJ. 1977. Molecular structure of human histocom-
patibility antigens: the HLA-C series. Eur J. Immunol. 7:580–85

130. Bashirova AA, Martin MP, McVicar DW, Carrington M. 2006. The killer immunoglobulin-like receptor
gene cluster: tuning the genome for defense. Annu. Rev. Genomics Hum. Genet. 7:277–300

131. Khakoo SI, Thio CL, Martin MP, Brooks CR, Gao X, et al. 2004. HLA and NK cell inhibitory receptor
genes in resolving hepatitis C virus infection. Science 305:872–74

132. Stranger BE, Forrest MS, Clark AG, Minichiello MJ, Deutsch S, et al. 2005. Genome-wide associations
of gene expression variation in humans. PLoS Genet. 1:e78

133. Implicates a role of
HLA-C in HIV disease
pathogenesis.

133. Thomas R, Apps R, Qi Y, Gao X, Male V, et al. 2009. HLA-C cell surface expression and control
of HIV/AIDS correlate with a variant upstream of HLA-C. Nat. Genet. 41:1290–94

134. Specht A, Telenti A, Martinez R, Fellay J, Bailes E, et al. 2010. Counteraction of HLA-C-mediated
immune control of HIV-1 by Nef. J. Virol. 84:7300–11

135. Makadzange AT, Gillespie G, Dong T, Kiama P, Bwayo J, et al. 2010. Characterization of an HLA-C-
restricted CTL response in chronic HIV infection. Eur. J. Immunol. 40:1036–41

136. Lacap PA, Huntington JD, Luo M, Nagelkerke NJ, Bielawny T, et al. 2008. Associations of human
leukocyte antigen DRB with resistance or susceptibility to HIV-1 infection in the Pumwani Sex Worker
Cohort. AIDS 22:1029–38

137. Ndung’u T, Gaseitsiwe S, Sepako E, Doualla-Bell F, Peter T, et al. 2005. Major histocompatibility
complex class II (HLA-DRB and -DQB) allele frequencies in Botswana: association with human im-
munodeficiency virus type 1 infection. Clin. Diagn. Lab. Immunol. 12:1020–28

138. Tang J, Penman-Aguilar A, Lobashevsky E, Allen S, Kaslow RA. 2004. HLA-DRB1 and -DQB1 alleles
and haplotypes in Zambian couples and their associations with heterosexual transmission of HIV type 1.
J. Infect. Dis. 189:1696–704

139. Giraldo-Vela JP, Rudersdorf R, Chung C, Qi Y, Wallace LT, et al. 2008. The major histocompati-
bility complex class II alleles Mamu-DRB1∗1003 and -DRB1∗0306 are enriched in a cohort of simian
immunodeficiency virus-infected rhesus macaque elite controllers. J. Virol. 82:859–70

140. Kulkarni S, Martin MP, Carrington M. 2008. The Yin and Yang of HLA and KIR in human disease.
Semin. Immunol. 20:343–52

141. Martin MP, Gao X, Lee JH, Nelson GW, Detels R, et al. 2002. Epistatic interaction between KIR3DS1
and HLA-B delays the progression to AIDS. Nat. Genet. 31:429–34

142. Shows a protective
effect of high-
expressing KIR3DL1

alleles in combination
with HLA-B Bw4-80I in
HIV-positive subjects. 142. Martin MP, Qi Y, Gao X, Yamada E, Martin JN, et al. 2007. Innate partnership of HLA-B and

KIR3DL1 subtypes against HIV-1. Nat. Genet. 39:733–40

316 Bashirova · Thomas · Carrington

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH12-Carrington ARI 4 February 2011 16:54

143. Qi Y, Martin MP, Gao X, Jacobson L, Goedert JJ, et al. 2006. KIR/HLA pleiotropism: protection
against both HIV and opportunistic infections. PLoS Pathog. 2:e79

144. Alter G, Martin MP, Teigen N, Carr WH, Suscovich TJ, et al. 2007. Differential natural killer cell-
mediated inhibition of HIV-1 replication based on distinct KIR/HLA subtypes. J. Exp. Med. 204:3027–36

145. Barbour JD, Sriram U, Caillier SJ, Levy JA, Hecht FM, Oksenberg JR. 2007. Synergy or independence?
Deciphering the interaction of HLA class I and NK cell KIR alleles in early HIV-1 disease progression.
PLoS Pathog. 3:e43

146. Gaudieri S, DeSantis D, McKinnon E, Moore C, Nolan D, et al. 2005. Killer immunoglobulin-like
receptors and HLA act both independently and synergistically to modify HIV disease progression. Genes
Immun. 6:683–90

147. Carr WH, Rosen DB, Arase H, Nixon DF, Michaelsson J, Lanier LL. 2007. Cutting edge: KIR3DS1,
a gene implicated in resistance to progression to AIDS, encodes a DAP12-associated receptor expressed
on NK cells that triggers NK cell activation. J. Immunol. 178:647–51

148. O’Connor GM, Guinan KJ, Cunningham RT, Middleton D, Parham P, Gardiner CM. 2007. Functional
polymorphism of the KIR3DL1/S1 receptor on human NK cells. J. Immunol. 178:235–41

149. Norman PJ, Abi-Rached L, Gendzekhadze K, Korbel D, Gleimer M, et al. 2007. Unusual selection on
the KIR3DL1/S1 natural killer cell receptor in Africans. Nat. Genet. 39:1092–99

150. Single RM, Martin MP, Gao X, Meyer D, Yeager M, et al. 2007. Global diversity and evidence for
coevolution of KIR and HLA. Nat. Genet. 39:1114–19

151. Hollenbach JA, Meenagh A, Sleator C, Alaez C, Bengoche M, et al. 2010. Report from the killer
immunoglobulin-like receptor (KIR) anthropology component of the 15th International Histocom-
patibility Workshop: worldwide variation in the KIR loci and further evidence for the co-evolution of
KIR and HLA. Tissue Antigens 76:9–17

152. Boulet S, Song R, Kamya P, Bruneau J, Shoukry NH, et al. 2010. HIV protective KIR3DL1 and HLA-
B genotypes influence NK cell function following stimulation with HLA-devoid cells. J. Immunol.
184:2057–64

153. Scott-Algara D, Truong LX, Versmisse P, David A, Luong TT, et al. 2003. Cutting edge: increased
NK cell activity in HIV-1-exposed but uninfected Vietnamese intravascular drug users. J. Immunol.
171:5663–67

154. Ravet S, Scott-Algara D, Bonnet E, Tran HK, Tran T, et al. 2007. Distinctive NK-cell receptor reper-
toires sustain high-level constitutive NK-cell activation in HIV-exposed uninfected individuals. Blood
109:4296–305

155. Boulet S, Sharafi S, Simic N, Bruneau J, Routy JP, et al. 2008. Increased proportion of KIR3DS1
homozygotes in HIV-exposed uninfected individuals. AIDS 22:595–99

156. Boulet S, Kleyman M, Kim JY, Kamya P, Sharafi S, et al. 2008. A combined genotype of KIR3DL1 high
expressing alleles and HLA-B∗57 is associated with a reduced risk of HIV infection. AIDS 22:1487–91

www.annualreviews.org • HLA/KIR Restraint of HIV 317

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29-Frontmatter ARI 4 February 2011 21:56

Annual Review of
Immunology

Volume 29, 2011Contents

Innate Antifungal Immunity: The Key Role of Phagocytes
Gordon D. Brown � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 1

Stromal Cell–Immune Cell Interactions
Ramon Roozendaal and Reina E. Mebius � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �23

Nonredundant Roles of Basophils in Immunity
Hajime Karasuyama, Kaori Mukai, Kazushige Obata, Yusuke Tsujimura,

and Takeshi Wada � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �45

Regulation and Functions of IL-10 Family of Cytokines
in Inflammation and Disease
Wenjun Ouyang, Sascha Rutz, Natasha K. Crellin, Patricia A. Valdez,

and Sarah G. Hymowitz � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �71

Prevention and Treatment of Papillomavirus-Related Cancers
Through Immunization
Ian H. Frazer, Graham R. Leggatt, and Stephen R. Mattarollo � � � � � � � � � � � � � � � � � � � � � � � � 111

HMGB1 Is a Therapeutic Target for Sterile Inflammation and Infection
Ulf Andersson and Kevin J. Tracey � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 139

Plasmacytoid Dendritic Cells: Recent Progress and Open Questions
Boris Reizis, Anna Bunin, Hiyaa S. Ghosh, Kanako L. Lewis, and Vanja Sisirak � � � � � 163

Nucleic Acid Recognition by the Innate Immune System
Roman Barbalat, Sarah E. Ewald, Maria L. Mouchess, and Gregory M. Barton � � � � � � 185

Trafficking of B Cell Antigen in Lymph Nodes
Santiago F. Gonzalez, Søren E. Degn, Lisa A. Pitcher, Matthew Woodruff,

Balthasar A. Heesters, and Michael C. Carroll � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 215

Natural Innate and Adaptive Immunity to Cancer
Matthew D. Vesely, Michael H. Kershaw, Robert D. Schreiber,

and Mark J. Smyth � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 235

Immunoglobulin Responses at the Mucosal Interface
Andrea Cerutti, Kang Chen, and Alejo Chorny � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 273

HLA/KIR Restraint of HIV: Surviving the Fittest
Arman A. Bashirova, Rasmi Thomas, and Mary Carrington � � � � � � � � � � � � � � � � � � � � � � � � � � � 295

v

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29-Frontmatter ARI 4 February 2011 21:56

Mechanisms that Promote and Suppress Chromosomal Translocations
in Lymphocytes
Monica Gostissa, Frederick W. Alt, and Roberto Chiarle � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 319

Pathogenesis and Host Control of Gammaherpesviruses: Lessons from
the Mouse
Erik Barton, Pratyusha Mandal, and Samuel H. Speck � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 351

Genetic Defects in Severe Congenital Neutropenia: Emerging Insights into
Life and Death of Human Neutrophil Granulocytes
Christoph Klein � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 399

Inflammatory Mechanisms in Obesity
Margaret F. Gregor and Gökhan S. Hotamisligil � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 415

Human TLRs and IL-1Rs in Host Defense: Natural Insights
from Evolutionary, Epidemiological, and Clinical Genetics
Jean-Laurent Casanova, Laurent Abel, and Lluis Quintana-Murci � � � � � � � � � � � � � � � � � � � � 447

Integration of Genetic and Immunological Insights into a Model of Celiac
Disease Pathogenesis
Valérie Abadie, Ludvig M. Sollid, Luis B. Barreiro, and Bana Jabri � � � � � � � � � � � � � � � � � � � 493

Systems Biology in Immunology: A Computational Modeling Perspective
Ronald N. Germain, Martin Meier-Schellersheim, Aleksandra Nita-Lazar,

and Iain D.C. Fraser � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 527

Immune Response to Dengue Virus and Prospects for a Vaccine
Brian R. Murphy and Stephen S. Whitehead � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 587

Follicular Helper CD4 T Cells (TFH)
Shane Crotty � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 621

SLAM Family Receptors and SAP Adaptors in Immunity
Jennifer L. Cannons, Stuart G. Tangye, and Pamela L. Schwartzberg � � � � � � � � � � � � � � � � � 665

The Inflammasome NLRs in Immunity, Inflammation,
and Associated Diseases
Beckley K. Davis, Haitao Wen, and Jenny P.-Y. Ting � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 707

Indexes

Cumulative Index of Contributing Authors, Volumes 19–29 � � � � � � � � � � � � � � � � � � � � � � � � � � � 737

Cumulative Index of Chapter Titles, Volumes 19–29 � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � 744

Errata

An online log of corrections to Annual Review of Immunology articles may be found at
http://immunol.annualreviews.org/errata.shtml

vi Contents

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:2
95

-3
17

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH13-Alt ARI 14 February 2011 14:5

Mechanisms that Promote
and Suppress Chromosomal
Translocations in
Lymphocytes
Monica Gostissa,1 Frederick W. Alt,1

and Roberto Chiarle1,2

1Howard Hughes Medical Institute, Immune Disease Institute, Program in Cellular and
Molecular Medicine, Children’s Hospital Boston and Departments of Genetics and
Pediatrics, Harvard Medical School, Boston, Massachusetts 02115;
email: alt@enders.tch.harvard.edu
2Department of Biomedical Sciences and Human Oncology and CERMS,
University of Torino, 10126 Turin, Italy

Annu. Rev. Immunol. 2011. 29:319–50

First published online as a Review in Advance on
January 3, 2011

The Annual Review of Immunology is online at
immunol.annualreviews.org

This article’s doi:
10.1146/annurev-immunol-031210-101329

Copyright c© 2011 by Annual Reviews.
All rights reserved

0732-0582/11/0423-0319$20.00

Keywords

antigen receptor genes, DNA double-strand breaks, nonhomologous
end-joining, DSB repair, lymphoma

Abstract

Recurrent chromosomal translocations are characteristic features of
many types of cancers, especially lymphomas and leukemias. Several
basic mechanistic factors are required for the generation of most translo-
cations. First, DNA double-strand breaks (DSBs) must be present
simultaneously at the two participating loci. Second, the two broken
loci must either be in proximity or be moved into proximity to be joined.
Finally, cellular DNA repair pathways must be available to join the two
broken loci to complete the translocation. These mechanistic factors can
vary in different normal and mutant cells and, as a result, substantially
influence the frequency at which particular translocations are generated
in a given cell type. Ultimately, however, appearance of recurrent onco-
genic translocations in tumors is, in most cases, strongly influenced by
selection for the translocated oncogene during the tumorigenesis pro-
cess. In this review, we discuss in depth the factors and pathways that
contribute to the generation of translocations in lymphocytes and other
cell types. We also discuss recent findings regarding mechanisms that
underlie the appearance of recurrent translocations in tumors.

319

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:3
19

-3
50

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH13-Alt ARI 14 February 2011 14:5

INTRODUCTION
Chromosomal translocations fuse two different
chromosomes and are fundamental patho-
genetic events in many cancers. Translocations
are found in most hematopoietic malignancies
(1) and also in various solid tumors, including
prostate and lung cancers (2). Translocations
can arise in normal cells and contribute to
primary neoplastic transformation and can also
arise in tumor cells and contribute to tumor
progression. Certain tumor types, including
many lymphoid malignancies, harbor clonal,
recurrent translocations that appear in most
cells and involve the same chromosomal
loci. Studies of recurrent translocations in
tumors have yielded substantial insight into
mechanisms that generate them and how they
contribute to oncogenesis. Several general
mechanistic factors are implicated. First,
most well-characterized translocations involve
joining of DNA double-strand breaks (DSBs)
in two separate chromosomal loci. Second, for
a translocation to occur, the two participating
DSBs must be present at the same time in
the cell nucleus and they must be in physical
proximity for joining. Thus, the DSBs must
happen in chromosomal loci that lie close
together in the nucleus or in loci that are
brought together. Finally, the two DSBs that
generate the translocation must be joined
interchromosomally. The vast majority of
characterized translocations appear to be
mediated by an end-joining mechanism.

Most known recurrent translocations were
first characterized cytogenetically and, thus,
involve different chromosomes. There are sev-
eral types of translocations. Balanced, recipro-
cal translocations involve breakage of two dif-
ferent chromosomes followed by fusion of the
telomeric fragment of one to the centromeric
fragment of the other and vice versa. Nonre-
ciprocal translocations come in several forms.
As one example, a nonreciprocal translocation
might result from the fusion of the centromeric
portion of two chromosomes to generate a di-
centric chromosome with the telomeric (acen-
tric) portions being lost. Dicentric chromo-
somes can serve as substrates for the generation

of further cytogenetic complexity such as gene
amplifications (3, 4). Translocations can also in-
volve different locations along the same chro-
mosome. Indeed, in some cases, chromosomal
deletions, including those involved in the phys-
iological process of immunoglobulin (Ig) heavy
chain (IgH) class switch recombination (CSR)
in B cells, may involve the same general mech-
anisms as interchromosomal translocations (5,
6). Also, the various forms of translocations
likely arise by the same general processes.

Recurrent translocations are particularly
common in leukemias and lymphomas (1), with
most B lineage tumor translocations involving
Ig loci as one partner and with most T lineage
tumor translocations involving T cell receptor
(TCR) loci as a partner. In this regard, DSBs are
specifically introduced into Ig and TCR loci in
developing B and T cells, respectively, during
the V(D)J recombination process that assem-
bles antigen receptor variable region exons.
In addition, activated mature B cells introduce
DSBs into their IgH loci in the context of CSR.
These lymphocyte-specific programmed DSBs
can generate one chromosomal partner in
the clonal translocations commonly observed
in lymphoid tumors. However, programmed
DSBs in developing lymphocytes are not the
only ones that contribute to translocations.
DSBs in the loci that partner with Ig or TCR
loci to form translocations may be generated
by off-target V(D)J recombination or by CSR
activities or may result from more general fac-
tors, such as oxidative metabolism or genotoxic
agents (7).

DSBs are potentially harmful lesions
for the cell. Thus, eukaryotic cells evolved
mechanisms to efficiently repair DSBs or
eliminate cells that harbor them. DNA DSB
response pathways rapidly recognize DSBs
in chromatin and generate foci of factors
around DSBs that activate cellular check-
points and promote repair (8). In mammalian
cells, there are two well-characterized DSB
repair pathways, one involving homologous
recombination (HR) and the other involving
nonhomologous DNA end-joining (NHEJ).
HR requires a second locus with long stretches
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of homology and is operative in postreplicative
cells, where a homologous DNA template on
a sister chromatid is available. NHEJ directly
joins DNA ends that lack homology or that
have short homologies, and it is operative
throughout the cell cycle. At least two NHEJ
pathways exist. Classical-NHEJ (C-NHEJ) is
the primary mammalian end-joining pathway
and is essential for promoting chromosomal
integrity and suppressing translocations. In the
absence of C-NHEJ, DSBs can still be joined
by alternative end-joining (A-EJ), a process
or processes that clearly can join DSBs that
contribute to translocations.

Translocations happen spontaneously in
normal cells but more often in cells deficient
for DNA DSB response or repair pathways (see
below). When a translocation involves onco-
genes or tumor suppressor genes, it can be
positively selected in the context of neoplastic
transformation and ultimately appear clonally
in tumor cells. Although selection likely plays
the main role in the appearance of most clonal
translocations in tumors, mechanistic factors
can greatly influence this phenomenon, for
example by promoting clonal translocations
involving one of two equivalent cellular
oncogenes (9). Most recurrent translocations
activate cellular oncogenes, either by gener-
ating oncogenic fusion proteins, such as the
BCR-ABL fusion protein found in human
myeloid leukemias and certain early B cell
leukemias (2) or by deregulating oncogene
expression by linking it to strong transcrip-
tional control elements such as in IgH to c-myc
translocations found in many human Burkitt’s
B cell lymphomas (1). Deregulated oncogene
expression may involve increased expression,
inappropriate expression (e.g., deregulated in
the cell cycle), or both. Translocations that
lead to deregulated oncogene expression are
common in lymphoid malignancies.

In this review, we discuss recent advances in
our understanding of the mechanistic features
that generate recurrent translocations found in
tumors. The basic factors that contribute to the
initiation of recurrent translocations in B and
T lineage cells are likely to be much the same,

even though they involve different loci owing
to the introduction of V(D)J recombination–
associated DSBs into different antigen recep-
tor loci, differential activity of antigen receptor
cis-regulatory elements, and/or differential ac-
tivity and expression of potential target cellular
oncogenes in the two lineages. Thus, although
this review focuses primarily on factors and pro-
cesses that lead to chromosomal translocations
in B lineage cells, many of the general princi-
ples discussed are applicable to T lineage cells
or even nonlymphoid cells.

ANTIGEN RECEPTOR GENE
ASSEMBLY IN B CELL
DEVELOPMENT

Overview

The basic subunit of Ig molecules is composed
of a pair of identical IgH and a pair of identical
Ig light (IgL) chains; Ig molecules serve as anti-
gen recognition components of the B cell re-
ceptor (BCR) and secreted antibodies (10). IgL
chains can be encoded by either the Igκ or the
Igλ loci (10). The antigen-binding region of Ig
molecules is contributed by the amino-terminal
variable (V) regions of IgH and IgL chains,
while the IgH constant region (CH) provides ef-
fector functions and determines antibody class.
IgH and IgL variable regions (and those of TCR
chains) are encoded in exons that are assem-
bled from germ-line gene segments via V(D)J
recombination. The initially expressed CH ex-
ons (Cμ exons) also can be switched to ex-
ons that encode a different CH by CSR. Both
V(D)J recombination and CSR are initiated
by lymphocyte-specific enzymes that introduce
DSBs in specific targets and are both completed
by DSB end-joining mechanisms that operate
in all cells. Misrepair of DSBs introduced dur-
ing V(D)J recombination or CSR can promote
oncogenic translocations. In mouse and human
B lineage tumors, such translocations often in-
volve IgH, but some involve Igκ or Igλ.

V(D)J Recombination

IgH variable region exons are assembled from
variable (VH), diversity (D), and joining ( JH)
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gene segments just upstream of Cμ exons
(Figure 1). The mouse IgH locus spans sev-
eral megabases (Mb) at the telomeric end of
chromosome 12 and contains 4 JH, 13 D, and
hundreds of VH segments. Mouse Igκ and Igλ
variable regions are encoded only by V and J
segments, with Igκ locus (which contains over
140 Vκ and 4 Jκ segments) and Igλ locus (which
contains three functional Vλ and three func-
tional Jλ segments) lying on chromosomes 6
and 16, respectively (Figure 1) (10). The hu-
man IgH (telomere of chromosome 14), Igκ
(chromosome 2), and Igλ (chromosome 22) loci
are organized similarly to those of mouse, al-
though the human Igλ locus is much more
complex (10).

V(D)J recombination is initiated by the
products of recombination activating genes
(RAG) 1 and 2 (11, 12). The RAG1 and RAG2
proteins form a complex (RAG) that is specifi-
cally expressed in developing B and T lympho-
cytes (10). RAG introduces DSBs at the borders
of V, D, and J segments (13), which are then
joined by C-NHEJ to form V(D)J exons (14).
Thus, the complete V(D)J recombinase is com-
posed of the RAG DSB-generating enzyme and
the C-NHEJ DSB repair complex. RAG1 and
RAG2 are both absolutely required for V(D)J
recombination; deficiency for either causes a
complete block of B and T cell development
(severe combined immunodeficiency, SCID)
because of an inability to generate initiating
DSBs (15, 16). Likewise, a deficiency in any
C-NHEJ components also causes an essentially
complete block in B and T cell development be-
cause of an inability to join RAG-cleaved V, D,
and J segments (17).

RAG recognizes short recombination sig-
nal sequences (RSSs) that lie adjacent to V, D,
and J segments. An RSS consists of a conserved
heptamer and an AT-rich nonamer separated
by a nonconserved spacer of either 12 or 23

nucleotides (10). RAG-mediated cleavage only
takes place between gene segments that, respec-
tively, have RSSs with 12-bp and 23-bp spacers
(the 12/23 rule). In the IgH locus, V and J seg-
ments have 23-bp RSSs at their 3′ and 5′ ends,
respectively, whereas D segments are flanked
on both sides by 12-bp RSSs (10). Therefore,
the 12/23 restriction directs joining by allowing
JH and VH segments to rearrange only to D seg-
ments and not to each other. Igκ and Igλ V and
J sequences, respectively, have 12-bp and 23-bp
or 23-bp and 12-bp spacers that allow direct V
to J joining. TCRβ V, D, and J gene segments
are organized with RSSs that could permit both
Dβ-to-Jβ and Vβ to either Dβ or Jβ joins, but
direct Vβ-to-Jβ joining at this locus is prohib-
ited by “beyond 12/23” restrictions (18). Over-
all, RSSs help direct proper and specific assem-
bly of Ig and TCR variable region genes and
provide specificity to the reaction. The 12/23
and beyond 12/23 restrictions may also be im-
portant in limiting RAG-initiated DSBs at spu-
rious RSSs that occur throughout the genome
(see the section on DSBs in Translocations).

RAG-generated DSBs at two participat-
ing gene segments form a pair of RSS ends
in the form of blunt 5′-phosphorylated DSBs
and a pair of hairpin-sealed coding ends (10).
The RAG cleavage mechanism resembles that
used in certain transposition reactions and,
as such, likely reflects the evolutionary ori-
gin of RAG from a transposase (19). Trun-
cated RAG proteins (termed core RAGs) carry
out transposition-related reactions in biochem-
ical assays, leading to the notion that RAG
might generate translocations via such a re-
action (20, 21). However, few examples of
transposition-related RAG-mediated translo-
cations have been found (22). In this regard,
the regions deleted to generate core RAGs ac-
tually suppress the transposition-like activities
of full-length RAGs (23–25). Cleaved RSS and

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Figure 1
Schematic representation of the murine Ig loci and of the rearrangements that take place during V(D)J recombination. V, D, and J gene
segments are represented by rectangles, 23-bp recombination signal sequences (RSSs) by gray triangles, 12-bp RSSs by black triangles,
and enhancers by black ovals. See text for details.
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coding ends remain associated with RAG in a
postcleavage synaptic complex (10), which may
suppress end degradation and recruit DSB re-
pair factors. In the latter context, RAG recruits
C-NHEJ, while excluding A-EJ (26). In the
V(D)J recombination joining step, RSS ends
are directly joined to form precise RSS joins,
while coding ends are processed, involving hair-
pin opening with potential loss of nucleotides,
and de novo addition of N region nucleotides,
which is important in antibody and TCR reper-
toire diversification (10). Opening and pro-
cessing of hairpin coding ends also employ
C-NHEJ factors (10).

Antigen receptor variable region exon
assembly is controlled in a lineage- and de-
velopmental stage–specific fashion (18). V(D)J
recombination is initiated at the IgH locus in
progenitor B (pro-B) cells in the bone marrow
(or fetal liver), with D-to-JH rearrangements
occurring first and on both alleles, followed

by appendage of a VH segment to the preex-
isting DJH complex (18). When a productive
VH(D)JH exon is assembled and transcribed,
it is linked via RNA processing to the Cμ

constant region exons, allowing production of
μ IgH chains (Figure 1) (18). Expression of μ

chains signals cessation of further VH-to-DJH

rearrangement, ensuring allelic exclusion, and
promotes progression to the precursor B (pre-
B) cell stage, in which IgL variable regions are
assembled, with rearrangement of Igκ variable
region exons usually preceding that of Igλ (18).
Assembly of a functional κ or λ IgL variable
region exon leads to production of Igκ or Igλ

chains that associate with μ chains to form IgM
molecules, which are expressed on the surface of
naive B lymphocytes (18). Expression of surface
IgM can downregulate RAG expression and
suppress further V(D)J recombination. How-
ever, if an autoreactive antibody is produced,
RAG expression can be maintained in IgM+ B

AID (DNA lesions leading to DSBs)
C-NHEJ/A-EJ (DNA repair)

Mature B cells

VDJ

VDJ

iEμ

iEμ

Germ-line transcript

VDJ

μ chain expression

γ2a chain expression

Transcription
(AID targeting)

Cμ

Sμ

Sμ

Sγ3 Sγ1 Sγ2b Sγ2a

Sγ2a

Sε Sα

3’RRCδ Cγ3 Cγ1 Cγ2b Cγ2a

Cγ2a

Cε Cα

Figure 2
Schematic representation of the IgH constant region locus and of the rearrangements that take place during
class switch recombination. CH genes are represented by rectangles, S regions by blue ovals, and enhancers
by black ovals. See text for details.
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cells to allow further IgL loci rearrangements in
a process termed receptor editing (27). Recep-
tor editing has been thought to occur primarily
in bone marrow B cells, but it may also occur
in some peripheral B cells, where it may also
contribute to translocations (see below).

Additional aspects of V(D)J recombination
may influence translocations. Substrate vari-
able region gene segments are embedded within
large chromosomal regions (up to several Mb
in length) that, if considered in the context
of linear DNA, would represent huge nuclear
distances. Therefore, as for DSBs on different
chromosomes that contribute to translocations,
V, D, and J segments must be brought together
for joining. Although RAG proteins contribute
to tethering such segments in a synaptic com-
plex, the actual synapsis mechanism might rely
on programmed looping of antigen receptor
loci (28), DSB response factors (29), and/or as
yet uncharacterized RAG functions. Notably,
RAG2 contains a C-terminal PHD domain that
binds histone 3 methylated on lysine 4 (H3K4)
(30–32). This modification is enriched in cer-
tain regions of antigen receptor loci but occurs
widely in the genome, leading to broad binding
of RAG2 (33). Such broad RAG2 binding may
play an important role in V(D)J recombination,
but overall targeting of RAG2 to its proper sub-
strate must involve additional factors because
core RAG2, which lacks the PHD domain, can
still promote reduced but substantially normal
V(D)J recombination in vivo (34, 35). Finally,
functional RAG expression is limited to the G1
cell cycle phase by several mechanisms, includ-
ing the degradation of RAG2 as cells go through
the G1/S phase transition (36). Such regulation
of RAG activity is likely important for mini-
mizing potential translocation-promoting ac-
tivities and provides an additional mechanism
of ensuring repair of RAG-initiated DSBs by
C-NHEJ. In mice, uncontrolled progression
of C-NHEJ-deficient pro-B cells bearing un-
repaired RAG-initiated DSBs into S phase ow-
ing to a G1/S checkpoint defect leads to pro-B
cell lymphomas with oncogenic RAG-initiated
translocations catalyzed by A-EJ (4).

IgH Class Switch Recombination
IgM-positive naive B cells migrate to peripheral
lymphoid organs where, upon antigen stimula-
tion, they can undergo somatic hypermutation
(SHM) of IgH and IgL variable region exons
and/or IgH CSR. Although different processes,
SHM and CSR are both initiated by activation-
induced cytidine deaminase (AID) (37). SHM
generates point mutations, small deletions and
insertions in targeted variable region exons (38–
40). SHM occurs in specialized structures in
peripheral lymphoid organs termed germinal
centers (GCs), in which B cells interact with
T cells and other immune cells in a process
that promotes antigen exposure, induces AID,
and allows the selection of B cells that express
higher affinity BCRs (41). IgH CSR can also
occur within the GC reaction, as well as in ex-
trafollicular regions (41). CSR requires the gen-
eration of AID-initiated DSBs in the IgH CH

locus; such breaks can be substrates for translo-
cations (40). SHM generally does not lead to
DSBs, although they may occasionally be gen-
erated as by-products of AID activity and may
sometimes initiate translocations (40, 42, 43).
Introduction of SHMs in a DNA sequence is
often a telltale sign of AID activity, as SHMs are
often found at CSR junctions and in transloca-
tion breakpoints from mature B cell lymphomas
(43).

CSR is a deletional event that replaces Cμ

exons with a downstream set of CH exons (re-
ferred to as CH genes) (Figure 2), allowing pro-
duction of different antibody classes, such as
IgG, IgE, or IgA (38). There are eight CH genes
in the mouse IgH, which span more than 200 kb;
in the similarly organized human IgH there are
nine CH genes (Figure 2) (10). Long, repeti-
tive, GC-rich sequences, termed switch (S) re-
gions, that lie upstream of CH genes mediate
CSR (38). During CSR, multiple AID-initiated
DSBs are introduced into Sμ (the donor) and
into a downstream S region (the acceptor); these
DSBs, which also must be synapsed, are then
fused by end-joining. Of note, AID-initiated
breaks in a given S region can also be joined
to other AID-initiated DSBs within the same S
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region to generate internal S region deletions
(ISDs). C-NHEJ plays a pivotal role in join-
ing S regions; however, in contrast to V(D)J
recombination, A-EJ catalyzes CSR joining in
the absence of C-NHEJ and potentially even
in its presence (44, 45). Joining two broken S
regions deletes the intervening chromosomal
DNA and, thereby, juxtaposes a different CH

gene to the expressed V(D)J exon (38). Individ-
ual S regions are preceded by noncoding exons
(I regions) and promoters (I promoters), which
can be differentially activated by specific sig-
naling pathways via interactions with T cells
and other lymphoid cells and their secreted cy-
tokines (38, 46). Transcription through a given
S region is required to target AID and, thereby,
CSR. In this way, CSR is directed to specific
S regions, allowing secreted antibodies to be
tailored for particular pathogens or environ-
ments (46). This aspect of AID targeting in-
fluences the generation of particular tumors in
specific contexts, such as the occurrence in gut-
associated lymphoid tissues of IgA-secreting
B lineage tumors (lymphomas and plasmacy-
tomas) that have translocations involving the
Cα S region of the IgH allele not used for IgA
expression (47).

AID is a single-strand (ss)-specific DNA
cytidine deaminase, which catalyzes dC-to-dU
deamination and displays a general preference
for RGYW motifs (where R = purine, Y =
pyrimidine, and W = A or T nucleotide) (38).
Abnormal processing of dU:dG mismatches by
base-excision repair or mismatch repair results
in DNA nicks, which can lead to mutations or
DSBs (40). The AID target RGYW motif and,
in particular, the canonical palindromic motif
AGCT are highly enriched in S regions and are
also found in variable region exons. However,
such motifs occur throughout the genome (38).
Indeed, as for RAGs, AID activity has been
linked to the generation of DSBs involved
in translocations in both Ig and non-Ig loci
(see below), and, although AID-introduced
mutations are by far the most abundant in Ig
loci, they are found in many other genomic
sequences at lower levels (43, 48). Therefore,
elucidation of mechanisms that control AID

activity and preferentially target it to Ig genes is
crucial for understanding how its tremendous
mutagenic potential is restrained.

AID is targeted to duplex DNA by transcrip-
tion (49). In this context, transcription through
mammalian S regions, based on their unusual
GC-rich sequence, results in the formation of
stable RNA:DNA hybrids with displacement
of the nontemplate strand as ss-DNA (R-loops)
(50). R-loop formation allows AID to robustly
target the nontemplate strand of transcribed S
regions (49). R-loop formation also targets AID
ectopically expressed in yeast to transcriptional
promoters (51) and, in theory, could be associ-
ated with ectopic AID activity that may initiate
prostate cancer translocations (52). However,
R-loops are not formed in transcribed V(D)J
exons, which are AID SHM substrates, or in
transcribed amphibian (e.g., Xenopus) S regions,
even though they can target CSR when in-
serted in place of mouse S regions (53). In this
regard, AID phosphorylated on serine 38 (S38)
interacts with the ss-DNA-binding protein
RPA (replication protein A) to gain access to in
vitro–transcribed non-R-loop-forming DNA
sequences, such as Xenopus S regions (53, 54).
Transcription/RPA-dependent AID access to
substrate sequences still predominantly tar-
gets the nontemplate strand, indicating that
additional mechanisms and cofactors exist
that target AID activity to the template DNA
strand, which is required for normal SHM
patterns and CSR-associated DSBs (40).

Tight regulation of AID expression is criti-
cal for suppressing off-target activities. Loss of
post-transcriptional downregulation of AID ex-
pression by miRNA155 leads to increased CSR,
aberrant persistence of AID expression, and in-
creased IgH/c-myc translocations (55, 56). S38
phosphorylation also regulates AID potency
and could influence off-target activities (57, 58).
In addition, most AID in B cells is in the cy-
toplasm, suggesting that regulation of nuclear
accumulation might also harness AID activity
(38, 59). Ectopic AID expression in mice led
to tumorigenesis of B and non-B lineage cells
(60, 61) and revealed novel AID translocation
targets. Expression of AID is best characterized
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in activated mature B cells in the context SHM
or CSR (60). However, AID is also expressed
in bone marrow B cells and in pro- and pre-B
cells and tumor lines, where it can induce SHM
and CSR (62–64). In addition, AID expression
has now been reported in several cell types, in-
cluding germ and embryonic stem cells, where
it can function in cytosine deamination (65).

DSBs IN TRANSLOCATIONS

Overview

Translocation breakpoint sequences in lym-
phomas often implicate RAG or AID involve-
ment and also provide information regarding
the developmental stage at which translocations
occurred. For example, translocations that in-
volve the IgH JH region most likely occurred
in pro-B cells and translocations into the IgL J
regions in pre-B cells. However, junctional se-
quences cannot always identify translocation-
initiating mechanisms: For example, S region
deletions associated with AID activity in Sμ

sometimes extend into the adjacent JH region,
and AID activity in the J region of IgH or IgL
loci can lead to DSBs and translocations (1,
42). In addition, AID is active in bone mar-
row B lineage cells, and RAG activity was found
in peripheral B cells. Indeed, recent studies
suggest collaborations between RAG and AID
in generating translocations. Finally, as men-
tioned above, not all DSBs that are precursors
to translocations in lymphomas appear to have
been initiated by RAG or AID (22).

DSBs Generated by RAG Activity

RAG could generate translocations via bona
fide interchromosomal V(D)J recombination.
In this case, RAG would recognize a set of
12/13 compatible RSSs lying on two differ-
ent chromosomes, generate DSBs, and re-
cruit C-NHEJ to join them. A hallmark of a
true V(D)J recombination-mediated reciprocal
translocation is the retention of fused coding
ends at one translocation junction and fused
RSS joins at the other (66). In this regard,

V(D)J recombination-mediated translocations
between the IgH and TCRα loci on different
arms of human chromosome 14 lead to large
inversions that can be detected even in non-
transformed cells from patients suffering from
Ataxia-telangiectasia (67). Although there are
few clear-cut examples of translocations gen-
erated via intrachromosomal V(D)J recombi-
nation, there is abundant, albeit circumstan-
tial, evidence for involvement of RAG-initiated
DSBs in translocations (1, 22). RAG-generated
breaks during early B or T cell development
have been implicated in initiating transloca-
tions involving IgH or TCR loci that are found
in certain B or T cell acute lymphoblastic
leukemias (B- or T-ALLs) (68). Classic exam-
ples of putative RAG-initiated translocations
are also found in mature B cell lymphomas, in-
cluding the recurrent T(8;14) translocations in-
volving IgH and c-myc in endemic Burkitt’s lym-
phoma, the recurrent T(11;14) translocations
involving IgH and the bcl-1 locus found in a
subset of mantle cell lymphomas; the recurrent
T(14;18) translocation in follicular lymphoma
that juxtaposes IgH and bcl-2; and the T(1;14)
translocation found in mucosa-associated lym-
phoid tissue (MALT) lymphomas that links IgH
to bcl-10 (1, 68). However, the exact develop-
mental stage at which RAG generated the DSBs
that initiated these mature B cell lymphoma
translocations is still speculative (see below).

Mouse models directly demonstrate a role
for RAG in the generation of oncogenic
translocations. The most clear-cut examples
come from mice deficient for various C-NHEJ
factors [e.g., XRCC4, DNA Ligase IV (Lig4),
or Ku80] that are also deficient for the p53 tu-
mor suppressor. These mice uniformly develop
pro-B cell lymphomas with clonal translo-
cations that link the IgH JH region to se-
quences near c-myc on chromosome 15 (3, 4,
69). Breeding these mice onto a RAG-deficient
background eliminated the pro-B cell tumors,
demonstrating a RAG role in tumor forma-
tion (3, 4). Notably, elimination of RAG1
in another end-joining factor (DNA-PKcs)–
deficient mouse that was also p53-deficient did
not eliminate pro-B lymphomas, but instead
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led to the appearance of pro-B lymphomas
that lacked the 12;15 translocation (69). Like-
wise, elimination of RAG in ATM (Ataxia-
telangiectasia mutated)-deficient mice, which
routinely develop T cell lymphomas with re-
current chromosome 14 translocations involv-
ing TCRα/δ, leads to the kinetically delayed ap-
pearance of thymic lymphomas that lack the
TCRα/δ translocation (70). Thus, abundant di-
rect experimental evidence links RAG to gen-
eration of recurrent oncogenic translocations.

Although RAG involvement in generating
Ig or TCR locus breaks in human and mouse
lymphomas seems clear, the origin of the DSB
on partner chromosomal loci (e.g., c-myc, bcl-2,
bcl-1, or bcl-10) is more speculative; they may be
RAG-mediated or be generated by other mech-
anisms. RAG may introduce off-target DSBs
by cleaving RSS-like sequences, termed cryptic
RSS (cRSS), found near breakpoints of many
genes involved in translocations in B cell lym-
phomas and T-ALLs (22, 68). In these cases,
RAG might pair a canonical 23-RSS or 12-
RSS in antigen receptor loci with a 12-cRSS or
a 23-cRSS (71, 72). Translocations putatively
employing cRSSs are termed V(D)J-type re-
combination events from a mechanistic point
of view, although they may not be mediated by
bona fide V(D)J recombination (22). RAG also
recognizes non-B DNA structures and nicks
DNA at sites of transition from ds-DNA to ss-
DNA; such nicks could be converted to DSBs
by several mechanisms (73). Breakpoint clus-
ters in known oncogenes, such as the bcl-2
major breakpoint region, contain this type of
DNA sequences (72–74). Given that a signif-
icant fraction of RAG2 is broadly associated
with active chromatin, off-target RAG-initiated
DSBs might be promoted by rare interactions of
RAG1 with chromatin-bound RAG2 at cRSSs,
non-B DNA structures, or DNA mismatches
(33).

DSBs Generated by AID Activity

Junctional analyses have implicated AID ac-
tivity during IgH CSR in initiating DSBs
that lead to B cell lymphoma translocations.

Classic examples are the T(8;14) IgH/c-myc
translocations found in sporadic Burkitt’s lym-
phoma, the T(14;19) IgH/bcl-3 translocation
in chronic lymphocytic leukemia, the T(3;14)
IgH/bcl-6 translocation in diffuse large B cell
lymphoma (DLBCL), the T(9;14) IgH/Pax5
translocation in lymphoplasmacytic lymphoma,
and the T(4;14), T(14;16), and T(6;14) translo-
cations found in multiple myeloma (1, 2, 68). In
these cases, the involved IgH S region is most
frequently Sμ, but translocations in Sγ and Sα

are also observed. In addition, various studies
have shown that AID activity initiates IgH lo-
cus DSBs that can lead to IgH chromosomal
breaks and translocations in B cells that are defi-
cient for various C-NHEJ or DSB response fac-
tors (45, 75–77). Likewise, AID is required for
IgH/c-myc and other translocations in preneo-
plastic B cells from mice that are predisposed
to B cell lymphomas harboring such transloca-
tions (78, 79).

Translocation partners of AID-initiated
CSR DSBs may derive from various sources.
Despite tight AID regulation, AID acts on non-
Ig genes; indeed, comprehensive sequencing of
the mouse genome from GC B cells has revealed
off-target AID mutagenic action on about 25%
of analyzed expressed genes (48). Notably, the
mutation rate of most non-Ig genes is far below
that of Ig variable region exons or IgH S regions
in B cells in which these sequences are SHM
or CSR targets (48). Given that AID-generated
physiological DSBs occur mainly within spe-
cialized S region CSR targets, as opposed to
variable region exon SHM targets, the po-
tential for introducing AID-initiated DSBs in
off-target loci may be expected to be low. How-
ever, even infrequent DSBs could contribute to
oncogenic translocations that could be highly
selected during tumorigenic processes. In this
regard, in some human mature B cell tumors,
such as DLBCL, a strong correlation is ob-
served between hot spots of SHM in oncogenes
(bcl-6, c-myc, and Pim1) and the propensity to
be involved in translocations (43). Moreover,
in experimental models, AID introduced both
the IgH and c-myc DSBs that are used to gen-
erate IgH/c-myc translocations (80). Similarly,
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AID has been shown to generate DSBs in Igβ,
another locus that can translocate to IgH in ac-
tivated B cells (81).

AID and RAG May Partner in the
Generation of Translocations

RAG and AID have been suggested to partner
to induce a single DSB in certain loci involved in
recurrent translocations with antigen receptor
loci in B and T cell lymphomas. In this con-
text, AID can deaminate methyl-C to T, and
thus induce C-to-T mutations at CpG sites.
Furthermore, biochemical studies demonstrate
that RAG could generate DSBs at T:G mis-
matches (22, 74). Proximity to CpG sites is a
frequent feature of translocation junctions near
bcl-2, bcl-1, and AP1 in human follicular lym-
phoma, mantle cell lymphomas, and MALT
lymphomas, respectively (82, 83). Notably, AID
can be expressed at low levels in developing B
cells that express RAG (62–64). Such findings
led to the model that RAG and AID can col-
laborate to initiate translocations early in B cell
development that become involved in oncoge-
nesis in more mature cells in the periphery (74).
AID and RAG also partner in the generation of
translocations in C-NHEJ-deficient peripheral
B cells by a different mechanism, with AID lead-
ing to DSBs in one partner locus (IgH) and RAG
leading to DSBs in the other (Igλ) (79). Notably,
these same translocations appear recurrently in
peripheral B cell lymphomas that arise from B
cells deficient for both C-NHEJ and p53 (84),
raising the possibility that RAG/AID collabora-
tions that lead to translocations found in some
mature human B cell tumors might have hap-
pened in the periphery.

AID-Initiated Translocations
in Nonlymphoid Tumors

Recent studies have revealed unexpected roles
for AID in generating translocations in solid
tumors. Aberrant AID expression was found in
gastric tumors associated with Helicobacter pi-
lori infection (85) and in liver and colorectal
cancers associated with inflammation (60, 85).

Pluripotent tissues, such as oocytes and germ
cells, also express AID, and a possible role for
AID in testicular germ cell tumors has been
proposed (60). Estrogen-induced AID expres-
sion in breast and ovary cells has suggested that
AID-dependent genomic instability might un-
derlie oncogenesis in these tissues (86). Finally,
AID-initiated DSBs have been implicated in re-
current translocations in prostate cancers (52).
The current findings in this area are of substan-
tial interest; however, more work is required to
firmly implicate AID in the generation of non-
lymphoid cancer translocations.

Other Types of DSBs Involved
in Translocations

Not all DSBs that contribute to recurrent
translocations in lymphoid tumors are at-
tributable to RAG or AID activity. Some
involve RAG- or AID-initiated DSBs joined to
a general DSB in a second locus. In this context,
AID-initiated IgH DSBs join to I-SceI-initiated
DSBs (6), including I-SceI-generated DSBs
in c-myc (79, 80), providing an experimental
demonstration of this mechanism. In addition,
RAG or AID may not have any role in certain
lymphoid tumor translocations, such as those
with breakpoints in unrearranged IgL loci
that lie far from known V(D)J or AID targets
(22) or translocations that do not involve
antigen receptor loci, such as ALK (anaplastic
lymphoma kinase) translocations in certain B
and T cell lymphomas (87, 88). In T-ALLs,
a subset of recurrent translocation junctions
involving SCL and LMO2 loci lack features that
would implicate RAG in their generation (22).

A dividing cell may generate about ten DSBs
per day (7). Fragile sites, non-Z DNA se-
quences, oxidative DNA damage, ionizing ra-
diation, pharmacological inhibition of topoiso-
merases, and replication stress are among the
potentially relevant DSB-generating factors (7,
22, 89). Common fragile sites can form gaps
or breaks in metaphase chromosome spreads
following inhibition of DNA synthesis; they
are part of the structure of chromosomes in
many species, and their instability correlates
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with delayed DNA replication (90). Fragile
sites FRA6E and FRA6F are found near break-
points in ALL and acute myeloid leukemia
translocations, respectively (91). Some c-myc
translocation breakpoints in Burkitt’s lym-
phoma are close to FRA8C and FRA8D (90,
92). Topoisomerases introduce and repair tran-
sient DSBs. Thus, inhibition of topoisomerase
activity (an approach that is widely used in
cancer chemotherapy) could lead to persistent
DSBs (93). In this context, anticancer drugs that
inhibit topoisomerase II have been implicated
in the development of secondary acute leukemia
with recurrent translocations (94).

DSB RESPONSE AND
END-JOINING PATHWAYS

Overview

Repair of chromosomal DSBs by end-joining
is facilitated by the ATM-dependent DNA
DSB response, which generates large foci of
activated DSB response factors in chromatin
surrounding DSBs (8, 95). The DSB response
activates cell cycle checkpoints to allow for re-
pair of the breaks and suppresses translocations
(8, 95). The DSB response is important in
diverse cell types for recognition and repair of a
broad range of chromosomal DSBs, including
DSBs involved in CSR and V(D)J recombina-
tion (8, 95). Actual end-joining of DSBs can
be carried out by more than one process. C-
NHEJ fuses DSBs that do not share substantial
homology at their ends, either as direct joins
that lack junctional homology (also referred
to as blunt joins) or DSBs with short stretches
(1–5 bp) of microhomology (MH) at their ends
to form MH-mediated joins. C-NHEJ factors
were first discovered in mammalian cells based
on their requisite role in V(D)J recombination
(14, 96). Subsequently, C-NHEJ was found to
function in all eukaryotic cells, including yeast
in which C-NHEJ plays a more minor role to
HR (96). C-NHEJ is a major DSB repair path-
way in somatic mammalian cells and is required
for maintenance of genomic stability, including
suppression of chromosomal translocations, in

all analyzed somatic cell types. In the absence
of C-NHEJ, DSBs can still be repaired by
A-EJ. A-EJ has gained wide interest because
of its potential role in catalyzing oncogenic
chromosomal translocations (3, 4, 84, 97).

The ATM-Dependent DNA
DSB Response

The ATM kinase is a member of the phos-
phatidylinositol 3-kinase-like kinase (PIKK)
family, which also includes DNA-PKcs and
Ataxia-telangiectasia- and Rad3-related (ATR)
protein kinases (98). ATM has been termed
a master regulator of the DSB response.
Genetic deficiency for ATM in humans causes
Ataxia-telangiectasia, which manifests as
radiation sensitivity, genomic instability, im-
munodeficiency, and increased predisposition
to T and B cell tumors with clonal antigen
receptor loci translocations (98, 99). ATM
is also somatically inactivated in a subset of
human B and T cell lymphomas (99). Mutation
of ATM in mice recapitulates many aspects
of Ataxia-telangiectasia (98, 99). However,
although ATM deficiency in mice predisposes
them to thymic lymphomas with TCRα/δ
locus translocations, ATM-deficient mice
rarely develop B cell lymphomas (98, 99). Why
ATM-deficient mice are spared from B cell
lymphomas given that they have defects in
V(D)J recombination and CSR that lead to
IgH and TCR locus breaks and translocations
is unknown but of considerable interest.

The ATM-dependent DNA damage re-
sponse, or DSB response, is activated by chro-
mosomal DSBs and functions in both HR
and C-NHEJ (8, 95, 98). The Mre11-Rad50-
Nbs1 (MRN) protein complex senses DSBs
and recruits ATM. ATM then phosphorylates
a large set of additional proteins, including hi-
stone H2AX (H2AX), MDC1, 53BP1, and the
Nbs1 component of the MRN complex, that
are assembled over large regions of chromatin
on both sides of a DSB to form IR-induced
foci (IRIF) (8, 95, 98). Such IRIF may serve
multiple functions, including activating check-
points, tethering DSBs, and recruiting repair
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factors (see below). In response to DSBs, ATM
also phosphorylates p53, Chk1, and Chk2 to
regulate, respectively, the G1/M, intra-S, and
G2/M cell cycle checkpoints (95, 98). The p53-
dependent G1/S checkpoint is particularly im-
portant for detecting unrepaired RAG- or AID-
initiated DSBs and leading to their repair or to
elimination of cells that harbor them, because
these DSBs are normally initiated in G1 (8).

Histone H2AX is a key orchestrator of
IRIF formation. H2AX is a histone H2A
variant that is incorporated into about 10% of
nucleosomes, where it is poised to be activated
in megabase regions that flank DSBs by phos-
phorylation on Ser139 of its C-terminal tail to
form γ-H2AX (95, 100). ATM is a mediator
of H2AX phosphorylation in response to
DSBs in G1 (95, 100). However, H2AX can
also be phosphorylated in response to DSBs
by DNA-PKcs (a C-NHEJ component, see
below) and by ATR during S phase in response
to DSBs associated with replication stress (8,
95, 100). In this context, H2AX deficiency leads
to chromatid breaks (prereplication) and chro-
mosome breaks (postreplication), consistent
with its key roles in both the G1 and S phases,
whereas deficiencies for other DSB response
factors (e.g., ATM and 53BP1) lead mainly to
chromosome breaks, consistent with a major
role in G1 (76). Phosphorylated H2AX binds
other ATM substrates, such as MDC1, 53BP1,
and Nbs1 (100). Recruitment of these factors
to IRIF can happen in the absence of H2AX but
is stabilized and amplified by γ-H2AX (101).
In turn, MDC1 recruitment stabilizes ATM
binding to DSBs and/or prevents γ-H2AX
dephosphorylation, resulting in amplification
of H2AX phosphorylation (100). In addition
to potential signaling functions, IRIF are pro-
posed to tether broken DNA ends to prevent
separation and facilitate repair (95). Notably,
ATM-dependent IRIF containing γ-H2AX
and 53BP1 form in response to DSBs generated
during V(D)J recombination and CSR (102).
Correspondingly, ATM-deficiency in mice
modestly impairs both processes and is asso-
ciated with immunodeficiency and potential
CSR defects in humans (98, 99). Deficiencies

for DSB response factors lead to genomic
instability in diverse cell types, although the
severity of this phenotype is variable; for exam-
ple, 53BP1 deficiency, other than in the context
of CSR, predisposes mice to far less genomic
instability than ATM or H2AX deficiency (76).

In ATM-deficient transformed mouse pro-
B cell lines, a small subset of V(D)J recom-
bination DSBs persists as broken ends or is
improperly joined, indicating that ATM sta-
bilizes RAG-initiated DSBs and promotes ap-
propriate end-joining (103). However, it is not
clear whether this function is indirect, for ex-
ample via RAG phosphorylation, or direct. De-
ficiency for 53BP1 has a more modest effect
on V(D)J recombination (29), whereas H2AX
deficiency has no readily measurable effect on
V(D)J recombination per se (104), suggesting
that the more important ATM role might be in-
dependent of IRIF formation. However, in cer-
tain contexts, H2AX deficiency promotes B cell
lymphomas with clonal IgH translocations, sug-
gesting some influence on V(D)J recombina-
tion (105). Moreover, recent work indicates that
ATM and H2AX can actually have a mechanis-
tic influence on end-joining during V(D)J re-
combination that is masked by functional over-
laps with the XLF end-joining factor (106).

Human patients deficient for ATM, Mre11,
and Nbs1 have mild CSR defects. Moreover,
mouse B cells deficient for various DSB re-
sponse factors (including ATM, H2AX, 53BP1,
MDC1, Mre11, and Nbs1) show variably im-
paired CSR (8). In B cells deficient for these fac-
tors, a subset of AID-dependent IgH DSBs sep-
arates and progresses into chromosomal breaks
and translocations (76, 77), clearly showing that
these DSB response factors function in CSR
end-joining. 53BP1 deficiency in mice nearly
abrogates CSR but leads to similar levels of
IgH breaks as for ATM or H2AX deficiency,
implying that 53BP1 has an additional CSR
role beyond any downstream of ATM (76). In
this regard, although 53BP1-deficient B cells
are severely impaired for CSR, which involves
long-range joining of DSBs within two differ-
ent S regions, they accumulate AID-dependent
ISDs within Sμ and downstream S regions at
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greatly increased frequency (107). This finding
led to the proposal that 53BP1 is required for
long-range DSB repair via a role in S region
synapsis, although there are other interpreta-
tions (see below). Notably, 53BP1 copy num-
ber variations have been found in a subset of
DLBCLs (108).

Mice deficient for H2AX, 53BP1, or MDC1
are not predisposed to lymphoid or other can-
cers, indicating that tumorigenesis in the ATM-
deficient background reflects loss of ATM func-
tions beyond phosphorylating these factors. In
this regard, ATM deficiency leads to increased
reactive oxygen species (ROS) levels that could
generate DSBs (109). Indeed, high genomic in-
stability in ATM/H2AX-double-deficient cells
appears to result from a combination of ROS-
induced S phase DSBs owing to ATM de-
ficiency and an S phase DSB repair defect
associated with H2AX deficiency (110). An-
other difference between ATM deficiency ver-
sus deficiencies in its downstream substrates
is that ATM is involved both in DSB repair
and, through p53 phosphorylation, in activat-
ing cell cycle checkpoints that monitor unre-
paired DSBs. Thus, ATM deficiency results in
a double whammy in which there are increased
DSBs and the cells cannot respond to them. Be-
cause of this, ATM deficiency allows unrepaired
V(D)J recombination DSBs to persist over mul-
tiple generations in developing lymphocytes
and to be joined to other DSBs in peripheral
B cells, giving rise to translocations (111). In-
deed, dual deficiency for a DSB response factor
or a C-NHEJ factor and p53 robustly promotes
lymphomas and other cancers by similarly lead-
ing to unrepaired DSBs and eliminating check-
points that monitor them (8, 17).

Mice deficient for p53 usually succumb,
at about 6–8 months, to thymic lymphomas
that are aneuploid and lack translocations
(112). However, H2AX/p53-double-deficient
mice rapidly succumb to thymic lymphomas
with clonal translocations that usually do not
involve TCR loci and usually do not appear
RAG-dependent (105, 113). Less frequently,
H2AX/p53-double-deficient mice succumb to
pro-B cell tumors with clonal translocations

essentially identical to those in tumors from
C-NHEJ/p53-double-deficient mice (see be-
low), suggesting some role for H2AX in repair-
ing RAG-initiated DSBs (105). Finally, whereas
53BP1-deficient mice show little cancer pre-
disposition, 53BP1/p53-double-deficient mice
develop thymic lymphomas (and more rarely B
cell lymphomas) at an accelerated pace com-
pared with p53-deficient mice, and a subset
of these mice have clonal translocations, in-
cluding some that involve TCRα/δ (114, 115).
The relatively infrequent appearance of T cell
lymphomas with translocations involving the
TCR loci in H2AX/p53- or 53BP1/p53-double-
deficient mice versus ATM-deficient mice
might reflect the more modest role for H2AX
and 53BP1 in V(D)J recombination compared
with ATM or other potential differences.

Classical Nonhomologous
End-Joining

There are four core C-NHEJ factors: Ku70
and Ku80, which form the Ku DNA DSB
recognition component, and DNA Lig4 and
XRCC4, which function as the specific DNA
ligation component. These four proteins are
evolutionarily conserved and required for join-
ing all forms of DSBs by C-NHEJ (7, 17). Addi-
tional C-NHEJ factors that are not evolution-
arily conserved (e.g., not found in yeast) include
the DNA-dependent protein kinase catalytic
subunit (DNA-PKcs) and the Artemis nuclease.
These two factors are required for processing a
substantial subset of ends to prepare them for
joining by core C-NHEJ components (7, 17).
Upon binding to DNA, the Ku70/Ku80 het-
erodimer undergoes a conformation shift and
contributes to assembling other C-NHEJ fac-
tors (7). In particular, DSB-bound Ku forms a
complex with DNA-PKcs and activates its cat-
alytic activity to form the DNA-PK holoen-
zyme (DNA-PK). DSB-bound DNA-PK ac-
tivates the endo- and exonuclease activities of
Artemis, which are required for processing and
joining a subset of DNA ends that cannot be
directly ligated (7). Such ends include hairpin
coding ends generated by RAG during V(D)J
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recombination or ends containing oxidation-
damaged nucleotides (116). DNA-PKcs and
Artemis are largely dispensable for joining cer-
tain ends, such as the blunt 5′-phosphorylated
RSS ends that can be directly ligated. As men-
tioned above, the XRCC4/Lig4 complex is re-
sponsible for the C-NHEJ ligation phase (7).

Mouse strains are available that are deficient
for each known C-NHEJ factor. DNA-PKcs-
and Artemis-deficient mice have a SCID phe-
notype owing to the inability to generate V(D)J
coding joins, but they are not markedly can-
cer prone and do not have other major phe-
notypes (17). Similar phenotypes are observed
in the classical SCID mouse, which harbors
a spontaneous DNA-PKcs mutation that only
inactivates the kinase domain (17). Mice defi-
cient for Ku70 or Ku80 are viable but show
severe growth retardation and substantial neu-
ronal apoptosis, in addition to a SCID pheno-
type owing to the inability to generate V(D)J
coding or RSS joins (17). The more severe
phenotype of Ku-deficient mice compared with
DNA-PKcs-deficient mice demonstrates that
Ku has roles beyond those in the context of
DNA-PK holoenzyme (17). XRCC4 or Lig4
deficiency results in late embryonic lethality
owing to massive apoptosis of newly gener-
ated neurons, along with growth retardation
and a SCID phenotype (17). Inactivation of
p53 rescues this phenotype, but mice still show
a complete block in V(D)J recombination and
succumb to pro-B cell lymphomas character-
ized by recurrent translocations involving IgH
(3, 4, 17).

A subset of human RS-SCID patients has
null mutations in Artemis (117). There are
no known human patients with inactivating
mutations of Ku70, Ku80, XRCC4, or Lig4,
possibly because of the importance of C-NHEJ
for mammalian cell survival. However, patients
with Lig4 hypomorphic mutations are charac-
terized by immunodeficiency, radiosensitivity,
and, at least in some cases, immunological
malignancies (118); a human Lig4 hypomor-
phic mutation has been modeled in mice and
results in a similar phenotype (119). The
XLF/Cernunnos protein also has been impli-

cated as a C-NHEJ factor based on the facts
that (a) it is mutated in certain radiosensitive
human immunodeficient patients (120, 121)
and (b) XLF-deficient human fibroblasts and
mouse embryonic stem cells and fibroblasts are
radiosensitive and defective for V(D)J recombi-
nation in transient assays (120–123). In this re-
gard, XLF binds XRCC4/Lig4 (120) and stimu-
lates its activity toward incompatible ends (124).
However, mice and mouse pro-B lines deficient
for XLF show little if any V(D)J recombination
defect, although they are partially defective
for CSR (122). In this regard, ATM has been
found to have functional redundancies with
XLF in the context of chromosomal V(D)J re-
combination in developing lymphocytes (106).

Because of the V(D)J recombination de-
fect associated with C-NHEJ deficiency, stud-
ies of potential roles of C-NHEJ factors in CSR
have been conducted either by introducing pre-
assembled IgH and IgL variable region knock-
in alleles into the various C-NHEJ-deficient
backgrounds or by conditionally inactivating C-
NHEJ factors in mature B cells. These stud-
ies showed that CSR occurs at up to 50% of
wild-type levels in the absence of any given
core C-NHEJ factor, although potentially with
slower kinetics in some cases (45, 125, 126).
There are only modest CSR defects in the ab-
sence of DNA-PKcs or Artemis (127), suggest-
ing that many AID-initiated breaks may not re-
quire processing by these factors. However, IgH
chromosomal breaks and translocations were
observed in activated B cells deficient for any of
the known C-NHEJ factors, and these breaks
and translocations were AID dependent (45, 75,
79, 128). Thus, all C-NHEJ factors have a role
in joining at least a subset of CSR DSBs and pre-
venting them from undergoing translocations.
The finding that CSR occurs in the absence of
C-NHEJ factors provided the first demonstra-
tion that an A-EJ pathway can function in a
physiological context.

Alternative End-Joining

A-EJ is best described as any form of end-
joining that occurs in the absence of the core
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XRCC4/Lig4
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Lig3/PARP/XRCC1?
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Polβ?
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DSB

DNA-PKcs
Artemis

Other factors

Figure 3
Diagram illustrating potential NHEJ pathways in mammalian cells. See text for further details.

C-NHEJ factors. Early evidence for A-EJ came
from findings that Chinese hamster ovary cells
deficient for Ku80 or XRCC4 could still join
nonhomologous DNA ends (129, 130). Similar
conclusions were reached from studies of hu-
man fibroblasts that lacked Lig4 (131, 132) and
from biochemical studies that employed human
cell extracts devoid of Ku or DNA-PKcs (133).
A series of factors have been implicated in A-
EJ, including Ku70, Nbs1, Mre11, CtlP, DNA
Lig3, Parp1, and XRCC1 (102) (Figure 3).
However, their exact role is not clear, and there
are likely multiple A-EJ pathways (125). The
relatively robust CSR in XRCC4- or Lig4-
deficient B cells or B cell lines might reflect
the recognition and processing components of
the C-NHEJ pathway operating at reduced ef-

ficiency with another ligase (Lig1 or Lig3) sub-
stituting for Lig4 (7). In this case, it is debatable
whether such joining should be called A-EJ or
simply a form of C-NHEJ. However, Ku70-
or Ku80-deficient B cells still undergo substan-
tial CSR even though they lack the C-NHEJ
DSB recognition component (125). Moreover,
CSR occurs at substantial levels in B cells defi-
cient for both Ku70 and Lig4, the DSB recog-
nition and joining components of C-NHEJ,
clearly confirming that A-EJ is a process (or
processes) totally distinct from C-NHEJ (125)
(Figure 3).

Insights into the molecular requirements of
A-EJ have been provided by sequence analyses
of joins generated in the absence of C-NHEJ
factors. In this regard, CSR junctions isolated
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from XRCC4- or Lig4-deficient B cells are
almost completely MH-mediated, often with
longer stretches of MH compared with CSR
junctions from C-NHEJ-proficient cells (44,
45, 125). However, MH is not a requirement
for A-EJ. Thus, A-EJ-mediated junctions of
I-SceI-initiated breaks in Ku80-deficient cells
have a substantial portion of direct joins (134,
135). In addition, CSR junctions generated in
the absence of Ku70 or of both Ku70 and Lig4,
while biased toward MH, have a significant
fraction of direct joins (125). Therefore, the ap-
pearance of MH in junctions is not necessarily a
sign of A-EJ, and the appearance of direct junc-
tions is not necessarily a sign of C-NHEJ. Also,
there may be forms of A-EJ that are more biased
toward the MH usage (125).

The sequence of regions flanking DSBs
likely plays an important role in determining
the contribution of MH to A-EJ. For example,
DSBs in regions with long stretches of MH
(such as IgH S regions) might be resolved by
A-EJ into junctions that contain MH more
often than would DSBs that occur in regions
lacking MH. In this context, although CSR
is reduced in the absence of Ku, XRCC4, or
Lig4, the end-joining of AID-initiated DSBs
via ISD actually increases (75). Thus, given the
highly repetitive nature of individual S regions,
the high level of ISD catalyzed by A-EJ may be
promoted by the abundant MH found within a
given S region (75). The use of MHs by A-EJ
might also be reflected by the kinetics of DSB
repair, given that a potential kinetic advantage
of C-NHEJ over A-EJ has been suggested
(125, 126, 132, 136), and A-EJ has sometimes
been associated with increased deletions and
end degradation (130, 137, 138). When a DSB
is not repaired promptly, there may be more
end resection and, therefore, more opportunity
for A-EJ to find MH.

Role of C-NHEJ and A-EJ
Pathways in Suppressing
Oncogenic Translocations

Mouse embryonic stem cells, embryonic fi-
broblasts, and activated B cells deficient for

Ku70, Ku80, XRCC4, Lig4, DNA-PKcs,
Artemis, or XLF show substantial numbers of
chromosomal breaks and translocations (17, 45,
75, 122, 123, 128, 139). Thus, C-NHEJ plays
a pivotal role in suppressing genomic instabil-
ity. In most cases, the nature of the chromo-
somal breaks in C-NHEJ-deficient cells (i.e.,
chromosome versus chromatid breaks) suggests
that they arose in G1, where C-NHEJ is dom-
inant. Notably, in cells with multiple DSBs, C-
NHEJ has a preference for joining a DSB to
another on the same chromosome as opposed
to joining to DSBs on a different chromosome,
a restriction that may allow C-NHEJ to sup-
press chromosomal translocations (139). How
this restriction is achieved is not known, but it
may result from C-NHEJ being tied into the
DSB response that tethers DSB ends within a
chromosome (75). In this context, the putative
translocation-prone nature of A-EJ might be
explained by the lack of such a restriction.

C-NHEJ-deficient mice are not markedly
cancer prone given that cells carrying un-
repaired DSBs are eliminated via the p53-
dependent G1/S checkpoint (17). However,
mice doubly deficient for p53 and either
XRCC4, Lig4, Ku80, or DNA-PKcs rapidly
succumb to pro-B cell lymphomas, with clonal
RAG-initiated translocations of chromosome
12 and 15 that link the IgH JH region to a chro-
mosomal region downstream of c-myc, which
results in dicentric chromosomes that amplify
c-myc via breakage-fusion-bridge cycles (3, 4,
17). The generation of such translocations has
been linked to the persistence of the RAG-
initiated JH DSBs into S phase (owing to the
absence of p53) where they can be replicated
and participate in translocations (4). Condi-
tional elimination of XRCC4 in p53-deficient
(CXP) peripheral B cells routinely leads to B
cell lymphomas that arise in mesenteric lymph
nodes, most of which harbor clonal T(12;15)
translocations that fuse IgH S regions directly
upstream of c-myc and lead to c-myc ectopic
activation via attachment to the IgH 3′ regula-
tory region (84, 140). These CXP B cell tumors
also often harbor a second clonal translocation
that links RAG-initiated DSBs at the Igλ locus
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to AID-initiated breaks in IgH (84). The latter
translocation has no known oncogenic activity
and may appear clonally in tumors because it
occurs very frequently in XRCC4-deficient pe-
ripheral B cell tumor progenitors (79).

In the case of Artemis/p53 deficiency, IgH/c-
myc translocations are present only in a sub-
set of tumors; instead, most amplify N-myc in
the context of chromosome 12 dicentrics that
are generated from the fusion of RAG-initiated
DSBs at the IgH JH locus, near the telomere of
chromosome 12, to sequences around N-myc,
near the chromosome 12 centromere (141).
The reason Artemis/p53-double-deficient pro-
B cell tumors harbor chromosome 12 dicentrics
and N-myc amplifications is unknown but may
be related to the specific role of Artemis
in end processing. Notably, XLF/p53-double-
deficient mice do not develop pro-B cell lym-
phomas, likely reflecting the fact that V(D)J
recombination is not significantly affected in
these mice; they do develop medulloblastomas,
however, reflecting the more general role of
XLF in DNA repair (122). In this context, al-
though mice deficient for other C-NHEJ fac-
tors and p53 succumb to pro-B cell lymphomas,
they also commonly have medulloblastomas in
situ at the time of death (4, 141, 142). Corre-
spondingly, conditional inactivation of XRCC4
in the nervous system of p53-deficient mice
routinely leads to medulloblastomas with recur-
rent translocations (97).

Sequences of translocation junctions from
tumors derived from C-NHEJ-deficient mice
have shown that all were generated via end-
joining, providing the first evidence that A-EJ
can catalyze oncogenic translocations (4, 84).
Other studies have shown that I-SceI-generated
translocations in C-NHEJ-deficient cells were
mediated by A-EJ (134, 135). A-EJ-mediated
translocation junctions often show MH (4, 84,
135). In this regard, I-SceI-mediated translo-
cation junctions in wild-type cells also show
a bias toward MH usage (80, 143), as do
many translocation junctions from human can-
cer cells (68, 144). Given that A-EJ is not re-
stricted to MH usage, possible explanations
for the frequent MHs in translocation break-

points include a potential translocation-prone
MH-biased A-EJ subpathway or that transloca-
tions result from DSBs that undergo substan-
tial processing, allowing more frequent expo-
sure of MHs. Overall, C-NHEJ must suppress
translocation formation either by eliminating
the unrepaired DSBs necessary for their forma-
tion or by suppressing a putative translocation-
promoting activity of A-EJ, or both. Further
elucidation of factors and pathways involved
in A-EJ are necessary to understand better
the mechanisms of translocations and the de-
gree to which C-NHEJ participates in their
formation.

ROLE OF NUCLEAR
ARCHITECTURE AND
DNA MOVEMENTS
IN TRANSLOCATIONS

Overview

To form a translocation, DSBs generated in dif-
ferent loci must be juxtaposed (synapsed) for
joining. In this context, two DSBs can origi-
nate in loci that already are in proximity, or al-
ternatively, DSBs introduced into loci that are
not proximal might be brought together. Simi-
lar principles might also apply to joining DSBs
located in distant positions on the same chro-
mosome, for example in the context of V(D)J
recombination and CSR or intrachromosomal
translocations. The role of nuclear positioning
in translocations has been articulated in two
disparate models. The contact-first model sug-
gests that translocations are only formed be-
tween two loci that are proximal when DSBs
are generated. The breakage-first model pro-
poses that DSBs introduced into loci that are
not proximal can move into close proximity
and then be joined (145) (Figure 4). These
two models describe extreme possibilities; there
may still be situations in which both are applica-
ble and, as such, are not mutually exclusive. For
example, even loci that are proximal as judged
by microscopy may still not be in direct physical
contact and, thus, require movement to achieve
synapsis.
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Contact-first model 
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Figure 4
The contact-first and breakage-first models for chromosomal translocations. See text for details.

Role of Nuclear Proximity
and Chromosome Dynamics
in Translocations
Chromosomes are not randomly distributed in
the nucleus but rather occupy distinct terri-
tories (146, 147). Individual chromosomes are
organized into open and closed chromatin do-
mains that occupy different spatial compart-
ments, and their structure resembles fractal
globules (148). The mechanisms that govern
formation of chromosomal territories have not
been elucidated but may reflect spatial arrange-
ments of genes, local chromatin structure, and
activity of transcriptional or other regulatory
elements (149). A similar concept of nonran-
dom nuclear positioning applies to single loci
and may be relevant to their translocation po-
tential. Thus, the frequency of c-myc translo-
cations to IgH, Igκ , or Igλ locus in Burkitt’s
lymphomas correlates with reciprocal nuclear

distance (150). Similar correlations on translo-
cation frequencies were found with respect to
the distance separating IgH and the CCND1,
bcl-2, or bcl-6 loci (150). IgH and c-myc of-
ten lie in close proximity in activated mouse B
cells, which again correlates with the high fre-
quency with which they participate in translo-
cations in a mouse B cell lymphoma model
(79). However, clonal oncogenic translocations
in tumors are highly selected, and, therefore,
such correlations cannot be used to determine
unequivocally the contribution of mechanis-
tic aspects (proximity, DSB frequency, etc.)
to actual translocation frequency. More unbi-
ased examinations may yet reveal translocations
between loci that are not frequently in close
proximity.

Cytogenetically, the proximity of particular
loci within the interphase nucleus can be cell
type–specific or tissue-specific. In this context,
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substantial colocalization of IgH and Igλ occurs
in activated splenic B cells but not in embryonic
stem cells or thymocytes (79). However, it is no-
table that colocalization with IgH is not a char-
acteristic of all of chromosome 16 on which the
Igλ locus is located; sequences about 15 Mb on
either side of Igλ do not show such colocaliza-
tion (79). Thus, proximity can be determined in
the context of more narrow areas around spe-
cific genes and not just associated with broad
chromosomal territories. The factors that me-
diate such focal and cell-specific locus proxim-
ity, as well as the organization of chromosome
territories, have not been elucidated. In this
context, IgH and c-myc have been observed to
colocalize in activated B cells within so-called
transcription factories (151). Likewise, RET
and H4, two genes located 30 Mb apart on the
same chromosome, are transcribed and often
translocated in papillary thyroid tumors and are
found in spatial proximity only in thyroid cells
and not in mammary epithelia (152). Androgen-
induced transcription has been shown also to
mediate interaction of genes involved in recur-
rent translocations in prostate tumors (52).

Factors that Influence Synapsis
of Chromosomal DSBs for Joining

In pro-B cells, the IgH is folded into an orga-
nization that enhances the three-dimensional
proximity of V, D, and J segments, which other-
wise are too distant to be cytogenetically prox-
imal (28). Such folding may contribute to their
synapsis in the context of V(D)J recombination.
The overall mechanisms that achieve such fold-
ing are unknown but are speculated to involve
factors such as CTCF, which has binding sites
scattered throughout the variable region of IgH
(153). Various studies have also implicated tran-
scriptional control elements and factors such
as CTCF and cohesins in mediating interchro-
mosomal interactions of various loci, including
cytokine genes in lymphoid cells and olfactory
receptors in neurons (154, 155). Theoretically,
similar mechanisms might contribute to the
proximity of certain RAG translocation targets

on other chromosomes to antigen receptor
loci, and RAG may then also function to ensure
stability of cleaved complexes before joining.

During CSR, transcription-dependent in-
teractions among promoters and enhancers
may promote a looped conformation of the CH

region of IgH that could favor synapsis of dif-
ferent S regions (156). In addition, investiga-
tors have speculated that AID and individual S
region sequences play roles in the synapsis of
two different S regions. However, CSR occurs
at significant levels when S regions are deleted
and I-SceI endonuclease DSBs are introduced
at their former locations (6). These latter stud-
ies have concluded that the synapsis of DSBs
separated by substantial distances (e.g., 100 kb
apart) on a chromosome might be promoted by
general mechanisms that evolved to favor intra-
chromosomal DSB joining and suppress inter-
chromosomal DSB joining (6). Support for this
model was provided by a large-scale screen of
RAG-initiated translocations in pro-B cell lines
(5). Finally, the DSB response has been specu-
lated to mediate S region synapsis during CSR
and potentially to promote intrachromosomal
versus interchromosomal DSB repair (95). In
this regard, investigators have proposed, on the
basis of decreased CSR with increased ISDs
in 53BP1-deficient B cells, that 53BP1 plays a
synapsis role during CSR (107). However, more
recently, the same phenotype was found for B
cells deficient for various C-NHEJ factors, sug-
gesting an alternative interpretation that 53BP1
deficiency may favor resolution of DSBs via A-
EJ (e.g., ISD) versus C-NHEJ (e.g., CSR) (75).
Accordingly, 53BP1 deletion leads to extensive
resection of broken DNA ends by an ATM-
dependent process that might promote A-EJ by
exposing MHs (157).

There has been considerable debate as to
whether DSBs move in the context of repair.
In yeast, independent DNA lesions move and
colocalize in repair factories (158). In addition,
persistent unrepaired yeast DSBs migrate from
the nuclear interior to the periphery, where
they are tethered to the nuclear pore complex
(159, 160). In mammalian cells, some studies
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of introduced DSBs have revealed quite lim-
ited movements (161, 162), whereas others have
found DSB movement and clustering, espe-
cially in G1 phase cells (163). An elegant study
that followed a specific I-SceI DSB in real time
concluded that DSBs are relatively stable in the
nucleus and do not aggregate or converge to
shared DNA repair foci (164). However, a po-
tential caveat of this conclusion is that the ex-
periment required visualization via the genera-
tion of large complexes of fluorescent proteins
assembled around DSBs, which might influ-
ence mobility. In certain contexts, it still seems
possible that DSBs might move; in particular,
some proximal DSBs on different chromosomes
might need to move over subcytogenetic dis-
tances for synapsis before joining. In that con-
text, recent studies have demonstrated a role for
53BP1 in movement and joining of uncapped
telomeres (165).

MECHANISMS OF ONCOGENIC
SELECTION OF
TRANSLOCATIONS IN
B CELL LYMPHOMAS

Overview

In tumors, driver mutations are mutations that
allow cells to escape normal cell cycle or dif-
ferentiation control mechanisms and confer a
proliferative advantage during oncogenesis. A
large fraction of human and mouse lymphoid
tumors contain driver mutations in the form
of translocations that fuse Ig or TCR loci to a
cellular oncogene, leading to its ectopic activa-
tion. In this section, we discuss recent progress
in elucidating potential roles of transcriptional
regulatory elements within IgH and TCRα/δ
loci in activating oncogenes subsequent to
translocation.

Potential Roles of IgH
Locus Enhancers

The IgH locus contains two known major
transcriptional enhancer regions. The intronic
enhancer (iEμ) lies between the variable region

exons and Cμ and operates at relatively short
range to promote optimal V(D)J recombina-
tion in developing B cells (166). The IgH 3′

regulatory region (IgH3′RR) is a series of en-
hancers that lies just downstream of the most
3′ set of CH exons (Cα) and modulates CSR
in mature B cells by long-range (over 100 kb)
activation of certain I promoters (167). The
IgH3′RR does not gain full enhancer activity
until late in B cell development (167). Experi-
ments with transgenic mice bearing c-myc fused
to either iEμ or the IgH3′RR have demon-
strated that both mediate c-myc overexpression
and promote B lineage tumors. The iEμ/c-myc
transgenes usually predisposed mice to pre-B
cell lymphomas (47), whereas IgH3′RR/c-myc
transgenes predisposed mice to more mature
B cell tumors (168–170). However, in many
mature B cell lymphomas with CSR-associated
translocation breakpoints, iEμ is not linked to
c-myc in the oncogenic T(12;15) but instead is
contained in the reciprocal T15;12 (1), suggest-
ing that IgH transcriptional regulatory elements
other than iEμ play a key role in activation of
translocated oncogenes (Figure 5).

To test the role of the IgH3′RR in oncogenic
translocations definitively, a mutation that in-
activates the IgH3′RR was bred into the CXP
mouse model that routinely develops periph-
eral B cell tumors with IgH S region to c-
myc translocations. Strikingly, peripheral B cell
lymphomas were abrogated in CXP mice ho-
mozygous for the IgH3′RR inactivating muta-
tion, even though IgH/c-myc translocations oc-
curred at normal frequency in nontransformed
CXP B cells (140). This study concluded that
the IgH3′RR is not necessary for the occurrence
of IgH/c-myc translocations but that it is re-
quired to transcriptionally activate c-myc subse-
quent to translocation. The IgH3′RR activated
c-myc in translocations that involved the Sμ re-
gion, which lies nearly 200 kb upstream, indi-
cating that this element can activate oncogene
expression over large distances (140).

The iEμ/c-myc transgenic mice that de-
velop pre-B lymphomas frequently harbor
multiple copies of the transgenes, which could
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RAG1/2

RAG1/2

VH CHDJ

Oncogene cRSS

CHDJ iEμ 3’RR

AID or general break

OR

VDJiEμ 3’RR

AID

VH CHiEμ 3’RR

3’RR

General break

Oncogene Oncogene

??
??

Figure 5
Long-range activation of translocated oncogenes. Left: translocations involving aberrant joining of IgH DSBs generated during V(D)J
recombination to other DSBs generated by RAG activity on cRSS or other mechanisms. Translocated oncogene expression might be
influenced by the iEμ and/or the IgH3′RR. Right: Translocation involving aberrant joining of a S region DSB initiated by AID during
CSR to other DSBs generated by AID activity or other mechanisms. Although iEμ is not linked to the oncogene, IgH3′RR activates a
translocated oncogene over long distances (see text for further details). (Abbreviations: AID, activation-induced cytidine deaminase;
CSR, class switch recombination; DSB, double-strand break; iEμ, intronic enhancer; IgH3′RR, IgH 3′ regulatory region; RAG,
complex of recombination activating gene 1 and 2 products.)

contribute to overexpression. Moreover, a
single-copy c-myc cDNA inserted between the
JH and iEμ does not lead to pre-B lymphomas
but instead leads to more mature B cell
lymphomas and plasmacytomas (47). Several
interpretations for this finding are possible,
but a likely one is that oncogenic activity of the
single-copy c-myc is not sufficiently activated
by iEμ, and, thus, tumor development does
not occur until later developmental stages
when the IgH3′RR becomes fully active. Still,
a significant percentage of DLBCL carry
CSR-mediated translocations that fuse bcl-6 to
the telomeric portion of chromosome 14 and
retain iEμ but not the IgH3′RR (171). Bcl6 ex-
pression is not highly upregulated, but mainly
deregulated, in most such tumors (171), sug-
gesting that its deregulated expression might

be potentially mediated by a nonphysiological
activity of the Iμ exon promoter.

The potential low oncogenic activity of iEμ

suggested by the experiments outlined above
may have significant implications for IgH3′RR
roles in human mature B cell lymphomas
with translocations mediated by aberrant
V(D)J recombination (thought to occur only
in pro- or pre-B cells). In human endemic
Burkitt’s lymphomas, IgH/c-myc translocations
ascribed to aberrant IgH V(D)J recombination
retain iEμ near the translocation breakpoint;
however, c-myc breakpoints may occur several
hundred kb upstream of c-myc (1). Such IgH/c-
myc translocations may arise in early B cell
developmental stages but remain oncogenically
silent until the IgH3′RR becomes fully active
at the mature B cell stage. A similar hypothesis
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may apply to follicular lymphomas that fre-
quently carry V(D)J recombination-initiated
IgH/bcl-2 translocations (1). However, alterna-
tive explanations are conceivable. One is that
development of mature B cell tumors, rather
than pro- or pre-B cell malignancies, from cells
carrying V(D)J-mediated translocations might
reflect the time required for the accumulation
of secondary mutations necessary for trans-
formation. Another is that translocations may
be generated directly in mature B cells, either
by V(D)J breaks arising in pro-B cells and
persisting through development or by breaks
generated by RAG action in peripheral B cells
(see the section on DSBs in Translocations).

Oncogenic Translocations
and Gene Amplification

Murine pro-B cell lymphomas that arise in the
context of germ-line deficiency for C-NHEJ
and p53 routinely harbor complex chromoso-
mal rearrangements (referred to as complicons)
in which IgH and c-myc are highly coampli-
fied (3, 4, 17). In these mouse models, com-
plicons originate from translocations that join
unrepaired RAG-induced breaks in the IgH V
region to sequences far downstream of c-myc,
leading to generation of dicentrics. These di-
centrics are unstable and in the next cell cycle
break again, entering the so-called breakage-
fusion-bridge cycle, which can lead to gene am-
plification (3, 4). The translocations in these
tumors sometimes do not contain iEμ on the
IgH/c-myc translocated chromosome. In such
cases, one may speculate that if translocations
were to occur directly into c-myc they would
not sufficiently activate its expression to onco-
genic levels (owing to the absence or low ac-
tivity of iEμ). Thus, there might be a selection
for oncogenic translocations that occur down-
stream of c-myc and that generate dicentrics,

leading to c-myc gene amplification. Translo-
cations in ATM-deficient mouse T cell lym-
phomas were thought to involve aberrant V(D)J
recombination of the TCRα locus and ectopic
activation of an oncogene via fusion to the
TCRα enhancer. However, recent experiments
have demonstrated that such translocations
arise during TRCδ locus V(D)J recombination,
are independent of the TCRα locus enhancer,
and lead to the generation of complicons that
amplify a small region of chromosome 14 up-
stream of TCRα/δ (172). The latter finding
might suggest that an as yet unidentified onco-
gene may be located in the amplified region. In
human B lineage tumors, complex transloca-
tions/amplifications have been described dur-
ing late-stage tumor progression, for example in
multiple myeloma (173, 174) and GC-derived
B cell lymphomas (175).

Potential Relevance of Activation
Mechanism to Therapy

Understanding the detailed molecular mech-
anisms responsible of aberrant oncogene
activation following translocation has proven
crucial for the development of novel targeted
anticancer therapies. This is the case, for
example, for the drug imatinib, which is
successfully used to treat chronic myeloge-
nous leukemia and which specifically targets
the translocation product, the BCR-ABL
fusion protein (176). Further studies on other
common translocations may, therefore, lead
to other potential therapies. For example,
given the similar organization of the murine
and human IgH loci, identification of drugs
that block the long-range activity of the B
cell–specific IgH3′RR may provide a novel tool
to counteract the oncogenic activity of c-myc
or other oncogenes activated by this element
in the context of IgH locus translocations.

SUMMARY POINTS

1. Recurrent chromosomal translocations are fundamental pathogenetic events in lym-
phomas and leukemias and also in many other tumor types.
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2. Recurrent translocations most often represent low-frequency events that are highly se-
lected in the context of tumor formation or tumor progression. Transcriptional control
elements in antigen receptor loci can contribute to the oncogenicity of a translocation.

3. Most translocations in mice and humans are initiated by DNA double-strand breaks
(DSBs) and are completed by a repair process that involves DSB end-joining.

4. Factors that influence the formation of a translocation (mechanistic factors) can also
contribute to the appearance of particular recurrent translocations in a given tumor;
these include DSB frequency at target loci, proximity of loci in the nucleus for joining,
and availability of end-joining pathways that can join them across chromosomes.

5. Two general types of DNA end-joining pathways are present in mammalian cells. C-
NHEJ is the major pathway and is essential for suppressing translocations and promoting
genomic stability. An alternative end-joining pathway or pathways has been found to join
ends in the absence of C-NHEJ, including ends that are intermediates in IgH class switch
recombination and ends involved in translocations.

FUTURE ISSUES

1. Characterization of factors participating in A-EJ is mandatory for understanding the exact
contribution of both C-NHEJ and A-EJ pathways to the generation of translocations.

2. The precise mechanisms by which DSBs on different chromosomes are juxtaposed before
joining is an important question in the field. Future studies that clarify the molecular
pathways that can lead to synapsis of distant chromosomal DSBs and further studies of
the dynamics of DSBs in living cells should help answer this question.

3. The influence of mechanistic factors on the generation of translocations is masked by
cellular selection. Development of techniques to analyze the occurrence of translocations
in a manner that is unbiased by selection is a prerequisite for elucidating the potential
roles of mechanistic factors in translocation frequency. In this regard, the ability to
discriminate oncogenic driver mutations from passenger mutations in tumors might be
relevant for interpreting data from cancer genome sequencing projects and for the design
of targeted therapies.
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1. Küppers R, Dalla-Favera R. 2001. Mechanisms of chromosomal translocations in B cell lymphomas.
Oncogene 20:5580–94

2. Mitelman F, Johansson B, Mertens F. 2007. The impact of translocations and gene fusions on cancer
causation. Nat. Rev. Cancer 7:233–45

3. Difilippantonio MJ, Petersen S, Chen HT, Johnson R, Jasin M, et al. 2002. Evidence for replicative
repair of DNA double-strand breaks leading to oncogenic translocation and gene amplification. J. Exp.
Med. 196:469–80

4. Zhu C, Mills KD, Ferguson DO, Lee C, Manis J, et al. 2002. Unrepaired DNA breaks in p53-deficient
cells lead to oncogenic gene amplification subsequent to translocations. Cell 109:811–21

5. Mahowald GK, Baron JM, Mahowald MA, Kulkarni S, Bredemeyer AL, et al. 2009. Aberrantly resolved
RAG-mediated DNA breaks in Atm-deficient lymphocytes target chromosomal breakpoints in cis. Proc.
Natl. Acad. Sci. USA 106:18339–44

6. Zarrin AA, Del Vecchio C, Tseng E, Gleason M, Zarin P, et al. 2007. Antibody class switching mediated
by yeast endonuclease-generated DNA breaks. Science 315:377–81

7. Lieber MR. 2010. The mechanism of double-strand DNA break repair by the nonhomologous DNA
end-joining pathway. Annu. Rev. Biochem. 79:181–211

8. Franco S, Alt FW, Manis JP. 2006. Pathways that suppress programmed DNA breaks from progressing
to chromosomal breaks and translocations. DNA Repair 5:1030–41

9. Gostissa M, Ranganath S, Bianco JM, Alt FW. 2009. Chromosomal location targets different MYC
family gene members for oncogenic translocations. Proc. Natl. Acad. Sci. USA 106:2265–70

10. Honjo T, Alt FW, Neuberger M. 2004. Molecular Biology of B Cells. London: Elsevier Acad. 589 pp.
11. Oettinger MA, Schatz DG, Gorka C, Baltimore D. 1990. RAG-1 and RAG-2, adjacent genes that

synergistically activate V(D)J recombination. Science 248:1517–23
12. Schatz DG, Oettinger MA, Baltimore D. 1989. The V(D)J recombination activating gene, RAG-1. Cell

59:1035–48
13. van Gent DC, McBlane JF, Ramsden DA, Sadofsky MJ, Hesse JE, Gellert M. 1995. Initiation of V(D)J

recombination in a cell-free system. Cell 81:925–34
14. Taccioli GE, Rathbun G, Oltz E, Stamato T, Jeggo PA, Alt FW. 1993. Impairment of V(D)J recombi-

nation in double-strand break repair mutants. Science 260:207–10
15. Mombaerts P, Iacomini J, Johnson RS, Herrup K, Tonegawa S, Papaioannou VE. 1992. RAG-1-deficient

mice have no mature B and T lymphocytes. Cell 68:869–77
16. Shinkai Y, Rathbun G, Lam KP, Oltz EM, Stewart V, et al. 1992. RAG-2-deficient mice lack mature

lymphocytes owing to inability to initiate V(D)J rearrangement. Cell 68:855–67
17. Rooney S, Chaudhuri J, Alt FW. 2004. The role of the non-homologous end-joining pathway in lym-

phocyte development. Immunol. Rev. 200:115–31
18. Jung D, Giallourakis C, Mostoslavsky R, Alt FW. 2006. Mechanism and control of V(D)J recombination

at the immunoglobulin heavy chain locus. Annu. Rev. Immunol. 24:541–70
19. Fugmann SD, Lee AI, Shockett PE, Villey IJ, Schatz DG. 2000. The RAG proteins and V(D)J recom-

bination: complexes, ends, and transposition. Annu. Rev. Immunol. 18:495–527
20. Agrawal A, Eastman QM, Schatz DG. 1998. Transposition mediated by RAG1 and RAG2 and its

implications for the evolution of the immune system. Nature 394:744–51
21. Hiom K, Melek M, Gellert M. 1998. DNA transposition by the RAG1 and RAG2 proteins: a possible

source of oncogenic translocations. Cell 94:463–70
22. Tsai AG, Lieber MR. 2010. Mechanisms of chromosomal rearrangement in the human genome. BMC

Genomics 11(Suppl. 1):S1
23. Elkin SK, Matthews AG, Oettinger MA. 2003. The C-terminal portion of RAG2 protects against trans-

position in vitro. EMBO J. 22:1931–38
24. Sekiguchi JA, Whitlow S, Alt FW. 2001. Increased accumulation of hybrid V(D)J joins in cells expressing

truncated versus full-length RAGs. Mol. Cell 8:1383–90
25. Tsai C-L, Schatz DG. 2003. Regulation of RAG1/RAG2-mediated transposition by GTP and the C-

terminal region of RAG2. EMBO J. 22:1922–30

www.annualreviews.org • Translocation Mechanisms in Lymphoma 343

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:3
19

-3
50

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH13-Alt ARI 14 February 2011 14:5

26. Corneo B, Wendland RL, Deriano L, Cui X, Klein IA, et al. 2007. Rag mutations reveal robust alternative
end joining. Nature 449:483–86

27. Nemazee D. 2006. Receptor editing in lymphocyte development and central tolerance. Nat. Rev. Im-
munol. 6:728–40

28. Jhunjhunwala S, van Zelm MC, Peak MM, Cutchin S, Riblet R, et al. 2008. The 3D structure of the
immunoglobulin heavy-chain locus: implications for long-range genomic interactions. Cell 133:265–79

29. Difilippantonio S, Gapud E, Wong N, Huang C-Y, Mahowald G, et al. 2008. 53BP1 facilitates long-
range DNA end-joining during V(D)J recombination. Nature 456:529–33

30. Ramon-Maiques S, Kuo AJ, Carney D, Matthews AG, Oettinger MA, et al. 2007. The plant home-
odomain finger of RAG2 recognizes histone H3 methylated at both lysine-4 and arginine-2. Proc. Natl.
Acad. Sci. USA 104:18993–98

31. Liu Y, Subrahmanyam R, Chakraborty T, Sen R, Desiderio S. 2007. A plant homeodomain in RAG-
2 that binds hypermethylated lysine 4 of histone H3 is necessary for efficient antigen-receptor-gene
rearrangement. Immunity 27:561–71

32. Matthews AGW, Kuo AJ, Ramón-Maiques S, Han S, Champagne KS, et al. 2007. RAG2 PHD finger
couples histone H3 lysine 4 trimethylation with V(D)J recombination. Nature 450:1106–10

33. Ji Y, Resch W, Corbett E, Yamane A, Casellas R, Schatz DG. 2010. The in vivo pattern of binding of
RAG1 and RAG2 to antigen receptor loci. Cell 141:419–31

34. Akamatsu Y, Monroe R, Dudley DD, Elkin SK, Gartner F, et al. 2003. Deletion of the RAG2 C terminus
leads to impaired lymphoid development in mice. Proc. Natl. Acad. Sci. USA 100:1209–14

35. Dudley DD, Sekiguchi J, Zhu C, Sadofsky MJ, Whitlow S, et al. 2003. Impaired V(D)J recombination
and lymphocyte development in core RAG1-expressing mice. J. Exp. Med. 198:1439–50

36. Li Z, Dordai DI, Lee J, Desiderio S. 1996. A conserved degradation signal regulates RAG-2 accumulation
during cell division and links V(D)J recombination to the cell cycle. Immunity 5:575–89

37. Muramatsu M, Kinoshita K, Fagarasan S, Yamada S, Shinkai Y, Honjo T. 2000. Class switch recombina-
tion and hypermutation require activation-induced cytidine deaminase (AID), a potential RNA editing
enzyme. Cell 102:553–63

38. Chaudhuri J, Basu U, Zarrin A, Yan C, Franco S, et al. 2007. Evolution of the immunoglobulin heavy
chain class switch recombination mechanism. Adv. Immunol. 94:157–214

39. Odegard VH, Schatz DG. 2006. Targeting of somatic hypermutation. Nat. Rev. Immunol. 6:573–83
40. Di Noia JM, Neuberger MS. 2007. Molecular mechanisms of antibody somatic hypermutation. Annu.

Rev. Biochem. 76:1–22
41. MacLennan ICM, Toellner K-M, Cunningham AF, Serre K, Sze DM-Y, et al. 2003. Extrafollicular

antibody responses. Immunol. Rev. 194:8–18
42. Dorsett Y, Robbiani DF, Jankovic M, Reina-San-Martin B, Eisenreich TR, Nussenzweig MC. 2007. A

role for AID in chromosome translocations between c-myc and the IgH variable region. J. Exp. Med.
204:2225–32

43. Pasqualucci L, Neumeister P, Goossens T, Nanjangud G, Chaganti RS, et al. 2001. Hypermutation of
multiple proto-oncogenes in B-cell diffuse large-cell lymphomas. Nature 412:341–46

44. Pan-Hammarstrom Q, Jones AM, Lahdesmaki A, Zhou W, Gatti RA, et al. 2005. Impact of DNA ligase
IV on nonhomologous end joining pathways during class switch recombination in human cells. J. Exp.
Med. 201:189–94

45. Yan CT, Boboila C, Souza EK, Franco S, Hickernell TR, et al. 2007. IgH class switching and translo-
cations use a robust non-classical end-joining pathway. Nature 449:478–82

46. Manis JP, Tian M, Alt FW. 2002. Mechanism and control of class-switch recombination. Trends Immunol.
23:31–39

47. Janz S. 2006. Myc translocations in B cell and plasma cell neoplasms. DNA Repair 5:1213–24
48. Liu M, Duke JL, Richter DJ, Vinuesa CG, Goodnow CC, et al. 2008. Two levels of protection for the

B cell genome during somatic hypermutation. Nature 451:841–45
49. Chaudhuri J, Tian M, Khuong C, Chua K, Pinaud E, Alt FW. 2003. Transcription-targeted DNA

deamination by the AID antibody diversification enzyme. Nature 422:726–30
50. Yu K, Chedin F, Hsieh C-L, Wilson TE, Lieber MR. 2003. R-loops at immunoglobulin class switch

regions in the chromosomes of stimulated B cells. Nat. Immunol. 4:442–51

344 Gostissa · Alt · Chiarle

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:3
19

-3
50

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH13-Alt ARI 14 February 2011 14:5

51. Gomez-Gonzalez B, Aguilera A. 2007. Activation-induced cytidine deaminase action is strongly stimu-
lated by mutations of the THO complex. Proc. Natl. Acad. Sci. USA 104:8409–14

52. Lin C, Yang L, Tanasa B, Hutt K, Ju B-g, et al. 2009. Nuclear receptor-induced chromosomal proximity
and DNA breaks underlie specific translocations in cancer. Cell 139:1069–83

53. Zarrin AA, Alt FW, Chaudhuri J, Stokes N, Kaushal D, et al. 2004. An evolutionarily conserved target
motif for immunoglobulin class-switch recombination. Nat. Immunol. 5:1275–81

54. Basu U, Chaudhuri J, Alpert C, Dutt S, Ranganath S, et al. 2005. The AID antibody diversification
enzyme is regulated by protein kinase A phosphorylation. Nature 438:508–11

55. Dorsett Y, McBride KM, Jankovic M, Gazumyan A, Thai T-H, et al. 2008. MicroRNA-155 suppresses
activation-induced cytidine deaminase-mediated Myc-Igh translocation. Immunity 28:630–38

56. Teng G, Hakimpour P, Landgraf P, Rice A, Tuschl T, et al. 2008. MicroRNA-155 is a negative regulator
of activation-induced cytidine deaminase. Immunity 28:621–29

57. Cheng HL, Vuong BQ, Basu U, Franklin A, Schwer B, et al. 2009. Integrity of the AID serine-38
phosphorylation site is critical for class switch recombination and somatic hypermutation in mice. Proc.
Natl. Acad. Sci. USA 106:2717–22

58. McBride KM, Gazumyan A, Woo EM, Schwickert TA, Chait BT, Nussenzweig MC. 2008. Regulation
of class switch recombination and somatic mutation by AID phosphorylation. J. Exp. Med. 205:2585–94

59. Geisberger R, Rada C, Neuberger MS. 2009. The stability of AID and its function in class-switching are
critically sensitive to the identity of its nuclear-export sequence. Proc. Natl. Acad. Sci. USA 106:6736–41

60. Okazaki I-m, Kotani A, Honjo T. 2007. Role of AID in tumorigenesis. Adv. Immunol. 94:245–73
61. Robbiani DF, Bunting S, Feldhahn N, Bothmer A, Camps J, et al. 2009. AID produces DNA double-

strand breaks in non-Ig genes and mature B cell lymphomas with reciprocal chromosome translocations.
Mol. Cell 36:631–41

62. Crouch EE, Li Z, Takizawa M, Fichtner-Feigl S, Gourzi P, et al. 2007. Regulation of AID expression
in the immune response. J. Exp. Med. 204:1145–56

63. Feldhahn N, Henke N, Melchior K, Duy C, Soh BN, et al. 2007. Activation-induced cytidine deaminase
acts as a mutator in BCR-ABL1-transformed acute lymphoblastic leukemia cells. J. Exp. Med. 204:1157–
66

64. Mao C, Jiang L, Melo-Jorge M, Puthenveetil M, Zhang X, et al. 2004. T cell-independent somatic
hypermutation in murine B cells with an immature phenotype. Immunity 20:133–44

65. Sanz LA, Kota SK, Feil R. 2010. Genome-wide DNA demethylation in mammals. Genome Biol. 11:110
66. Tycko B, Reynolds TC, Smith SD, Sklar J. 1989. Consistent breakage between consensus recombinase

heptamers of chromosome 9 DNA in a recurrent chromosomal translocation of human T cell leukemia.
J. Exp. Med. 169:369–77

67. Taylor AM, Metcalfe JA, Thick J, Mak YF. 1996. Leukemia and lymphoma in ataxia telangiectasia. Blood
87:423–38

68. Nambiar M, Kari V, Raghavan SC. 2008. Chromosomal translocations in cancer. Biochim. Biophys. Acta
1786:139–52

69. Gladdy RA, Taylor MD, Williams CJ, Grandal I, Karaskova J, et al. 2003. The RAG-1/2 endonuclease
causes genomic instability and controls CNS complications of lymphoblastic leukemia in p53/Prkdc-
deficient mice. Cancer Cell 3:37–50

70. Petiniot LK, Weaver Z, Vacchio M, Shen R, Wangsa D, et al. 2002. RAG-mediated V(D)J recombination
is not essential for tumorigenesis in Atm-deficient mice. Mol. Cell. Biol. 22:3174–77

71. Marculescu R, Le T, Simon P, Jaeger U, Nadel B. 2002. V(D)J-mediated translocations in lymphoid
neoplasms: a functional assessment of genomic instability by cryptic sites. J. Exp. Med. 195:85–98

72. Raghavan SC, Hsieh C-L, Lieber MR. 2005. Both V(D)J coding ends but neither signal end can re-
combine at the Bcl-2 major breakpoint region, and the rejoining is ligase IV dependent. Mol. Cell. Biol.
25:6475–84

73. Raghavan SC, Swanson PC, Wu X, Hsieh C-L, Lieber MR. 2004. A non-B-DNA structure at the Bcl-2
major breakpoint region is cleaved by the RAG complex. Nature 428:88–93

74. Tsai AG, Lu H, Raghavan SC, Muschen M, Hsieh C-L, Lieber MR. 2008. Human chromosomal
translocations at CpG sites and a theoretical basis for their lineage and stage specificity. Cell 135:1130–
42

www.annualreviews.org • Translocation Mechanisms in Lymphoma 345

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:3
19

-3
50

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH13-Alt ARI 14 February 2011 14:5

75. Boboila C, Jankovic M, Yan CT, Wang JH, Wesemann DR, et al. 2010. Alternative end-joining catalyzes
robust IgH locus deletions and translocations in the combined absence of ligase 4 and Ku70. Proc. Natl.
Acad. Sci. USA 107:3034–39

76. Franco S, Gostissa M, Zha S, Lombard DB, Murphy MM, et al. 2006. H2AX prevents DNA breaks
from progressing to chromosome breaks and translocations. Mol. Cell 21:201–14

77. Ramiro AR, Jankovic M, Callen E, Difilippantonio S, Chen H-T, et al. 2006. Role of genomic instability
and p53 in AID-induced c-myc-Igh translocations. Nature 440:105–9

78. Ramiro AR, Jankovic M, Eisenreich T, Difilippantonio S, Chen-Kiang S, et al. 2004. AID is required
for c-myc/IgH chromosome translocations in vivo. Cell 118:431–38

79. Wang JH, Gostissa M, Yan CT, Goff P, Hickernell T, et al. 2009. Mechanisms promoting translocations
in editing and switching peripheral B cells. Nature 460:231–36

80. Robbiani DF, Bothmer A, Callen E, Reina-San-Martin B, Dorsett Y, et al. 2008. AID is required for the
chromosomal breaks in c-myc that lead to c-myc/IgH translocations. Cell 135:1028–38

81. Jankovic M, Robbiani DF, Dorsett Y, Eisenreich T, Xu Y, et al. 2010. Role of the translocation partner in
protection against AID-dependent chromosomal translocations. Proc. Natl. Acad. Sci. USA 107:187–92

82. Tsai AG, Engelhart AE, Hatmal MM, Houston SI, Hud NV, et al. 2009. Conformational variants of
duplex DNA correlated with cytosine-rich chromosomal fragile sites. J. Biol. Chem. 284:7157–64

83. Tsai AG, Lu Z, Lieber MR. 2010. The t(14;18)(q32;q21)/IGH-MALT1 translocation in MALT lym-
phomas is a CpG-type translocation, but the t(11;18)(q21;q21)/API2-MALT1 translocation in MALT
lymphomas is not. Blood 115:3640–41; author reply 1–2

84. Wang JH, Alt FW, Gostissa M, Datta A, Murphy M, et al. 2008. Oncogenic transformation in the
absence of Xrcc4 targets peripheral B cells that have undergone editing and switching. J. Exp. Med.
205:3079–90

85. Marusawa H. 2008. Aberrant AID expression and human cancer development. Int. J. Biochem. Cell Biol.
40:1399–402

86. Pauklin S, Sernández IV, Bachmann G, Ramiro AR, Petersen-Mahrt SK. 2009. Estrogen directly activates
AID transcription and function. J. Exp. Med. 206:99–111

87. Chiarle R, Voena C, Ambrogio C, Piva R, Inghirami G. 2008. The anaplastic lymphoma kinase in the
pathogenesis of cancer. Nat. Rev. Cancer 8:11–23
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Abstract

Gammaherpesviruses are lymphotropic viruses that are associated with
the development of lymphoproliferative diseases, lymphomas, as well as
other nonlymphoid cancers. Most known gammaherpesviruses estab-
lish latency in B lymphocytes. Research on Epstein-Barr virus (EBV)
and murine gammaherpesvirus 68 (MHV68/γHV68/MHV4) has re-
vealed a complex relationship between virus latency and the stage of B
cell differentiation. Available data support a model in which gammaher-
pesvirus infection drives B cell proliferation and differentiation. In gen-
eral, the characterized gammaherpesviruses exhibit a very narrow host
tropism, which has severely limited studies on the human gammaher-
pesviruses EBV and Kaposi’s sarcoma–associated herpesvirus. As such,
there has been significant interest in developing animal models in which
the pathogenesis of gammaherpesviruses can be characterized. MHV68
represents a unique model to define the effects of chronic viral infection
on the antiviral immune response.
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ORGANIZATION OF THE
HERPESVIRUSES

Herpesviruses are large double-stranded
DNA viruses (genomes range from 120 to
250 kb long). They are an ancient and widely
distributed family of viruses—members of
which have been found in all vertebrate species
examined, and one has even been found in an
invertebrate species (bivalve mollusks) (1). In all
cases examined, each herpesvirus appears to ex-
hibit a very narrow host range (usually limited
to a single species) and, at least for herpesviruses
in mammals, are thought to have coevolved
with their host during speciation. A central
feature of all characterized herpesviruses is that
infections in the natural host persist for the life
of the host and cannot be cleared. A critical
aspect of chronic herpesviruses infections is the
ability of these viruses to establish a noncyto-
pathic infection in specific cell types in which
there is very limited viral gene expression and
the complete absence of virus production—a
program referred to as latency. It should be
noted that the term latency is used to describe
the state of virus infection at the level of both
the individual cell (as defined above) and the in-
fected host. With respect to the latter, this term
most frequently is meant to indicate the state
of the host after resolution of acute/primary
herpesvirus infection and in the absence of any
obvious reactivation disease. However, in the
“latently infected” host there frequently are
low-level sporadic virus reactivation events that
lead to limited virus replication. Regardless,
the dynamics of chronic herpesvirus infections
are distinctly different from the persistent virus
replication observed with a number of other
viruses that establish chronic infections (e.g.,
hepatitis C virus). Notably, the establishment
of latency in specific cell types allows the her-
pesviruses to evade effectively the host immune
response. During latency, the herpesvirus
genome is present in the nucleus of infected
cells and is harbored as a covalently closed
episome—in general the viral genome does not
integrate into the host genome, although there
now appear to be some exceptions [e.g., recent

data on human herpesvirus 6 has provided
evidence of site-specific integration of the viral
genome (2)]. Importantly, a critical aspect
of latency is the ability of these viruses, in
response to specific signals, to turn on the
expression of replication-associated viral genes
resulting in the production of progeny virus—a
process referred to as reactivation. Cells
harboring herpesviral genomes (or fragments
of the viral genome) that cannot reactivate are
best considered to be abortively infected.

Among birds and mammals, the her-
pesviruses are divided into three distinct
subfamilies: α-, β-, and γ-herpesviruses. The
α-herpesviruses are neurotropic, establishing
latency in specific populations of neurons.
Neurons provide a long-lived, terminally dif-
ferentiated, quiescent cell population in which
latent α-herpesvirus can persistent indefinitely
with little or no viral gene expression. The
β-herpesviruses are the largest members of the
herpesvirus family, with viral genome up to
250 kb in length. The best characterized, the
cytomegaloviruses, establish latency in cells of
the myeloid lineage as well as other cell types—
however, little is known about the molecular
control of latency in this family of viruses. The
γ-herpesviruses are lymphotropic, with the
majority establishing latency in B lymphocytes.
Notably, unlike the α- and β-herpesviruses,
all of the characterized γ-herpesviruses are
associated with the development of lympho-
proliferative diseases and lymphomas—as well
as several other types of nonlymphoid cancers.
This review focuses on the pathogenesis of
γ-herpesvirus infection and discusses aspects of
infection that likely predispose some infected
hosts to develop disease. We start with a
brief overview of the human γ-herpesviruses,
followed by a detailed discussion of MHV68
pathogenesis. Finally, we conclude with a
review of infection in the healthy individual.

THE HUMAN
GAMMAHERPESVIRUSES

The γ-herpesviruses are divided into two
genera—lymphocryptoviruses (also known as
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γ1-herpesviruses) and rhadinoviruses (also
known as γ2-herpesviruses) (3). To date, lym-
phocryptoviruses have only been identified in
primates, whereas rhadinoviruses have been
identified in a wide range of mammalian species
including primates. Two γ-herpesviruses have
been identified in humans—Epstein-Barr virus
(EBV), a lymphocryptovirus, and Kaposi’s
sarcoma–associated herpesvirus (KSHV), a
rhadinovirus.

Epstein-Barr Virus

Found in all cases of the endemic form of
Burkitt’s lymphoma (BL) (4), EBV was the
first γ-herpesvirus discovered. Shortly after its
discovery in 1964, Henle and coworkers (5)
determined that EBV infection of umbilical
cord lymphocytes resulted in transformation
of B cells to continuously proliferating lym-
phoblastoid cell lines (LCLs). This was an enor-
mously exciting observation and immediately
suggested an obvious link between EBV infec-
tion and the development of lymphoma. The
ensuing ∼20 years of research utilizing LCLs,
as well as cell lines established from explanted
BL tumors, identified viral antigens expressed
in these cells and further determined which
of these gene products are required for im-
mortalization of primary human B cells (6).
Two classes of viral antigens are consistently
expressed in LCLs: six nuclear antigens, re-
ferred to as EBNAs (Epstein-Barr nuclear anti-
gens), and three membrane proteins, referred
to as LMPs (latency-associated membrane pro-
teins). Of these, LMP-1 is an oncogene able
to transform rodent fibroblasts and is essential
for immortalization of human B cells. However,
LMP-1 expression alone is not sufficient to im-
mortalize human B cells; it also requires the
functions of several of the EBNAs. LMP-1 is
a member of the TNF-receptor superfamily: It
is a ligandless receptor whose function appears
to mimic a constitutively active form of the
cellular CD40 receptor (for details on LMP-1
structure and function, see References 6–8). In
B cells the CD40 receptor plays a critical role
in the interaction of CD4 helper T cells with

antigen-stimulated B cells—facilitating their
differentiation through the germinal center re-
action and development into either memory B
cells or antibody-secreting plasma cells. Of the
EBNAs that are required for B cell immortal-
ization, an important function is the regulation
of the Notch signaling pathway (reviewed in
9, 10). EBNA2 interacts with the cellular fac-
tor RBP-Jκ/CBP1/CSL, which normally inter-
acts with the cleaved intracellular fragment of
the activated Notch receptor (11–14). EBNA2
mimics the function of intracellular Notch—
interaction with RBP-Jκ/CBP1/CSL results in
the activation of gene transcription of those
promoters to which RBP-Jκ/CBP1/CSL is
bound. In contrast, the EBNA3a and EBNA3c
proteins counteract EBNA2 function by com-
peting for binding to RBP-Jκ/CBP1/CSL and
dampening gene transcription (15–19). A num-
ber of other interactions between EBNA pro-
teins and key cellular regulatory proteins have
been identified. However, the importance of
these interactions in most cases has not been
substantiated by viral genetics, and thus it re-
mains unclear whether they play an important
role in EBV immortalization of B cells or in
viral pathogenesis.

Another critical function is the role of
EBNA1 in maintaining the viral episome in
proliferating B cells (20–22). EBNA1 binds to
multiple sites within the latency-associated ori-
gin of replication, oriP. In latently infected B
cells that are proliferating, the viral genome
replicates precisely once per cell cycle; this
is largely carried out by the host replication
machinery (in contrast to lytic virus replica-
tion, which utilizes a viral DNA polymerase).
There is no net increase in the number of viral
genomes present in the latently infected cells
as long as the genomes are appropriately seg-
regated between daughter cells (this may not
always occur and has been speculated as a mech-
anism that may lead to significant variation
in the number of copies of the viral genome
harbored).

A number of well-characterized BL cell lines
exhibit the same viral gene expression pattern
observed in EBV-immortalized LCLs, lending
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credence to the notion that EBV-driven B cell
proliferation is an integral component in the
genesis of BL. However, it was consistently
shown that children with BL had intact cyto-
toxic T lymphocyte (CTL) responses to EBV
LCLs—raising the question of why the growth
of the BL tumors was not controlled in these
individuals (4). Furthermore, previous studies
had clearly shown a critical role for CTLs in
controlling primary EBV infection—which in
approximately half of infected adolescents and
adults manifests as the syndrome known as in-
fectious mononucleosis (23). Notably, trans-
plant and AIDS patients have a significantly
elevated risk of developing EBV-associated
lymphomas—underscoring the importance of
cellular immunity in controlling chronic EBV
infection. Subsequent examination of fresh BL
biopsies revealed a much more restricted pat-
tern of EBV gene expression—where only
EBNA1 expression could be detected (4).
Examination of other EBV-associated tumors
also revealed more restricted patterns of vi-
ral gene expression. In Hodgkin’s lymphoma
and nasopharyngeal carcinoma the only EBNA
gene expressed is EBNA1, and there is variable
expression of the LMP genes (23). Thus, it has
become clear that in the EBV-associated can-
cers that arise in immunocompetent hosts there
is limited expression of immunogenetic EBV
antigens. This almost certainly reflects immune
selection pressures on these tumors, but it may
also reflect fundamental differences in the EBV
transcriptional programs that correlate with the
stage of B cell differentiation.

A better picture of chronic EBV infection
in vivo has come from studies examining vi-
ral gene expression in different B cell subsets
(24). Characterization of EBV infection of naive
B cells in the tonsil revealed the same pattern
of viral gene expression observed in LCLs in
vitro. However, analysis of germinal center and
memory B cells demonstrated a much more
restricted pattern of viral gene expression. In
germinal center B cells expression of EBNA1,
along with variable expression of the LMPs, can
be detected—similar to the gene expression pat-
tern observed in some EBV-positive Hodgkin’s

lymphomas. This form of latency is referred to
as type II latency. Analysis of memory B cells
present in the tonsils revealed expression of only
EBNA1 (type I latency)—analogous to the la-
tency program observed in BL. Whereas all
three patterns of EBV latent gene expression
are observed in the tonsils, EBV infection in
the blood is restricted to memory B cells—most
of which do not express any detectable EBV
latency-associated transcripts (type 0 latency).
The model that best accounts for this com-
plex pattern of EBV latency programs posits
that EBV infection of naive B cells mimics the
critical aspects of antigen stimulation and T
cell help, leading to the formation of germi-
nal centers. In the germinal center EBV gene
expression shifts to a more restricted pattern—
the type II latency program—with LMP1 re-
capitulating the signals normally required from
CD4+ helper T cells and LMP2a mimicking
signals normally received from the B cell recep-
tor. Ultimately, it appears that some of the in-
fected germinal center B cells differentiate into
memory B cells and exit the lymphoid tissue
to circulate in the periphery. It remains unclear
whether there is any role for antigen in this pro-
cess. In addition, some latently infected mem-
ory B cells may arise from infection of existing
memory B cells. Finally, the signals that con-
trol reactivation of EBV from latently infected
B cells are unknown, although recent data has
linked plasma cell differentiation with virus re-
activation (25–27). The latter issue is discussed
in more detail in the context of MHV68 infec-
tion of murine B cells.

Kaposi’s Sarcoma–Associated
Herpesvirus

KSHV (human herpesvirus 8, HHV8) was dis-
covered in 1994 in AIDS-associated Kaposi’s
sarcoma (KS) lesions (28). It has subsequently
been shown to be present in all cases of KS
that arise in HIV-infected and HIV-negative
individuals. In addition, KSHV is associated
with the development of primary effusion
lymphoma (PEL) (29), a rare B cell lym-
phoma that occurs in some AIDS patients, and
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multicentric Castleman’s disease (30). Whereas
a great deal is known about the pathogenesis of
EBV in normal seropositive individuals, very
little is known about primary KSHV infection.
Furthermore, attempts to generate human B
cell lines immortalized by KSHV have failed,
leading some to conclude the KSHV lacks the
capacity to transform B cells. This appears to be
underscored by the absence of clear homologs
of the EBV genes required for B cell trans-
formation (e.g., LMP-1). However, another
rhadinovirus, herpesvirus saimiri (HVS), that
infects squirrel monkeys, immortalizes primary
T lymphocytes isolated from humans, some
nonhuman primates, and rabbits (31), indicat-
ing that the ability to transform lymphocytes is
not restricted to the lymphocryptoviruses. This
transforming activity is also shared by a closely
related rhadinovirus, herpesvirus ateles, whose
natural host is spider monkeys (32). As with
KSHV, HVS and herpesvirus ateles also lack
clear homologs of the EBV genes required for
B cell transformation. However, in the case of
HVS, viral antigens that share common func-
tions with the known EBV latency-associated
membrane antigens have been identified (33).

The study of KSHV latency has largely
focused on characterizing viral gene expression
in B cell lines derived from PEL tumors and in
epithelial cells. This has been coupled with ex-
tensive studies on the function of those KSHV
latency-associated antigens and noncoding
RNAs expressed in PEL cell lines (34). These
studies have identified a transcriptionally active
region of the viral genome, referred to as the
major latency locus, which encodes several
antigens, for example, the latency-associated
nuclear antigen (LANA), a cyclin D homolog
(v-cyclin), a FLIP (Flice inhibitory protein)
homolog (v-FLIP), and the Kaposin family
of proteins. In addition, this locus encodes 12
premiRNAs that are processed to generate 18
mature miRNAs. A second nuclear antigen is
encoded by a distinct locus and is a member of
the interferon regulatory factor (IRF) family
(v-IRF3; also referred to as LANA2). Finally,
KSHV encodes a membrane protein (K1) at the
left end of the viral genome that appears to func-

tion as a constitutively signaling B cell receptor
and thus may serve a role similar to that of the
EBV LMP2a antigen. Notably, K1 is expressed
at very low levels during latency and is strongly
upregulated during virus replication. (For re-
cent reviews of KSHV, see References 34, 35.)

A MURINE MODEL OF
GAMMAHERPESVIRUS
PATHOGENESIS

A major limitation to the study of the human
γ-herpesviruses is the absence of a robust
small animal model in which to investigate
basic aspects of viral pathogenesis—owing to
the narrow host tropism of both EBV and
KSHV. Progress has been made generating
chimeric mice harboring human tissue, an
experimental approach that has been exploited
to investigate specific aspects of EBV and
KSHV pathogenesis. However, the analysis of
viral pathogenesis in such chimeric animals has
significant limitations, especially for studies
of the host immune response to γ-herpesvirus
infection. In addition, there are closely re-
lated γ-herpesviruses that infect nonhuman
primates, which have been the subject of
limited pathogenesis studies, but the high cost
associated with these models and the lack of
host genetic systems have prevented them from
being investigated in depth. Thus, the iden-
tification of γ-herpesviruses in murid rodents
offered the possibility of developing a mouse
model of γ-herpesvirus pathogenesis. Murine
γ-herpesvirus 68 (MHV68, also referred to as
γHV68 and MuHV4) was isolated from bank
voles (Myodes glareolus) and yellow-necked field
mice (Apodemus flavicollis) captured in Slovakia
(36). Closely related viruses have also been iso-
lated from field voles (Microtus agrestis), wood
mice (Apodemus sylvaticus), and white-toothed
shrews (Crocidura russula) (37, 38). A survey in
the United Kingdom has provided evidence
that MHV68 is endemic in wood mice, and the
same study failed to find evidence of MHV68
infection in bank voles, thereby suggesting that
wood mice are a major reservoir for MHV68
(39).
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MHV68 readily infects laboratory mice
(Mus musculus) in which it establishes a chronic
infection that is harbored for life. B cells, along
with macrophages and splenic dendritic cells
(DCs), harbor latent MHV68 in laboratory
mice. The natural route(s) of infection is un-
known, although it has been argued that spread
is likely through the respiratory route (40). At-
tempts to demonstrate horizontal transmission
in laboratory mice have been almost entirely
unsuccessful, leaving unresolved how MHV68
is spread in wild rodent hosts. Following in-
tranasal inoculation there is an acute phase of
virus replication in the lungs that is largely con-
trolled by 9–12 days post infection. The acute
phase of infection in the lungs involves infec-
tion of alveolar epithelial cells (41). Spread to
distal organs (e.g., spleen) is dependent on the
presence of B cells, because mice lacking B
cells exhibit inefficient establishment of latency
at distal sites following intranasal inoculation
with MHV68 (42, 43). Thus, it has been pro-
posed that trafficking of latently infected B cells,
followed by virus reactivation, serves to seed a
secondary wave of virus replication in distal or-
gans. However, B cell are not required for seed-
ing latency in the spleen following intraperi-
toneal inoculation of virus (44). As with EBV
and KSHV, MHV68 infection in the setting of
immune compromise is associated with the de-
velopment of lymphomas (40). However, the
inability of the host immune response to con-
trol persistent MHV68 replication also leads to
significant morbidity and mortality of infected
animals as a result of virus replication [e.g.,
induction of arteritis and multiorgan fibrosis in
IFN-γ receptor null mice (45)].

How related is MHV68 to the known hu-
man γ-herpesviruses? Like KSHV, MHV68
is classified as a rhadinovirus, but the rodent
γ-herpesviruses are clearly distantly related to
the primate rhadinoviruses (estimated to have
diverged ∼60 mya) (46). The entire MHV68
genome has been sequenced and aligned to
the other sequenced γ-herpesviruses (47). No-
tably, as discussed below, there are several viral
genes present in the characterized rodent rhadi-
noviruses that play a role in chronic MHV68 in-

fection but are absent from the KSHV genome
(or other characterized primate rhadinoviral
genomes) (see Figure 1). Similarly, the KSHV
genome also harbors a number of unique genes
not present in the rodent rhadinoviruses—
many of which are located in the same re-
gions of the viral genome as the unique genes
in MHV68—that are presumably involved in
chronic KSHV infection. Transposon mutage-
nesis analyses to identify MHV68 genes playing
a critical role in virus replication have demon-
strated that most of the unique MHV68 genes
are dispensable for replication. Thus they are
candidates for playing a role in chronic MHV68
infection in vivo (see Figure 1) (33, 48, 49).

Prior to discussing what we have learned re-
garding the mechanisms involved in establish-
ing and maintaining MHV68 latency in vivo,
it is worth considering whether studying dis-
tantly related members of the γ-herpesvirus
family is likely to be informative. The fac-
tors that support the importance of these small
animal models are as follows: (a) In addition
to encoding a number of unique gene prod-
ucts involved in chronic infection, MHV68
also encodes several genes involved in la-
tency and reactivation that are well conserved
between primate and rodent rhadinoviruses
(v-cyclin, vBcl-2, vGPCR, LANA, and RTA)
(described in detail below). These are in addi-
tion to the large blocks of genes encoding func-
tions directly involved in virus replication that
are well conserved among all herpesviruses (see
Figure 1) (47). (b) Functional studies on some
of the “unique” γ-herpesvirus gene products
have demonstrated conservation of key func-
tions (e.g., activation of TRAFS by EBV LMP-
1 and HVS STP, or the shared functions of
EBV LMP2A, KSHV K15, and HVS Tip—all
of which harbor SH2 and SH3 docking sites
capable of interacting with Src or Syk fam-
ily members, mimicking aspects of antigen re-
ceptor signaling) (for a review, see 33). (c) All
known γ-herpesviruses are lymphotropic and
associated with the development of lympho-
proliferative disorders and lymphomas. Thus,
it seems almost certain that the basic strategies
utilized by γ-herpesviruses to persist within the
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lymphoid compartment evolved prior to the di-
vergence of these viruses. The downside is that
some specific aspects of viral pathogenesis are
likely to be distinct between distantly related
γ-herpesvirus. However, the core pathogenic
strategies are very likely conserved, and as such,
the MHV68 mouse model has a lot to offer.
Add to this the highly conserved nature of the
innate and adaptive immune systems between
mice and humans, it seems probable that stud-
ies of MHV68 infection will identify conserved
host and viral strategies for the simultaneous
maintenance of lifelong infection and preven-
tion of disease in almost all individuals.

LASTING MEMORIES: EARLY
LESSONS LEARNED FROM
MHV68 PATHOGENESIS IN MICE

Much of the focus in the MHV68 field has
been on characterizing basic aspects of chronic
MHV68 infection and on identifying viral
genes that play a role in these processes. As
mentioned above, early studies identified B
cells, macrophages, and splenic DCs as cell
types that harbor latent MHV68 (50–52). Most
studies have used intraperitoneal or intranasal
inoculation of mice with the virus. Regardless
of route, the spleen is a major site of latently
infected cells, and acute virus replication is
cleared from the spleen by 14–16 days post in-
fection. Thus, latency in the spleen is routinely
monitored 16–18 days post infection, and
the frequency of latently infected splenocytes
at this time is approximately 1 in 100 cells.
Spontaneous virus reactivation (i.e., in the
absence of specific reactivation stimuli) can
be monitored by explanting latently infected
splenocytes onto monolayers of mouse embryo
fibroblasts (MEF), which are permissive for
virus replication. As such, virus reactivation
from latency can be monitored by the ap-
pearance of viral cytopathic effect (CPE) on
the MEF monolayer. Approximately 10% of
latently infected splenocytes harvested at days
16–18 post infection (the peak of viral latency)
reactivate in this assay (43, 51, 53). Notably,
by six weeks post infection very few latently

infected splenocytes spontaneously reactivate
virus, suggesting the establishment of a form
of latency that is molecularly distinct from that
occurring earlier in infection (43). However,
a number of stimuli (e.g., lipopolysaccharide
treatment of explanted splenocytes) can en-
hance reactivation of virus from splenocytes
harvested at late times post infection (54, 55).
Importantly, the frequency of latently infected
cells is largely independent of the inoculating
dose of virus—a range of 0.1 to 1 × 106 pfu of
MHV68 administered intraperitoneally or a
range from 40 to 4 × 105 pfu of virus admin-
istered intranasally resulted in the same levels
of latently infected cells in the spleen (56).
This argues that there is likely a homeostatic
mechanism operant during the maintenance of
latency, which is insensitive to the size of the
inoculating dose of virus provided infection
is established. Computer modeling of EBV
infection suggests that levels of EBV latency
may also be independent of the levels of input
virus (57). The innate and adaptive immune
response to MHV68 clearly can regulate the
number of latently infected cells and their
propensity to reactivate (see below).

Time course studies have revealed MHV68
infection of various B cell subsets, in addition
to macrophages and DCs, at days 16–18 post
infection in the spleen. Early in latency, virus
infection is found in naive (sIgD+), germinal
center (GL7+/CD95+), and isotype-switched
memory B cells (58, 59). However, as infec-
tion progresses, infection of naive B cells rapidly
wanes and is largely absent by three months
post infection (59). Concomitant with the loss
of MHV68-infected naive B cells is a signifi-
cant overall contraction of the pool of latently
infected splenocytes—from a peak of ∼1 in 100
cells to a steady state level of ∼1 in 10,000 cells
by three months post infection. The contribu-
tion of non-B cell reservoirs to the pool of la-
tently infected splenocytes also rapidly wanes
and is nearly nonexistent by three months post
infection (59). Thus, as with EBV, MHV68 is
found nearly exclusively in isotype-switched B
cells that have undergone a germinal center re-
action and appear to reflect memory B cells.
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The absence of definitive markers for murine
memory B cells makes it more difficult to make
this assignment for MHV68 infection than it is
for EBV infection, where CD27 expression on
human B cells clearly defines the memory pop-
ulation. However, based on the data from EBV
and MHV68, it can be argued that a general
strategy, which is likely conserved among γ-
herpesviruses, is the ability to manipulate nor-
mal B cell differentiation to gain access to the
long-lived memory B cell reservoir—an ideal
cell type for evading detection by the host im-
mune response.

The other site of latency that has been
extensively characterized is the peritoneum,
where macrophages are the major cell type
harboring latent MHV68 (51). Establish-
ment of latency in the peritoneum occurs
following either intraperitoneal or intranasal
inoculation—the latter demonstrating that
direct inoculation of virus into the peritoneum
is not necessary to establish latency at this
site. Furthermore, thioglycolate-induced
recruitment of macrophages from bone
marrow progenitors to the peritoneum in
MHV68 latently infected mice, which results
in a 10- to 20-fold increase in the number
of peritoneal macrophages, does not alter
the frequency of MHV68 latently infected
macrophages (51). The latter argues in favor
of a bone marrow reservoir of latently infected
macrophage progenitors that seed latency to
the peritoneum. Virus readily reactivates from
explanted peritoneal exudates cells (PECs) at
the peak of latency (nearly all latently infected
macrophages reactivate virus at days 16–18
post infection) (43, 44, 51). As observed with
virus infection of splenocytes, the percentage
of latently infected PECs that reactivate virus
wanes with time—although virus reactivation
from PECs can still readily be measured at
three to six months post infection (43). Thus,
the behavior of MHV68 latently infected
macrophages appears to be distinct from
latently infected memory B cells, which exhibit
nearly undetectable levels of reactivation at late
times post infection. Notably, B cells are not
required for establishing a chronic MHV68

infection. Infection of B cell–deficient mice
(MuMT) via intraperitoneal inoculation results
in a robust infection that persists for the life
of these animals. A significant percentage of
infected MuMT mice succumb to infection by
day 100, likely owing to the inability of these
mice to adequately control persistent virus
replication (43). Infection of B cell–deficient
mice highlights the ability of MHV68 to estab-
lish a persistent infection in the absence of B
cells, which normally serve as the major reser-
voir for latent MHV68 as well as the source
of antiviral antibodies, the latter of which play
an important role in limiting virus replication
during chronic infection (see discussion below).

VIRAL DETERMINANTS OF
CHRONIC MHV68 INFECTION

In the following sections we briefly highlight
viral genes that play a role in chronic MHV68
infection in vivo. As discussed above, there is
surprisingly little conservation of viral genes
associated with chronic infection between the
lymphocrytoviruses and the rhadinoviruses.
Even among the latter, there are significant
differences between members that infect
primates and those that infect rodents. We do
not discuss viral functions that are clearly as-
sociated with virus replication, except to point
out that these are generally highly conserved
among all γ-herpesviruses (most are conserved
among all herpesviruses). Rather, we limit our
discussion to viral genes that are dispensable
for virus replication in permissive fibroblasts
in tissue culture, but that play a role in mod-
ulating chronic MHV68 in mice. A summary
of the phenotypes observed with recombinant
MHV68 viruses lacking gene products that
have been implicated in either latency and/or
immune evasion is provided in Table 1.

Genes Shared Among Rhadinoviruses

LANA. All characterized rhadinoviruses en-
code a homolog of the KSHV LANA.
The MHV68 LANA homolog (referred to
as mLANA) is significantly shorter than
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the KSHV LANA. It largely comprises the
C-terminal domain that is conserved among the
other characterized LANA homologs and lacks
the long internal repeat and amino-terminal
domains present in the KSHV LANA. MHV68
LANA null viruses are severely compromised in
establishing latency in the spleen following in-
tranasal inoculation—consistent with the pro-
posed role of LANA homologs in maintenance
of the viral episome during latency (60, 61). It is
possible to force the establishment of a chronic
infection with the mLANA null MHV68 by ei-
ther altering the route of inoculation of virus
or infecting immunocompromised mice (62).
However, under these experimental conditions
the viral genome appears to be integrated and
the infected B cells in the spleen are unable to
reactivate virus. Thus, this is probably best de-
scribed as an abortive infection, although the
presence of splenocytes harboring viral genome
persists for many months following infection.

The mLANA null MHV68 also exhibits a
defect in acute virus replication in the lungs
following intranasal inoculation (60). This
defect in virus replication can be partially mim-
icked under some infection conditions in tissue
culture (63), and it correlates with significant
dysregulation in viral lytic gene expression.
Although somewhat counterintuitive, com-
pared with the wild-type MHV68 (or marker
rescue virus), the mLANA null MHV68
exhibits a substantially more rapid and higher
level induction of viral gene expression, along
with a more rapid induction of cell death.
These results suggest that mLANA negatively
regulates MHV68 replication-associated gene
expression, and that in the absence of mLANA,
the resulting altered kinetics of viral gene
expression leads to premature cell death and
diminished levels of virus production under
some experimental conditions. Notably, the
phenotype of the MHV68 mLANA null virus is
reminiscent of the phenotype observed with the
KSHV LANA null mutant (64) as well as the
recently described rhesus rhadinovirus (RRV)
LANA null virus (65)—both of which exhibit
enhanced expression of replication-associated
viral antigens as well as a hyper-replication

phenotype. Thus, a shared function of the
rhadinoviral LANA proteins is regulation
of viral lytic gene expression, which likely
facilitates the establishment of latency.

v-Cyclin. The rhadinoviral v-cyclins are most
closely related to cellular D-type cyclins. The
MHV68 v-cyclin is an oncogene in transgenic
mice when expressed under the control of
the LCK proximal promoter—leading to the
generation of T cell lymphomas (66). MHV68
v-cyclin binds and activates CDK2 both in
vitro and in vivo. It also binds CDK1 in vitro.
In contrast, the KSHV v-cyclin preferentially
binds CDK6, but it can also bind CDK2 and
CDK4 and is able to phosphorylate many sub-
strates that are associated with CDK2, thereby
deregulating normal cell cycle progression in
a number of cell culture model systems (see
above). Whether the differences in CDK bind-
ing between the KSHV and MHV68 v-cyclins
reflect fundamental differences in function
is unknown. The crystal structure of the
MHV68 v-cyclin in complex with CDK2 has
been determined, revealing that the MHV68
v-cyclin makes several novel contacts with
CDK2 compared with CDK2 interaction with
cyclin A, but overall its activation of CDK2
is likely similar to cyclin A (67). In addition,
the crystal structure provided critical insights
into the resistance of γ-herpesvirus v-cyclins
to inhibition by the CKI p27Kip1 (67, 68).

The MHV68 v-cyclin is abundantly
expressed during virus replication from a
promoter mapping just upstream of the v-
cyclin coding exon (orf72). In addition, spliced
v-cyclin transcripts have been identified in the
MHV68 latently infected S11 B lymphoma
cell line—driven by two distinct promoters,
one mapping within the terminal repeats
(P1) and another mapping just outside the
terminal repeats (P2) (69). This is reminiscent
of EBV where the EBNA gene promoter Wp
is encoded with the major internal repeat and
thus, like the P1 promoter, is present in many
copies in the viral genome. In contrast, like P2,
only a single copy of the EBV Cp promoter is
present in the viral genome. Notably, similar to
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KSHV, transcripts initiating from P1 or P2 are
alternatively spliced to either the LANA or v-
cyclin coding exons. A separate study identified
P1-initiated LANA transcripts in the S11 cell
line but did not detect P2-initiated transcripts
or alternatively spliced v-cyclin transcripts (70).
Importantly, spliced LANA and v-cyclin tran-
scripts could also be detected using RNA pre-
pared from splenocytes at day 16 post infection,
indicating that these transcripts are expressed
in the context of MHV68 infection of mice
(69).

Following high-dose (106 pfu) intraperi-
toneal inoculation, v-cyclin null MHV68
mutants containing either a CMV-driven
β-galactosidase expression cassette or a transla-
tion termination codon and frame shift inserted
into the v-cyclin open reading frame (orf )
exhibited wild-type levels of acute virus repli-
cation in the spleen and normal establishment
of latency in both the spleen and peritoneum.
However, both mutants exhibited a profound
defect in virus reactivation from latently in-
fected PECs at six weeks post infection (71). A
related study using a v-cyclin null MHV68, in
which a β-galactosidase expression cassette was
inserted in place of the v-cyclin orf, exhibited
defects in both acute virus replication and reac-
tivation from latently infected splenocytes (72).
However, it is unclear whether latency and re-
activation from splenocytes were negatively af-
fected by alterations in virus replication in vivo.
Further studies using both v-cyclin null virus
and v-cyclin CDK binding mutants revealed
acute replication defects in the lungs following
low-dose (1000 pfu) intranasal inoculation (73).
The acute replication defects observed with the
v-cyclin mutant viruses following low-dose in-
fection were significantly more severe when the
viruses were administered intranasally versus
intraperitoneally (73). In addition, following
intranasal inoculation, neither the v-cyclin
null mutant nor the CDK binding mutant
viruses induced splenomegaly. Surprisingly,
whereas the v-cyclin null mutant was highly
attenuated for reactivation from PECs, neither
of the CDK binding mutants was impaired
for reactivation from this latency reservoir.

The latter argues that the v-cyclin has CDK-
independent functions that play a role in virus
reactivation from peritoneal macrophages.
Thus, the data to date indicate that the MHV68
v-cyclin plays a role in acute virus replication
in some cell types in vivo, as well as playing
an important role in virus reactivation from
latently infected macrophages and, under some
experimental conditions, from latently infected
splenocytes.

vGPCR. Early studies of the MHV68 vGPCR
demonstrated that it is an early gene expressed
during virus replication in permissive cells, but
vGPCR transcripts can also be detected during
viral persistence in vivo (74). Like the KSHV
vGPCR, the MHV68 vGPCR is able to growth
transform NIH 3T3 fibroblasts, demonstrat-
ing a shared function. Disruption of the
vGPCR coding sequences in the MHV68
genome does not alter MHV68 replication in
vitro or in vivo (although there is a hint that
the mutant virus may be cleared slightly faster
from the lungs) (75). In addition, establishment
of latency in the spleen and PECs was normal at
day 16 post infection, as was virus reactivation
(75). However, by six weeks post infection the
vGPCR mutant virus was present at higher lev-
els than wild-type virus in PECs. This did not
correlate with increased virus reactivation from
latency, and latency in the spleen was indistin-
guishable between wild type and the vGPCR
mutant (75). Although the MHV68 vGPCR is
thought to signal constitutively, virus replica-
tion on permissive fibroblasts can be stimulated
by addition of the CXC chemokine KC. No-
tably, this stimulation of growth was lost when a
vGPCR null MHV68 was used, demonstrating
a role for CXC chemokine stimulation through
the MHV68 vGPCR (76). It has subsequently
been shown that chemokines containing the
amino-terminal glutamic acid-leucine-arginine
motif can stimulate signaling from the MHV68
vGPCR (77). The latter studies raise the pos-
sibility that chemokines may play a role in vivo
in modulating MHV68 reactivation from some
cell types, although it is currently unclear what
latently infected cell types express the vGPCR.
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Alternatively, chemokines may be involved only
in promoting virus replication in permissive
cells during acute replication. However, studies
to date have not noted a significant difference
in acute virus replication in vivo.

vBcl-2. Although the gene encoding the
MHV68 vBcl-2 is designated M11 (the M
designation was used to denote genes unique
to the rodent γ-herpesviruses), all the known
γ-herpesviruses encode at least one Bcl-2
homolog. The location of M11 in the MHV68
genome is different from the Bcl-2 homolog
in the KSHV and herpesvirus saimiri rhadi-
noviruses but similar to the location in the EBV
genome (although the EBV Bcl-2 homology,
BHRF1, is in the opposite orientation in the
viral genome). All these Bcl-2 homologs are
fairly divergent from each other and the host
Bcl-2 family members, so it is unclear whether
they were acquired independently or prior
to the divergence of these viruses. Analysis
of the MHV68 vBcl-2 sequence reveals the
presence of a BH1 domain but no apparent
BH2 domain. However, early studies showed
that the MHV68 vBcl-2 can inhibit apoptosis
induced by anti-Fas antibody (78) or by TNF-α
(78, 79). Subsequent structural and functional
studies have defined a hydrophobic BH3
domain–binding groove within the MHV68
vBcl-2, similar to cellular antiapoptotic Bcl-2
family members (80). This domain is critical for
the ability of the MHV68 vBcl-2 to inhibit Bax
toxicity in yeast, and mutation of this domain
abrogated vBcl-2 function during chronic
MHV68 infection (80). These studies have
been extended to show that this same domain of
the MHV68 vBcl-2 is also involved in binding
to the proautophagic protein Beclin-1 and
was able to inhibit autophagy more efficiently
than cellular Bcl-2 (81). Xiaofei et al. (82)
were subsequently able to define a mutation
with the MHV68 vBcl-2 that distinguishes the
antiautophagy function from the antiapoptotic
function. Introduction of this mutation into the
virus formally demonstrated the importance of
inhibiting autophagy during chronic MHV68
infection in mice (82).

M11 transcripts can be detected during
the early phase of virus replication in per-
missive fibroblasts as well as during persistent
infection in vivo (in both lung and spleen)
(79). M11 transcripts were also detected in RT
PCR screens for latency-associated viral gene
expression in PECs (83) as well as splenic B
cells, macrophages, and DCs (84). In vivo, the
MHV68 vBcl-2 is dispensable for acute repli-
cation in immunocompetent mice but required
for efficient virus reactivation from latently in-
fected PECs at both early and late times post
infection (85). However, there is disparity in
the studies on the role of the MHV68 vBcl-2
in splenic latency. Gangappa et al. (85) failed to
observe any defect in splenic latency, whereas a
separate analysis using a distinct M11-deficient
MHV68 found a role for the vBcl-2 in estab-
lishing latency in splenocytes (86). The differ-
ences in these studies may reflect differences
in route of inoculation (intraperitoneal versus
intranasal) or differences in the mutant viruses
utilized.

K3. The MHV68 K3 (mK3) protein is a
homolog of the KSHV-encoded K3 (kK3 or
MIR1) and K5 (kK5 or MIR2) proteins, which
both inhibit antigen presentation by MHC
class I (87, 88). As such, these proteins help
evade host CD8+ CTL responses. Both the
MHV68 and KSHV proteins contain RING
domains and function as E3 ubiquitin ligases
that target ubiquitination of MHC class I heavy
chains (87–89). A notable feature of all three
is their ability to ubiquitinate nonlysine as well
as lysine residues (90–92). In addition, mK3
impairs association of MHC class I proteins
with β2-microglobulin (93), mediated through
interaction of mK3 with the peptide-loading
complex (94). Although the precise mecha-
nisms involved in downregulating MHC class I
expression are somewhat distinct between mK3
and kK3/kK5, the end result is the same. Im-
portantly, although loss of mK3 function does
not alter acute MHV68 in the lungs following
intranasal inoculation, it results in a decreased
frequency of latently infected splenocytes
and enhanced MHV68-specific CD8+ CTLs
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(95). Furthermore, mK3 expression could be
detected in splenocytes and germinal center B
cells at the peak of MHV68 latency (96). Thus,
mK3 modulation of MHC class I expression
preferentially impacts latent MHV68 infection
without altering acute virus replication.

Genes Unique to the
Rodent Rhadinoviruses

Secreted proteins M1, M3, and M4.
MHV68 encodes three related genes (M1, M3,
and M4) near the left end of the unique region
of the viral genome. These genes most likely
arose through gene duplication events, and all
three gene products are secreted proteins—
only one of which, M4, is glycosylated (97).
Most of the focus has been on the M1 and M3
proteins, with little known about the function
of the M4 protein. Studies on M4 have been
hampered by the lack of a robust phenotype
observed with M4 null MHV68 mutants (97).

M3 is abundantly expressed during virus
replication in permissive fibroblast cell lines
and may also be expressed during latency (83,
98, 99). M3 is a broad-spectrum chemokine
binding protein that binds a number of CC
chemokines but shows limited binding to
murine CXC chemokines (human IL-8 is an
exception with a Kd = 18.7 nM) (100, 101).
Furthermore, M3 binding blocks chemokine-
mediated calcium flux and thus chemokine sig-
naling. The crystal structure of M3, alone and
in complex with the CC chemokine MCP-1,
has been determined, revealing that M3 forms a
homodimer that binds two molecules of MCP-
1 (102). Whereas M3 selectively binds CC
chemokines, the MHV68 vGPCR responds to
CXC chemokines (see above).

Insertion of a β-galactosidase expression
cassette into the M3 gene, disrupting M3
expression, had little impact on acute virus
replication in the lungs (103). However,
establishment of latency in the spleen was
significantly compromised with this mutant.
Because insertion of β-galactosidase expression
cassettes into the M genes at the left end of the
viral genome gives rise to complex phenotypes

(104, 105), an M3 null virus was generated in
which only a translational stop codon followed
by a frame shift was inserted near the 5′ end
of the M3 orf (106). The M3.Stop mutant
exhibits normal establishment and reactivation
from splenocytes and PECs following either
intranasal or intraperitoneal inoculation.
However, the M3.Stop mutant is 100-fold
less virulent than the M3 marker rescue virus
(in which wild-type M3 sequences were used
to restore the M3 orf ) after intracerebral
inoculation of virus into 21-day-old mice.
Viral antigen can readily be detected by im-
munohistochemistry in the meninges of either
M3-sufficient or M3-deficient virus, indicating
a robust virus infection. However, there is a
distinct difference in the meningeal infiltrates-:
M3-sufficient virus elicit a neutrophilic inflam-
matory infiltrate, whereas the M3.Stop mutant
elicits an infiltrate composed largely of lympho-
cytes and macrophages. Thus, the M3 protein
can modulate inflammatory responses during
MHV68 infection. However, there is currently
no evidence supporting a role for M3 in either
the establishment latency or reactivation of
MHV68, and little is known about the specific
host chemokines involved in regulating the host
response to any phase of MHV68 infection.

MHV68 mutants in which M1 expression
is disrupted are normal for establishment of
latency, but they exhibit a hyper-reactivation
phenotype from PECs which is apparent by
six weeks post infection. Early characterization
of M1 null MHV68 mutants revealed that
although there is accentuated virus reactivation
from latently infected PECs, presumably aris-
ing from latently infected macrophages, this
mutant is less virulent in IFN-γR−/− mice (104,
107). M1 null virus–infected IFN-γR−/− mice
develop MHV68-associated severe vasculitis,
which is indistinguishable from wild-type
MHV68, but do not develop the MHV68-
induced fibrosis typically observed in the spleen
and lungs of these mice (104, 107). In addition,
whereas 50% of wild-type MHV68-infected
IFN-γR−/− mice succumb to virus infection
by day 100 post infection, no mortality was
observed in M1 null virus–infected IFN-γR−/−
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mice (104). This was notable because other
studies have demonstrated a role for ongoing
virus replication in the MHV68-induced lung
damage that occurs in IFN-γR−/− mice (108).
An explanation for this apparent discrepancy
came from studies examining the basis for the
MHV68-driven expansion and activation of
CD8+ T cells bearing the Vβ4 element that
occurs in most inbred strains of laboratory
mice. The expansion of Vβ4+ CD8+ T cells
peaks at around day 28 post infection and
remains elevated for the life of the mice (i.e.,
no significant contraction of this popula-
tion). This has been proposed to reflect a
superantigen-like activity encoded by MHV68.
Blackman and coworkers (109) have shown
that this expansion appears to be independent
of classical MHC class I expression and thus
is somewhat distinct from that observed with
classical superantigens that drive expansion
(or deletion) of CD4+ T cells in an MHC
class II–dependent fashion. In addition, this
expansion is dependent on B cells—presumably
MHV68-infected B cells (110). Analysis of a
panel of MHV68 mutants revealed that the ex-
pansion and activation of Vβ4+ CD8+ T cells
is dependent on the M1 antigen (107). Fur-
thermore, recombinant M1 antigen can drive
IFN-γ and IL-2 expression from the Vβ4+

CD8+ T cell population. From these studies a
model has been proposed in which M1-driven
expansion and activation of Vβ4+ CD8+ T
cells leads to IFN-γ production, which in
turn suppresses virus reactivation from latently
infected macrophages (as discussed above),
explaining the hyper-reactivation phenotype
observed with PECs latently infected with M1
null mutants (107). Furthermore, these studies
imply that the expanded/activated Vβ4+ CD8+

T cells are required for the MHV68-induced
organ fibrosis observed in IFN-γR−/− mice
(107). It is notable that both EBV and the pri-
mate rhadinovirus, herpesvirus saimiri (HVS),
modulate host T cell function through super-
antigen activity. In the case of EBV, infection
induces expression of a human endogenous
retroviral superantigen (HERV-K18) encoded
by the host cell (111). The significance of such

superantigen activation on EBV pathogenesis
is unclear (111, 112). HVS encodes a superanti-
gen (orf 14) related to mouse mammary tumor
virus 7 superantigen, which can directly bind
MHC class II and drive proliferation of human
T cells (113). Furthermore, HVS growth
transformation of common marmoset T lym-
phocytes in vitro, as well as HVS induction of
lymphoma in marmosets, is dependent on an
a functional HVS superantigen (114). Because
HVS is a T cell tropic γ-herpesvirus, the role
of the HVS superantigen in the pathogenesis of
HVS may be distinct from superantigen activity
associated with MHV68 and EBV infections.

M2. M2 was initially identified from RT-PCR
screens of viral genes expressed during latency
(83, 84). In addition, M2 gene expression,
as well as M2 antigen expression, can be
detected in the MHV68 latently infected S11
B lymphoma cell line (115). The M2 protein
plays a critical role in the establishment of
latency as well as reactivation from latency
(105, 116, 117). A M2-null strain of MHV68
replicates with wild-type efficiency in mice
following intranasal inoculation but exhibits a
dose-dependent defect in the establishment of
latency at day 16 post infection (105, 116). Un-
der conditions in which the M2-null mutant can
efficiently establish a latent infection (high-dose
intranasal inoculation or low-dose intraperi-
toneal inoculation), the M2-null virus exhibits
a profound reactivation defect, revealing dual
roles for the M2 protein in the viral life cycle
(105, 116). Additionally, efficient transition
of latently infected B cells from the germinal
center reaction to the memory B cell reservoir
appears to be stalled in the absence of M2,
suggesting M2 may manipulate B cell signaling
or differentiation to facilitate establishment of
long-term latency in the memory B cell pool
(116, 118). Numerous candidate SH3 binding
motifs throughout M2, as well as two tyrosine
residues that are phosphorylation targets, sug-
gest that M2 may function as a molecular scaf-
fold that modulates specific signal transduction
pathways (119–122). Consistent with this hy-
pothesis, M2 interacts with a number of cellular
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proteins. M2 coimmunoprecipitates with Vav1,
using lysates from the MHV68 latently infected
S11 cell line, and M2 and Vav1 overexpression
in A20 B cells leads to Vav1 phosphorylation,
trimerization with Fyn, and downstream
activation of Rac1 (120–122). In fibroblast cul-
tures, M2 interacts with DDB1/COP9/cullin
repair complex and ATM to suppress DNA-
damage-induced apoptosis (123). In addition,
M2 can suppress STAT1/2 expression, leading
to inhibition of the interferon response (124).

Expression of M2 in primary murine B cells
in vitro leads to enhanced proliferation and
survival, which is dependent on M2-induced
IL-10 expression (125). This was extended
to show that the high serum levels of IL-10
observed following MHV68 infection are
dependent on a functional M2 gene (125). In
addition, CTL responses to MHV68 are en-
hanced in mice infected with M2-null MHV68
compared with wild-type MHV68, consistent
with the predicted consequence of IL-10
expression in dampening the host immune
response. It is notable that EBV encodes an
IL-10 homolog, suggesting that manipulation
of IL-10 expression may be a common strategy
among γ-herpesviruses. M2 expression in
primary B cells leads to downregulation of
MHC class II, B220, and surface IgD and
upregulation in surface expression of the ger-
minal center marker GL7 and IgG (125). This
suggests that M2 expression promotes isotype
switching and differentiation toward a plasma
cell phenotype. This interpretation is corrob-
orated by in vivo studies using recombinant
MHV68 viruses harboring a yellow fluorescent
protein (YFP) transgene, allowing latently
infected B cell populations in the spleen to be
identified during the establishment of latency
(126). Comparison of wild-type and a M2-null
MHV68 using this approach revealed that M2
is not required for entry into a germinal center
reaction (most virus-infected B cells at the peak
of latency appear to be germinal center B cells)
(127). However, whereas wild-type MHV68
is also found in splenic plasma cells [approxi-
mately 8–10% of MHV68-infected splenocytes
are plasma cells at the peak of viral latency

(126)], the M2-null mutant is completely
absent from the splenic plasma cell population
(127). Furthermore, purification of plasma cells
and nonplasma cells from the spleens of mice
harvested at the peak of MHV68 latency (days
16–18 post infection) revealed that plasma cell
differentiation is linked to virus reactivation
from latency (127). The latter result is consis-
tent with recent studies on EBV and KSHV,
which also demonstrate virus reactivation
linked to plasma cell differentiation. Finally,
M2 can drive plasma cell differentiation of the
murine BCL1 B lymphoma cell line in tissue
culture (127). Thus, the reactivation defect
observed with M2-null mutants correlates
with the inability of virus to drive plasma
cell differentiation and subsequent virus re-
activation. Furthermore, it suggests that an
analogous function is likely encoded by KSHV
and EBV, which are also dependent on plasma
cell differentiation for virus reactivation.

HOST CONTROL OF MHV68
INFECTION: LIFELONG
CONTROL OF A MOVING
ANTIGENIC TARGET

Herpesvirus infections manifest in three clinical
phases: acute (lytic) replication, latency, and re-
activation. However, when discussing the host
response to MHV68 infection, it is informative
to consider that these infections represent at
least five unique phases that likely must be dealt
with using distinct immune effectors. These five
states parallel the natural history of infection as
outlined above:

1. Acute infection: characterized by robust
replication in mucosal epithelial cells
(and other cell types following systemic
spread) and abundant expression of most
viral proteins.

2. Latency expansion: characterized by viral
gene driven proliferation and differenti-
ation of infected B lymphocytes. During
this phase of infection, viral gene expres-
sion shifts from the large array of lytic
proteins and is dominated by a hand-
ful of viral proteins that seem to directly
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regulate B cell signaling pathways and
modulate the developing cellular immune
response to infected cells. This virally in-
duced immune modulation is evasive in
some respects and surprisingly stimula-
tory in others. Acute infection and latency
expansion overlap, with acute replication
dominating the first few days after infec-
tion and latency expansion gradually be-
coming the dominant form of infection
by two to three weeks.

3. Latency: the lifelong carrier state char-
acterized by periodic expression of low
levels of only a few viral proteins re-
quired for maintenance of the viral epi-
some in memory B cells. Latency also ex-
ists in other cellular reservoirs, including
macrophages, DCs, and epithelial cells,
though little is known about the role of
these compartments in long-term infec-
tion. Distinct viral and host genes are re-
quired to permit establishment of latency
in, and reactivation from, different cell
types, so the immunologic perception of
each reservoir is likely distinct (85, 128).

4. Reactivation (from cells in either of these
two states of latency): most robust during
latency expansion and decays rapidly to a
low but detectable rate during long-term
latency. Although reactivation is largely
assumed to be antigenically similar to
acute lytic infection, it differs in some
very significant ways. First, the initiation
of infection from within the latently
infected host cell nucleus bypasses cell-
surface and endosomal innate sensors
of early infection (55). Second, reacti-
vation may initiate in a cell that already
expresses viral inhibitors of antigen pre-
sentation (95). Third, the immunologic
environment of the reactivating cell
contains greatly expanded effector and
memory lymphocytes and neutralizing
immunoglobulin (129). For these rea-
sons, the host response to reactivation
is likely qualitatively, quantitatively, and
kinetically distinct from that elaborated
in response to de novo infection.

5. Persistent replication in sites of relative
immune privilege: well appreciated in
cytomegalovirus infection (130). Simi-
larly, reservoirs of persistent, low-level
replication are presumed to be present
during MHV68 infection. The fact that
such reservoirs have distinct viral and
host genetic requirements for replication
suggests that this form of infection is
antigenically distinct from acute in-
fection and can be controlled only by
unique persistence-specific host immune
effectors (85). It is not known how
replication in persistent reservoirs relates
temporally to the other four phases of
infection, but seeding of these sites likely
occurs during acute infection.

Thus MHV68, like other herpesviruses,
presents a moving target for the host immune
response. The host response to one phase of
infection may be incapable of controlling sub-
sequent stages of infection [and has even been
hypothesized to promote latency by calling B
cells into the primary site of replication (131)],
requiring “recalibration” of the host response
to maintain lifelong control. Thus, it was hy-
pothesized that dissecting the host response to
MHV68 would illuminate specific effectors that
are both crucial for control of persistent virus
infection and distinct from those previously
identified using other model systems (for ex-
ample, purely acute infections such as influenza,
where viral antigen expression and tropism do
not vary greatly from onset to clearance, or
chronic, actively replicating infections such as
persistent strains of lymphocytic choriomenin-
gitis virus (LCMV) (132, 133).

We focus here on the innate and adaptive
sensors and effectors that respond to MHV68
infection during each of these disparate phases
of infection (Table 2). Although the adaptive,
antigen-specific response to MHV68 has
received much attention, a growing body of
evidence highlights the importance of the
cell-intrinsic and innate response in governing
the outcome of many steps of MHV68 infec-
tion. We start with a review of this interesting
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developing field. We next summarize select,
recently appreciated aspects of the adaptive
response that are unique to the control of
latent and reactivating MHV68, focusing
on the evolution of distinct MHV68-specific
lymphocyte subsets in response to the changing
face of a developing MHV68 infection. For a
more comprehensive discussion of the adaptive
response to MHV68, we direct the reader to
other sources (129, 132). Finally, we conclude
with a discussion of relatively new findings
indicating that the host response to latent and
reactivating MHV68 infection exerts durable
bystander effects on the host immune system
that can alter the subsequent response to self,
environmental, and pathogenic antigens in
unpredictable and potentially beneficial ways.

INTRINSIC AND INNATE HOST
RESPONSES TO MHV68

We define “cell-intrinsic” immunity as the
independent response of the cell to nonself,
virus-induced processes that deregulate cellu-
lar homeostasis and “innate” immunity as the
detection of viral molecular patterns by specific
pattern-recognition receptors in a manner that
results in activation of an antiviral inflamma-
tory response. Intrinsic and innate immune re-
sponses may be coordinately regulated and are
therefore treated together here (134).

Relatively little attention has been given
to the cell-intrinsic and innate host responses
to MHV68, an omission that may reflect two
assumptions: (a) that the innate response
to this pathogen would be similar to those
against any DNA virus and (b) that the most
important phases of infection with the human
γ-herpesviruses—latency and reactivation—
would be controlled primarily by adaptive
immunity. Neither of these assumptions is
supported by current data in the MHV68 sys-
tem. Instead, the innate effector mechanisms at
work during the acute response do not always
reflect those operational in other herpesvirus
infections. And although the adaptive T cell re-
sponse in the latently infected host is critical for
preventing reactivation-associated disease, the

molecular switches controlling the decision of
any given cell to reactivate are likely regulated
in a largely cell-intrinsic fashion. Accordingly,
many aspects of the intrinsic and innate
immune systems exert protective effects during
latency, either in addition to antigen-specific
lymphocyte responses, or perhaps by modu-
lating the precise nature of these responses as
they develop. Finally, it is becoming clear that
MHV68 does not merely evade intrinsic or
innate detection, but often usurps cell signaling
machinery integrated with these systems to
promote multiple steps of the viral lifecycle.

Cell-Intrinsic Immunity to MHV68
via Epigenetic Gene Silencing

Herpesvirus genomes are generally epigenet-
ically silenced during latent infection, com-
monly through DNA methylation and deacety-
lation of histones near viral promoters required
for lytic gene expression (135). To determine
whether silencing of lytic genes is essential for
appropriate timing of the establishment of the
latently infected cellular reservoir, Gray et al.
(136) examined the roles of de novo DNA
methyl transferases (Dnmt3a and Dnmt3b) in
MHV68 infection. Mice lacking Dnmt3a and
Dnmt3b in B lymphocytes displayed prolonged
acute replication and increased splenomegaly
during the latency expansion phase following
intranasal infection. These effects correlated
with hypomethylation of the viral lytic trans-
activating gene 50 promoter (137). However,
by day 42 post infection, acute replication had
cleared, latency was established, and methyla-
tion of the gene 50 promoter had been restored
to wild-type levels by alternative mechanisms.
Thus, DNA methyl transferases represent a
critical component of the host response to clear
lytic infection from the body and concomitantly
promote establishment of latency. These mech-
anisms appear to function in a fully cell-intrinsic
manner, because in vitro–infected B cell lines
also methylate viral promoters in a manner that
restrains viral lytic replication (137). In addition
to DNA methylation, histone modifications
likely play a critical role in the cell-intrinsic
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response to MHV68 infection, given that
histone deacetylase inhibitors can induce
reactivation of some latently infected cell lines
and HDAC3 is recruited to the Rta/ORF50
promoter during latency (138). A compre-
hensive understanding of the mechanisms
whereby latently infected cells and the host
immune response to these cells collaborate
to epigenetically silence the viral genome in
distinct latency reservoirs will benefit from
systematic approaches similar to those recently
applied to KSHV (139). These data were
recently supported by mechanistic studies
indicating that HDAC3, HDAC4, and nuclear
corepressor (Ncor) are required to silence
Orf50/Rta transcription and prevent lytic
replication in infected macrophages (139a).

The DNA Damage Response
and p53 Activation

The DNA damage response (DDR) is induced
by double-stranded DNA breaks and triggers
phosphorylation of the minor histone H2AX,
subsequent ATM (DNA damage response ki-
nase) activation, and stabilization of the tumor
suppressor p53. As a result of this activation,
DNA repair machinery is upregulated and the
cell cycle is halted; cells become susceptible
to apoptosis if DNA damage cannot be re-
solved (140). This pathway is activated during
lytic replication with multiple DNA viruses,
including diverse herpesviruses, perhaps as a
consequence of double-stranded DNA ends
produced during viral DNA replication (141).
Thus, the DDR machinery can be considered
a cell-intrinsic sensor of herpesvirus infection,
and the ensuing signaling cascade and p53-
dependent transcriptional response an intrinsic
antiviral effector mechanism. Intriguingly,
studies in MHV68 demonstrate that the DDR
is not simply a host response to virus infection,
but is also usurped to promote viral replication
(142, 143). A conserved viral kinase, ORF36,
is capable of phosphorylating cellular H2AX
directly, even in the apparent absence of DNA
damage. In the absence of ORF36, MHV68
replication is significantly attenuated both

in vitro and in vivo, suggesting that DDR
activation promotes replication. Thus, rather
than inhibiting MHV68 infection, the ATM-
dependent, ORF36-induced DDR facilitates
virus replication by unknown mechanisms
(142). This observation is consistent with
studies in MHV68 latently infected B cell
lines, where MHV68 viral gene expression is
stimulated upon induction of DNA damage
by etoposide, although DDR activation did
not induce full viral reactivation in this system
(144). These observations raise three questions:
(a) How does DDR activation promote viral
replication? (b) How does MHV68 ensure
that the DDR does not result in premature
cell death? (c) Does the DDR play any role in
regulating latent or reactivating infection in
vivo? Mechanistic insight into the first question
is lacking, although both ATM and p53 are
essential for efficient MHV68 replication
in macrophages and fibroblasts, respectively
(63, 145). MHV68 may forestall p53-induced
cell death by multiple mechanisms, either by
direct antagonism of p53 [a function attributed
to the viral episome maintenance protein,
ORF73/mLANA (63, 146)] or downstream by
inhibiting mitochondrial depolarization with
viral inhibitors of apoptosis M11 and M8 (see
below). It is not yet clear whether the DDR and
p53 play roles in detecting or regulating latent
and reactivating infection in the host. ORF36
is not predicted to be expressed during latent
infection, and latent infection per se does not
activate p53 in vitro (144). However, the phos-
phorylation of ATM/ATR targets is altered in
latently infected cells, and the ability of latently
infected cells to recover from transient DNA
damage is impaired (144). Taken together,
these observations suggest that MHV68
specifically and directly activates the DDR
(via ORF36 and perhaps other mechanisms) to
promote lytic replication and that it also mod-
ulates the ensuing ATM-dependent signaling
pathway to prevent p53-induced cell death.

Apoptosis and Autophagy

Apoptosis or programmed cell death is a host
response to limit intracellular pathogens,
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including viruses, and a critical component
of the cell intrinsic and adaptive immune
response during virus infection (147). MHV68
encodes at least two predicted antiapoptotic
proteins, and studies using viruses lacking these
proteins demonstrate three key steps of the
viral life cycle that are susceptible to apoptosis
induction: acute replication, persistent repli-
cation, and reactivation. In murine embryonic
fibroblasts lacking mitochondrial proapoptotic
BH3-domain-containing proteins Bax and Bak,
MHV68 causes less rapid cell death and repli-
cates with 50–100-fold increased efficiency,
indicating that mitochondrial-induced cell
death limits MHV68 replication (148). Con-
firming this model are the recent identification
of the MHV68 M8 gene as a mitochondria-
targeted inhibitor of apoptosis (vMAP) and the
profound attenuation of M8-deficient MHV68
during acute infection. vMAP/M8 interacts
with cellular Bcl-2, Bcl-XL, and the mito-
chondrial voltage-dependent anion channel
(VDAC-1) to inhibit apoptotic pathways (148).
Although the role of vMAP in vivo has not been
reported, mice lacking caspase 3, the central
proteolytic mediator of apoptosis, exhibit in-
creased reactivation of MHV68 and increased
latent viral load during early latency expansion
(16 days post infection) but not at later times
(42 days post infection) (149). This highlights
a role for apoptosis in regulating chronic infec-
tion, although the apoptosis-inducing signals
in vivo are likely to include both intrinsic and
extrinsic, lymphocyte-triggered signaling.

In addition to vMAP, MHV68 encodes
a viral Bcl-2 homolog (vBcl-2/M11), which
inhibits BH3-containing proapoptotic cellu-
lar Bcl-2 family members (discussed above).
MHV68 mutants in which the entire vBcl-2
gene is disrupted are incapable of efficient es-
tablishment of latency, reactivate from latency
poorly, and do not establish persistent infec-
tion in mice lacking IFN-γ (85). Interestingly,
vMAP and vBcl-2 are not functionally redun-
dant: vMAP plays a critical role during lytic in-
fection and vBcl-2 is dispensable at this stage
but necessary for efficient reactivation (85, 148).
The requirement for two viral proteins that

both regulate mitochondrial apoptosis suggests
that the cellular sensors of acute versus reac-
tivating infection, and the ensuing cell death
signaling response, are distinct. Although these
findings were initially interpreted as evidence of
apoptotic control of latent, persistent, and re-
activating infection, it is now appreciated that
vBcl-2 of both MHV68 and KSHV are bifunc-
tional proteins—inhibiting both apoptosis and
autophagy (see below). MHV68 in which the
antiapoptotic functions of vBcl-2 were specifi-
cally ablated is indistinguishable from wild-type
virus at all stages of infection except reactiva-
tion, where it displays approximately tenfold re-
duction in efficiency (85, 148). This highlights
a specific role for apoptosis in preventing virus
reactivation.

Autophagy refers to the self-degradation
and recycling of cytoplasmic organelles and
contents and is induced by cell stress and
nutrient deprivation as a mechanism of recy-
cling macromolecular precursors. In addition,
autophagy serves as an important mechanism
to sequester and clear intracellular bacterial
and viral infections (150). Autophagocytosed
cytoplasmic proteins can gain access to the
class II MHC antigen-presentation pathway,
normally reserved for extracellular antigens
(151). Although cellular Bcl-2 (cBcl-2) was
initially considered solely an inhibitor of apop-
tosis, it also binds to and inhibits Beclin-1, a
cellular inducer of autophagy. Beclin-1 binding
to cBcl-2 prevents autophagy (152). Beclin-1
also interacts with vBcl-2s, and this interaction
is of higher affinity than the interaction of
vBcl-2s with host proapoptotic proteins, sug-
gesting that vBcl-2s may be potent autophagy
antagonists by freeing Beclin-1 from cBcl-2
inhibition (81). The role of vBcl-2 in inhibiting
autophagy during MHV68 infection in vivo
was recently elucidated (82). MHV68 contain-
ing the vBcl-2 mutant MHV68-vBcl-2�α-1
that cannot inhibit autophagy (yet retains its
antiapoptotic functions) showed no defects in
acute replication in vitro and in vivo, and it
establishes latency and undergoes latency ex-
pansion with wild-type efficiency in the spleen
(12–14 days post infection). However, this
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autophagy-inhibition-defective vBcl-2 mutant
exhibited significantly decreased latent viral
load at later times of latency (28–42 days post
infection). Conversely, a vBcl-2 mutant that can
no longer inhibit autophagy—yet still inhibits
apoptosis—displayed wild-type frequencies of
latent cells during long-term maintenance of
latency but reactivated very inefficiently. Thus,
the current model depicts vBcl-2 as an antag-
onist of both autophagy (required for efficient
maintenance of latently infected cells) and
apoptosis (required for efficient reactivation).

NF-κB: Multiple Roles
in MHV68 Infection

NF-κB family transcription factors are key
regulators of innate and adaptive immunity.
NF-κB activation is a requisite step in the
induction of inflammatory cytokines following
innate detection of pathogens via multiple sen-
sors. Furthermore, MHV68 establishes latency
in B lymphocytes where NF-κB has essential
roles in cell survival, proliferation, and trans-
formation. Numerous lines of evidence now
indicate that NF-κB is activated in response to
MHV68 infection and that this activation event
is required for both control of infection and
establishment of latency. The NF-κB family
member p50 has an essential antiviral role
against MHV68 (155). In the absence of p50,
mice exhibit high frequencies of viral latency
in spleen and persistent replication in the lungs
following intranasal infection. In mixed bone
marrow chimeric mice, p50−/− B cells were
defective in establishing MHV68 latency, sug-
gesting a cell-intrinsic requirement for NF-κB
is this phase of infection. This model was tested
by using a recombinant MHV68 encoding
an inhibitor of NF-κB (MHV68-IκBαM) to
demonstrate that inhibition of NF-κB solely
in infected cells did not alter lytic replication
of the mutant virus in vitro or in vivo after in-
tranasal infection (156). This suggests that the
proinflammatory functions of NF-κB to inhibit
acute and persistent infection (deduced from
defects in p50−/− mice) are mediated in trans in
uninfected immune cells. However, inhibition

of NF-κB activity in infected cells triggered a
tenfold decrease in virus latent load during la-
tency expansion in lymphocytes within the lung
and spleen 16 days post intranasal infection,.
This effect is not as prominent by approxi-
mately six weeks post infection. Finally, in vitro
studies also support a prolatency role of NF-κB
against MHV68 infection, because overexpres-
sion of NF-κB p65 in cell culture inhibited
viral replication (157). Thus, there are two
emerging roles for NF-κB in the host response
to MHV68: a protective role in promoting
the antiviral humoral response (mediated by
uninfected cells) and a latency-promoting role
of NF-κB in cis in the infected B cell.

As observed with DDR activation, however,
it appears that MHV68 has evolved to finely
tune the extent of the intracellular response
to infection: Despite a clear requirement for
NF-κB activation to promote establishment
of latency, the latency-maintenance gene
ORF73/mLANA is reported to trigger NF-κB
p65 degradation, and this function is genetically
required for efficient latency establishment
(158). One model that reconciles these two
seemingly contradictory observations takes
into account the critical role for some NF-κB
family members in the germinal center reaction
(159). Although p50−/− mice can assemble a
functional germinal center, p50−/− germinal
center B cells have reduced proliferative
capacity and increased apoptosis. Thus, in
either p50−/− mice or mice infected with
MHV68-IκBαM (which inhibits multiple NF-
κB family members), latently infected cells may
not survive or proliferate following exit from
the germinal center. In contrast, because some
stimuli that activate NF-κB (including toll-like
receptor signaling, see below) can promote
viral reactivation, successful “enforcement”
of latency may require functional inhibition
of NF-κB by ORF73/mLANA. This may
be especially important to prevent MHV68
reactivation during the initial phases of latency
establishment and amplification, when the
inflammatory state of the host is at a high level.
Alternatively, it has been proposed that efficient
establishment of latency requires transient
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inactivation of NF-κB by ORF73/mLANA
during latency expansion in the germinal
center, as is observed in uninfected B cells at
this developmental state (158).

Toll-Like Receptor Signaling:
Multiple Roles in MHV68 Infection

Toll-like receptors (TLRs) are innate antimi-
crobial sensors of eukaryotic cells. MyD88 is
the key adaptor protein that mediates signals
from most TLRs (except TLR3) (160). During
acute MHV68 infection, TLR9, a sensor of
unmethylated CpG DNA, plays only a modest
role in MHV68-specific antiviral immunity.
TLR9−/− DCs are partially defective in their
ability to sense MHV68 infection, as detected
by production of IFN-α and IL-12. These data
are corroborated by in vivo evidence that mice
lacking TLR9 display increased acute replica-
tion and increased viral load and reactivation
following intraperitoneal infection during early
latency. This phenotype was modest (a three-
fold increase in replication and latent load) and
was not evident following intranasal infection
(161). Surprisingly, MyD88 is dispensable for
controlling acute infection and clearance of
lytic virus from mice (162). However, MyD88-
mediated function in B cells is essential for
establishment of MHV68 early in latency as
demonstrated by a tenfold decrease in latent
viral load in MyD88−/− mice, which was also
observed in cis in MyD88−/− B cells in mixed
bone marrow chimeric mice (162). Defective
latency establishment in MyD88−/− mice
correlated with decreased B cell activation and
reduced frequency of germinal center reactions
following MHV68 infection. These data
indicate that TLR/MyD88 pathways detect
MHV68 infection, but they are unable to
stimulate a protective inflammatory response.
Instead, the primary role of TLR signaling
during MHV68 infection is to promote latency
by conferring B cell costimulatory signals
required for establishment of MHV68 latency
(163). The relevant TLRs, and their respective
ligands, promoting viral latency are yet to be
identified.

Although in vitro studies with EBV and
KSHV latently infected cell lines have provided
much information regarding signals capable of
inducing reactivation of lytic replication, little
is known about how reactivation is triggered in
vivo. In addition to promoting establishment of
latency, signaling pathways downstream of the
TLRs can paradoxically also promote viral reac-
tivation. In vitro stimulation of latently infected
B cell lines, or ex vivo stimulation of explanted
splenocytes from mice, with ligands for TLR3,
-4, -5, and -9 increases viral reactivation (55).
When latently infected mice were stimulated
with CpG DNA (TLR9 ligand) or lipopolysac-
charide (TLR4 ligand), robust MHV68
reactivation was induced in vivo. This was
accompanied by an increase in B cell activation
and a recall CD8+ T cell response, presumably
driven by increased viral antigen presentation.
TLR stimulation also induces reactivation of
KSHV, suggesting that TLR ligands repre-
sent one of the host triggers responsible for
reactivation of latent γ-herpesviruses in vivo
(164). In the context of immune suppression,
the invasion of host mucosal surfaces by TLR-
ligand-expressing microbes may be critical for
inducing MHV68 reactivation. The role of
TLR4-dependent signaling in inducing reac-
tivation seems in conflict with a requirement
for MyD88 in establishing MHV68 latency,
suggesting that the precise nature of signaling
downstream of TLRs is modified, perhaps by
viral latency proteins, as infected cells proceed
through the germinal center reaction into the
memory B cell compartment.

Interferon Regulatory Factors:
Multiple Roles in Gammaherpesvirus
Infection

Interferon regulatory factors (IRFs) are a family
of transcription factors that play multiple roles
in the initiation of the host antiviral response.
Key in this respect are IRF1, IRF3, and IRF7,
which each play critical roles in activation of
IFN-αβ expression and in transcriptional in-
duction of antiviral interferon stimulated genes
(ISGs). Also critical for innate sensing of viral
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infection is IRF5, which is required for TLR7
and TLR9 signaling in response to ssRNA and
CpG DNA in the extracellular environment or
endosomal lumen (165). Genetic data indicate
extensive coevolution between host IRFs and
γ-herpesviruses. This coevolution takes two
distinct forms. During lytic replication, the
γ-herpesviruses express multiple genes that an-
tagonize IFN-αβ by inhibiting IRF-dependent
transactivation of ISG expression. Most notable
in this respect are the KSHV-encoded viral
IRFs, which inhibit transactivation by IRF3,
IRF5, and IRF7 (166, 167). Although neither
EBV nor MHV68 encode viral IRFs, these
viruses inactivate host IRFs with other lytic-
cycle proteins (168). MHV68 ORF36 antago-
nizes the capacity of IRF3 to activate IFN-αβ

transcription, in a mechanism that is indepen-
dent of the ORF36 H2AX kinase domain and
conserved in the EBV homolog, BGLF4 (169,
170). The conserved tegument protein ORF45
of KSHV represses IRF7-driven IFN-αβ and
ISG transcription, and although this function
has not been confirmed for MHV68 ORF45,
this conserved gene is essential at an early step
in MHV68 replication (Figure 1), consistent
with a role for antagonizing the innate response
to infection (171). Thus, γ-herpesviruses evade
IRF-driven activation of the IFN-αβ system
to permit efficient lytic replication. Given this
strong genetic data, it is curious to note that no
data exist that directly address IRF activation
during MHV68 lytic infection in vivo.

In contrast, during latent infection, the hu-
man γ-herpesviruses integrate host IRFs into
viral gene expression strategies. IRF2, -5, and
-7 function in a regulatory circuit to modu-
late expression of two EBV proteins critical for
latency and B cell transformation, LMP1 and
EBNA1, by binding to interferon-stimulated
response elements (ISREs) present in viral pro-
moters (172). Expression of KSHV vIL-6 is
also induced by host IRFs binding to ISREs
in the vIL-6 promoter (173). Thus, IRFs are
evolutionarily conserved targets utilized by the
γ-herpesviruses to regulate latent gene expres-
sion. The relevance of these IRF-driven tran-
scriptional circuits to γ-herpesvirus latency and

reactivation in the host has not yet been ex-
plored in the MHV68 system.

Interferon-αβ: Chronic Function
During Latent Infection

Type I interferons are the first line of innate
antiviral cytokines to control viral replication,
and they act either by inducing an intrinsic
antiviral state in IFN-αβ exposed cells or
by modulating the function of responding
immune cells (174). In accordance to known
functions of interferon, mice lacking the
IFN-αβ receptor (IFNAR1−/−) control acute
MHV68 replication poorly (175). IFNAR1−/−

mice display systemic, high-level acute in-
fection, and succumb to low-dose MHV68
infection. Remarkably, surviving mice com-
pletely clear acute virus infection, establish
viral latency at the same frequency as wild-type
mice, and display no persistent lytic replica-
tion. Thus, although IFNAR1 is essential for
control of acute infection, it is not required for
establishment of latency. Little is known about
the mechanisms whereby IFN-αβ controls
MHV68 replication. ISGs that sense cytoplas-
mic viral dsRNA, including PKR and RNase L,
have been implicated in inhibiting replication
of diverse viruses, including α-herpesviruses,
by preventing viral protein synthesis (174).
However, mice lacking both PKR and RNase L
do not display defects in control of any phase of
MHV68 infection (P. Mandal & E.S. Barton,
unpublished data). This suggests either that
MHV68 encodes yet-undiscovered inhibitors
of PKR and RNase L, or that additional unde-
scribed host ISGs control MHV68 infection.
Only one cellular ISG has been demon-
strated to have antiviral function during acute
MHV68 infection: Mice lacking the ubiquitin-
like molecule ISG15 exhibit slight defects in
controlling lytic replication in the lung by an
undefined mechanism (176). However, ISG15
is not required for clearance of acute infection,
for normal establishment of latency, or for
control of reactivation (P. Mandal & E. Barton,
unpublished data). So although IFN-αβ is
a critical host antiviral response to control
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MHV68 infection, the effector mechanisms of
the IFN-αβ pathway are still largely unknown.

Although the latent viral load of IFNAR1−/−

mice is not substantially higher than in wild-
type mice, both latently infected splenocytes
and peritoneal cells from IFNAR1−/− mice
reactivate MHV68 with significantly increased
efficiency (175). The inhibition of MHV68
reactivation attributable to IFN-αβ is most
profound (50-fold) in peritoneal cells, where
latency is presumed to occur in macrophages,
but is also significant in splenic B cells (4-fold
in 129SvPas mice; 10-fold in C57BL6 mice).
The mechanism of IFN-αβ function to reg-
ulate reactivation is not via classical antiviral
ISGs, as mice lacking PKR, RNase L, Mx,
and ISG15 display normal reactivation effi-
ciency (P. Mandal & E.S. Barton, unpublished
data). Interpreting precisely where and when
IFN-αβ functions during MHV68 infection is
clouded by the fact that IFN-αβ protein levels
are below the limit of detection during acute
and latent infection in vivo (177; E.S. Barton,
unpublished observations). IFN-αβ may by
expressed in response to latently infected cells
in a very anatomically constrained manner;
alternatively, it may be basal, noninduced
IFN-αβ that plays a critical role during
MHV68 infection (178). Regardless of mecha-
nism, the fact that IFN-αβ exerts any antiviral
effects during MHV68 latency is remarkable,
as this cytokine pathway has typically been con-
sidered limited to control of acute replicating
infections.

The increased reactivation observed in
IFNAR1−/− mice is accompanied by the
specific upregulation of M2 gene transcription,
suggesting that IFN-αβ normally acts to
repress this gene (175). Indeed, a functional,
IRF-binding ISRE is encoded in the MHV68
M2 locus, located in a region analogous to the
LMP1/LMP2-encoding locus of EBV, and this
ISRE regulates both acute and latent MHV68
infection in mice (P. Mandal & E. Barton,
manuscript in preparation). This suggests
that γ-herpesviruses utilize IRF-dependent
promoters to monitor IFN-αβ expression
levels, using this information to regulate

critical transitions between lytic, latent, and
reactivating infection. This model represents a
nonclassical paradigm for cis-antiviral IFN-αβ

function because it proposes that some “an-
tiviral” functions of IFN-αβ are not mediated
by cellular ISGs, but by viral genes under the
control of IRF-responsive promoters.

THE ADAPTIVE HOST
RESPONSE: A FUNCTIONALLY
REDUNDANT HOST AND A
COEVOLVED PATHOGEN IN
DYNAMIC BALANCE

Natural History of the Lymphocyte
Response to MHV68

MHV68 represents a unique model to define
the effects of chronic viral infection on the
antiviral T lymphocyte response. Whereas
MHV68 establishes a lifelong infection, viral
replication during latency likely occurs at only
a very low level in the immune-competent
host. This contrasts with viruses that show true
persistent productive replication as typified by
LCMV Clone 13, HIV, and hepatitis C virus,
where viral replication proceeds at high levels
in the face of the developing adaptive response.
In such persistently productive infections, a
large body of evidence now supports a role for
chronic high-level antigen exposure leading to
functional exhaustion of the T cell response
and subsequent defects in the establishment
of memory populations (179). A key question
is whether these same hallmarks of exhaustion
occur in a more tightly controlled chronic
infection such as that established by MHV68
or other herpesvirus infections.

Significant effort has been expended to
quantify the antigenic diversity, functional
capacity, and chronological development of
MHV68-specific T cells over time in the in-
fected animal. More than 30 class I MHC–
presented MHV68 peptides have been identi-
fied in the C57BL6 (H-2b) and BALB/c (H-2d)
systems and a subset of these have been char-
acterized using MHC tetramer analyses (180,
181). A number of themes have emerged from
these analyses. First, there are at least three
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kinetically and anatomically distinct waves of
viral antigen presentation that are mirrored
in the expansion and contraction of peptide-
specific CD8+ T cells. The first two waves
are derived from an array of viral lytic pro-
teins, but they display distinct kinetics (182).
The earliest wave of epitope-specific CD8+ T
cells becomes apparent within 6 days of in-
fection, peaks around 10 days post infection,
and is most abundant in the lungs and drain-
ing lymph nodes. These epitopes seem to be
presented solely during acute infection because
CD8+ T cells specific for these peptides con-
tract more rapidly after acute infection is con-
trolled (181). A second, delayed class of lytic
antigens is detected coincident with the peak of
latency expansion and is maintained at high lev-
els for at least two months after acute infection
resolves (180, 183). It is unclear why two dis-
tinct classes of lytic-antigen-specific CD8+ T
cells expand and contract with different kinet-
ics. However, the CD8+ T cells that recognize
the later, sustained class of peptides show signs
of continued antigen exposure in vivo during
latency: They proliferate rapidly and increase
their functional avidity over time, and their
maintenance is blunted following infection with
a viral mutant that constitutively expresses vi-
ral lytic transactivator Orf50/Rta and therefore
does not establish latency (180). CD8+ T cells
examined to date during acute and latent in-
fection in wild-type mice retain high levels of
function (as indicated by IFN-γ and TNF-α
secretion and cytotoxic capacity upon antigen
re-exposure) during latency, with no evidence
of functional exhaustion (184). As long-term
latency becomes more entrenched, MHV68-
specific CD8+ T cells are maintained at lev-
els that exceed those normally observed follow-
ing resolution of acute viral infections, and this
maintenance requires latency-competent virus
(180, 184). The transition from CD8 effector
to effector-memory to central-memory phe-
notypic maturation is relatively prolonged in
mice latently infected with MHV68, with ef-
fector (CD62LlowCD43high) contraction occur-
ring over several months (184). Memory cells
that do arise are at least partially independent

of homeostatic cytokine (IL-15 and IL-7) expo-
sure for their renewal in vivo, and they prolifer-
ate poorly in vitro following exposure to these
cytokines. All these phenotypes point to a role
for continued, low-level viral antigen exposure,
presumably driven by reactivation (a hypothesis
not yet formally tested), in maintaining a highly
functional CD8+ effector population for the life
of the host. However, MHV68-specific mem-
ory cells do not require the presence of antigen
for survival and are capable of homeostatic re-
newal if placed in a lymphopenic host (185).
The capacity of persistent MHV68 to maintain
a highly functional CD8+ lymphocyte response
suggests that γ-herpesviruses may have unique
utility as a vaccine vector (186).

Of note, nearly all viral class I–restricted
MHV68 epitopes studied to date are derived
from proteins required for lytic replication and
thought to be transcriptionally silent during
bona fide latency. One exception is an epitope
derived from the latency-expansion-associated
M2 gene and presented on MHC I H-2Kd
in BALB/c mice, but not in C57BL6 mice. T
cells specific for this epitope arise at the end of
acute replication and are most abundant in the
spleen, where they expand in parallel with la-
tency expansion and then contract. M2-specific
CD8+ cells persist in a functional state that is
distinct from that of lytic-antigen-specific cells:
They express significantly increased levels of
activation markers CD43 (1B11) and CD62L,
are more resistant to the prosurvival effects
of IL-7, and display comparatively enhanced
capacity to rapidly kill antigen-pulsed target
cells in vivo (187). These phenotypes suggest,
perhaps not surprisingly, that latent-antigen-
specific CD8+ T cells are exposed to more
frequent antigen stimuli than lytic-antigen-
specific cells during latency. Importantly, the
capacity to recognize this single peptide seems
to be directly linked to control of the number
of latently infected cells: BALB/c mice display
fewer latently infected cells than do C57BL6
mice when infected with wild-type MHV68,
but not when infected with a virus encoding
M2 where the class I anchor residues have
been mutated to prevent peptide presentation

www.annualreviews.org • Pathogenesis and Host Control of Gammaherpesviruses 379

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:3
51

-3
97

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH14-Speck ARI 14 February 2011 14:10

(188). This finding highlights the concept
that latently infected cells present a very slim
antigenic repertoire for the CTL response
during latency expansion. The size of this
target probably becomes even smaller during
long-term latency, where the only viral gene
expressed is likely the episome maintenance
gene, mLANA. Notably, mLANA appears
to antagonize its own antigen presentation
because introduction of a synthetic epitope
into the mLANA transcript (but encoded in a
separate orf from mLANA) allows elimination
of latently infected cells from the host (189).
Importantly, only during latency expansion is
the viral MHC I degradation protein, mK3,
essential for immune evasion. The primary
role of mK3 may be to permit proliferation
of latently infected cells that must continue to
express viral proteins, including M2, that drive
B cell differentiation (95).

Much less is known about the natural his-
tory of CD4+ T cell activation and maturation
during MHV68 infection. Only a few class II–
restricted viral peptides have been identified,
and detailed functional studies of CD4 T cells
responding to these peptides have not been re-
ported (190). This is a critical gap in our un-
derstanding of the control of latent, persistent,
and reactivating MHV68.

Key Players in Adaptive Immunity
to MHV68 Identified in
Immune-Deficient Mice

Early studies on MHV68, utilizing mice
deficient for specific components of the host
immune response, revealed that many aspects
of the adaptive host response are individually
dispensable for resolution of acute virus
replication (reviewed in 191, 129, 132). Mice
lacking CD4+ T cells by virtue of class II
MHC deletion (I-Ab−/−), and therefore also
lacking class-switched T-dependent antibody
responses, eliminate acute MHV68 infection
with kinetics nearly identical to wild-type
mice, demonstrating the ability of CD8+ T
cells to respond effectively to acute infection in

the absence of classical help or antibody (192).
Likewise, mice lacking functional CD8+ T
cells, B cells, or IFN-γ effectively control acute
replication, although the capacity of IFN-γ−/−

mice to control acute infection is strain specific
(128, 192, 193). Thus, the adaptive response
to MHV68 acute infection is characterized by
remarkable redundancy.

In contrast, control of persistent, latent,
and reactivating MHV68 infection can be
accomplished only by nonredundant, collabo-
rative functions of B cells, CD4+ and CD8+ T
lymphocytes, and functional IFN-γ signaling
(reviewed in 129). Absence of any of these
effectors results in disregulated chronic infec-
tion with deleterious effects on the host. This
underscores the importance of the emerging
concept that acute and latent infection must be
considered separate immunologic entities. For
example, as mentioned above IFN-γR−/− mice
develop a severe large-vessel arteritis and fibro-
sis in multiple organs including the spleen and
lungs during latency and eventually succumb
to virus infection (192). These phenotypes in
IFN-γR−/− mice are associated with increased
ex vivo reactivation of MHV68 specifically
from peritoneal macrophages, suggesting that
latency in macrophages but not B cells is
controlled by the action of IFN-γ (128). In
the absence of CD4+ T cells, within a few
weeks of clearance of acute infection, MHV68
reactivates from latency at high levels, resulting
in persistent lytic replication and progressive
tissue damage, culminating in death of all
animals by about three months post infection.
The picture is similar in mice lacking CD8+ T
cells: These mice eliminate acute infection via
mechanisms requiring perforin and Fas (194).
However, persistent low-level lytic replication
occurs in the peritoneal compartment (and to
a lesser extent the spleen), the frequency of
latently infected cells is increased, and these
cells are far more likely to undergo reactivation
(128).

The phenotypes of mice lacking B cells, T
cells, and IFN-γ argue that the detente between
MHV68 and the immunocompetent host is an
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uneasy truce that requires constant vigilance
by many components of the host immune
system. As such, it is interesting to speculate
that apparently healthy immunocompetent
individuals who develop γ-herpesvirus-linked
malignancies—such as the occurrence of EBV-
associated Hodgkin’s lymphoma in adolescents
and young adults who have previously had
infectious mononucleosis (195)—may reflect
subtle defects in aspects of the host immune
response required to control chronic γ-
herpesvirus infections, but not other pathogens.

Mechanisms of Adaptive Control
of MHV68

CD8+ T cells: beyond conventional CTLs.
CD8+ T lymphocytes play a crucial role in
multiple phases of MHV68 infection and
seem to function largely by classical perforin-,
granzyme- and Fas-dependent cytotoxicity to
control MHV68 infection (128, 194, 196). Dur-
ing latent infection, perforin-mediated mech-
anisms reduce the latent viral load in splenic
B cells, but not in peritoneal macrophages.
These data have been interpreted to indicate
that conventional, class Ia MHC-restricted
CD8+ CTLs control acute, persistent, and
reactivating MHV68. However, this is clearly
not the whole story. In the absence of class Ia
MHC molecules (Kb−/− x Db−/− mice), a large
population of β2M-dependent CD8+ T cells
develops and effectively controls all phases of
MHV68 infection. The β2M-dependency of
these CD8+ T cells suggests that they are re-
stricted by class Ib MHC, but they are indepen-
dent of CD1d and it is not clear what antigen(s)
drive their activation and proliferation (197). A
significant percentage of these unconventional
CD8+ cells utilize a Vβ4+ TCR, suggesting
that they may arise in response to the viral
superantigen-like M1 molecule as discussed
above (107). These unconventional T cells are
capable of producing IFN-γ and TNF-α, but
their cytotoxic capacity has not been demon-
strated and it is unclear how they mediate effec-
tive control of MHV68. Finally, in the context

of intact class Ia antigen presentation pathways,
it is not clear to what extent unconventional
CD8+ T cells contribute to clearance, although
Vβ4-skewed TCR utilization suggests that
these cells arise in wild-type mice (197).

CD4+ T cells: more than help. The inability
of I-Ab−/− mice to control long-term MHV68
infection also indicates a nonredundant role for
CD4+ effector cells in the control of infection.
IFN-γ, at least partially derived from CD4+

T cells, is critical for elimination of persistent
lytic replication and for adequate control of
reactivation. In the absence of either CD4+

T cells or IFN-γ, acute infection resolves but
persistent replication continues at a low but
pathologic level in multiple tissues, resulting in
an array of pathologies (including large-vessel
arteritis, widespread fibrosis, and lymphopro-
liferation) that are uniformly fatal after several
months (198, 199). In addition, CD4+ T cells
can control MHV68 replication independently
of CD8+ T cells or B cells, suggesting that
classical help functions do not explain the en-
tire role of CD4+ cells in this infection (200).
MHV68-specific CD4+ T cells display activa-
tion markers, proliferate, and produce IFN-γ
in vivo spontaneously for several months
following infection (201), whereas CD8+ T
cells retain the capacity to produce IFN-γ
but require restimulation with viral antigen
to express IFN-γ protein (187). Interestingly,
these IFN-γ-secreting CD4+ T cells do not
produce TNF-α or IL-2 without restimulation,
suggesting that, even though they are continu-
ously exposed to MHV68 antigen during viral
latency, they are not responding with a fully
activated cytokine response (201). A second
subset of cytolytic (CD107+) CD4+ T cells
exist during latent infection and are capable of
killing viral-antigen-pulsed targets in vivo, but
these cells are distinct from the subpopulation
spontaneously secreting IFN-γ (201). This sug-
gests that a primary source of antiviral IFN-γ
during long-term latency is a subset of CD4+ T
cells, but that a different subset of CD4+ T cells
is capable of direct cytolysis of virus-infected
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cells. The relative contribution of (presumably
noncytotoxic) IFN-γ and cytotoxic functions
of CD4+ T cells in the intact host is not clear.

IFN-γ, either added exogenously or ex-
pressed by CD4+ T cells, can directly control
viral reactivation ex vivo (201–203). The pre-
cise mechanism of IFN-γ to control persistent
replication and reactivation is not defined,
although IFN-γ can directly repress tran-
scription from the major viral transactivating
transcription factor (ORF50, Rta) required to
initiate lytic replication (204), suggesting a non-
cytolytic epigenetic mechanism is responsible.
However, most studies of MHV68 infection in
IFN-γ−/− and IFN-γR−/− mice have not ruled
out potential T cell homeostatic functions for
this cytokine during latent infection (205, 206).
Taken together, these observations highlight a
critical role for CD4+ T cells as direct effectors
of the host response to persistently replicat-
ing and latent/reactivating MHV68, with a
prominent role for IFN-γ in mediating the
protective effects. It remains unclear, however,
precisely which class II MHC+ cells serve as
antigen-presenting cells and cytolytic targets
for these two populations of CD4+ lympho-
cytes during infection, a deficit exacerbated by
our limited understanding of the viral antigens
presented to CD4+ T cells during latency.

Another mechanism by which CD4+ T
cells may contribute to long-term MHV68
control is via the augmentation of CD8+ T cell
responses. The mechanism of CD4+ T cell
help at work during chronic MHV68 infection
is not fully understood. Some component of
this help can be restored by stimulation of
DCs with anti-CD40, suggesting that CD4+

T cell–displayed CD40L licenses DCs in
a manner that enables effective long-term
activation of CD8+ T cells encountering
MHV68 antigen-presenting DCs in lymph
nodes (207). Nevertheless, the progressive
loss of control of infection in I-Ab−/− mice is
somewhat enigmatic because the “helpless”
CD8+ CTLs present in these mice appear
largely functional, displaying activation mark-
ers, cytolytic capacity, and IFN-γ secretion

throughout the duration of the infection (208).
They proliferate without apparent activation-
induced cell death in response to MHV68
antigen delivered via heterologous vectors. In
contrast, “helpless” CD8+ CTLs arising dur-
ing chronic LCMV infection show progressive
signs of functional exhaustion, including loss
of cytotoxic capacity, loss of IFN-γ secretion,
antigen-induced cell death, and upregulation
of inhibitory cell surface molecules, including
PD-1 (209). MHV68-specific CD8+ CTLs
also upregulate inhibitory receptors NKG2A
and PD-1 (210). However, no other signs
of functional exhaustion are evident in the
CD8+ population arising in I-Ab−/− mice, so
how PD-1 expression impacts CD8+ T cell
function in this system remains unclear. It is
not known whether PD-1 upregulation is a
direct consequence of lack of CD4+ T cell
help, or is merely secondary to the increased
MHV68 antigenic load arising during high-
level reactivation in the lungs of I-Ab−/− mice
(192). Blockade of PD-1/PD interactions can
at least partially restore functional control of
MHV68 persistence and extends the lifespan
of I-Ab−/− mice (210). It will be of interest
to determine whether the role of CD4 help
in the anti-MHV68 CD8 response reflects
defective programming of CD8s during the
initial priming events (which occur at different
times for lytic and latent MHV68 antigens) or
defective maintenance of CD8 function during
the entire chronic phase of infection (211, 212).

B cells and antibody. The antibody response
to MHV68 is slow to develop, with high
titers of antibody not appearing until after
acute infection has resolved (213, 214). This
may be due to the high-level polyclonal B
cell activation observed during latency ex-
pansion, which results in prolific generation
of antibodies against nonviral antigens. The
antibody response developed displays only
poor neutralizing capacity in vitro and may
enhance infectivity of Fc-receptor-bearing
cells (215). The role of the humoral response
in MHV68 infection in vivo is more difficult
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to ascertain because B cell–deficient (MuMT)
mice lack both the major cellular site of latency
and the capacity to generate MHV68-specific
antibodies. In the absence of B cells, although
latent infection is established in non-B-cell
compartments, MHV68 reactivation is upregu-
lated, and persistent replication in the lungs and
aorta occur at high levels (44). Furthermore, it
is not clear that the same array of viral antigens
would be expressed in MuMT mice, at the
same levels, or in a manner that permits antigen
presentation to occur as in wild-type infection
(84). In this respect, serum transfer studies and
vaccination of mice to generate anti-MHV68
antibody responses prior to challenge with
MHV68 are probably more informative than
studies in MuMT mice. These studies point
to an important role for antibody in regulating
latent infection, both by decreasing the number
of latently infected cells and by inhibiting reac-
tivation (216, 217). Furthermore, these studies
highlight a potential role for reactivation in
maintenance of the level of latency because an-
tibody against lytic viral antigen could decrease
the number of latently infected cells (218).

B cells also perform antibody-independent
functions during MHV68 infection. Defective
control of MHV68 persistence and reactivation
could be ameliorated simply by rendering mice
transgenic for an irrelevant antibody (specific
for hen egg lysozyme, HEL), which restores
(monoclonal) B cell development (219). HEL-
Ig-transgenic B cells support latent infection
and present viral antigen to responding CD8+

T cells in a manner that promotes effective con-
trol of latent infection and reactivation. Not
clear from this study is whether HEL trans-
genic B cells are also capable of presenting viral
antigen via class II MHC. Restored control of
latency in HEL B cell transgenic mice corre-
lated with increased levels of Vβ4+ T cells and
increased expression of IFN-γ in both CD4+

and CD8+ T cells. Thus, it is apparent that
during MHV68 infection B cells perform auxil-
iary functions unrelated to antibody production
but nevertheless critical for effective control of
chronic infection.

BYSTANDER EFFECTS OF THE
HOST RESPONSE: DOES
LATENCY ALTER
“NORMAL” IMMUNITY?

Our current understanding of the host re-
sponse to MHV68 indicates that the concerted
effects of intrinsic, innate, and adaptive im-
mune response pathways are required to protect
the host from reactivation-induced disease and
transformation of latently infected cells. How-
ever, it is becoming increasingly clear that the
consequences of latent infection are not lim-
ited to control of MHV68, but include broader
effects of the response to self and nonself anti-
gens. While many of these effects may be neg-
ative, surprising benefits of latency-driven im-
mune modulation have also been uncovered.

Exacerbation of Chronic Inflammatory
Disease by Latent Infection

The potential for chronic infections to result in
chronic inflammation has long been appreci-
ated and has resulted in much speculation about
the roles of herpesvirus infections in exacerbat-
ing inflammatory diseases in humans. Indeed,
numerous studies correlate γ-herpesvirus
infection with autoimmune and other inflam-
matory conditions, including atherosclerosis,
chronic fatigue syndrome, multiple sclerosis,
and others (220). However, given the almost
universal prevalence of most herpesvirus
infections, such correlative studies are difficult
to interpret. The advent of the MHV68 system
has permitted controlled experiments to define
the impact of γ-herpesvirus latency on inflam-
matory disease models. These studies make
clear that some inflammatory disease states can
be modulated by latent MHV68. Experimental
autoimmune encephalomyelitis, considered
a model of multiple sclerosis, is exacerbated
in both mouse and rat models in the context
of MHV68 acute infection and latency (221).
Likewise, the development of pulmonary fibro-
sis in response to chemical injury is accelerated
in latently infected mice (222). Development
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of inflammatory atherosclerotic lesions is more
severe in ApoE−/−, MHV68-infected mice
than in uninfected control mice (223, 224).
Inflammatory bowel disease in IL-10-deficient
mice is also exacerbated by MHV68 infection
(225). However, not all autoimmune disease
models display enhanced pathology during
MHV68 infection: Both induced and antibody-
mediated transfer of collagen-induced arthritis
is unaffected by MHV68 latency, as is
ovalbumin-induced asthma (D.W. White, un-
published observations), whereas onset of type
I autoimmune diabetes in nonobese diabetic
mice is actually delayed by MHV68 infection
(226). MHV68 can synergize with genetic and
other environmental irritants to exacerbate
inflammatory disease of the intestinal tract,
resulting in disease outcomes that resemble
human diseases including inflammatory bowel
disease and Crohn’s disease (225, 227). Little
is known about the mechanisms whereby
MHV68 infection alters disease progression
in any of these models. Thus, existing data
in the MHV68 system support a putative
role for γ-herpesvirus infections in human
inflammatory disease severity, but these data
are just beginning to yield mechanistic insight
that will permit more focused clinical studies.

Chronic, Cytokine-Mediated
Activation of Host Phagocytes and
Cross Protection from Secondary
Infections During MHV68 Latency

The chronic CD4+ and Vβ4+ CD8+ T cell
activation and cytokine secretion observed dur-
ing MHV68 latency has potentially beneficial
consequences for host immune physiology that
are only now gaining appreciation. Peritoneal
macrophages in latently infected mice displayed
signs consistent with activation by classical
inflammatory (M1) conditions, including
upregulation of class II MHC. This suggested
that latent infection would protect mice from
subsequent challenge with pathogens normally
controlled by activated phagocytes. Indeed,
latent infection protects mice from lethal
challenge with the intracellular gram-negative

pathogen Listeria monocytogenes, and this cross
protection correlates with dramatically reduced
Listeria replication in vivo and direct bacteri-
cidal activity of macrophages removed from
latently infected mice (228). This protection
is not antigen specific and does not require
presence of either CD4+ or CD8+ T cells
at the time of bacterial challenge, but it does
require presence of class II MHC (E.S. Barton
& D.W. White, unpublished observation) and
IFN-γ and TNF-α, which are both detectable
in the serum of latently infected mice. Latent
MHV68 infection is absolutely essential to
trigger cross protection; a latency-deficient
mutant virus that still undergoes acute infection
did not protect mice from Listeria challenge
(228). Prior to these findings, one study sug-
gested that latent MHV68 infection may lower
parasite burden during Plasmodium infection
(229); subsequently profound and durable
MHV68-induced cross protection against a
broad array of secondary pathogens includ-
ing Yersinia pestis and adenovirus has been
demonstrated (228, 230). These data suggest
that chronic CD4+ and Vβ4+ CD8+ T lym-
phocyte activation (and consequent control of
MHV68 reactivation) also results in bystander
activation of phagocytes that can promote
resistance to bacterial infection. Importantly,
several predictions of this model await testing,
including a requirement for viral reactivation
(as a source of antigen) and the requirement
for macrophage activation for cross protection.
These findings paint a picture of the interaction
between MHV68 and the host immune system
that is more symbiotic than pathogenic and
suggest that herpesvirus latency in humans
may provoke similar cross-protective effects.
Even if these effects are limited in duration,
the multiple herpesvirus infections acquired
during early childhood may have significant
beneficial consequences for human immunol-
ogy. In agreement with this hypothesis, clinical
evidence suggests that immune skewing does in
fact occur following EBV and CMV infection in
humans, with early EBV acquisition providing
a significant protective effect against develop-
ment of Th2-mediated pathologies (231).
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Persistent Arming of Host Natural
Killer Cells During MHV68 Latency:
Do Specific Pathogen-Free Mice
Recapitulate Normal Immunology?

Natural killer (NK) cells are important
effectors of the innate immune system to
viral pathogens and have critical antiviral
roles against herpesviruses including the cy-
tomegaloviruses (232). Paradoxically, infection
of NK cell–depleted mice indicated that NK
cells play no significant roles either in the
control of lytic or latent MHV68 infection
(233). Nevertheless, MHV68 infection leads
to a significant expansion and activation of NK
cells during early infection (234). These acti-
vated NK cells demonstrate cytolytic capacity
in vitro but appear incapable of eliminating
MHV68-infected cells in vivo. How MHV68
virus evades activated NK cell–mediated cytol-
ysis is unknown given that the downregulation
of MHC class I by the viral mK3 gene would be
expected to trigger “missing self”–activating
receptors on NK cells and MHV68 encodes
no known MHC I decoy receptors or NK
inhibitory molecules. The activation of NK
cells during latency may have important by-
stander effects for the host, however, given the
role of NK cells in resisting viral and bacterial
infection, although this hypothesis has not yet
been tested. The most significant aspect of
these studies, however, is their elucidation of a
longstanding conundrum of NK cell biology.
Human NK cells exist in an “armed” state,
with preformed lytic granules that enable rapid
cytotoxic function. In contrast, NK cells in
pathogen-free mice express granzyme mRNA
but not protein, and they require “arming”
(typically via cytokine treatment) in vitro prior
to acquisition of cytotoxic capacity. Remark-
ably, infection with a single latent herpesvirus is
sufficient to equalize this divergent phenotype
between mouse and human (235).

FUTURE DIRECTIONS

A significant amount of work remains to
be done to fully characterize MHV68 gene

expression during the establishment and main-
tenance of latency in vivo. It seems likely that
MHV68, like EBV, expresses distinct latency
gene expression programs in different B cell
and non-B cell populations. However, this re-
mains to be determined. In addition, to date the
analyses of MHV68 latency-associated gene
expression have been limited to characterizing
expression of open reading frames detected
in the viral genomic sequence. However,
it is likely that there are latency-associated
genes that are highly spliced and therefore not
present in the viral genome as obvious open
reading frames. Thus, analyses of purified la-
tently infected cell populations recovered from
infected animals, using methods such as deep
sequencing, will be required to fully charac-
terize the spectrum of latency-associated viral
transcripts. This will be critical for extending
our understanding of the viral strategies used
to manipulate cell differentiation, proliferation
and survival, as well as host responses.

Recent findings that cell-intrinsic stress
response pathways regulate MHV68 replica-
tion, latency, and reactivation raise interesting
questions that will require clever approaches
to dissect the role of these pathways during
infection in vivo. Multiple lines of evidence
implicate viral genes as antagonists of apop-
tosis, yet surprisingly, there are no data to
indicate what the host triggers of apoptosis
in vivo might be, or precisely where they
act. Likewise, although the biochemical data
linking vBcl-2 to inhibition of autophagy in
vitro are compelling, no biochemical evidence
is available, indicating that autophagy occurs
during latent infection in cultured cell lines
or in the host. Assuming that autophagy is
responsible for the reduction of latent load in
the MHV68-vBcl-2�α-1-infected mice, it is
not at all clear how this might be achieved. Do
latently infected cells undergo autophagic cell
death? Alternatively, does autophagy induction
facilitate class II MHC presentation of MHV68
antigen during latency contraction, permitting
CD4-mediated cytotoxic clearance of latent
cells (151)? In addition, although vBcl-2 is
required for persistent lytic replication in

www.annualreviews.org • Pathogenesis and Host Control of Gammaherpesviruses 385

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:3
51

-3
97

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH14-Speck ARI 14 February 2011 14:10

IFN-γ−/− mice, is this phenotype linked to
inhibition of autophagy, apoptosis, or both
(85)? Finally, which signals induce autophagy
in latently infected cells? Recent evidence
indicates that TLR signaling can stimulate
autophagy and autophagic antigen presenta-
tion; it is intriguing to speculate that TLR
ligands both promote reactivation (as described
above) and trigger an autophagic response
to abort this process prior to completion of
viral particle assembly (154). How can the
seemingly contradictory requirements for NF-
κB and MyD88 signaling pathways in either
promoting latency or triggering reactivation
be resolved? Addressing this question will
likely require a much more precise character-
ization of the differentiation of newly infected
naive B cells into germinal center, memory,
and plasma B cells. Finally, the surprising
observation that innate antiviral cytokines,
including IFN-αβ, regulate chronic MHV68
underscores the importance of identifying the
cellular interferon-stimulated genes that reg-
ulate reactivation. These genes may prove to
be promising antiviral targets to treat diseases
associated with γ-herpesvirus reactivation.

With respect to our understanding of the
adaptive host response to MHV68 infection,
a number of key players have been identified,
with a large body of work indicating critical
roles for CD4+ T cells, unconventional CD8+

T cells, and IFN-γ in controlling latent, per-
sistent, and reactivating infection. However,
the precise mechanisms whereby these effectors
mediate protection remains elusive. What viral
antigens drive the expansion and maintenance
of CD4+ T cells, and do these antigens change
over time? This question will likely require a
careful molecular definition of viral latent gene
expression over time in vivo, a critical lack in
our understanding. Do CD4+ T cells function
primarily as direct cytolytic effectors, as a crit-
ical source of IFN-γ, or via help to CD8+ T
cells and B cells? If the latter, how is this help

mediated? Why do CD8+ T cells elicited in
the absence of CD4+ T cells initially control
infection, yet subsequently fail to keep latent
cells in check, despite maintaining high levels
of cytolytic and cytokine expression function?
Does IFN-γ cooperate with intrinsic epigenetic
silencing pathways to repress reactivation in
vivo, as suggested by recent in vitro work? The
demonstration that unconventional, non-class
Ia MHC-restricted CD8+ T cells can control
MHV68 latency is intriguing and it will be crit-
ical to identify the viral antigens (other than
M1) driving the expansion of these cells. The
observation that M1 drives expansion of these
unconventional CD8+ T cells only in certain
mouse strains highlights another critical gap in
our knowledge, namely that we possess a de-
tailed understanding of murine γ-herpesvirus-
driven host responses and pathogenesis only
in a single inbred mouse strain (C57BL6/J),
only following infection of adult mice, and
only with a single viral strain (MHV68). If the
full promise of this small animal model of γ-
herpesvirus pathogenesis is to be realized, at-
tempts must be made to describe the spectrum
of host responses in diverse host and virus ge-
netic backgrounds. The recent identification of
novel murine γ-herpesvirus strains will enable
such comparative studies and highlight which
aspects of our current understanding are truly
reflective of the biology of these pathogens and
which represent the biases of a narrowly de-
fined system. Finally, the behavior of multi-
ple immune compartments (including NK cells
and macrophages as described above) is remark-
ably different in latently infected mice as com-
pared with naive, genetically identical cohorts,
and the virulence of diverse pathogens is pro-
foundly attenuated in latently infected mice
(228). Because there are no pathogen-free or
herpesvirus-free humans, we speculate that our
understanding of “normal” immune function
may benefit from experiments in herpesvirus-
colonized mice (236).
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Abstract

The discovery of genetic defects causing congenital neutropenia has il-
luminated mechanisms controlling differentiation, circulation, and de-
cay of neutrophil granulocytes. Deficiency of the mitochondrial pro-
teins HAX1 and AK2 cause premature apoptosis of myeloid progenitor
cells associated with dissipation of the mitochondrial membrane poten-
tial, whereas mutations in ELA2/ELANE and G6PC3 are associated
with signs of increased endoplasmic reticulum stress. Mutations in the
transcriptional repressor GFI1 and the cytoskeletal regulator WASP
also lead to defective neutrophil production. This unexpected diversity
of factors suggests that multiple pathways are involved in the pathogen-
esis of congenital neutropenia.
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INTRODUCTION

For many years, the biologic function of the
short-lived neutrophil was thought to be lim-
ited to nonspecific phagocytosis and subsequent
killing of microorganisms. More recently, how-
ever, a remarkably sophisticated armamentar-
ium has emerged that endows the neutrophil
granulocyte with its broad array of defense
mechanisms (1). Neutrophil granulocytes se-
crete several antibacterial peptides that modu-
late cytokine and chemokine networks and have
developed a unique system of killing bacteria
and fungi even after they have undergone apop-
tosis, by forming nets that entrap pathogenic
organisms (2). Neutrophils are among the first
cells to respond to tissue injury and reveal a dual
capacity to kill cells and to help reconstitute
tissue integrity; thus, they are critical control
elements shaping the immune response and
mediating effective elimination of invading mi-
croorganisms (1). Not surprisingly, a deficiency
of neutrophil granulocytes causes a profound
state of immunodeficiency. In recent years, the
identification of genetic defects causing severe
congenital neutropenia (SCN) has illuminated
general mechanisms that govern development
and homeostasis of neutrophil granulocytes.
This review is focused on recent insights into
SCN.

SEVERE CONGENITAL
NEUTROPENIA: CLINICAL
CONSIDERATIONS

In 1950, Rolf Kostmann recognized SCN
(“agranulocytosis infantilis hereditaria”) as
an autosomal recessive trait characterized by
deficiency of mature neutrophil granulocytes in
bone marrow and peripheral blood (3, 4). Chil-
dren with SCN, usually defined as an absolute
neutrophil count of less than 500 per micro-
liter, present with invasive bacterial infections
such as omphalitis, skin abscesses, pneumonia,
or septicemia. If untreated, long periods of
neutropenia also predispose a patient to inva-
sive fungal infections. In contrast to infections

in healthy individuals, there is typically a
decreased formation of pus at sites of infection.
Many patients suffer from chronic gingivi-
tis and caries. Furthermore, decreased bone
mineral density, leading to osteopenia or osteo-
porosis and increased propensity to fracture, is a
common clinical problem (5, 6). Many patients
with congenital neutropenia show qualitative
neutrophil aberrations. Bone marrow smears
typically reveal a severe paucity of mature
neutrophil granulocytes while promyelocytes
are present, a finding referred to as myeloid
maturation arrest (Figure 1). Morphological
aberrations include prominent vacuolization
and occasionally aberrations of azurophilic
granules. Functional abnormalities may include
defective migration and bacterial killing, pos-
sibly related to deficiency of granule proteins
(7). Neutrophil granulocytes typically show
increased propensity to undergo apoptosis
(8).

When evaluating decreased peripheral
neutrophil counts, investigators must consider
ethnic variations of neutrophil counts. Indi-
viduals of African descent and some ethnic
groups in the Middle East have, as a group,
lower neutrophil counts. This condition does
not predispose individuals to infections and
has therefore been termed benign ethnic
neutropenia. Benign ethnic neutropenia
represents the most common variant of low
neutrophil counts. Genetic studies in people
of African descent have highlighted the role
of a polymorphism in the gene encoding
the Duffy antigen receptor for chemokines
(DARC) (9). The Duffy Null polymorphism
(SNPrs2814778), associated with protection
against Plasmodium vivax malaria, is strongly
associated with the phenotype of ethnic neu-
tropenia, but the molecular mechanism remains
elusive.

Recently, the identification of underlying
mutations has allowed a more precise under-
standing of the quantitative and qualitative
aberrations of neutrophil granulocytes. These
underlying mutations are the subjects of the re-
maining sections of this review.
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Myeloblast Promyelocyte MetamyelocyteMyelocyte Neutrophil granulocytes

Myeloid maturation arrest

Typical bone marrow smear in severe congenital neutropenia

a

b

Figure 1
(a) Myeloid maturation arrest; (b) illustration of Wright/Giemsa-stained bone marrow aspirate smear in severe congenital neutropenia.

SEVERE CONGENITAL
NEUTROPENIA DUE TO
DEFECTS IN MITOCHONDRIA
(HAX1/AK2)

HAX1 Deficiency

Using a genome-wide linkage study and candi-
date gene sequencing in consanguineous pedi-
grees with SCN, mutations in HAX1 (HCLS1-
associated protein X-1) have been identified
(10). Affected patients lack expression of HAX1
in hematopoietic cells. HAX1 was originally
identified as a binding partner of HS1, a protein
kinase involved in BCR-mediated signaling
(11). HAX1 is a 35-kDa ubiquitously expressed
intracellular protein with pleiotropic functions.
Although it predominantly localizes to mito-
chondria, HAX1 is also seen in the endoplasmic
reticulum (ER) and nuclear envelopes (11). A
series of protein-protein interaction studies

have provided indirect evidence for potential
molecular mechanisms of action.

HAX1 interacts with a great variety of
cytosolic proteins such as cortactin and the
polycystic kidney disease protein PKD2 (12),
Gα13 (13), IL-1α (14), and the integrin αvβ6
(15). These studies suggest that HAX1 may
be directly or indirectly involved in cell mi-
gration and trafficking of intracellular trans-
porter molecules such as bile salt export pro-
tein (BSEP) and ATP-binding cassette-type
transporters (16).

HAX1 also reportedly interacts with phos-
pholamban (17), a cardiac protein that interacts
with and inhibits the sarcoplasmic reticulum
Ca2+-ATPase (SERCA2a). More recently, in-
vestigators showed that HAX1 directly binds to
and downregulates SERCA2 expression, result-
ing in reduced ER Ca2+ levels (18). This poten-
tial mechanism is in line with previous reports
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indicating that regulation of ER Ca2+ home-
ostasis is a critical determinant of sensitivity to
apoptotic stimuli. Bcl2 has been shown to pro-
tect against apoptosis by reducing Ca2+ efflux
across ER membranes (19–21). The proapop-
totic proteins BAX and BAK also influence cell
survival by regulating ER Ca2+ homeostasis
(22, 23). The relevance of HAX1 as regula-
tor of cardiac contractility and Ca2+ cycling
has been confirmed in vivo (24). Downregulat-
ing HAX1 enhanced cardiac contractility, and
HAX1 heterozygous cardiomyocytes showed
increased fractional shortening under baseline
conditions (24). Several functional studies have
confirmed a role for HAX1 in the maintenance
of cellular viability (25, 26). HAX1 regulates
the inner mitochondrial membrane potential
(��m), established via an active ion gradient.
The breakdown of ��m constitutes an irre-
versible step toward initiation of apoptosis. In
HAX1 deficiency, both hematopoietic and non-
hematopoietic cells are susceptible to induced
dissipation of ��m (10). However, the exact
mechanism of action remains elusive.

In contrast to human patients, Hax1-
deficient mice show increased apoptosis in
lymphoid and neuronal cells (27). This pheno-
type is reminiscent of the phenotype in mice
deficient for the serine protease Htra2/Omi (28,
29) and the mitochondrial rhomboid protease
PARL (30), suggesting an epistatic relationship
of these proteins. Of note, Hax1 interacts with
both Htra2/Omi (31) and PARL and facilitates
the processing of Htra2/Omi by PARL. This
pathway may lead to increased activation of the
proapoptotic molecule Bax (27). However, this
view is not unchallenged. HAX1 is not confined
to the inner mitochondrial space. In mito-
chondria, HAX1 may be situated at the outer
mitochondrial membrane (32), yet conclusive
evidence will require high-resolution imaging
experiments. Furthermore, the relevance of
potential sequence homology to BH1 and BH2
domains of the Bcl2 family will only be resolved
when the structure of HAX1 becomes available.

The antiapoptotic function of HAX1 may
also be mediated via its interaction with the

X-linked inhibitor of apoptosis protein (XIAP)
(33). The interaction between HAX1 and XIAP
contributes to cell survival by stabilizing XIAP
and preventing its polyubiquitination (33). In
cardiomyocytes, HAX1 could protect against
hypoxia-reoxygenation-induced apoptosis by
inhibiting caspase-9 activation (34). However,
HAX1 is a target of cleaving enzymes. HAX1
is a substrate of the mitochondrial serine pro-
tease Omi/HtrA2 (31), caspase-3 (35), and
granzyme B (36). Granzyme B generates an
N-terminal HAX1 fragment mediating mi-
tochondrial depolarization in a cyclophilin
D–dependent manner (36).

Interestingly, several viral proteins, such as
EBV nuclear antigen 5 (37), Epstein-Barr virus
nuclear antigen leader protein (EBNA-LP)
(38), HIV1-vpr (25), HIV-rev (39), KSHV-K15
(26), the classical swine fever virus N-terminal
protease (40), and hepatitis C virus core protein
(41), also appear to interact with HAX1, sug-
gesting that viruses have usurped or hijacked
some of the endogenous functions of HAX1.
No conclusive mechanism has yet emerged to
facilitate a comprehensive understanding of all
the facets of HAX1’s antiapoptotic actions.

Yet another dimension of HAX1 is illus-
trated by its ability to bind to RNA molecules.
HAX1 has also been shown to interact with
the 3′-UTR of various mRNA sequences such
as vimentin (42) and DNA polymerase-β
(43). These observations raise the question
of whether HAX1 controls posttranscriptional
RNA processing, stability, and/or transport.
Spatiotemporal control of mRNA transport de-
fines a mechanism that orchestrates where pro-
teins are synthesized and operate (reviewed in
44). HAX1 may have an as yet unidentified role
in controlling localized protein expression.

The observation of increased neuronal
death in Hax1-knockout mice has triggered a
series of neurological investigations in human
HAX1-deficient patients. Descendents of the
families originally described by Kostmann were
noted to suffer from cognitive disorders (45).
Furthermore, some SCN patients exhibit vari-
ous levels of neurological impairment, ranging
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from mild developmental delay to severe
epilepsy (46–49). Further studies have revealed
a surprising genotype-phenotype correlation
(50, 51). At least two human HAX1 splice vari-
ants are known, yielding isoform A and isoform
B. Isoform B is characterized by a splice event
removing part of exon 2 and is preferentially
expressed in neuronal cells. Mutations affecting
only isoform A (i.e., mutations in exon 2) give
rise to a phenotype restricted to congenital
neutropenia, whereas mutations affecting both
isoform A and isoform B are associated with a
phenotype of congenital neutropenia and vari-
able degrees of neurological impairment (51,
52). The role of HAX1 isoforms in controlling
the viability of immune cells and neurons may
open novel perspectives for understanding
the pathways that control apoptosis in the
neuronal and hematopoietic system.

AK2 Deficiency

Reticular dysgenesis is an autosomal reces-
sive form of early differentiation arrest in the
myeloid lineage associated with severe com-
bined immunodeficiency due to impaired lym-
phoid development (53). Furthermore, affected
patients suffer from sensorineural hearing loss
(54). Congenital neutropenia in reticular dys-
genesis is nonresponsive to G-CSF (55). Two
groups independently identified biallelic mu-
tations in adenylate kinase 2 (AK2) in pa-
tients with reticular dysgenesis (56, 57). AK2
is localized in the mitochondrial intermem-
brane space and catalyzes the reversible phos-
phorylation between nucleoside monophos-
phates and triphosphates. AK2 is important
in mitochondrial energy metabolism and con-
trol of apoptosis via FADD (Fas-associated
protein with death domain) and caspase 10
(58). Because deficiency of either HAX1 or
AK2 leads to increased dissipation of the in-
ner mitochondrial membrane potential (��m)
and premature apoptosis of myeloid precur-
sor cells, a functional link between these two
molecules appears possible. However, the de-
tailed mechanisms of action and the potential

links between AK2 and HAX1 are not yet
evident.

SEVERE CONGENITAL
NEUTROPENIA DUE TO
DEFECTS IN THE
ENDOPLASMIC RETICULUM

Neutrophil Elastase Mutations

Horwitz et al. (59) discovered mutations
in the gene encoding neutrophil elastase
(ELA2/ELANE) in patients with cyclic neu-
tropenia. Subsequently, ELA2/ELANE was
evaluated as a candidate gene in patients with
SCN (60). Today, more than 50 defined
mutations have been recognized as associated
with cyclic neutropenia or SCN. ELANE-
mutated patients represent the largest group
among Caucasian patients with SCN (61).
Neutrophil elastase belongs to the class of
serine proteases and is expressed exclusively
in mature myelomonocytic cells and their
committed immature precursor cells. Stored
as an active protease in azurophilic granules,
neutrophil elastase is released upon exposure
of the neutrophil to inflammatory stimuli.
In the extracellular environment, neutrophil
elastase cleaves extracellular matrix proteins,
while serpins (such as α1-proteinase inhibitor)
antagonize the proteinase activity (62). Studies
in ELANE-knockout mice have confirmed a
role for neutrophil elastase in bacterial killing,
given that deficient mice are more susceptible
to gram-negative bacteria such as Escherichia coli
and Klebsielle pneumonia and to fungi (63, 64).
In addition, neutrophil elastase has emerged as
a critical regulator of inflammation by virtue of
its capacity to proteolytically modify cytokines
and chemokines such as CXCL12, TNF-α,
and IL-6, as well as cell surface receptors (65).

Why do heterozygous ELANE mutations
cause neutropenia? Early explanations por-
trayed a potential pathophysiological role of
dysregulated vesicular sorting and membrane
trafficking (66), largely because canine cyclic
neutropenia resulted from mutations in the
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gene that encodes a subunit of the AP3 adapter
complex, which is involved in trafficking of
proteins out of the Golgi complex (66). More
recently, evidence has accumulated that im-
plicates aberrant stress response in the ER
(67, 68). The “unfolded protein response” has
evolved to protect cells from the damaging ef-
fects of improperly folded proteins. Nascent
proteins destined for secretory vesicles are di-
rected to the ER, where protein folding takes
place (69). The unfolded protein response sig-
nal cascade is initiated by three ER-localized
protein sensors: IRE1α (inositol-requiring 1α),
PERK [double-stranded RNA-dependent pro-
tein kinase (PKR)-like ER kinase], and ATF6
(activating transcription factor 6). In the case of
ER stress, these sensors are activated and trig-
ger a complex series of events destined to main-
tain the homeostasis of the ER and to promote
protein folding, maturation, secretion, and ER-
associated protein degradation. When these
rescue mechanisms fail, the unfolded protein
response initiates apoptosis to protect cells and
the organism from dysfunctional or toxic pro-
teins (70). Both myeloid cell lines engineered
to express mutant neutrophil elastase protein
and primary human cells from SCN patients
with ELANE mutations show increased bio-
chemical evidence of ER stress, including the
upregulation of BiP and the cleavage of XBP-1
(67, 68). This evidence suggests that the un-
folded protein response is likely to be at least
partially involved in these pathophysiological
mechanisms and explains the increased apopto-
sis of myeloid progenitor cells. Consistent with
this hypothesis, neutrophils from SCN patients
with ELANE mutations show decreased tran-
scription and translation of neutrophil elastase
(71) and other host-defense factors including
LL37, myeloperoxidase, lactoferrin, cathepsin
G, and human neutrophil peptide (7, 72).

In spite of these insights, the pathophysi-
ology of ELANE mutations in SCN patients
remains incompletely understood. For exam-
ple, it remains unclear why certain ELANE
mutant alleles cause cyclic neutropenia in some
patients and SCN in others. It is possible that
disturbances of a feedback circuit, in which

mature neutrophils homeostatically regulate
myeloid progenitor populations, are responsi-
ble for this mechanism. This hypothesis is sup-
ported by the recent discovery that the protein
PFAAP5 interacts with neutrophil elastase to
interfere with GFI1-controlled transcriptional
regulation (73). The coexistence of various
phenotypes in the same kindred may point to
the existence of modifying genes that determine
the severity of the clinical phenotype (74).

Disorders of the
Glucose-6-Phosphatase Complex

Recently, disorders of glucose metabolism have
further highlighted the role of the ER function
for neutrophil homeostasis (Figure 2). The
ER-resident glucose-6-phosphatase family
consists of three members: G6PC1 (glucose-6-
phosphate-α) is primarily expressed in liver and
kidney (and is mutated in glycogen storage dis-
ease type 1); G6PC2 is exclusively expressed in
endocrine cells of the pancreas (75) (and allelic
variations are associated with fasting glucose
levels); and G6PC3, a ubiquitously expressed
gene (76–79), has been recently linked to SCN
(80). In contrast to patients with glycogen
storage disease, mutations in G6PC3 do not
affect serum glucose levels and glycogen stor-
age. Instead, G6PC3 deficiency leads to SCN
associated with increased signs of ER stress, as
evidenced by increased levels of BiP expression
and ultrastructural changes in ER morphology
(80). As a consequence, G6PC3-deficient
neutrophils show an enhanced propensity to
undergo apoptosis. This mechanism involves
increased activity of GSK3β, which leads to
phosphorylation and subsequent degradation
of the antiapoptotic molecule Mcl1, which was
previously identified as a critical regulator of
neutrophil viability in mice (81). Similar to hu-
man patients, G6PC3-deficient mice also show
decreased numbers of neutrophil granulocytes
(82). Defective glucose availability may affect
glycosylation of nascent proteins in the ER,
thereby causing increased protein stress (82).
Alternatively, unbalanced Redox potential due
to defective production of NADPH may be

404 Klein

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:3
99

-4
13

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH15-Klein ARI 4 February 2011 17:10

CH2

OH

OH

OH H C

H

H

C

C
H

O

C

H

CHO

CH2OH

OH

OH

OH H C

H

H

C

C
H

O

C

H

CHO

G6PC1

ER LUMEN 

CYTOSOL 

G6PT

P

Glucose-6-phosphate Glucose 

Dephosphorylation

Glycogenosis type I

Glucose-6-phosphate 

CH2

OH

OH

OH H C

H

H

C

C
H

O

C

H

CHO

CH2OH

OH

OH

OH H C

H

H

C

C
H

O

C

H

CHO

G6PC3G6PT

P

Glucose-6-phosphate Glucose 

Congenital neutropenia and
complex organ malformation

Glucose-6-phosphate 

Gluconeogenesis
Glycogenolysis

Homeostasis of ER
Control of apoptosis

Figure 2
Role of glucose-6-phosphatase in metabolism and immunity.

responsible for increased ER stress and activa-
tion of proapoptotic pathways in humans and
mice with defective G6PC3 function. Recent
findings indicate that glucose transporter-1
translocation is impaired in G6pc6-deficient
mice and G6PC3-deficient patients, leading
to defective glucose uptake in neutrophil
granulocytes (83). Decreased NADPH oxidase
activation and neutrophil dysfunction may
thus be secondary to disturbances in energy
homeostasis.

As expected in light of its ubiquitous pattern
of expression, G6PC3-deficiency manifests in
ways other than neutrophil aberrations. Most
patients with SCN resulting from G6PC3 mu-
tations demonstrate additional problems, most
commonly relating to structural heart defects
or developmental aberrations of the urogenital
system. Furthermore, bone abnormalities, in-
ner ear hearing loss, and cutaneous prominence

of veins have been noted. Recent reports under-
line phenotypic variability of human G6PC3
deficiency including hypothyroidism and facial
dysmorphism (see Reference 84; C. Klein, un-
published data). The rare patient may present
with abundant neutrophils in the bone marrow
and features suggestive of myelokathexis (85).

Of relevance to G6PC3 deficiency, a variant
of glycogen storage disease type 1b is caused
by mutations in the gene SLC37A4, encoding
glucose-6-phosphate translocase (G6PT) (86,
87). G6PT mediates transfer of glucose-6-
phosphate into the ER. Like G6PC1 deficiency,
mutations of SLC37A4 cause metabolic symp-
toms due to failure of gluconeogenesis and
glycolytic pathways. In addition, this disease
is associated with congenital neutropenia and
decreased bactericidal activity. G6PT-deficient
cells show an increased propensity to undergo
apoptosis (88). A similar phenotype combining
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functional neutrophil defects and increased
neutrophil apoptosis was seen in G6PT-
knockout mice (89). Murine G6PT-deficient
neutrophils exhibited increased production
of ER chaperones and oxidative stress, con-
sistent with ER stress (89). The discovery of
human G6PC3 deficiency has shed light on
the unexplained finding of neutropenia in
glycogen storage disease type 1b. Although the
stoichiometric and biochemical relationships
between G6PT and glucose-6-phosphatase
remain to be resolved, both proteins appear
to be functionally linked. The G6PC1/G6PT
complex regulates glucose levels, and the
G6PC3/G6PT complex appears to be of
critical importance in the differentiation and
homeostasis of mature neutrophil granulo-
cytes. Nevertheless, clinical presentation and
neutrophil function assays differ between
G6PT and G6PC3 deficiency, suggesting that
their epistatic relationship is complex.

SEVERE CONGENITAL
NEUTROPENIA DUE TO
DEFECTS IN TRANSCRIPTIONAL
REGULATION AND ABERRANT
ACTIN DYNAMICS (GFI1, WASP)

Originally, SCN was suspected to be primarily
due to defective neutrophil maturation. As
noted above, more recent work has emphasized
premature apoptosis of myeloid progenitor
cells as a fundamental pathophysiological
mechanism. Nevertheless, the concept that
neutropenia results from deficient differenti-
ation has not been discarded. In an attempt
to identify pathways controlling neutrophil
differentiation, comparative transcriptional
profiling studies of purified myeloid progenitor
cells highlighted a previously unrecognized
role for the transcription factor LEF1 (90).
LEF1 is consistently downregulated in myeloid
cells from SCN patients, and forced expression
of LEF1 can reconstitute neutrophil differen-
tiation (90). However, no mutations in LEF1
have been identified so far in patients with con-
genital neutropenia. GFI1 is a transcriptional

repressor that controls hematopoietic stem cell
self-renewal and differentiation. Gfi-knockout
mice are severely neutropenic and accumulate
immature monocytic cells in blood and bone
marrow (91, 92). Heterozygous dominant-
negative mutations in the zinc finger domain of
GFI1 have also been identified in a family with
congenital neutropenia and in a sporadic case of
congenital neutropenia (93). A murine model
of this particular mutation has been studied in
greater detail, confirming a dominant-negative
block in granulopoiesis associated with dysreg-
ulation of CSF1 and its receptor (94). By virtue
of its actions regulating gene transcription
and splicing (95), GFI1 has multiple effects
on the hematopoietic system. For example,
Gfi1 has been implicated in the transcrip-
tional control of various genes important in
hematopoietic differentiation and function, in-
cluding ELA2/ELANE (93), C/EBPα (96, 97),
C/EBPε (98), and the apoptosis inducer Bax1
(99). In addition, Gfi1 controls transcription of
the regulatory microRNAs miR-21 and miR-
196B (100) as well as HoxA9, Pbx1, and Meis1
during normal myelopoiesis (101). Studies in
Gfi1-deficient mice have demonstrated a role
in Th2 (102) and Th17 helper T cells (103).
Furthermore, Gfi1 has been implicated in
DC (104) and B cell differentiation (105) as
well as in control of autoimmunity (106). In
light of these complex regulatory functions,
multiple aberrant pathways may contribute to
the phenotype of congenital neutropenia in
patients with GFI1 mutations.

Classically, mutations in Wiskott-Aldrich
Syndrome protein (WASP) cause the syn-
drome of the same name, characterized
by microthrombocytopenia, lymphoid and
myeloid immunodeficiency, and eczema or
X-linked thrombocytopenia (107). These mu-
tants are caused by a loss of function of WASP,
leading to reduced WASP levels and/or activity
and diminished actin polymerization. As a con-
sequence of aberrant actin dynamics, many as-
pects of hematologic and immune cell function
are perturbed, including signal transduction,
migration, and phagocytosis. WASP controls
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the dynamic regulation of the actin cytoskele-
ton and is subject to autoinhibition by adopting
a conformation that prevents its C-terminal
VCA (verprolin homology, cofilin homology,
andacidic) domain from interacting with the
actin-related protein 2/3 (ARP2/3) complex. In
contrast to loss-of-function mutants of WASP,
gain-of-function mutants have been associated
with a variant of congenital neutropenia (108,
109). Affected patients carry mutations that
induce increased actin polymerization by virtue
of a destabilized autoinhibitory state owing
to mutations in the GTPase-binding domain
(109). Furthermore, affected patients show a
reduction in their T and NK cell counts and
decreased proliferative T cell responses—a
large pedigree with multiple affected members
has highlighted the clinical variability of
activating WASP mutations (110). Myeloid
progenitor cells show an increased level of
apoptosis, suggesting that tightly controlled
activation of the actin cytoskeleton is critical
for myeloid differentiation and homeostasis.

Interestingly, activating WASP mutations
may also lead to myelodysplasia (108, 111).
A similar phenotype could be reproduced in
vitro using retroviral gene transfer to intro-
duce the mutant WASP (I294T) allele into
hematopoietic stem cells (111). Constitutive
active WASP caused enhanced and delocalized
actin polymerization throughout the cell, de-

creased proliferation, and increased apoptosis.
Cells became binucleated, suggesting a failure
of cytokinesis, and micronuclei were formed,
indicative of genomic instability (111). These
elegant studies provide an interesting link be-
tween WASP as a regulator of the cytoskeleton
and the control of cell division. Whether other
genetic defects associated with congenital
neutropenia imply aberrant regulation of the
actin cytoskeleton remains to be shown.

CONCLUDING REMARKS

It remains a major challenge to integrate the
emerging knowledge of genetic causes of con-
genital neutropenia into a theoretical frame-
work clarifying the epistatic relationship of the
genes involved. A systematic approach to elu-
cidate further genetic defects of patients with
SCN will undoubtedly continue to add new
and unexpected perspectives. We are just be-
ginning to unravel a complex network that in-
tegrates the biology of membrane structures,
transcriptional regulation, and cytoskeletal re-
arrangement. A comprehensive analysis of the
crosstalk between these cellular compartments
in myeloid progenitor cells and mature neu-
trophil granulocytes may eventually allow us to
understand the mechanisms governing energy
requirements and apoptosis—the life and death
of neutrophil granulocytes.
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Abstract

The modern rise in obesity and its strong association with insulin re-
sistance and type 2 diabetes have elicited interest in the underlying
mechanisms of these pathologies. The discovery that obesity itself re-
sults in an inflammatory state in metabolic tissues ushered in a research
field that examines the inflammatory mechanisms in obesity. Here, we
summarize the unique features of this metabolic inflammatory state,
termed metaflammation and defined as low-grade, chronic inflamma-
tion orchestrated by metabolic cells in response to excess nutrients and
energy. We explore the effects of such inflammation in metabolic tissues
including adipose, liver, muscle, pancreas, and brain and its contribu-
tion to insulin resistance and metabolic dysfunction. Another area in
which many unknowns still exist is the origin or mechanism of initia-
tion of inflammatory signaling in obesity. We discuss signals or triggers
to the inflammatory response, including the possibility of endoplasmic
reticulum stress as an important contributor to metaflammation. Fi-
nally, we examine anti-inflammatory therapies for their potential in the
treatment of obesity-related insulin resistance and glucose intolerance.
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MODERN THREAT OF
METABOLIC DISEASE:
THE RISE AND CONSEQUENCES
OF HUMAN OBESITY

In the past 50 years, the occurrence of human
obesity has risen tremendously across the globe.
In the United States, obesity (defined as a body
mass index greater than 30) is now prevalent
in more than 30% of the adult population (1).
High-income countries are not the only ones
affected by obesity, as the condition is on an
alarming rise in the developing world as well
(2). The World Health Organization reports
that at least one billion adults are overweight
and 300 million are obese, and these numbers
are expected to rise in the future without inter-
vention (3). Importantly, the obesity epidemic
is now also affecting children, as the preva-
lence of childhood obesity has tripled in the
past 30 years, leading to health problems in this
susceptible population (4).

Interestingly, carrying a large percentage
of fat is not necessarily detrimental to an
animal’s health. Although obesity is rare in
the wild, there are naturally obese animals,
such as Svalbard reindeer, seals, and polar
bears. Moreover, in these cases the high degree
of adiposity does not preclude but actually
contributes to their fitness, equipping them to
survive in often harsh environments (5). Yet
naturally occurring obesity is in contrast to
the obesity found in modern humans, which is
accompanied by inflammation and often by dis-
ease and disability. Although there is no clear
and identifiable advantage to being obese in
modern humans, it is worth noting that human
obesity does not always result in disease, and
therefore, the threshold for tolerable fat differs
among individuals and may be determined by
environmental and genetic variables.

The recent rise in human obesity is caused
by increased energy intake and decreased
energy expenditure that results in a massive
increase in adipose tissue that is generally
harmful to health. Indeed, the rise in human
obesity is closely associated with an increase
in diseases such as type 2 diabetes (T2D),

cardiovascular disease, hepatic steatosis, airway
disease, neurodegeneration, biliary disease, and
certain cancers (6). These obesity-associated
maladies are subsequently linked to reduced
life expectancy and premature death. In fact,
most of the world’s population today lives in
countries where individuals are more likely to
die from the consequences of being overweight
than underweight (3). In light of these facts and
the massive burden of obesity-associated care
on health-care systems, obesity and its related
disease cluster are now leading global public
health problems. Hence, understanding the
biological basis of obesity-related pathologies
and discovering medical therapies to restore
metabolic function is an urgent need for
the biomedical community. Therefore, the
scientific question of paramount importance
is: What is the biology behind the transition
from metabolic fitness to illness?

HISTORICAL EVIDENCE
FOR METABOLIC AND
IMMUNE INTERFACE

A turning point in the study of the biology
of T2D was the recognition and statement by
H.P. Himsworth in 1936 that there were, in
fact, two different types of diabetics: those who
were insulin sensitive but simply lacked insulin
and therefore presented with disease, and those
who did not lack insulin but were insensitive
to its effects (7). This delineation of sensitive
versus insensitive diabetics paved the way for
the study of insulin resistance, but it was not
until 1960 and the development of the insulin
radioimmunoassay by Berson & Yalow (8) that
direct measurement of insulin levels was pos-
sible. This advance allowed for the discovery
that the insulin-resistant state exhibited hyper-
insulinemia. Berson & Yalow themselves went
on to demonstrate that the obese diabetic had
increased levels of insulin compared with lean
controls (9). The ability to measure insulin
led to vigorous study of glucose homeostasis
in diverse conditions. Importantly, the associa-
tion between insulin resistance and immune re-
sponses was recognized with the identification
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TNF-α: tumor
necrosis factor-α

of insulin resistance in infectious states, begin-
ning with studies in sepsis (10, 11). It is now
appreciated that many diseases with active
inflammatory responses display insulin resis-
tance as a feature, such as hepatitis C, HIV,
and rheumatoid arthritis (12–14). In addition,
early clinical reports that connected the anti-
inflammatory drug salicylate with improve-
ments in insulin sensitivity [as summarized
elegantly by Shoelson and colleagues (15)] also
hinted at potential inflammatory underpin-
nings to diabetes.

Meanwhile, developing almost in parallel
with the concept of insulin resistance was
that of insulin antagonists. Scientists used the
term “insulin antagonist” to refer to substances
that interfered with the action of insulin, and
their studies focused on the characterization of
known antagonists such as antibodies produced
against insulin, growth hormone, and adrenal
steroid hormones; insulin-degrading enzymes;
and the identification of unknown molecules
(16, 17). In one case study, a diabetic patient
who acquired gangrene in the foot developed
severe insulin resistance. When this patient’s
serum was used in mice, it provided protec-
tion from insulin-induced hypoglycemia, sug-
gesting that the serum contained an insulin an-
tagonist (18). This interesting case again raised
the association of infection and its resulting sol-
uble products with insulin resistance and added
to it the idea of an insulin antagonist as a media-
tor of this pathological response. The search at
that point did not include inflammatory medi-
ators as possibilities for insulin antagonists but
did allow for the existence of unidentified an-
tagonists. As Berson & Yalow (16) stated in an
editorial, “The possibility that one or another
of the nonantibody antagonists is involved in
the causation of diabetes has been suggested on
occasion, but remains unproved.” Thirty-five
years later, a candidate inflammatory media-
tor from obese adipose tissue, tumor necrosis
factor-α (TNF-α), emerged as one such antag-
onist inhibiting signaling by the insulin recep-
tor (as discussed below).

In the interim period, the evidence contin-
ued to mount that T2D patients (those most

closely associated with obesity) may be under
a unique inflammatory state. Epidemiological
studies showed a rise in acute-phase response
proteins in serum of T2D patients compared
with controls (19, 20). During infections,
patients exhibited a state of metabolic demise,
including insulin resistance (21–23). However,
a specific link between inflammatory and
metabolic responses was not yet forged. This
connection was later made with the discovery
that, compared with lean tissue, obese adipose
tissue secretes inflammatory cytokines and that
these inflammatory cytokines themselves can
inhibit insulin signaling (24–26). These studies
first demonstrated the uniting of immune
and metabolic pathways and the detrimental
effects this relationship can have on cellular
and systemic metabolism. The definitive proof
of such a connection between inflammatory
mediators and insulin resistance in obesity and
T2D came from genetic studies that interfered
with inflammatory mediators and demon-
strated beneficial effects of this interference
on insulin action, opening up a new field of
study in metabolic diseases (27). We now turn
to a more in-depth description of this unique
obesity-induced inflammation.

HALLMARKS OF
OBESITY-INDUCED
INFLAMMATION

Investigators have appreciated for some time
now that the inflammatory state induced by
metabolic surplus is distinctive and outside the
paradigm of classical inflammation as defined
by the cardinal signs of redness, swelling, heat,
and pain (reviewed in 6, 28). In addition, this
classic response is uniformly associated with in-
creased basal metabolic rate and represents the
focused and rapid response of the immune sys-
tem to a site of injury or infection. Normally,
such an insult is removed or neutralized, and
the inflammation is resolved. However, the in-
flammatory response found in the obese state is
of a different nature (6).

First, the inflammatory trigger in obe-
sity is metabolic and caused by the excess
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JNK: c-jun
N-terminal kinase

IKK: inhibitor of κ

kinase

PKR: protein
kinase R

TLR: Toll-like
receptor

HFD: high-fat diet

consumption of nutrients (for example, weight
loss reverses the inflammation). Not only is
the trigger metabolic, but also the specialized
metabolic cells (such as adipocytes) are the
cells that sustain the insult and whose response
begins the inflammatory program, thus me-
diating the interface between metabolic input
and inflammatory output. In other words,
metabolic signals emerging from metabolic
cells start the inflammatory responses and
damage metabolic homeostasis.

The first discovery of inflammation in obese
tissues in the mouse revealed increased levels of
the cytokine TNF-α in adipose tissue (and in
adipocytes themselves) of obese mice compared
with lean controls (25). This report was soon
followed by a wealth of studies describing the
inflammatory differences between obese and
lean animals as well as humans. It is now ap-
preciated that not only TNF-α but an array of
inflammatory cytokines are increased in obese
tissues, including interleukin (IL)-6, IL-1β,
CCL2, and others (15, 29). In addition, while
predominant, adipose tissue is not the only
site of such cytokine expression in obesity; we
now know that liver (30), pancreas (31), brain
(32), and possibly muscle (33) all experience an
increase in inflammatory exposure in the obese
state. In certain cases, modest increases have
been reported in systemic levels of cytokines
or acute-phase reactants in obese animals and
humans compared with lean controls (15, 34).
Of note, the hallmark of such inflammatory
cytokine expression in obese tissues is that it
is significant but often modest or local when
compared with that of an infection, trauma, or
acute immune response.

Investigations upstream of inflammatory cy-
tokine expression identified the kinases c-jun
N-terminal kinase ( JNK), inhibitor of κ ki-
nase (IKK), and more recently protein kinase
R (PKR) as major intracellular contributors to
the induction of inflammation in metabolic tis-
sues (35, 36). Compared with lean controls,
obese tissues such as adipose and liver display
markedly increased activation of these kinases
and their downstream signaling cascades. Ani-
mal studies utilizing genetic deletion of these

kinases also point to their important role in
mediating the inflammation found in obesity
(30, 36, 37). In addition, the immune sensor
known as the inflammasome and the Toll-like
receptors (TLRs) of the innate immune sys-
tem are also activated in obese tissues compared
with lean controls (38–40). In sum, multiple sig-
naling pathways in the metabolic cells may be
activated upon nutrient excess to stimulate an
inflammatory response.

An additional feature of the inflammatory
state of obesity is increased infiltration of im-
mune cells into the metabolic tissues. For ex-
ample, the macrophage population is increased
in the adipose tissue of obese mice or mice fed
a high-fat diet (HFD) compared with lean mice
fed normal chow, and these cells also contribute
to the increased tissue cytokine expression (41,
42). Although the factors attracting and/or acti-
vating immune cells in obese tissues are not yet
fully understood, it has been reported that iso-
lated bone marrow cells migrated toward cul-
ture medium conditioned by adipose explants
from obese animals (43), displaying the strong
connection between obese tissues and immune
cell infiltration.

Interestingly, the picture of immune cells
has been uncovered to reveal more complexity
than simple macrophage infiltration. In adipose
tissue, for example, the state of activation of the
macrophage population, be it proinflammatory
or anti-inflammatory (referred to as M1 or
M2 activation, respectively), is important and
influenced by metabolic factors. Obese mouse
tissues are reported to display an increase
in the proinflammatory M1 population of
macrophages, which in turn has been shown
to negatively affect insulin sensitivity (44). Not
only macrophages, but also mast cells and nat-
ural killer T (NKT) cells are known to increase
in obese adipose tissue compared with lean
tissue and may contribute to the inflammatory
milieu and metabolic pathophysiology (45,
46). In addition, recent publications reported
changes in the adipose tissue T cell populations
in obesity (47–49). The ratio of CD8+ to CD4+

T cells increased as animals became obese,
and the immunosuppressive T regulatory cells
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(Tregs) decreased, creating an environment
favorable to immune activation. Although the
picture is far from clear, these data show that
multiple types of immune cells are involved
in the response to the metabolic overload of
obesity, particularly in adipose tissue. Future
studies will help to elucidate the orchestration
of these cell types during obesity, the metabolic
signals that engage these effectors, and their
contribution to pathological outcomes.

Another hallmark of the metabolic in-
flammation found in obesity is its chronicity.
The occurrences of inflammatory cytokine
expression and immune cell infiltration appear
to happen gradually and to remain unresolved
over time. Again, this is in contrast to the
acute inflammatory response normally ascribed
to discussions of inflammation where rapid
alert, response, and resolution occur at the
site of injury. The timing of obesity-induced
inflammation in mice needs more careful and
exhaustive analysis, although a few studies have
begun to investigate the process by observing
the inflammatory state of adipose tissue at
different time points during the onset of obe-
sity and insulin resistance. Xu and colleagues
(41) showed that increases in expression of
macrophage-related genes in adipose tissue
occurred early after HFD feeding (3 weeks),
with a more dramatic increase at 16 and
26 weeks on diet, the latter increase coinciding
with the onset of detectable systemic insulin
resistance. Their conclusion was that as the fat
mass increased, so did the inflammatory gene
expression, and the development of insulin
resistance intensified this increase. A second
study reported a rise in macrophage-specific
gene expression from 8 weeks of HFD that
increased until the end of the time points
studied (weeks 16 and 20) (50). These authors
correlated the macrophage infiltration with an
increase in adipocyte cell death and hypothe-
sized that the macrophages may be responsible
for the removal of the dead cells and remodel-
ing of the adipose tissue. The issue of resolution
or tissue remodeling in obesity is an intriguing
but underexplored area. It would seem that
the inflammatory state induced by metabolic

overload may not be dramatic enough to stimu-
late a full resolution program, and therefore the
low-grade signals coming from the metabolic
tissues are maintained in a chronic state. Or
it could be that a type of resolution unique to
metabolic inflammation occurs that includes
the turnover of adipocytes or other unknown
events. Finally, the metabolic origin of this
inflammation may preclude the mounting
of a resolution response. This deficiency of
resolution may be due to an obesity-induced
defect or lack of evolutionary selection to
develop such a response to metabolic signals.

There is also evidence that inflammatory
responses may be acutely evoked by nutrients.
For example, administration of lipids into
mice for a few hours results in inflammatory
responses such as activation of JNK in skeletal
muscle and liver tissues (51). Studies in humans
also indicate that nutrients may invoke a more
rapid inflammatory response. Work by Aljada
and colleagues (52) showed that within hours
after ingestion of a high-fat, high-carbohydrate
meal, the circulating blood polymorphonuclear
and mononuclear leukocytes exhibited signs
of reactive oxygen species (ROS) and NF-κB
activation. The issue of the timing and pro-
gression of the obese inflammatory response
still requires careful time course studies, but
one hypothesis is that the inflammatory signals
occur at both early and later stages. For
example, small signals that occur in response to
nutrient overload (or even certain inflamma-
tory nutrients) may build up over time to result
in more major changes such as immune cell
activation and infiltration. This question of the
timing of metabolic-induced inflammation is
intriguing, as it now points to the possibility of
identifying specific nutrient-induced immune
responses. This is addressed further below.

Importantly, the inflammation discovered in
obese tissues in the mouse has also been re-
ported in humans. First, several studies describe
inflammatory cytokine induction, increased ki-
nase activity, and even macrophage infiltra-
tion in the adipose tissue of obese humans
when compared with their lean cohorts (25,
53–55). Second, serum levels of inflammatory
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IRS-1: insulin
receptor substrate 1

mediators such as C-reactive protein (CRP),
plasminogen activator inhibitor-1 (PAI-1), and
even white blood cell count in humans are as-
sociated with an increased risk for development
of T2D (56–58). Third, recent large-scale ge-
netic analyses have revealed significant systemic
links between obesity and metabolic syndrome
phenotypes and inflammatory gene networks
(59, 60).

In summary, the hallmarks of obesity-
induced inflammation are that it (a) is
metabolic—a nutrient-induced inflammatory
response orchestrated by metabolic cells;
(b) is moderate—low-grade and local expres-
sion of inflammatory mediators induced by
stress sensors such as IKK and JNK; (c) creates
a modified milieu—altered composition of im-
mune cells favoring a proinflammatory tissue
environment; and (d ) is maintained—chronic
maintenance of the inflammatory state without
apparent resolution (Figure 1). Finally, unlike
the classic paradigm, this inflammatory state
is associated with a reduced metabolic rate.
Therefore, given the features discussed above,
we may venture to name this unique state
of inflammation in order to distinguish it
from the classical definition. We propose
“metaflammation” to clarify the inflammatory
state in question in obesity.

WHAT IS THE EFFECT
OF METAFLAMMATION IN
OBESITY?

After describing the inflammation that occurs
during the nutrient and energy overload of obe-
sity, the natural next question to ask is what its
effects are on tissue and organismal metabolism.
There is strong evidence to conclude that acti-
vation of the inflammatory pathways interferes
with normal metabolism and disrupts proper in-
sulin signaling. We describe these alterations in
each of the major metabolic tissues specifically.

Adipose Tissue

We begin in the adipose tissue, the site where
inflammatory alterations were first described
and are most studied in obesity. Inflammatory

mediators in adipose tissue can cause insulin
resistance in adipocytes. For example, TNF-
α-treated adipocytes display decreased insulin
signaling and subsequently decreased glucose
uptake (61–63). This discovery led to or paral-
leled work in cells identifying the major intra-
cellular pathways responsible for the blockade
of insulin signaling. The identified pathways in-
volve the inflammatory kinases discussed above.
In response to nutrient or inflammatory sig-
nals, JNK and/or IKK are activated and can
target insulin receptor substrate 1 (IRS-1) for
serine phosphorylation, which inhibits the in-
sulin receptor signaling cascade. An interesting
area of future research is the identification of
other cellular substrates targeted by these ki-
nases as it relates to metabolic regulation. Not
only JNK and IKK, but also other kinases such
as PKR, S6K, protein kinase Cθ (PKCθ), extra-
cellular signal–regulated protein kinase (ERK),
and mammalian target of rapamycin (mTOR)
can also target IRS-1 for inhibitory phosphory-
lation (64), implying that activation of diverse
cellular networks can antagonize insulin sig-
naling. The consequence of such diversity is
that when a tissue is exposed to excess nutri-
ents, multiple signaling networks are activated
and may contribute to inflammatory signaling.
Therefore, one single kinase, one signal target,
or a linear pathway will not be the sole response
to the nutrient or the only conductor of the
inflammatory response, and a perspective of a
network would be instrumental in our explana-
tions of nutrient-induced insulin resistance or
other metabolic adversities.

The inflammatory kinases not only in-
hibit insulin action through targeting insulin
signaling molecules, but they also regulate
downstream transcriptional programs through
the transcription factors activator protein-1
(AP-1), NF-κB, and interferon regulatory fac-
tor (IRF), resulting in increased expression of
proinflammatory cytokines (Figure 2). These
cytokines then feed into the inflammatory
response and exacerbate the inhibitory signal-
ing of metabolic pathways. As a stress kinase,
PKR can also affect general translation within
the cell by inhibiting the translation initiation
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TNF-α
IL-1β
CCL2
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Modified milieu
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orchestrated by the
metabolic cell
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Metabolic signals engage
inflammatory pathways that 
mediate a modest, low-level
induction of inflammatory cytokines

Reconstruction of the
metabolic tissue milieu
including immune cell infiltration
results in proinflammatory
changes in the tissue
environment

Inflammatory state is
chronic and unresolved

Nutrients

Macrophage T cell Mast cell

JNK
IKK

PKR

TNF-α
IL-1β
CCL2JNK

IKK
PKR

TNF-α
IL-1β
CCL2JNK

IKK
PKR

Figure 1
Hallmarks of metaflammation. The first feature of obese inflammation is that the initiation is metabolic—it
originates from metabolic signals and within metabolic cells such as the adipocyte. Second, the metabolic
signals trigger inflammatory intracellular signaling pathways that mediate the downstream inflammatory
response such as the JNK, IKK, or PKR pathways. The activation of these mediators induces inflammation
in metabolic tissues that is moderate—a low-level induction of cytokines such as TNF-α, CCL2, or IL-1β

occurs in response to the excess nutrients. Over time, this low-grade inflammation may induce the
recruitment and activation of many professional immune cells, driving the metabolic tissue toward a
modified milieu—increases in macrophages, mast cells, and various T cell populations result in a stronger
proinflammatory response and drive inhibition of metabolic cell function. The inflammation induced by
nutrient excess is maintained—no apparent resolution of inflammation is observed, and the inflammatory
pathways continue to reinforce each other, from metabolic cell signals of distress to immune cell responses.
Finally, unlike the classic inflammatory paradigm, metaflammation is associated with reduced metabolic rate.
(Abbreviations: IKK, inhibitor of κ kinase; JNK, c-jun N-terminal kinase; PKR, protein kinase R; TNF-α,
tumor necrosis factor-α.)

factor eIF2α (eukaryotic translation initiation
factor 2α), further complicating the action of
anabolic pathways. Other mechanisms that
contribute to the inflammatory origin of insulin

resistance are under investigation and may in-
volve SOCS (suppressor of cytokine signaling)
proteins involved in the degradation of IRS-1
(65), as well as organelle dysfunction (66).
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Translational control
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Other mechanisms

Nutrient
transporters

IRS-1

PKR IKK JNK

IRF NF-κB AP-1
General

translation
ER

ER
Inflammatory
mediators

Nuclear
receptors

Mitochondria

Nutrient
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(FABPs, RBP4, etc.)
elF2α

elF2α

IRS-1

Insulin signaling

C Y T O S O L

N U C L E U S

Figure 2
Inflammatory disruption of metabolic functions. Obese or high-fat diet conditions lead to the induction of inflammatory signaling
pathways in metabolic cells through several paths. Nutrients or other metabolites may result in the activation of cytokine or Toll-like
receptor (TLR) pathways and have access to cellular targets directly or via chaperoning molecules. Three prominent kinases
downstream of these receptors are JNK, IKK, and PKR, which play important roles in relaying stress signals throughout the cell and
engaging metabolic responses. All three of these kinases can inhibit insulin signaling via serine phosphorylation of IRS-1. This
phosphorylation leads to the ubiquitination and degradation of IRS-1, thus blocking insulin action downstream of receptor activation.
In addition, PKR can negatively regulate the translation initiation factor eIF2α, leading to inhibition of general translation, and
influence ER function. This property of PKR suggests that inflammatory signaling cascades, ER function, and insulin action may be
regulated through metaflammation complexes or metaflammasomes containing these kinases. These three kinases can induce an
inflammatory response through activation of the transcription factors AP-1, NF-κB, and IRF, which upregulate inflammatory mediator
gene expression. The increase in inflammatory cytokines can then lead to exacerbated receptor activation as the cytokine signals
combine with excess nutrients and establish a positive feedback loop of inflammation. (Abbreviations: AP-1, activator protein-1; eIF2α,
eukaryotic translation initiation factor 2α; ER, endoplasmic reticulum; FABP, fatty acid–binding protein; IKK, inhibitor of κ kinase;
IRF, interferon regulatory factor; IRS-1, insulin receptor substrate 1; JNK, c-jun N-terminal kinase; PKR, protein kinase R; RBP,
retinol-binding protein.)

The functional link between inflammatory
signaling and insulin resistance has also been
demonstrated in vivo. Indeed, genetic loss-of-
function mouse models for TNF-α, TNFR1/2,

JNK, TLR2, IKKε, and others have all demon-
strated beneficial metabolic effects from lack of
their respective inflammatory mediators when
the animals are challenged with obesity or

422 Gregor · Hotamisligil

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:4
15

-4
45

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH16-Hotamisligil ARI 4 February 2011 17:13

HFDs (27, 37, 67–69). For example, TNF-
α−/− mice undergoing diet-induced obesity dis-
play decreased blood glucose and insulin lev-
els compared with control mice, along with
improved glucose and insulin sensitivity (27).
Importantly, these models have also shown a
preservation of local insulin signaling and sen-
sitivity in adipose tissue when the inflammatory
mediators are absent, indicating that protection
of insulin signaling in the specialized metabolic
tissues leads to systemic improvements.

The effects of inflammation in adipose tis-
sue are not limited to insulin signaling alone.
For instance, treatment of adipocytes in vitro
with inflammatory cytokines such as TNF-α
can induce lipolysis, itself a feature of obese
adipose tissue pathology (70). In addition, in-
flammatory signaling in the adipocyte can also
downregulate the activity of the nuclear recep-
tor peroxisome proliferator-activated receptor
γ (PPARγ), which is essential to adipogene-
sis and to maintenance of adipocyte gene ex-
pression and function (71). In support of this
finding, TNF-α treatment blocks the differ-
entiation of preadipocytes in vitro (72). In-
deed, without PPARγ the adipocyte’s ability
to make and store lipids and to maintain in-
sulin sensitivity is compromised (71). One im-
portant consequence of inflammation-induced
PPARγ downregulation is reduced adiponectin
expression, a cytokine specific to adipocytes that
is also involved in regulating systemic insulin
sensitivity (73). Relief of inflammation restores
the adipocyte’s capacity for lipogenesis and
adiponectin expression (74). Therefore, collec-
tively we observe that the effects of inflamma-
tion on adipose tissue are multifaceted but seem
to have one goal in common: shutting down
normal adipocyte processes in favor of stress
responses. Without the proper functioning and
endocrine action of adipose tissue, the body’s
nutrient deposition is disrupted, and systemic
glucose homeostasis is thrown into imbalance.

Immune Cell Contribution

The work described above focuses on iso-
lated adipocytes or germ-line genetic models

involving inflammatory mediators where
deletion occurs in every tissue. Given that
immune cell infiltration is one of the hallmarks
of obese inflammation, many researchers have
focused on immune cell studies, primarily
of macrophages, to determine the effects of
the immune cells on adipose tissue function.
Deletion of macrophage-specific genes of
various inflammatory signaling components
has revealed the contribution of macrophage
functions in obesity-induced insulin resistance.
For example, deletion of the chemoattractant
receptor CCR2 in HFD-fed mice resulted in
decreased macrophage infiltration into adipose
tissue, a decrease in adipose inflammatory
gene expression, and also improved insulin
sensitivity compared with control animals (75).
Conversely, overexpression of the chemoat-
tractant CCL2 specifically in adipose tissue
causes increased macrophage infiltration and
results in systemic insulin resistance and
hepatosteatosis (76, 77). Again, in these studies
the animals were carrying germ-line deletions;
therefore, macrophage-specific effects were not
distinguishable. To answer the question about
macrophage-specific effects, several studies
have utilized macrophage-specific deletion or
bone marrow transplant models to pinpoint
macrophage/myeloid contribution in the obese
inflammatory phenotype. Deletion of IKKβ in
the myeloid lineage protected mice on HFDs
from glucose intolerance (78). Additional
studies investigating Cbl-associated protein
(Cap), CCR2, fatty acid–binding protein 4
(FABP4/ap2), and TLR4 loss of function
in macrophages also revealed decreases in
obesity-induced inflammation and insulin
resistance of varying degrees (43, 79–81).
Interestingly, myeloid-specific deletion of JNK
was not associated with a beneficial metabolic
phenotype, supporting the conclusion that
activity of inflammatory pathways in cells such
as adipocytes is sufficient for obesity-induced
insulin resistance and metabolic deterioration
(82, 83). The only studies reporting advan-
tageous molecules in the macrophages were
done with PPARγ and PPARδ. Loss of PPARγ

or PPARδ in macrophages actually worsens
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the metabolic phenotype of the mouse, and
this has been attributed to a failure of the
M2 alternate activation of the macrophages
and a subsequent switch to a proinflam-
matory state (84, 85). Therefore, a general
conclusion drawn from these studies is that
interference with the proinflammatory action
of the macrophage is beneficial for the adipose
tissue environment and organismal glucose
homeostasis.

What about removing entire cell types?
Taking these investigations one step further,
many groups have used techniques that deplete
entire cell types in the immune population. For
instance, one study depleted mice of CD11c+

immune cells, which include macrophages,
dendritic cells, and neutrophils, among other
immune cells, and showed that insulin sen-
sitivity was improved in these obese animals
(86). Studies involving T cell populations
also demonstrated that depletion of CD8+

T cells or transfer/enhancement of CD4+ T
cells or Tregs improved the insulin sensitivity
of diet-induced obese mice (47–49). Finally,
studies in mast cells and NKT cells also
showed that depletion of these cell types leads
to decreased inflammation in the adipose tissue
and improvements in glucose homeostasis
(45, 46). Again, the data seem to point to the
inflammatory actions of the immune system
as important contributors to the disruption
of metabolic function, and when these are
removed it is beneficial for the anabolic insulin
pathways. This benefit can occur whether you
are manipulating the system to act in an anti-
inflammatory manner (for example, adoptive
transfer of Tregs) or inhibiting its proinflam-
matory actions (i.e., through gene deletion
of chemoattractants). In sum, in the adipose
tissue we see the outcropping of inflammation
leading to inhibition of insulin signaling and
other adipocyte anabolic functions through
complex interactions between adipocytes and
a series of immune effectors. Taken together,
large amounts of data point to a causal role of
adipose inflammation in the manifestation of
obesity-induced insulin resistance.

Liver

The liver represents another major metabolic
organ in its ability to control not only gluconeo-
genesis and glycogen storage, but also massive
amounts of lipogenesis and cholesterol synthe-
sis and secretion. In contrast to adipose tissue,
the liver does not experience an infiltration of
macrophages during the onset of obesity but in-
stead undergoes an activation of inflammation
within cells of the liver, including the resident
macrophage-like Kupffer cells (87). In animal
models of obesity, inflammatory cytokine ex-
pression is increased in the liver compared with
lean controls (30). Indeed, obesity is associated
with fatty liver (or hepatosteatosis) that often
leads to the more advanced inflammatory state
of steatohepatitis. What effects does this in-
flammation have on liver metabolic functions?

First, as described in adipose tissue, inflam-
matory mediators have the ability to inhibit
insulin signaling, and these same inhibitory
pathways have been shown to be active in
the obese liver (88). Specifically, activation of
the NF-κB pathway appears to be critical in
inflammation-induced insulin resistance. Mice
with liver-specific activation of IKKβ display
decreased glucose tolerance and insulin sensi-
tivity and decreased insulin signaling in the liver
itself (30). Conversely, a loss of IKKβ in hepa-
tocytes decreased the HFD induction of inflam-
matory cytokines in the liver and rendered the
mice more insulin sensitive (78). This reduc-
tion in insulin sensitivity and signaling affects
other aspects of liver metabolism, most notably
gluconeogenesis. Normally, gluconeogenesis
is suppressed by insulin signaling, but in obese
conditions this regulation is lost, and hepatic
glucose production subsequently contributes
to hyperglycemia. Again, upon inhibition of
inflammatory signaling, gluconeogenesis is
properly suppressed by insulin (78). JNK kinase
is also activated in the liver during obesity,
and loss-of-function models have revealed
decreased inflammatory markers and increased
insulin sensitivity in the liver of HFD-fed
JNK1−/− mice (37). Interestingly, unlike whole
liver inhibition of JNK, hepatocyte-specific
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deletion of the JNK1 isoform resulted in glu-
cose intolerance and increased glucose and lipid
production in the liver of lean mice (89). In this
setting, neither the impact of the remaining
JNK isoforms ( JNK2 or 3) nor the effects of
obesity have been addressed. A possible expla-
nation for the discrepancy of liver JNK action
is that JNK activation may operate on multiple
cell types in the liver (such as hepatocytes,
Kupffer cells, and others) and that this collective
action is detrimental for metabolism. This hy-
pothesis is supported by the inhibitor studies us-
ing small molecules, dominant-negative JNK,
and RNAi-mediated blockade of JNK activity,
all of which affected multiple cell types in the
liver and resulted in increased insulin sensitivity
and improved systemic metabolism (90–93).

Lipogenic effects of inflammation are an
important but understudied area. Early studies
have shown that in vivo administration of
TNF-α or IL-6 can induce hepatic lipogenesis
and increase hepatic triglyceride production
(94, 95). This augmented production leads to
an increase in very-low-density lipoprotein
(VLDL) (and particularly apoB100) secretion
from the liver and an overall increase in serum
triglyceride levels. Although it seems that
inflammatory cytokines can induce lipogenesis
pathways in the liver, mechanistically this
process is not well understood and necessitates
further study. Another effect of inflammation
in the obese liver is the activation of a secretory
response involving inflammatory mediators
and acute-phase reactants. For example, serum
levels of cytokines such as CRP, PAI-1, serum
amyloid A, and IL-6 produced by the liver are
increased in obese animals and humans com-
pared with lean controls (15, 34). Some of these
cytokines have been shown to have adverse
metabolic effects on peripheral organs. One
study found that liver IKK activation leads to an
increase in systemic IL-6 that negatively influ-
ences muscle insulin sensitivity (30). Therefore,
the secretory profile of the liver in obesity may
be a strong contributor to the malfunction of
peripheral tissues under such nutrient excess.

If the inflammation in the liver esca-
lates, cell death may occur, resulting in the

recruitment of immune cells and the patholog-
ical state known as steatohepatitis. The stress
kinase JNK has been shown to be required for
saturated free fatty acid–induced apoptosis in
hepatocytes, providing a possible link between
the excess lipids of obesity and the resulting
inflammation-induced cell death (96). Thus,
the liver remains an important site where
metabolic and immune cell signals converge to
limit the tissue’s response to nutrients.

Muscle

The muscle is a key site of glucose uptake and
energy consumption in the body and in this
capacity is an important contributor to glucose
homeostasis. Consensus has not been reached
regarding the data on muscle inflammation
in obesity, and many of the following points
may be debated. Thus far, obesity does not
appear necessarily or uniformly to induce in-
flammation in muscle tissue, but inflammatory
mediators from other sites such as liver and adi-
pose can influence muscle metabolism (30, 97).
For example, morphologically, macrophage
infiltration is not observed in muscle fibers per
se in obese animals, but the adjacent adipose
tissue displays increased infiltration compared
with lean tissues (42). Also, unlike adipose
or liver tissues, muscle does not express or
release significant amounts TNF-α or IL-6
in T2D patients compared with controls and
therefore is not likely to be a source for the rise
in inflammatory mediators (98, 99). However,
data contrary to this also exist, as local increases
in TNF-α expression in muscle tissue of obese
humans reportedly correlate strongly with
impaired insulin sensitivity (33). Mechanistic
studies in mice activating the IKK/NF-κB
pathway in muscle reveal a muscle wasting
phenotype but no induction of inflammatory
cytokines (100). Inhibition of the NF-κB
pathway through muscle-specific repression of
NF-κB or deletion of IKK2 also revealed no
effect on muscle insulin sensitivity or systemic
glucose homeostasis, leading to the conclusion
that at least this major inflammatory pathway
does not appear to regulate muscle metabolic
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dysfunction during obesity (100, 101). Muscle-
specific deletion of JNK1 also presents with
complex results, displaying increased insulin
sensitivity in the muscle but impaired liver and
adipose tissue metabolism and, as a result, no
systemic benefit (102).

Although the muscle cell does not seem
to be an origin of inflammatory signals in
obesity or to regulate metabolism through
inflammatory kinase action, the influence of
peripheral inflammation on muscle function
is well established. For example, inflammatory
cytokines are able to induce insulin resistance
in muscle cells in culture (103, 104) and in vivo
by infusion into humans, resulting in decreased
glucose uptake and glycogen synthesis (105). It
has been proposed that TNF-α, IL-6, CCL2,
and/or retinol-binding protein-4 are inflamma-
tory mediators from sources such as adipose and
liver tissue that can act on the muscle (30, 97,
103). Indeed, the TNFR−/− mouse is resistant
to the decrease in muscle glucose uptake and
insulin resistance in response to TNF-α admin-
istration (106), and treatment with antibodies
to TNF-α can increase muscle insulin sensitiv-
ity (107). In addition, liver-specific activation of
IKK in mice results in increases in systemic IL-6
levels. The muscle displays increased IL-6 sig-
naling and decreased insulin sensitivity and glu-
cose uptake. When antibodies to IL-6 are ad-
ministered, muscle IL-6 signaling is decreased
and glucose homeostasis improves (30). The
role of IL-6 in muscle insulin sensitivity is con-
troversial and complex, however. Several stud-
ies report no effect or insulin-sensitizing effects
of IL-6, as in the context of exercise-induced
IL-6 release from muscle (reviewed in 108).

Given that muscle is a tissue of paramount
importance for glucose uptake and glyco-
gen synthesis, further studies are necessary
to elucidate the connections between muscle
metabolism and inflammatory pathways during
obesity.

Brain

Although not usually classified as a metabolic
organ per se, the brain is the site of central

regulation of appetite control and energy
expenditure. The brain, and specifically the hy-
pothalamus, responds to metabolic endocrine
signals, including nutrients themselves, insulin
released from the pancreas, and leptin secreted
from the adipose tissue. Insulin and leptin both
have important appetite-suppressant effects
mediated through hypothalamic signaling.
Interestingly, in obesity the hypothalamus
itself exhibits both insulin and leptin resis-
tance, leading to a loss of this control of
appetite and feeding behavior, exacerbating the
already excessive body weight gain (reviewed
in 109). In addition to influencing appetite,
the central nervous system can also influence
peripheral organ response to nutrients, as seen
in hypothalamic control of hepatic glucose
production (110). Intriguingly, more recent
studies have revealed that inflammatory path-
ways in the hypothalamus are also activated
during obesity. De Souza et al. (32) reported an
increase in expression of TNF-α, IL-1β, and
IL-6, among other immune-related molecules,
in HFD-fed rats compared with lean controls.
In addition, HFD-fed rats display evidence of
increased apoptosis in the hypothalamus (111).
What are the effects of such inflammation
in the brain and subsequently on metabolic
homeostasis? Again, the few studies available
on this subject point to a relationship not only
with insulin resistance but also with leptin
resistance and the resulting feeding behavior
and energy expenditure. For example, in
HFD-fed mice, brain-specific activation of
the inflammatory kinase IKKβ resulted in an
increase in food intake and body weight along
with significant hypothalamic insulin and
leptin resistance (112). Conversely, inhibition
of IKKβ signaling in the brain restored insulin
and leptin sensitivity and protected mice
from HFD-induced weight gain, resulting
in overall improved glucose homeostasis.
Further evidence to support the idea that brain
inflammation may play a causal role in obesity-
induced insulin resistance comes from studies
done upstream of IKK signaling, namely in
the TLR pathway. The TLR pathway of the
innate immune system is involved in sensing
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pathogens and eliciting a proper immune
response. It is thought that under HFD con-
ditions, saturated fatty acids themselves may
activate TLR signaling. Infusion of a TLR4
antibody via intracerebroventricular canulation
protected rats from the inflammatory response
elicited by saturated fatty acids and concomi-
tantly decreased food intake and body weight
gain (113). In addition, brain-specific deletion
of MyD88, a downstream adaptor molecule
for TLR signaling, enhanced leptin signaling
in HFD-fed mice compared with control
littermates (114). This recovery of leptin
signaling was accompanied by a decrease in
food intake and weight gain and improvements
in glucose homeostasis. The role of the JNK
kinase in central regulation of metabolism
is substantial, yet complex. Studies utilizing
brain-specific deletion of JNK1 under HFD
conditions demonstrated protection against
insulin resistance, hyperinsulinemia, and
glucose intolerance in the mice lacking JNK1
compared with controls (115, 116), implicating
the brain as a key site of JNK action. However,
mice that have undergone JNK1 brain deletion
are smaller than their wild-type counterparts
and exhibit increased thyroid hormone sig-
naling and thermogenesis. Therefore, further
study is needed to distinguish the effects on
general body growth from those on energy
metabolism and adiposity. Nonetheless, the
advances described above reveal that inflamma-
tory pathways in the brain during obesity may
be major players in the imbalance of systemic
metabolic homeostasis by contributing to
inhibition of insulin and leptin signaling and
thereby impeding regulation of food intake,
body mass, and systemic metabolism.

Pancreas

The pancreas is at the heart of glucose home-
ostasis, given its role as the source of insulin
and glucagon production. Failure of this organ
to produce sufficient insulin in response to ris-
ing systemic glucose levels is at the center of
diabetic disease. Although the immune origin
of type 1 diabetes has long been appreciated,

given the autoimmune mechanism that destroys
the insulin-producing β cells, evidence is now
accumulating to implicate inflammation in the
dysfunction of the T2D pancreas. During the
course of obesity, peripheral insulin resistance
requires ever increasing amounts of insulin to
remove glucose from the circulation. This in-
creased production results in stress on the β

cell, eventually leading to its hyperproliferation
and surrender to apoptosis.

Indeed, recent data have shown that during
the time course of a HFD, inflammatory
cytokine expression in the pancreas increases
and macrophage infiltration occurs, in parallel
with the onset of glucose intolerance (31).
Inflammatory activity in the pancreas has long
been known to disturb insulin production and
β cell survival, two of the main mediators being
IL-1β and IFN-γ. IL-1β activates the NF-κB
pathway in pancreatic islets, and the effects
of this activation have been studied in the
pancreas using a nondegradable inhibitor of
NF-κB signaling known as IκBα. Overexpres-
sion of this inhibitor in human islets in vitro
protects cells from IL-1β-induced nitric oxide
(NO) production and apoptosis (117). A trans-
genic mouse expressing this same inhibitor
specifically in β cells also resulted in decreased
NO production and apoptosis in response to
inflammatory cytokines and significant in vivo
protection from streptozotocin (STZ)-induced
diabetes, a disease model characterized by
selective β cell loss (118). JNK signaling has
also been implicated in pancreatic protection
from apoptosis: JNK1−/− mice are resistant to
STZ-induced diabetes (119), and expression of
a dominant-negative JNK in transplanted islets
elevated insulin levels and decreased blood
glucose in STZ-treated mice (120). In cultured
cells, JNK inhibition protects from loss of
insulin gene expression and secretion induced
by oxidative or cytokine stress (120, 121). Thus,
these two kinases at the core of inflammatory
signaling can affect major β cell functions such
as insulin production and survival.

However, what is really needed to un-
derstand these processes are studies in the
context of obesity. The work described above
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investigates inflammatory molecules in isolated
β cells or in pancreas-destroying models of
diabetes. Obesity differs from these models in
its distinct features of lipid overload, peripheral
insulin resistance, and slowly progressing time
course of pathology. Studies in pancreas-
specific genetic models performed during
the development of obesity and T2D will be
useful to investigate the role of inflammatory
mediators on pancreatic β cell function. For ex-
ample, it has been hypothesized that low-level
inflammation in the pancreas (namely IL-1β

expression) may promote β cell proliferation
and that only exacerbated inflammation results
in apoptosis (122). Given that one of the char-
acteristics of obesity-induced inflammation is
a low level of cytokine expression, this may
drive islet hyperproliferation and be needed
for adaptation to peripheral insulin resistance.
However, this adaptive hyperinsulinemia itself
can also be a driver of metabolic complications.
As a result, it is favorable to inhibit inflamma-
tion as conditions worsen to preserve β cell
survival and function for the organism.

Inflammatory Mechanisms
in the Gastrointestinal Tract

One exciting new area of discovery is the in-
fluence of gut microbiota upon obesity and
metabolism. The interactions between mi-
crobes of the intestine and host responses can
affect weight gain, insulin sensitivity, and the
inflammatory state, not only of the gut but of
peripheral organs as well.

A first critical observation in this area came
with the discovery that populations of gut
microbiota are significantly different between
lean and obese animals (123). Specifically, at the
division level genetically obese (ob/ob) mice
display decreased levels of Bacteroidetes with
an increase in Firmicutes bacteria compared
with lean controls. A similar population change
was also shown to be present in obese versus
lean humans (124), and changing the diet to
promote weight loss was able to change the
microbiota profile toward a lean phenotype.
Intriguingly, this altered flora has a potential

activity of its own, as transfer of obese gut
microbiota to lean mice caused them to
gain more weight when compared with
mice receiving wild-type microbiota (125).
The mechanism behind this difference is
thought to be increased energy harvest in the
obese intestine due to its specific microbiota
makeup, although further study is needed
to fully understand the process behind this
phenomenon.

The picture becomes more complex when
the inflammatory status of the intestine is
considered. The idea that inflammation of
the gut could play a role in determining body
weight was supported by the fact that transfer
of microbiota from normal or conventionalized
mice into germ-free mouse donors caused a
significant weight gain accompanied by in-
creased insulin resistance (126). In addition,
germ-free mice were protected from body
weight gain, insulin resistance, and glucose
intolerance induced by HFD compared with
conventionalized mice (127). More specifically,
studies investigating the bacterial cell wall
component lipopolysaccharide (LPS), which
activates the host’s innate immune system
through TLR4, reveal a relationship between
HFD and increased levels of LPS exposure
(128). In addition, a study in rats reported that
those animals with a propensity for obesity
displayed altered gut microbiota and increased
TLR4 activation (129). Treatment of obese
mice with antibiotics decreased levels of LPS
and TNF-α expression in the intestine and led
to a decrease in body weight and serum insulin
and improvements in glucose tolerance (130,
131). Finally, one intriguing study provides
evidence that host inflammatory mediators can
actually influence intestinal microbiota and
whole body metabolism. Vijay-Kumar et al.
(132) report that Tlr5−/− mice develop obesity
along with features of metabolic syndrome
including glucose intolerance, fatty liver,
insulin resistance, and islet hyperplasia. Of
note, transfer of gut microbiota from Tlr5−/−

cecum to wild-type recipients recapitulated
some aspects of the metabolic syndrome
phenotype in the wild-type animals. The
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metabolic phenotype in these animals is mild,
however, and not likely to account for the
extent of pathology observed in the obese,
type 2 diabetic state. The transferred Tlr5−/−

microbiota also resulted in increased TNF-α
and IL-1β in the colon of recipient animals,
pointing to enhanced inflammation as a pos-
sible factor in the regulation of the metabolic
phenotype. In sum, these observations support
the concept that bacterial and host interactions
within the gastrointestinal tract may influence
systemic metabolic homeostasis and point to
inflammatory molecules as potential mediators
of these effects. This is an important area to
explore, as our understanding of the communi-
cation of the various microbes to the complex
array of host tissues and cell types is limited;
research into this area will uncover these
interactions and their influence on whole body
metabolism.

HOW DOES METABOLIC
INFLAMMATION OCCUR?

We now come to the question of how the
inflammatory response occurs in obesity in
the first place. Starting signals for a tradi-
tional inflammatory response are usually de-
scribed in terms of pathogens—a molecule from
a microbe, parasite, foreign body, or injured
tissue—that will engage a cell signaling path-
way (either in the host cell or sentinel immune
cell) to initiate an immune response. With over-
feeding or HFDs, however, the starting signal
is unclear and remains a critical area of future
research. Although the initiating factor is not
fully known, it is thought that the insult-to-
signaling pathway originates within the spe-
cialized metabolic cell, e.g., in the adipocyte,
hepatocyte, or myocyte. As even nonimmune
cells possess their own defensive mechanisms,
these metabolic cells are fully capable of engag-
ing inflammatory signaling and communicating
in response to danger signals. For example, the
adipocyte can execute many of the downstream
inflammatory signaling events such as inflam-
masome and TLR activation, JNK and NF-κB
signaling, and production of inflammatory cy-

tokines in response to metabolic stress signals
that are normally viewed as the territory of pro-
fessional immune cells.

One theory to explain the origin of the in-
flammatory response in obesity is that nutrients
themselves are naturally inflammatory. That is
to say, there is a normal physiological response
from metabolic cells encountering nutrients
that results in a low level of inflammation. The
idea is that food or nutrients are not self and
therefore elicit a slight immune response as
they are encountered and metabolized. Indeed,
digestion of food and its metabolic trafficking
is a daily yet intense experience as cells en-
counter the flood of energy and nutrients in
a short period of time (i.e., lunch), and such a
stimulus may be anticipated to induce a brief
episode of stress signaling in the target cells.
If this is the case, then there may be mech-
anisms to mitigate this physiological nutrient
response in metabolic cells and tissues. One
study supporting this hypothesis demonstrated
that the six-transmembrane protein STAMP2
may play just such a role in metabolic tis-
sues encountering nutrients (133). STAMP2
expression was increased in adipose tissue dur-
ing feeding and displayed anti-inflammatory
properties in response to nutrient stimulation
in adipocytes. When cultured adipocytes lack
STAMP2, they produce an uncontrolled in-
flammatory output when exposed to nutrients.
Indeed, Stamp2−/− mice exhibited increased
adipose tissue inflammation when fed a reg-
ular diet and systemic metabolic dysfunction
such as insulin resistance and glucose intoler-
ance. These results suggest that STAMP2 may
function as an immune suppressor in metabolic
and immune cells as they respond to nutri-
ents. Under obese conditions, the upregula-
tion of STAMP2 expression during feeding is
lost, correlating with increased inflammatory
conditions. While the STAMP2 molecule pos-
sesses a metalloreductase/oxidoreductase activ-
ity, the exact substrates to which it responds or
the molecular mechanisms by which it prepares
the cells for incoming nutrients and prevents in-
flammatory responses remain important areas
of future research.

www.annualreviews.org • Inflammatory Mechanisms in Obesity 429

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:4
15

-4
45

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH16-Hotamisligil ARI 4 February 2011 17:13

A second hypothesis is that feeding natu-
rally couples the nutrients with inflammatory
molecules. For example, there is increased
permeability of the intestine after feeding,
probably to ensure maximal nutrient uptake.
Interestingly, studies in mice and humans
revealed that serum LPS was increased after
feeding, suggesting the hypothesis that in-
testinal permeability releases inflammatory
molecules into the circulation, coupling nutri-
ent entry with inflammatory signals (128, 134).
Therefore, the metabolic cells would adapt to
coping with both. In lean animals postfeeding
or during fasting, levels of nutrients and LPS
are low, indicating the system has effectively
handled the nutrient load. However, in obese
animals the intestine is constantly more per-
meable than in lean animals, and serum levels
of LPS are higher, indicating that the system
no longer functions efficiently and there may

Fasting/feeding cycles over time

Degree of
inflammatory

 response

Obese
inflammatory

response

Lean
inflammatory

response

Recruit-
ment of

professional
immune cells

Figure 3
Pulsatile inflammatory response during feeding: normal versus obese reactions
over time. Fasting/feeding cycles induce low-level inflammatory responses in
metabolic cells of lean, healthy animals that are easily resolved. During the
high-fat diet or excess feeding of obesity, responses to food become more
intense and frequent, and resolution of the inflammatory response becomes less
efficient, raising the baseline of inflammation in metabolic tissues. Once the
level of inflammatory response reaches a certain threshold in the metabolic
cells, professional immune cells such as macrophages, mast cells, and T cells are
recruited and activated. Their participation in the inflammatory response alters
the tissue environment toward a proinflammatory milieu and exacerbates the
inflammation even further.

be a constant source of inflammatory signal
present. Higher LPS levels in obesity could also
be explained in that increased nutrient/LPS
exposures heighten the baseline inflammatory
response of metabolic tissues.

Hence, a general hypothesis may be
drawn from the two examples given above,
as follows: During the feeding/fasting cycle,
a pulsatile inflammatory response occurs in
the metabolic cells (Figure 3). Under normal
conditions, the low-level inflammation peaks
with feeding and resolves after the nutrients
are metabolized. With overfeeding or obese
conditions, however, a constant stimulus from
nutrient intake results in a more consistently
active inflammatory response. These low-level
signals accumulate over time, amplify with
each nutrient exposure, begin to impair normal
metabolic pathways, and may reach a level
where the professional immune cells are alerted
and called to duty. Once the immune cells
are activated and participate in the response
to inflammation, the severity of the response
increases, and disruption of metabolic cell
function becomes more complete.

Another theory to explain the origin of the
inflammation found in obesity is that the nutri-
ents themselves are not naturally inflammatory
but in excess can engage the classical pathogen-
sensing or immune-response pathways. This is
almost a mistaken identity theory—the system
is tricked into thinking that these abundant nu-
trients are pathological. This mistaken iden-
tity may be due to a dose-dependent loss of
specificity that exploits the ability of pathogen
sensors to recognize similar structural enti-
ties, such as lipids. We focus on two ex-
amples from the literature that may support
this hypothesis. The first is in the study of
TLRs, the pathogen-sensing receptors of the
innate immune system. Again, as the specialized
metabolic cells possess their own defense sys-
tem, they express various TLRs. Adipocytes, for
example, express functional TLR4 and TLR2.
Studies in mice have revealed that adipose
TLR4 can be activated by infusion of saturated
fatty acids and that this activation contributes
to the resulting insulin resistance (39). Also,
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increasing the level of fatty acids in the system
via HFD feeding causes an increase in TLR4
expression, and genetic loss of TLR4 in these
conditions may ameliorate insulin resistance
(81, 135).

A second example is the pathogen-sensing
kinase PKR, known to sense double-stranded
RNA, which is indicative of viral invasion of
the cell, and to initiate an inflammatory re-
sponse (136). Recently, our group has shown
that PKR is activated (in the absence of virus)
during obesity or lipid infusion in mice (36). In-
terestingly, PKR itself can orchestrate the ac-
tivity of JNK and downregulate insulin signal-
ing in metabolic cells, all from signals received
via a HFD. Thus, the model derived from
these examples is that nutrient overload induces
pathogen sensors (Figure 4). The ability of
PKR to interact with JNK and IKK as well as
insulin signaling components and translational
control through eIF2α also leads us to postulate
that such complexes may represent metaflam-
masomes and may in fact be the recognition
mechanisms for metabolic signals that trigger
inflammation. Under regular conditions, the

level of nutrients pouring into the system is low
enough that only normal metabolic pathways
are engaged and fidelity is ensured. However,
upon overfeeding, the organism is exposed to
high nutrient levels, which begin to directly ac-
tivate pathogen-sensing molecules or pathways
within the cells. This spillover of signals may
even reach a third level as immune cells are
activated and coordinate a multilayer response
within the tissue, effectively blocking nutrient-
induced anabolic activity.

Signals to Inflammatory Pathways

Evidence for the direct engagement of nu-
trients with pathogen or immune sensors is
still lacking, but this remains one of the most
fascinating areas of obesity research. An im-
portant future area in this respect is the sys-
tematic characterization of nutrients for their
ability to directly engage innate immune re-
sponses through pathogen sensors or other
mechanisms. Such platforms could give rise to
groundbreaking insights regarding the health
effects and underlying mechanistic actions of

Healthy nutrient intake Excess nutrient intake

Drain

Metabolic
pathways

Pathogen-
sensing

pathways

Immune-
response
pathways

Prolonged excess nutrient intake

pat ays

Nutrient
input

Figure 4
Overload of nutrient signals spills from metabolic pathways to immune-response pathways. Nutrient input under normal or healthy
conditions should engage metabolic pathways within the cells, leaving immune-response pathways inactive. With increased nutrient
intake, the levels of nutrients flooding the system may rise enough that the overflow stimulates pathogen-sensing pathways. Because
these pathways recognize biological molecules (such as specific fatty acids), nutrient moieties in excess may also be able to activate such
sensors. Once the immune sensors are activated, they may be antagonistic to the metabolic pathways, in effect blocking the drain of
nutrient metabolism. If the nutrient excess persists to an extreme state, immune-response pathways of the professional immune cells
may also be activated. The involvement of these pathways will intensify the inhibition of metabolic pathways and contribute to the
backlog of nutrients in the system.
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UPR: unfolded
protein response

nutrients. For example, is there a nutrient that
engages the TLR system? If so, at what concen-
tration does the interaction take place? As men-
tioned above, the biological targets and actions
of the overwhelming majority of nutrients,
exogenous or endogenous, remain unknown.
The concept of a nutrient-induced immune re-
sponse provides an opportunity to approach a
small but tractable portion of this vast question.

To date, studies in cultured cells have identi-
fied several candidates for inducers of metabolic
inflammation. As implicated above, free fatty
acids and especially saturated free fatty acids
can activate inflammatory signaling in various
cell types (137, 138). In addition, high glu-
cose, hypoxia, and cell damage and death have
all been proposed as initiators of inflammation
during obesity (139, 140), often in combina-
tion. For example, one scenario may be that as
the obese adipocyte expands, it reaches a me-
chanical limit to its storage capacity. The tissue
may be less vascularized due to expansion, and
the cell’s stress response and perhaps even death
response occur, releasing cytokines and excess
fatty acids. These in turn are sensed by inflam-
matory kinases (such as JNK, PKR or IKK), the
inflammasome, or TLRs, and an inflammatory
cascade begins. There may also be specialized
signaling complexes, metaflammasomes, that
are organized by sensing molecules such as PKR
and that coordinate the responses based on the
nature and level of nutrient exposure. Such
PKR complexes could also be integrating or-
ganelle function with metabolic and inflamma-
tory outcomes (see below), and exploring these
intriguing possibilities requires further work.

Organelle Stress

A key contributor to metabolic deteriora-
tion and the inflammatory response that de-
serves discussion is organelle dysfunction of the
metabolic cells. Before we arrive at a single cy-
tokine or free fatty acid inducer, we should con-
sider that, in response to nutrient excess, the
cell experiences functional stress that then gen-
erates an inflammatory response. For instance,
we know that, compared with lean tissues, obese

liver and adipose display increased levels of en-
doplasmic reticulum (ER) stress (141). As the
ER is the primary site of protein folding in
the cell, ER stress is measured by the activa-
tion of the unfolded protein response (UPR),
which is driven by three main transmembrane
sensors that reside on the ER, namely PERK
(PKR-like eukaryotic initiation factor 2α ki-
nase), IRE-1 (inositol-requiring enzyme 1), and
ATF-6 (activating transcription factor 6) (re-
viewed in 142). Briefly, PERK, which possesses
a kinase domain, inhibits general protein trans-
lation through phosphorylation of eIF2α, lead-
ing to alternative translation of ATF-4 and its
downstream targets. IRE-1, a transmembrane
protein that has kinase and endoribonuclease
activities, cleaves the mRNA of the transcrip-
tion factor XBP1 (X-box-binding protein 1),
resulting in translation of an activated form
of XBP1 responsible for upregulation of many
chaperone genes. Finally, ATF-6 is a transcrip-
tion factor that resides on the ER membrane
and is cleaved in response to ER stress, pro-
ducing an active factor that translocates to the
nucleus and upregulates transcription of chap-
erone genes. The goal of activating the three
arms of the UPR is to restore ER homeostasis
by halting protein synthesis, increasing degra-
dation of proteins from the ER, and increas-
ing the level of chaperone proteins to assist in
protein folding. If proper ER function cannot
be achieved or if the stress continues, the UPR
may also initiate apoptotic pathways. For in-
depth discussion of this response and its effects
on metabolism, we direct the reader to a recent
review (66).

Interestingly, there are many connections
between the UPR and inflammatory signaling
pathways (Figure 5). First, chemical agents
that target the UPR such as tunicamycin and
thapsigargin lead to the induction of inflam-
matory kinases and the production of an array
of inflammatory genes including Il6, CXCL8,
CCL2, or Tnfa (143, 144). ER stress can also be
a source of the production of oxidative stress
or apoptosis, processes that themselves can
lead to inflammation (145). Investigations into
the mechanism behind this effect revealed that
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IRE-1

PERK

TRAF2

ATF-6

Inflammatory
mediators
Immune-response
genes

PKR IκBα

ER

Mitochondria

N U C L E U S

ER stress

NF-κB

IKK

AP-1

JNK

ATF-4

XBP1

XBP1

NF-κB

Figure 5
Endoplasmic reticulum (ER) stress pathways leading to inflammation. The three branches of the ER’s
unfolded protein response have all been implicated in the cellular inflammatory response. IRE-1 utilizes its
kinase domain in association with TRAF2 to activate the inflammatory kinases JNK and IKK, leading to
upregulation of inflammatory mediators via the transcription factors AP-1 and NF-κB, respectively. IRE-1
splicing of XBP1 mRNA also results in inflammatory consequences, as XBP1 has been shown to regulate
inflammatory cytokine induction and immune responses in various cell types, especially macrophages. PERK
activation leads to decreased translation of IκBα, an inhibitor of NF-κB signaling, thereby augmenting
NF-κB transcriptional activity. In addition, PERK activation mediates ATF-4 translation, and ATF-4 was
shown to regulate inflammatory cytokine induction, although the mechanism remains unknown. PKR is also
activated by ER stress and contributes to JNK and IKK activation. Finally, ATF-6 has also been shown to
increase NF-κB transcriptional activity. All of these pathways are linked to metabolic regulation, as discussed
in the text. (Abbreviations: AP-1, activator protein-1; ATF-4/6, activating transcription factor 4/6; IKK,
inhibitor of κ kinase; IRE-1, inositol-requiring enzyme 1; JNK, c-jun N-terminal kinase; PERK, PKR-like
eukaryotic initiation factor 2α kinase; PKR, protein kinase R; TRAF2, TNF receptor-associated factor 2;
XBP1, X-box-binding protein 1.)

IRE-1, through its kinase domain and inter-
action with TRAF2 (TNF receptor-associated
factor 2), can activate both JNK and IKK,
leading to increased expression of inflamma-
tory cytokines (144, 146). In addition, PERK

activation can also lead to enhanced NF-κB
signaling. PERK-mediated inhibition of pro-
tein translation leads to decreased translation of
IκBα (a negative regulator of IKK and NF-κB
signaling) and results in greater activation of
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NF-κB and the expression of its proinflamma-
tory target genes Tnfa and Il6 (147–149). ER
stress can also activate PKR, itself an eIF2α

kinase (36). Interestingly, PKR is required for
full JNK activation in response to ER stress
and also augments NF-κB signaling during in-
flammation, suggesting a central role for PKR
in integrating organelle stress to inflammatory
responses (36, 150). The UPR transcription
factor ATF-6 has also been shown to increase
NF-κB signaling (151), whereas ATF-4 and
XBP1 have been implicated in the induction
of inflammatory cytokines during UPR acti-
vation in various cell types (143, 152, 153).
XBP1 in particular is necessary for a proper
host response to pathogens in the induction
of inflammatory cytokines, as evidenced by
studies in Caenorhabditis elegans and in murine
macrophages in vivo (153–155), suggesting a
conserved mechanism whereby the ER and its
UPR are intimately connected with host-cell
defense. Finally, many of the above listed
triggers (saturated free fatty acids, hypoxia,
high glucose) that can induce inflammatory
signaling also induce ER stress (145).

How do we bring these relationships to bear
in the context of obesity? Given that obese
animals exhibit an increased UPR activation
compared with lean controls, the various arms
of the UPR may be sources of the inflam-
matory response in the specialized metabolic
cells. Of note, a mouse model bearing genetic
haploinsufficiency of XBP1 exhibited an ag-
gravated UPR response compared with wild-
type mice, and intriguingly, these mice also
displayed increased body weight, insulin resis-
tance, and glucose intolerance (141). We sug-
gest that organelle dysfunction in response to
nutrient overload causes a unique inflammatory
response in the metabolic cells that then leads
to inhibition of insulin signaling, beginning the
pathological process of insulin resistance and
homeostatic dysfunction. This is a hypothesis,
and as yet no definitive study exists that con-
nects the UPR to inflammation during the on-
set of obesity and its complications. Although
activation of inflammatory kinases such as JNK
and IKKβ are clearly linked to ER stress, fu-

ture study in this area will reveal the impor-
tance of the UPR as a mechanism of metabolic
inflammation.

ARE ANTI-INFLAMMATORY
THERAPIES IMPORTANT
TO OBESITY TREATMENT?

As described above, inflammation causes
adverse metabolic consequences in every tissue
investigated thus far. This striking finding
naturally leads to the question of therapeutic
intervention by modulation of inflammatory
cascades. Will inhibition of obesity-induced
inflammation lead to beneficial effects on
organismal metabolism? If so, what are the
optimal strategies to design such agents?
Studies from the literature targeting actual
inflammatory molecules in metabolic disease
are few in number. In one study, blocking
TNF-α in a small group of obese T2D patients
decreased plasma levels of inflammatory mark-
ers but did not alter systemic insulin sensitivity
(156). However, treatment of insulin-resistant
rheumatoid arthritic patients with TNF-α
antibody did improve insulin resistance (157),
indicating that additional and more detailed
studies with these agents in a larger number of
subjects are required to form a conclusion. One
promising very recent study also reported that
treatment of obese T2D patients with etaner-
cept, a TNF-α antagonist, resulted in reduced
blood glucose and increased high molecular
weight adiponectin levels (158). Another im-
portant study using recombinant IL-1 receptor
antagonist also yielded positive metabolic re-
sults such as improved glycemia and increased
β cell secretion of insulin (159). These studies
are important as direct proof-of-principle that
addressing the inflammatory component of
obesity results in improved insulin sensitivity
in humans. However, whether blocking the
action of a single cytokine is a feasible and
sufficiently potent intervention in obesity and
T2D remains a subject of ongoing debate.

Targets to reduce obesity-associated in-
flammation may also include the kinases or
pathogen-sensing pathways described above,
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and it is likely that such interventions may
prove to be more effective. In obese mice,
administration of either synthetic or pep-
tide JNK inhibitors, interfering RNAs, or
dominant-negative approaches led to sig-
nificant metabolic improvements, including
increased glucose tolerance and recovery of in-
sulin sensitivity (90, 92, 93, 160). The effi-
cacy of the JNK-targeted molecules in humans
remains to be evaluated. However, it appears
that preventing activation of these upstream
kinases (which influence a program of media-
tors) would be far more effective than interfer-
ing with individual classic inflammatory medi-
ators known at this time. Support for such an
idea also comes from the extensive studies per-
formed with the anti-inflammatory drug fam-
ily of salicylates, hypothesized to decrease in-
flammation through inhibition of IKK activity.
Multiple independent studies have supported
the finding that treatment of T2D patients with
salsalate or aspirin lowers systemic inflamma-
tion, improves glycemia, lowers blood lipid lev-
els, and increases circulating adiponectin (161–
163). Although the precise target of salsalates
remains a subject of discussion, these agents
clearly prevent inflammation in a broad man-
ner and diminish the pathological activation of
multiple signaling networks that are critical in
metabolic deterioration.

Cell-based immunotherapy also presents
itself as an option, achieved through manip-
ulation of the immune cells themselves. As
discussed above, elimination or inhibition of
various cell types such as CD11c+ immune
cells, various populations of T cells, and even
mast cells in obese mouse models have yielded
beneficial metabolic effects (45, 47–49, 86).
This area is just beginning to develop and may
hold promise in obesity-related disease. Again,
in this context it will be important to understand
the metabolic signals that give rise to activation
of these immune effectors and prevent their
action specifically, rather than interfering with
the entire immunological cell population.

Finally, agents that target the original sig-
nals to inflammation in obesity are also un-
der investigation. For example, ameliorating

ER stress in the specialized metabolic cell may
cut off the source of inflammatory signals and
restore insulin sensitivity. Indeed, obese mice
treated with two different chemical chaperones
exhibited reduced ER stress in metabolic tis-
sues and substantial increases in glucose toler-
ance and insulin sensitivity, accompanied by a
decrease in JNK activity (164). One of these
molecules has also been tested in obese hu-
mans and in a small clinical trial demon-
strated promising insulin-sensitizing activity
(165). Thus, amelioration of ER stress carries
strong potential for therapeutic intervention.

Restoring natural or endogenous anti-
inflammatory molecules to metabolic cells may
also be beneficial. The best example of this is
PPARγ activation in adipose tissue. PPARγ is a
transcription factor that controls adipogenesis
and adipocyte-specific functions. The group of
compounds known as thiazolidienes (TZDs) is
a potent agonist of PPARγ already in clinical
use as insulin sensitizers (although their use
is controversial). TZDs not only activate
PPARγ and restore lipogenic function to
adipocytes, but also possess anti-inflammatory
properties (74, 166, 167). In addition, one
PPARγ target, adiponectin, is an adipokine
that acts as an endogenous anti-inflammatory
molecule. Adiponectin can upregulate IL-10
expression in macrophages and leukocytes,
resulting in potent anti-inflammatory activity
(168, 169). TZDs as a therapeutic agent
increase adiponectin expression and possess
anti-inflammatory activities. Whether this is
the primary mechanism of improving insulin
sensitivity is not yet known. Adiponectin
itself as a treatment for T2D has not been
investigated in humans, although in mice
delivery of recombinant protein reduces the
production of inflammatory cytokines such as
TNF-α, lowers blood glucose levels, relieves
fatty liver, and may reduce atherosclerosis
(170–173). In obese humans, one recent study
showed that blocking TNF-α increased the
level of biologically active, high molecular
weight, adiponectin levels (158).

A new area of promising research in
therapeutic approaches against obesity
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and metabolic disease is the use of anti-
inflammatory nutrients provided through
diet. The most studied example may be the
omega-3 polyunsaturated fatty acids (n-3
PUFAs). This fatty acid in particular possesses
anti-inflammatory properties via its metabo-
lites EPA and DHA and has already been
shown to ameliorate inflammatory diseases
such as cardiovascular disease, atherosclerosis,
and inflammatory bowel disease (174). Mouse
studies supplementing HFDs with n-3 PUFAs
reveal decreased expression of inflammatory
cytokines and macrophage infiltration in
adipose tissue and increased insulin sensitivity
in liver and muscle (175, 176). In humans,
there are few data investigating the effects
of n-3 PUFAs in obesity and T2D. In a
study of T2D women, n-3 PUFA intake was
associated with decreased risk of developing
cardiovascular disease (177), and a second study
reported decreased triglyceride levels in T2D
patients supplemented with n-3 PUFAs (178).
Additional studies in this area will be important
to assess the benefits or lack thereof of n-3
PUFAs on obese pathologies. Interestingly,
our lab recently identified a lipokine from
adipose tissue, C16:1n7-palmitoleate, that
possesses potent insulin-sensitizing properties,
including stimulation of glucose removal by
muscle and inhibition of lipogenic pathways
in the liver (179). This lipokine can also
neutralize some of the detrimental and in-
flammatory effects of saturated fatty acids and
may contribute to regulation of metabolically
triggered inflammatory responses (179). As
palmitoleate is a naturally occurring lipid,
dietary supplement during metabolic disease is
an attractive therapeutic option to be explored.
In fact, recent studies have found significant
association between palmitoleate levels and

metabolic disease in humans, providing further
support for such possibilities (180–181). Thus,
the difference between inflammatory and anti-
inflammatory nutrients remains a fascinating
area of future work, including the identification
of other nutrients with such anti-inflammatory
properties and the effects these may have on
dysfunctional tissues.

Discussion of anti-inflammatory therapy
raises the fundamental question of whether we
should inhibit inflammation in the first place.
Inflammation is a host response to danger, usu-
ally in the form of a pathogen or injury, which
is necessary for wound repair and survival. Re-
moving this signal altogether before the threat
is resolved may leave the system vulnerable to
continuing damage or subsequent exposures.
We assume that in obesity the inflammation is
caused by nutrient signals, and therefore inhibi-
tion of inflammatory mediators will not remove
the troublesome excess nutrients or the accom-
panying organelle dysfunction that is related
to the metabolic signals. However, if inflam-
mation is regulating how the cells react to the
excess nutrients and therefore exacerbating in-
sulin resistance, inhibition may still be helpful.
Ultimately, the most effective strategies should
address the root causes as well the inflammatory
consequences of chronic metabolic disease. The
strategies should focus on the right mechanis-
tic bases or targets without compromising the
immune response in general.

In conclusion, we propose that in obesity im-
mune and metabolic pathways unite to affect
cell function. Therefore, anti-inflammatory
therapies are valuable in that they compromise
the engagement of these two pathways and may
effectually take out one of the eyes of the mon-
ster that is driving the insulin resistance of obe-
sity and its related pathologies.

SUMMARY POINTS

1. Obesity-induced inflammation may be best described as metaflammation: a chronic,
low-grade inflammatory response initiated by excess nutrients in metabolic cells. The
inflammatory signaling conducted by the metabolic cell eventually causes activation of
specialized immune cells and leads to an unresolved inflammatory response within the
tissue.
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2. Metaflammation in general has inhibitory effects on insulin action through the inflam-
matory kinases JNK, IKK, and PKR in metabolic tissues and disrupts nutrient and energy
metabolism through these or other mechanisms.

3. Obesity may induce metaflammation when nutrient excess engages pathogen sensing
either through physiological nutrient-induced stress taken to extremes or through a
dose-dependent loss of specificity that activates immune-response pathways.

4. Therapeutic interventions to inhibit inflammatory pathways in obesity are showing ben-
eficial effects on insulin sensitivity in mouse models and human trials.

FUTURE ISSUES

1. Is there such a thing as inflammatory versus noninflammatory nutrients? How can specific
nutrients that trigger metaflammation be identified?

2. Is there a metaflammasome(s) where multiple endogenous and exogenous metabolic
signals are received and conveyed into inflammatory signaling complexes and networks?

3. Can metabolic health be preserved or recovered despite inflammation by alternative
interventions or is it mandatory to dampen metaflammation?

4. Are there any beneficial effects from the inflammation associated with obesity?
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Abstract

Toll-like receptors (TLRs) and interleukin-1 receptors (IL-1Rs) have
TIR intracellular domains that engage two main signaling pathways,
via the TIR-containing adaptors MyD88 (which is not used by TLR3)
and TRIF (which is used only by TLR3 and TLR4). Extensive studies
in inbred mice in various experimental settings have attributed key
roles in immunity to TLR- and IL-1R-mediated responses, but what
contribution do human TLRs and IL-1Rs actually make to host
defense in the natural setting? Evolutionary genetic studies have shown
that human intracellular TLRs have evolved under stronger purifying
selection than surface-expressed TLRs, for which the frequency of
missense and nonsense alleles is high in the general population. Epi-
demiological genetic studies have yet to provide convincing evidence
of a major contribution of common variants of human TLRs, IL-1Rs,
or their adaptors to host defense. Clinical genetic studies have revealed
that rare mutations affecting the TLR3-TRIF pathway underlie herpes
simplex virus encephalitis, whereas mutations in the TIR-MyD88
pathway underlie pyogenic bacterial diseases in childhood. A careful
reconsideration of the contributions of TLRs and IL-1Rs to host
defense in natura is required.
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INTRODUCTION

The immunological saga of Toll-like recep-
tors (TLRs) began with the seminal discovery
in 1981 that antimicrobial peptides are a key
mechanism of innate host defense in insects (1,
2). This was followed by the observation in 1991
that the fruit fly Drosophila melanogaster Toll
and mammalian interleukin-1 receptor (IL-1R)
have an intracellular TIR (Toll and interleukin-
1 receptor) domain in common (3). These stud-
ies paved the way for elucidation of the role
of Toll in controlling the synthesis of some of
these peptides in Drosophila (4, 5). These dis-
coveries soon led to the identification of a hu-
man TLR (6), followed by the discovery of a
function for TLRs with the demonstration that
lipopolysaccharide (LPS) responses were abol-
ished in mice with spontaneous TLR4 muta-
tions (7). TLR4-knockout mice were found to
display the same phenotype (7–9). The simi-
larities between the Toll and TLR signaling
pathways in invertebrates and vertebrates were
initially interpreted as evidence of a common
ancestry for these defense mechanisms (10) and
subsequently of convergent evolution (11), em-
phasizing their evolutionary importance. The
15 years or so following these findings have

Immunoglobulin-like domain TIR domain Leucine-rich repeat domain 

IL-1RI IL-1RAcPIL-33Rα TIGIRR2 TLR1 TLR3 TLR5 TLR7 TLR9

IL-18Rα TIGIRR1 IL-1Rrp2 IL-18Rβ

IL-1RII

TIR8/SIGIRR TLR2 TLR4 TLR6 TLR8 TLR10

Figure 1
Toll and interleukin-1 receptor (TIR) domain–containing proteins in the TLR and IL-1R families. In humans, the IL-1R family
includes one receptor without TIR domain (IL-1RII) and nine TIR domain–containing receptors. Functional IL-1 receptors are
heterodimers associated with coreceptors (IL-1RAcP and IL-18Rb). The agonist specificity of IL-1Rs is defined by the
immunoglobulin-like domain. The TLR family contains 10 members with TIR domains. Agonist specificity is defined by the leucine-
rich repeat domain. The TIR domain is essential for the recruitment of other partners, leading to activation of the pathway.

witnessed a substantial rise in interest in the role
of Toll in Drosophila immunity (12), of TLRs in
mouse host defense (13–17), and even of TLRs
in diverse other animal species (11). Indeed, in-
terest in TLRs has been such that just about
any immunological phenomenon imaginable—
ranging from host defense and tumor immu-
nity to allergy and autoimmunity—has been
examined from a TLR perspective. This phe-
nomenon has even extended to processes only
remotely connected with immunity, such as
atherosclerosis and degenerative diseases, and
has also stimulated research into the role of hu-
man TLRs in the pathogenesis of most, if not
all, human diseases (18).

Unlike Drosophila Toll, mammalian TLRs
act as receptors for pathogens. There are 10
human TLRs and 12 mouse TLRs (19–24)
(Figures 1 and 2). Following the discovery of
a wide range of microbial agonists of TLRs,
investigators suggested that mammalian TLRs
may be the principal receptors of infectious
agents on myeloid leukocytes, also occasion-
ally found on lymphoid leukocytes and non-
hematopoietic cells and that these receptors
are responsible for the innate recognition of
various viruses, bacteria, fungi, and parasites
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IL-6, IL-1, TNF-α IL-6, IL-1, TNF-α

TRIF

 IL-1R, IL-18R,
IL-33R

SARM

N U C L E U S

C Y T O P L A S M  

TLR1, 5, 6, 10 TLR2 TLR4

MAL

MyD88

MAL TRAM

TLR7, 
8, 9 TLR3

MAPK

?

IRFs

IRAK-4 
IRAK-1 IRAK-2 

IRAK-3 

TRAF6 TBK1IKKε
TRAF3

p50 p65 AP1
IFN-β

IRF3

Immunoglobulin-like domain 
Intracellular
TIR domain Leucine-rich repeat domain 

NF-κB

UNC-93B UNC-93B

Figure 2
TIR domain–containing proteins in the TLR/IL-1R pathways. Activated TLRs and IL-1Rs recruit specific combinations of TIR-
containing proteins. Two essential proteins activate either the canonical pathway (MyD88) or the alternative pathway (TRIF). Other
TIR-containing proteins act as specific coadaptors (MAL or TRAM) or perhaps negative regulators (SARM) of the TIR complexes.
Specific TIR complexes activate specific kinase complexes (IRAKs or IKKε/TBK1), leading to the expression of specific genes via the
NF-κB, AP1, and IRF transcription factors. (Abbreviations: IKKε/TBK1, IκB kinase ε/TANK-binding kinase 1; IRAK,
IL-1R-associated kinase; MAL, MyD88 adaptor-like; SARM, sterile α and HEAT/armadillo motif protein; TIR, Toll-IL-1 receptor;
TRAM, TRIF-related adaptor molecule; TRIF, TIR domain–containing adaptor-inducing IFN-β.)

(13–17). Various schools of immunologi-
cal thought have conferred different names
on pathogen receptors, including pathogen-
associated molecular pattern (PAMP) recog-
nition receptors, pattern-recognition receptors
(PRRs) (16, 25–27), innate immune sensors,
and microbial sensors (28–31). Whatever the
terminology used, the underlying idea is that
TLRs detect a wide range of microorganisms,
discriminating between these microbes and dis-
tinguishing them from self on the basis of their

type, through the detection of specific, con-
served microbial patterns, molecular patterns,
or molecules (e.g., LPS) (30, 32–34). In this
model, microbial recognition triggers an in-
flammatory reaction, providing at least some
degree of protective immunity, and precedes
adaptive immunity that ensures full protec-
tion. Most investigators agree on these points,
but there are some differences in opinion con-
cerning the actual contribution of TLRs to B
cell immunity. Some authors have suggested
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that TLRs are essential triggers of B cell re-
sponses and have provided experimental evi-
dence to support this view (27, 35), whereas
others have refuted this hypothesis, experimen-
tally and through editorials (36, 37). Despite
this specific disagreement and the common
view that other innate receptors of microbes,
such as Nod-like receptors (NLRs) and RIG-I-
like receptors (RLRs), are also important (38),
there is currently an almost consensual view
in immunology, expressed in most immuno-
logical publications and textbooks, that TLRs
are key players in innate immune recognition
(34, 39–41).

The role of TLRs in immunity is best
considered together with that of IL-1Rs, the
receptors for a set of innate cytokines thought
to be essential in the promotion of inflamma-
tion (Figures 1 and 2). Indeed, both TLRs and
IL-1Rs have a TIR domain, and the presence
of such a domain defines the TIR superfamily
(3, 42–44). The IL-1R family has up to 10
members in mice and humans, including a
decoy receptor with no TIR domain (IL-1RII)
and nine TIR domain–containing receptors:
six receptors (IL-1R1, IL-18Rα, IL-33Rα,
TIGIRR-1, TIGIRR-2, and IL-1Rrp2), two
coreceptors (IL-1RAcP and IL-18Rβ), and an
inhibitory receptor (TIR8/SIGIRR) (45–47).
The six receptors include those for three potent
proinflammatory cytokines IL-1β (IL-1RI and
IL-1RAcP also recognize the less inflammatory
IL-1α) (45–47), IL-18 (IL-18Rα and IL-18Rβ

also recognize the less well-defined IL-1F7)
(47–49), and IL-33 (IL-33Rα and IL-1RAcP)
(47, 50, 51). The role of IL-1F6, F8, and
F9, which are recognized by IL-1Rrp2 and
IL-1RAcP, is less well defined. No known
agonist has been identified for TIGIRR-1 and
TIGIRR-2, mutations in which surprisingly
confer X-linked mental retardation in humans
(52). Finally, the role of the inhibitory receptor
TIR8/SIGIRR, which has a slightly unusual
TIR domain, seems to be that of a global
negative regulator of TIR signaling (53, 54).
TIR-containing TLRs and IL-1Rs recruit the
TIR-containing cytosolic adaptors MyD88,
TRIF (TIR domain–containing adaptor-

inducing IFN-β), MAL (MyD88 adaptor-like;
also known as TIRAP), TRAM (TRIF-related
adaptor molecule), and SARM (sterile α and
HEAT/armadillo motif protein) (44, 55, 56)
(Figure 2), which were thought to be specific
for the TIR pathway until the demonstration
that MyD88 is also involved in the TACI
(transmembrane activator and calcium modu-
lator and cyclophilin ligand interactor) pathway
in B cells (57). The canonical TIR pathway
is dependent on MyD88, which is used by
all TLRs except TLR3 and by at least three
IL-1Rs (IL-1R, IL-18R, and IL-33R). The
alternative pathway is controlled by another
key adaptor, TRIF, the only TLR3 adaptor,
with TLR4 binding both MyD88 and TRIF.
The remaining three adaptors serve as coadap-
tors (MAL, TRAM) or, perhaps, as a negative
regulator (SARM). The sorting adaptors MAL
and TRAM are used by only some TLRs. MAL
recruits MyD88 to TLR2 and TLR4, whereas
TRAM recruits TRIF to TLR4 (44). Finally,
SARM might be a negative regulator of TRIF
(58). However, whereas human SARM was
shown to be a negative regulator of TRIF in
vitro (58), mouse SARM does not function
as a negative (or positive) regulator of TLR
responses in vivo (59). Molecules that do not
contain a TIR domain may also interact with
TIR-containing receptors, such as CD36 and
UNC-93B, which is a key regulator of the
subcellular traffic of TLR3, TLR7, TLR8, and
TLR9 (60–63). The TIR-containing adaptors,
in turn, recruit various molecules such as cy-
tosolic kinases, including the IL-1R-associated
kinase (IRAK) complex, which is recruited by
MyD88 and seems to be the most TIR-specific
kinase used in these pathways, although, like
MyD88, it was recently shown to be involved
in the TACI pathway (57, 64, 65). The
IKKε/TBK1 (IκB kinase ε/TANK-binding
kinase 1) kinase of the TRIF pathway is also in-
volved in several other IFN-inducing signaling
pathways. Other molecules from the MyD88
and TRIF pathways, such as TNF receptor–
associated factor (TRAF)-6 and TRAF3 (34),
are also used by other receptors and therefore
are not extensively discussed in this review,

450 Casanova · Abel · Quintana-Murci

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:4
47

-4
91

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH17-Casanova ARI 14 February 2011 14:16

which focuses principally on TIR-containing
receptors and adaptors and their specific part-
ners, such as UNC-93B and IRAK (Figure 2).

IL-1Rs were also historically viewed as key
innate receptors because first IL-1β, then IL-
18, and more recently IL-33 were shown to be
key cytokines in the early steps of the inflam-
matory response (Figures 1 and 2) (45–47, 66).
IL-1β was initially identified as the leukocytic
pyrogen, then as the lymphoid-activating fac-
tor, and now as a mature, caspase-1-cleaved cy-
tokine typically secreted by myeloid cells (66).
By contrast, both the immature and mature
forms of IL-1α are biologically active and are
not secreted but instead are localized within the
nucleus, in the cytoplasm, and on the plasma
membrane. Membrane IL-1α displays some
proinflammatory action, but its other, predom-
inant activities are less well defined. IL-1β is
the principal proinflammatory IL-1 cytokine.
Pro-IL-1β is cleaved by caspase-1 in inflam-
masomes, following cell stimulation (67). The
action of IL-1β is so strong that it is physiolog-
ically regulated in at least two ways, through se-
cretion of the IL-1Ra antagonist and through
the decoy receptor IL-1RII. Inborn errors of
immunity resulting in the excess secretion or
action of IL-1β, as in IL-1Ra deficiency (68,
69), have been found to underlie various au-
toinflammatory disorders (70, 71). The neu-
tralization of IL-1β activity in humans with
these rare and other more common inflamma-
tory conditions, through the use of recombi-
nant IL-1Ra, has proved effective, with few in-
fectious adverse events reported to date (66, 70–
72). The apparent lack of major adverse effects
of IL-1β neutralization suggests that this cy-
tokine is largely redundant in host defense (72,
73). This is paradoxical, given that IL-1β had
been shown to play an important role in host
defense in IL-1β-deficient mice (74–76). More-
over, IL-1RI-deficient mice are susceptible to
certain pathogens, including Listeria monocyto-
genes (45, 77). However, the neutralization of
IL-1β activity by recombinant IL-1Ra in pa-
tients is neither permanent nor complete.

IL-18 is produced by diverse cells and was
long regarded as an IFN-γ-inducing cytokine,

until its alternative role in the induction of
allergic inflammation was established (47–49).
Together with IL-12, IL-18 increases IFN-γ
production by T and NK lymphocytes. Alone,
IL-18 stimulates the production of IL-4, IL-13,
and other cytokines thought to drive allergy.
Like IL-1β, IL-18 is produced by various cells
as a biologically inactive precursor requiring
caspase-1 cleavage in the inflammasome, from
which it is exported as a bioactive cytokine into
the extracellular medium, via the unconven-
tional protein secretion process. IL-18 plays a
broad role in host defense in mice against some
viruses, mycobacteria, fungi, and protozoa
(47–49). The IL-1 cytokine that has attracted
the most attention recently is IL-33 (47, 50,
51). Like IL-1α, IL-33 can translocate as a
precursor to the nucleus, where its function
remains unclear. However, unlike IL-1β and
IL-18, IL-33 does not seem to be cleaved by
caspase-1 in the inflammasome and is released
mostly from dying cells. Like IL-18, IL-33 is
produced by most cells, including endothelial
and epithelial cells in particular. It can stimulate
mast cells and IL-4-producing T cells, driving
various allergic manifestations in mice. IL-33
is also involved in host defense, providing
protection against helminths and perhaps even
against some viruses. Finally, the role in host
defense of IL-1 cytokines other than IL-1β,
IL-18, and IL-33 has been little studied (46).
Overall, these three cytokines (IL-1β, IL-18,
and IL-33) have been attributed important
roles in various immune responses and are
thought to contribute to host defense (39–41).

Does this commonly expressed view of
TLRs and IL-1Rs reflect the biological real-
ity? Like most immunological knowledge, it
is based mostly on experiments conducted in
the mouse model. However rigorous, accurate,
and thorough such experiments are, can ex-
perimental findings in mice really provide a
faithful and reliable representation of host de-
fense and protective immunity in other species,
in their natural setting? There are differences
between species, including several identified
differences between humans and mice, and
immunological generalizations from a single
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species may be perilous. Comparisons between
species are often more informative. Moreover,
the advantage of rigorous control of the pro-
cess studied inherent to experimental stud-
ies must be weighed against the introduction
of multiple biases detracting from the natu-
ral setting (78). Human genetic studies are
an effective approach to defining the role of
molecules in natura precisely because they in-
vestigate and decipher experiments of nature
(78–81). Medicine has modified the natural set-
ting to some extent since the turn of the twen-
tieth century—certainly life in industrialized
cities in 2010 is not entirely “natural” (82)—
but infections can nonetheless be considered
to occur in these natural conditions, with two
notable exceptions: infections deliberately in-
duced by live vaccines (e.g., Bacille Calmette-
Guérin and measles/mumps/rubella vaccina-
tions) and those caused by accidental injections
of pathogens (e.g., in drug users, blood transfu-
sion, iatrogenic infections). Several infections
are now effectively prevented by improvements
in hygiene and vaccination or, in certain pa-
tients in developed countries in particular, by
other prophylactic measures, but humans are
still naturally exposed to and infected with
a tremendous diversity of microbes. Human
studies have validated some key immunological
paradigms, but not others, such as the contri-
bution of the IL-12-IFN-γ-Th1 circuit to im-
munity to intracellular microbes (80, 83, 84).

As discussed in this review, human genetic
studies are challenging the role commonly at-
tributed, by inference from experiments con-
ducted in the mouse model, to TLRs and IL-
1Rs in human health and disease. According
to the genetic theory of infectious diseases,
human genetic variation largely accounts for
the development of infectious diseases, most of
which strike only a minority of infected indi-
viduals (82, 85–89). Under this hypothesis, the
immunological insight provided by human ge-
netic studies is potentially limitless, given the
large (and increasing) size of the human pop-
ulation, its constant renewal, the continuous
and increasingly careful monitoring of infec-
tious diseases in individual patients, and the

recent advent of extremely powerful sequenc-
ing technologies. The discipline of human ge-
netics of infectious diseases can be divided into
three branches: evolutionary, epidemiological,
and clinical genetics (81). We review here the
evidence obtained by these three human ge-
netic approaches, casting new light on the actual
role of TLRs and IL-1Rs in host defense (81).
More generally, this review provides an illus-
tration of how integration of the data obtained
by these three complementary approaches can
help to delineate the real, relative contributions
of molecules to immunity to infection and to
our past and present survival in natura.

EVOLUTIONARY GENETICS OF
HUMAN TLRs AND IL-1Rs

In the domain of the evolutionary genetics of in-
fectious diseases, the aim is to identify the evo-
lutionary footprints of natural selection exerted
by past infections in the genome of present-
day healthy human populations (i.e., the general
population at the time of study, not selected on
the basis of any specific disease) (81, 90). Be-
fore the improvement of hygiene and the ad-
vent of vaccines and antibiotics, human popu-
lations were ravaged by illnesses that killed half
the children by the age of 15 years and resulted
in an average life expectancy at birth of about 20
to 22 years (82, 91). Scientists working in this
discipline therefore investigate how infections
have shaped the variability of host defense genes
by natural selection, providing an indispens-
able complement to clinical and epidemiologi-
cal genetics in delineation of the redundant and
nonredundant functions of host defense genes
in past and present survival in the natural set-
ting (81). Natural selection may take various
forms, each with a different evolutionary out-
come and leaving a distinctive signature in the
genomic region targeted (92–95). Purifying se-
lection is the selective removal of most newly
arising mutations from the population (partic-
ularly those leading to amino acid changes) be-
cause they are lethal or strongly deleterious. A
milder form of purifying selection, known as
negative selection, also exists. Under this type of
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selection, amino acid changes are tolerated, but
the selection mechanism prevents an increase
in their frequency in the population. The mu-
tations concerned are mildly deleterious, but
not lethal. Negative selection is probably the
most pervasive form of natural selection acting
on genomes (96, 97). Positive selection (also
known as directional or Darwinian selection)
acts on newly generated (or previously rare) ad-
vantageous mutations, leading to an increase in
their frequency in the population. Finally, bal-
ancing selection is a general type of selective
regime favoring the maintenance of diversity
within a population. For example, balancing
selection can preserve polymorphism through
heterozygote advantage, a situation in which in-
dividuals heterozygous at a particular locus are
fitter than homozygotes.

A textbook example of selection due to in-
fectious pressure is the structural variation ob-
served at the β-globin locus. The frequency
of the HbS allele of this gene is highest in
equatorial Africa (up to 30%) (98, 99). HbS
homozygotes have sickle cell disease, a fre-
quently fatal disorder caused by the resulting
red blood cell deformities, but the heterozy-
gous state increases protection against life-
threatening forms of malaria by a factor of about
10 (100–102). This provides the most con-
vincing example to date of balancing selection
in the form of heterozygote advantage (101,
103). Similarly, the high frequencies, within
the population, of the HbC and HbE alleles,
in Africa and Asia, respectively, attest to the
selective advantage conferred by these alleles
in terms of protection against Plasmodium fal-
ciparum malaria (104, 105). Mutations leading
to G6PD deficiency in Africa (G6PD A-) and
South Asia (G6PD-Mahidol) have also been tar-
geted by recent, strong positive selection, as
they confer stronger protection against P. falci-
parum and P. vivax malaria, respectively (104–
108). Even loss-of-function mutations may be
targets of natural selection, particularly when
associated with a phenotype that substantially
increases the fitness of the individual. In sup-
port of this less-is-more hypothesis (109), the
African DARC null allele (also known as FY∗0)

imparts nearly complete resistance to P. vi-
vax infection in homozygotes and has therefore
been driven to near-fixation by positive selec-
tion in sub-Saharan Africa, whereas it remains
rare elsewhere (93, 110–113). The degree of
polymorphism may also be controlled by selec-
tion processes, as best illustrated in the realm
of immunology by HLA class I and II and the
killer cell immunoglobulin-like receptor (KIR)
genes, which are extremely polymorphic due
to complex episodes of positive and balancing
selection (114, 115). As discussed below, the as-
sessment of whether and how natural selection
has targeted host defense genes, particularly
those involved in innate immunity, and influ-
enced contemporary patterns of genetic varia-
tion is a valuable tool for improving our under-
standing of the biological and immunological
relevance of the genes concerned, in humans,
over time.

Given the tremendous selective pressure
that pathogens have exerted in the past, and
continue to exert, it is hardly surprising that
some of the strongest evidence for selection,
of various types and intensities, in the human
genome has actually been obtained for genes in-
volved in immunity or host defense (90, 92, 93,
103, 114, 116–123). The search for footprints
of natural selection has recently been bolstered
by the advent of both genome-wide surveys
of genetic variation based on genotyping and
resequencing data in human populations and by
the acquisition of more comparative data from
other species. Immunity-related functions seem
to be a privileged target of natural selection in
the human species as a whole (with respect to
other primates) and in different human popula-
tions from diverse geographic regions (90). For
example, by examining the ratio of amino acid
to silent substitutions in protein-coding genes,
studies comparing various species have shown
that immunity-related genes have experienced,
by far, the strongest positive selection of any
genes in human and nonhuman primates
(117, 118, 124–126). In human populations,
more than 20 genome-wide scans for recent
or ongoing positive selection have been
performed to date (reviewed in 127). These
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studies have detected 361 genes involved in
host defense or immunity (90), 187 of which
have been consistently identified by two or
more studies as presenting genomic signatures
of positive selection (127–136). Clearly, the
definition of an immunity gene is restrictive, as
genes expressed in cells other than leukocytes
may play a key role in host defense. These
observations nevertheless suggest that a large
proportion of immunity-related genes harbor
functional variations that have conferred a
selective advantage for host survival, probably
by protecting against infection.

The genes identified as harboring signatures
of positive selection include members of the
IL-1 family, such as IL-1α and IL-1β, and the
six genes encoding IL-1F5 through IL-1F10
(90). However, this meta-analysis of immunity-
related genes targeted by positive selection did
not identify some of the genes known to have
evolved under strong selective pressure (e.g.,
DARC, G6PD) or the genes encoding TLRs,
IL-1Rs, and their adaptors. Differences in the
significance thresholds used in different studies
and the conservative methods used to detect
selection probably account for these results. In-
deed, although genome-wide scans for selection
provide us with a general view of how selection
has affected the variability of the entire set of
human genes, they have a more limited power
for determining, with precision, the strength of
selection acting on single genes. In this context,
resequencing studies are more appropriate
and more powerful, as they provide the full
spectrum of allelic variation (including low-
frequency variants), unlike genome-wide scans
for selection, which have been principally based
on the genotyping of common polymorphisms
detectable on commercial arrays. Despite the
central role of innate immunity in the early
recognition of microbes, few evolutionary stud-
ies have focused on the resequencing of human
innate immunity genes. Significant advances
have recently been made in our understanding
of the key role and biological importance of
innate receptors in natural conditions of host
defense in studies incorporating population and
evolutionary genetics data into a clinical and

epidemiological framework. IL-1Rs have not
been thoroughly studied from an evolutionary
and human population genetics perspective.
Conversely, TLRs and some of the molecules
involved in their signaling pathways, including
TIR-containing adaptors, are the best charac-
terized, if indeed not the only group of innate
immunity genes to have been characterized
through these various approaches.

Phylogenetic studies have indicated an
ancient origin for TLR genes, some 700
million years ago, suggesting that TLR-
mediated immune responses originated in
the common ancestor of bilaterian animals.
However, several recent, independent lines of
evidence—genomic, phylogenetic, and func-
tional data—have suggested that the similarities
and differences between TLR-mediated innate
immunity functions in insects and vertebrates
may instead have resulted from convergent
evolution, a process whereby organisms that
are not closely related (not monophyletic)
independently evolve similar traits as a result
of having to adapt to similar environments or
ecological niches (11, 137–140). Another study
showed that vertebrate TLRs can be divided
into six major families, with all the TLRs within
a given family recognizing the same general or
specific class of microbial compound (141). The
patterns of interspecies divergence and levels
of polymorphism in various primates, includ-
ing humans, have recently been investigated
(142). A signature of accelerated evolution
(species-wide positive selection) was found
across primate species for most TLRs, with the
strongest evidence of this obtained for TLR1
and TLR4, which have been independently
targeted by positive selection. However, within
each primate species, the patterns of nucleotide
variation were generally constrained (i.e., vari-
ous degrees of purifying selection had occurred)
(142). Another study focused on the evolution-
ary pressures acting on the human population as
a whole and within various ethnic groups (143).
The type and intensity of natural selection act-
ing on TLRs was determined by resequencing
the 10 TLRs in a group of healthy individuals
representative of sub-Saharan Africa, Europe,
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and East Asia. Population genetic analyses
showed that human TLRs have evolved into
two distinct evolutionary groups, differing in
their biological relevance (143). Intracellular
TLRs (TLR3, TLR7, TLR8, and TLR9),
which sense nucleic acids and are probably in-
volved in the recognition of viruses, were shown
to evolve under strong purifying selection
(Figure 3). This selective regime, which has
a more drastic effect than negative selection,
ensures the conservation of particularly im-
portant proteins. Further evidence for such
strong selective constraints was provided by the
observation that neither nonsense nor missense
mutations predicted to be damaging were tol-
erated in these four TLRs (a mutation is labeled
as damaging by the PolyPhen algorithm when
it is likely to have a major impact on protein
function, as predicted from its conservation
in multiple species and its impact on the 3-D
structure of the protein) (Figure 4) (144). The
strong purifying selection operating on TLR3,
TLR7, TLR8, and TLR9 indicates that these
receptors play an essential, nonredundant
biological role in host survival. Mutations
in these genes would therefore be expected
to lead to severe, Mendelian disorders. This
evolutionary prediction has been validated by
the clinical genetic studies on TLR3 described
below. Dominant and recessive mutations at
this locus have been specifically associated with
herpes simplex virus (HSV)-1 encephalitis
(HSE) (145; Y. Guo, L. Abel, J.L. Casanova,
and S.Y. Zhang, manuscript submitted), and
the same dominant-negative allele was subse-
quently found in a patient with coxsackievirus
B myocarditis (146).

Conversely, the selective constraints acting
on cell-surface TLRs, which recognize struc-
tures other than nucleic acids—TLR1, TLR2,
TLR4, TLR5, TLR6, and TLR10—are much
more lax (Figure 3) (143). Up to 23% of
individuals in the general population have
damaging missense mutations affecting at
least one cell-surface TLR. In addition, the
proportion of individuals with a nonsense
mutation in one of these TLRs is remark-
ably high (16% collectively; TLR2, 0.6%;

2.0

ω

1.8

1.6

1.4

1.2

0.4

0.6

0.8

1.0

0

0.2

TLR2

TLR10

TLR4

TLR1

TLR6

TLR5

TLR3TLR7

ω values 
significantly

< 1

TLR9

TLR8

Figure 3
Selective pressures of different intensities act on human TLRs. The strength of
purifying selection acting on individual TLR genes is measured by the ω

parameter. ω values significantly lower than 1 (in red ) reflect selection acting
against nonsynonymous variants (i.e., purifying selection). Data are from
Reference 143.

TLR4, 0.6%; TLR5, 10%; or TLR10, 5%)
(Figure 4). The mutations observed are
scattered throughout the genes that encode
these TLRs, including key functional domains,
and many of the missense mutations are
nonconservative, affecting residues conserved
through evolution that probably influence
protein function. Several missense mutations
have actually been shown experimentally to be
deleterious. Genes harboring loss-of-function
alleles, for some of the cell-surface TLRs
for example, that are common in the healthy
general population are clearly unlikely to play
a major role in host survival, unless there has
been positive selection for the loss of function
because it enhances host defense [e.g., DARC,
CASP12 (90)]. However, no signals of positive
selection have been detected in loss-of-function
TLR alleles, suggesting that the occurrence of
these alleles in the general population probably
reflects broad redundancy of the corresponding
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Figure 4
Selective pressures of different intensities act on human TLRs. Data represent the percentage of individuals
in a sample of healthy individuals from diverse ethnic origins (African, European, and East Asian) who
present a nonsynonymous mutation predicted by PolyPhen (144) to be damaging, or even a stop mutation,
for each individual TLR. Data are from Reference 143.

TLRs (143). Even for TLR4, which encodes
the emblematic LPS receptor, mutations of the
mouse ortholog Tlr4 prevent LPS-mediated
shock (7, 8), and the selective constraints
seem to be more relaxed than for intracellular
TLRs (Figure 3). It is perhaps no mere
coincidence that the mouse Tlr4 also seems to
be largely redundant in host defense against
LPS-expressing, gram-negative bacteria, as
the null allele of the Lps locus confers reces-
sive resistance to LPS-mediated shock (i.e.,
TLR4-deficient mice are protected against
LPS-induced death). Lps is often presented
as conferring susceptibility to gram-negative
infections, but this phenotype applies only
to some gram-negative bacteria, in particular
experimental conditions (29, 30). The TLR4-
mutated C3H/HeJ mice described in 1952
lived a normal life in nonsterile mouse facilities
colonized by various enteric gram-negative
bacteria. Overall, TLR4 may be less important
for host defense in mice and humans than cur-
rently thought, even against LPS-expressing
gram-negative bacteria. No individuals with
homozygous TLR4 deficiency have yet
been identified. The clinical phenotype of such

individuals would provide an interesting insight
into the actual role of TLR4 in host defense.

The most extreme case of redundancy
displayed by cell-surface TLRs concerns
TLR5, the loss-of-function R392X variant of
which has a dominant-negative effect (147)
(causing a partial defect) and is found at high
frequencies in the population (from 5% to
23% in Europe and South Asia) (Figure 4)
(143, 147, 148). Moreover, in a study reporting
a weak association of this common TLR5
allele with susceptibility to Legionnaires’
disease (147), two healthy controls exposed to
Legionella (but no patients) were found to be
homozygous for this null allele (causing a com-
plete defect), indicating that complete TLR5
deficiency is compatible with a healthy life.
Interestingly, some loss-of-function mutations
in immunity-related genes have been reported
to confer a selective advantage in humans (135,
149). These mutated genes include the trun-
cated form of the gene encoding caspase-12,
which seems to confer increased resistance to
sepsis (150), and the DARC (FY∗0) null allele,
which imparts resistance to P. vivax malaria
(110–113). In this context, the high frequency
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of the TLR5 R392X mutation in the general
population may attest to some selective advan-
tage for TLR5 inactivation in our recent past.
However, the allele frequency distribution of
the TLR5 nonsense mutation is consistent with
generally accepted demographic models, and
no signal of recent positive selection, based
on patterns of variability and linkage disequi-
librium (LD), has been detected in the TLR5
coding region (143, 148). As previously re-
ported for other innate immune receptors [e.g.,
mannose-binding lectin (MBL)2 (151, 152)],
this is consistent with a largely redundant role
for TLR5 in host defense. As TLR5 senses flag-
ellin, other accessory mechanisms of flagellin
recognition, such as those involving the cytoso-
lic flagellin receptor Ipaf, may provide sufficient
protection against infection (153). These ob-
servations clearly show that cell-surface TLRs
are more redundant than intracellular TLRs,
probably due to their more redundant role
in protective immunity. However, the higher
biological dispensability of cell-surface TLRs
cannot be interpreted as implying that these re-
ceptors have no effect on protective immunity.
Indeed, although nonsynonymous mutations in
the genes encoding these TLRs are tolerated,
weak negative selection prevents the frequency
of some nonsynonymous variants from in-
creasing in the population, as documented for
TLR1, TLR4, and TLR10 (143, 154).

Interestingly, the higher degree of evo-
lutionary flexibility displayed by cell-surface
TLRs may, under particular circumstances,
be advantageous for protective immunity.
Mutations affecting these TLRs not only
are tolerated, but may also be subject to
positive selection in specific populations. Even
impaired TLR-mediated responses may, in
some cases, be beneficial for human survival. A
remarkable example of local positive selection
targeting cell-surface TLRs is provided by the
TLR10-TLR1-TLR6 gene cluster in Europe
(143). This gene cluster is located in a genomic
region of ∼60 kb on chromosome 4p14, and
the three genes are in strong LD, particularly
in non-African populations. Population ge-
netics analyses have provided evidence that

a particular haplotype encompassing TLR10-
TLR1-TLR6 has been under strong positive
selection among Europeans (143). This hap-
lotype, which is present at high frequencies in
Europe (up to 30%), is characterized by three
amino acid changes: two in TLR1—N248S
(SNP A743G) and I602S (T1805G)—and one
in TLR6—P249S (C745T). Functional anal-
yses of these three variants showed that only
TLR1 I602S affected TLR signaling. This mu-
tation strongly impairs agonist-induced NF-κB
activation, decreasing signaling by up to 60%
(143, 155–157). It therefore seems likely that
TLR1, and more specifically the I602S variant,
is the genuine target of positive selection de-
tected in the TLR10-TLR1-TLR6 cluster (143).
Given both the signature of positive selection
detected and the functional consequences of the
TLR1 I602S variant, it is highly plausible that
the attenuation of TLR1-mediated signaling,
leading to a weaker inflammatory response, has
conferred a selective advantage in Europeans.
This hypothesis would account for the high
frequency (∼50%) of this hyporesponsiveness
mutation in Europe. Interestingly, a recent
genome-wide scan for selection has shown that
the SNP displaying the highest degree of dif-
ferentiation in Western Eurasian populations is
located within the TLR10-TLR1-TLR6 cluster,
indicating that the positive selection event
involving the low-responsiveness TLR1 muta-
tion detected was probably restricted to specific
Western Eurasian populations (158). These
observations raise questions about possible
evolutionary conflict between the development
of optimal mechanisms of pathogen recog-
nition by TLRs, and PRRs in general, and
the avoidance of an excessive inflammatory
response that may be harmful to the host.
These observations suggest that despite the
modest impact of impaired responses involving
these TLRs on human survival, TLR gene
polymorphisms may have a subtle effect,
modifying complex susceptibility to infectious
disease at the population level.

The recent evolutionary genetics dissec-
tion of the five TIR-containing adaptors has
shed further light on the relevance of the

www.annualreviews.org • Human TLRs and IL-1Rs in Host Defense 457

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:4
47

-4
91

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH17-Casanova ARI 14 February 2011 14:16

signaling pathways triggered by TLRs (S.
Fornarino, L.B. Barreiro, J. Manry, G. Laval,
and L. Quintana-Murci, manuscript in prepa-
ration). The protein products of these genes
have been constrained to various degrees by
evolution, and adaptors therefore generally dis-
play less evolutionary flexibility than do TLRs.
MyD88 and TRIF are subject to purifying se-
lection. Few amino acid changes are tolerated,
and this situation is most extreme for MyD88,
for which no nonsynonymous mutations are ob-
served. By contrast, the sorting adaptors MAL
and TRAM, together with SARM, are subject
to more relaxed selective constraints. These
findings highlight the nonredundant nature of
MyD88 and TRIF and clearly indicate that the
signals mediated by these two molecules are es-
sential for host survival. Conversely, the func-
tions fulfilled by the sorting adaptors MAL and
TRAM, which are required only by TLR2 and
TLR4, and the negative regulator SARM seem
to be more dispensable. This is consistent with
the evolutionary genetics of TLRs themselves,
as MAL and TRAM, unlike MyD88 and TRIF,
control cellular responses to extracellular TLRs
only. However, unanswered questions remain.
For example, what is the nature of the strong
selective pressure acting on MyD88, given that
this molecule mediates signal transduction in
many processes triggered by diverse TIR re-
ceptors, including most TLRs and some IL-
1Rs? Is the signature of selection detected in
the MyD88 gene attributable to a single TLR
or IL-1R or to other as yet unknown molecules
that also make use of MyD88? What about
the purifying selection acting on TRIF? Our
data show that this molecule is clearly essen-
tial for host survival, but is this due to the
pressure imposed by TLR3? Finally, which mi-
crobes are responsible for imposing this selec-
tive pressure? One possibility identified in the
clinical genetics studies described below is that
this pressure may be exerted by a narrow group
of microbes associated with a considerable bur-
den of disease in early life: pyogenic bacteria
for the TIR-MyD88 canonical pathway (159,
160) and HSV-1 for the TLR3-TRIF alterna-
tive pathway (61, 145) (see below).

All these observations raise the more gen-
eral question of the degree of redundancy of
human innate immunity receptors, a question
requiring further investigations of human ge-
netics. If we are to understand the levels of du-
ality of innate immunity receptors in the sens-
ing of microbes and danger, evolutionary and
population genetics data are required for other
cell-surface receptors, such as C-type lectin re-
ceptors (CLRs) (161–163), or intracellular re-
ceptors, such as NLRs and RLRs (38, 164,
165). Growing evidence suggests that these re-
ceptors cooperate in the innate immune re-
sponse to pathogens (166). The main sentinel
cells of innate immunity simultaneously express
overlapping, but not identical, combinations of
PRRs, potentially resulting in tissue-specific re-
sponses to microbial stimulation (38). Invading
microorganisms would therefore be expected to
interact with several PRRs, and the magnitude
and quality of the immune response induced
probably depend on the distribution of recep-
tors on the innate immune cells encountered by
the microorganisms and the synergistic or co-
operative signals induced by these different re-
ceptors (162, 164, 165, 167). The mechanisms
triggered by some microbial sensors have been
studied (e.g., NOD1, NOD2, NALP3, DC-
SIGN, RIG-I), but many of these mechanisms
remain poorly understood, with little known
about their biological or immunological rele-
vance. A better understanding of the influence
of natural selection on the various members of
the NLR, RLR, and CLR families of microbial
sensors would enable investigators to differen-
tiate between the sensors that are essential and
nonredundant in host defenses and those with
a higher degree of immunological redundancy.
The redundancy of these receptors probably
compensates for an individual molecular defi-
ciency through either synergistic or cooperative
signaling (38, 166).

In this context, we need a complete picture
of the genetic variation displayed by all these
innate immunity genes. This would allow us to
determine whether there has been selection for
or against specific combinations of genetic vari-
ants (i.e., epistatic interaction). The next step
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will then be to assess the phenotypes (molecu-
lar, cellular, and clinical) associated with these
innate immunity genetic fingerprints to de-
termine how subtle differences in immuno-
logical phenotypes are controlled genetically
and whether these genotype/phenotype corre-
lations have provided an advantage in the fight
against infection. The integration of evolution-
ary studies into a clinical and epidemiological
framework will provide important insight into
the microbial sensors that play a key biologi-
cal role in past and present survival in natura
and will highlight host pathways that are es-
sential in resistance to pathogens. In addition,
genes that encode microbial sensors and show
signs of natural selection are ideal candidates for
involvement in the susceptibility to and sever-
ity of infectious diseases. These population ge-
netics data neatly illustrate the power of evolu-
tionary observations in humans and support the
view that cell-surface TLRs play a less impor-
tant role than intracellular TLRs in protective
immunity in natural settings. The study of hu-
man IL-1Rs and their corresponding cytokines
by means of evolutionary genetics is expected
to reveal equally interesting insights.

EPIDEMIOLOGICAL GENETIC
STUDIES OF HUMAN TLRS
AND IL-1RS

Epidemiological genetic studies of infectious
diseases assess the impact of human genetic
variation on resistance or predisposition to in-
fectious diseases, or the severity of these dis-
eases, at the population level (85). These are
typically population-based studies focusing on
relatively common infectious diseases. This
field is also known as the complex genetics of
infectious diseases because it is generally as-
sumed that susceptibility to common infectious
diseases displays complex inheritance, which is
often interpreted as polygenic inheritance (168,
169). As discussed above, the seminal discov-
ery in this field occurred in 1954: the abil-
ity of the HbS allele to protect against severe
forms of malaria (101, 170). This association
study focusing on a candidate gene was fol-

lowed by other studies, many of which were
less successful. The most solid achievement of
this approach in this field is probably the dis-
covery of the lower risk of severe malaria in
carriers of various erythrocyte traits, including
the sickle cell trait, thalassemia, pyruvate kinase
deficiency, and G6PD deficiency (103, 171). By
1996, the first genome-wide linkage study had
mapped a locus for susceptibility to Schistosoma
mansoni infection (172), raising the possibility
that major genes for infectious diseases exist
within the population (85). Other genome-wide
linkage studies mapping major loci followed,
for diseases such as leprosy (173) and tuber-
culosis (174, 175). In leprosy, LD mapping of
the two main linked regions on chromosomes
6q and 6p led to the identification of common
risk variants in the PARK2/PACRG (176) and
LTA (177) genes, respectively. However, it was
not until 2007 that the first genome-wide as-
sociation (GWA) study of an infectious disease
was reported, in the form of an investigation of
the genetic control of HIV-1 viral load (178).
In this context, we review here the most sig-
nificant candidate gene and genome-wide stud-
ies, which were all based on association (as op-
posed to linkage), that have provided insight
into the role of TLRs, IL-1 cytokines, IL-1Rs,
and molecules in their core TIR signaling path-
way, including TIR-containing adaptors, in the
development of infectious diseases (Table 1).

The possible role of genetic variants of
members of the IL-1 and IL-1R families has
been studied mostly in immune-mediated and
inflammatory diseases such as arthritis, systemic
lupus erythematosus, asthma, and atopic der-
matitis as well as in cardiovascular diseases (43,
45, 46). Relatively few studies have investi-
gated the role of such variants in human infec-
tious diseases, although IL-1 has been shown to
play an important role in immunity to various
pathogens in mouse models (45, 74). In humans,
many association studies have investigated the
role of variants of IL1B, the gene encoding
IL-1β, in Helicobacter pylori–related chronic at-
rophic gastritis and gastric cancer (Table 1).
IL-1β was previously shown to be upregu-
lated in the presence of H. pylori, to play an
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important role in initiating and amplifying the
inflammatory response to this infection, and to
be a potent inhibitor of gastric acid secretion
(179–181). Three biallelic polymorphisms in
IL1B, all consisting of C-to-T base transitions,
at positions −511, −31, and +3953 relative to
the transcription start site, have been widely
tested in association studies. The IL1B −511
and IL1B −31 SNPs are in almost perfect LD,
and the rare alleles of these SNPs are associated
with higher levels of IL-1β production in vitro
(182) and in vivo (183). The first study, con-
ducted in two samples of Scottish and Polish an-
cestry, showed that subjects carrying the rare al-
lele of both the IL1B −511 and IL1B −31 SNPs
had a higher risk of gastric hypochlorhydria in
the presence of H. pylori (a precancerous abnor-
mality) and of gastric cancer (184). This asso-
ciation was subsequently confirmed by several
other groups in populations of European, His-
panic, and Asian descent (185–189), although
some discrepancies were reported that might be
accounted for by the effects of interactions be-
tween population-specific genetic background,
environmental factors (e.g., diet), and/or mi-
crobial strains (179). Consistent with this view,
two studies reported a combined effect of these
proinflammatory IL1B genotypes and H. pylori
virulence factors, suggesting a possible inter-
action between the host and the bacterium in
the development of gastric cancer (188, 190).
Further evidence for the role of IL-1β in these
deleterious gastric effects comes from the re-
cent description of transgenic mice with tar-
geted IL-1β overproduction in the stomach;
the mice developed severe gastritis, dysplasia,
and adenocarcinomas that could be prevented
by the infusion of IL-1 receptor antagonist
(191). These data suggest that proinflammatory
IL1B genotypes leading to vigorous IL-1β pro-
duction in response to H. pylori gastric infec-
tion may exacerbate mucosal damage and in-
crease the risk of atrophic gastritis and gastric
cancer. Tuberculosis has also frequently been
investigated for association with genetic vari-
ants of IL-1 family genes, but these association
studies provided no clear conclusions. A weak
association between tuberculosis (pulmonary or

extrapulmonary) and the IL1B +3953 SNP was
reported in three independent studies in Gu-
jarati Indian (when combined with a variant of
the IL1RA gene) (192), Colombian (193), and
African American (194) patients, although the
sample sizes were small and this association was
not found in a larger cohort from Cambodia
(195).

MAL, which is required for MyD88-
dependent responses to TLR2 and TLR4
(Figure 2), is the only TIR-containing adap-
tor investigated in association studies of in-
fectious diseases. One study investigated the
role of several MAL SNPs in various infec-
tious diseases and reported a role for the non-
synonymous C539T (S180L) variant in pro-
tection against invasive pneumococcal disease
(IPD), bacteremia, malaria, and tuberculosis
(Table 1) (196). The frequency of the rare pro-
tective allele was approximately 2–3% in sub-
jects from West and East Africa and Vietnam,
and the protective effect was observed in het-
erozygotes (no homozygotes were observed in
these populations). The allele frequency was
higher in the UK (∼16%), and although a pro-
tective effect was again observed in heterozy-
gotes, a trend toward a deleterious effect was
observed in subjects homozygous for the rare
variant allele. This was interpreted as a het-
erozygote advantage effect of the S180L vari-
ant, which has been shown to be ancient in the
West Eurasian region. However, the selective
advantage conferred by this mutation, if indeed
there actually is one, must have been weak and
ancient, because population genetics has pro-
vided no firm evidence supporting a role for
natural selection in the distribution of this mu-
tation (197). Furthermore, two additional stud-
ies failed to replicate this protective effect in a
large sample of tuberculosis patients from Rus-
sia, Ghana, and Indonesia (198) or in various
samples of malaria, sepsis, and leprosy patients
from Germany, Bangladesh, and Turkey (199).
Another previous study also failed to detect a
protective effect of S180L variation in tubercu-
losis patients from Vietnam (200). Overall, no
convincing evidence of a heterozygote advan-
tage associated with the S180L variant has yet
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been obtained, and the combination of samples
of patients with infectious diseases as different
as tuberculosis and malaria may not be the op-
timal strategy for dissecting the genetic basis
of these diseases. It is possible that these dis-
eases have similar genetic etiologies, but the
pathways involved may have different effects
in different diseases (e.g., a strong inflamma-
tory response may be beneficial in tubercu-
losis and detrimental in cerebral malaria, or
vice versa).

What role do TLR variants play in human
infectious diseases? TLR1 forms a heterodimer
with TLR2 for the recognition of microbial tri-
acetylated lipoproteins (34) and mediates cell
activation by Mycobacterium leprae (201). This
finding led to several studies investigating the
role of TLR1 and TLR2 variants in leprosy.
For TLR1, the principal results were obtained
with a nonsynonymous T1805G (I602S) SNP
(Table 1). Subjects who were GG (SS) ho-
mozygous for this SNP had an impaired TLR1
response in several in vitro experimental sys-
tems (143, 155–157) and impaired TLR1 ex-
pression on the surface of monocytes, suggest-
ing a defect in TLR1 trafficking (156). A study
of the association of this polymorphism with
leprosy was also carried out in a small Turkish
sample of 57 leprosy patients and 90 con-
trols, and GG (SS) homozygous subjects (fre-
quency of 24% in the control population) were
found to be protected against leprosy. The au-
thors suggested that M. leprae may subvert the
TLR system in an immune evasion mechanism
(156). This association has not yet been repli-
cated, but a study in a Nepalese population
reported that leprosy patients who were TG
(IS) heterozygous or GG (SS) homozygous at
this SNP were protected from leprosy rever-
sal reactions—acute episodes of immunologi-
cally mediated inflammation occurring during
the course of the disease (157). The frequency
of the TLR1-1805G (602S) allele varies con-
siderably between populations and is highest
in European populations (up to 75%), with
this allele having a lower frequency in indi-
viduals of Turkish (∼43%), African (∼25%),
Nepalese (∼7%), and Vietnamese (∼1%) ori-

gin (155–157, 202). In a large sample from
Bangladesh, the frequency of the TLR1-1805G
(602S) allele was ∼5%, and this allele was not
found to be associated with leprosy or lep-
rosy reactions, whereas these two phenotypes
were weakly associated with another nonsyn-
onymous TLR1-A743G (N248S) SNP (203).
One study also reported an association of some
TLR2 variants with leprosy reversal reactions
in an Ethiopian population (204). The non-
synonymous C2029T (R677W) TLR2 vari-
ant, which had been associated with leproma-
tous leprosy in Korea (205), was subsequently
shown not to be a true TLR2 polymorphism
(206, 207).

TLR2 and TLR1 act together to medi-
ate responses to Mycobacterium tuberculosis (34,
208), and the role of variants in the corre-
sponding genes in predisposition to tubercu-
losis has been investigated. Most studies have
focused on TLR2 variants, and only weak and
nonreplicated associations have as yet been re-
ported (Table 1). A nonsynomymous TLR2-
G2258A (R753Q) variant reported to increase
the risk of tuberculosis in a small Turkish sam-
ple (209) was not associated with tuberculo-
sis in European or Hispanic samples (202) and
was almost entirely absent from African and
Asian populations (202, 210–212). Another re-
ported association between tuberculosis and an
intronic TLR2 microsatellite was found in a
Korean population (212) but was not repli-
cated in a Chinese population (210). A study
in Vietnam reported an association between
a synonymous TLR2-T597C (N199N) vari-
ant and meningeal tuberculosis caused by the
East Asian/Beijing strain (213), but this as-
sociation has yet to be confirmed. Another
study investigated the role of variants in several
TLRs, through full exon sequencing for TLR1,
TLR2, TLR4, TLR6, and TLR10 (TLR4 and
TLR6 have also been implicated in the recog-
nition of mycobacterial antigens, and TLR1,
TLR6, and TLR10 are located in a single gene
cluster) in three samples of tuberculosis pa-
tients and controls of African American, Euro-
pean, and Hispanic origin (202). No association
with TLR2 polymorphisms was found, but the
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authors reported an excess of rare nonsynony-
mous variants of the TLR10-TLR1-TLR6 clus-
ter in African American tuberculosis patients. In
addition, African American patients homozy-
gous for the common TLR1-1805T (602I) al-
lele were found to be at higher risk of tuber-
culosis, and the 1805T allele was in LD with
the 743G allele (248S) of the nonsynonymous
TLR1-A743G SNP [the pattern of LD was
different from that in the Bangladeshi sample
(203)] and with another nonsynonymous TLR6
SNP (S249P). However, a recent study inves-
tigating the role of several SNPs tagging TLR1
(including N248S) and TLR6 (including S249P)
in samples of African American, Caucasian, and
African (Guinea-Bissau) origin found no associ-
ation of tuberculosis with TLR1 or TLR6 poly-
morphisms, whereas an association with an-
other TLR2 variant was observed (214). Finally,
a cluster of four TLR8 SNPs (including a non-
synonymous variant affecting TLR8 isoform B)
was associated with pulmonary tuberculosis in
male patients from Indonesia and Russia (215).
This interesting result merits further investiga-
tion, as TLR8 is on the X chromosome and pul-
monary tuberculosis is more frequent in men
than in women (216). Variants of other TLR
genes, such as TLR4 (217), have also been re-
ported to be involved in tuberculosis in some
studies (reviewed in 218, 219), but these find-
ings have yet to be replicated. Overall, the role
of TLR variants (with possible interactions be-
tween several TLRs, such as TLR1 and TLR2)
in the two main mycobacterial diseases, lep-
rosy and tuberculosis, remains unclear. Further
studies are required.

Not only does TLR recognize mycobac-
terial products, but it is also involved in the
recognition of a wide range of molecules from
bacteria, fungi, parasites, and viruses (34). Sev-
eral association studies have investigated the
role of TLR2 variants in various infections, but
these studies generated no firm conclusions.
Most focused on the nonsynonymous G2258A
(R753Q) SNP identified in tuberculosis studies
(Table 1), as the 753Q variation decreases
the ability of TLR2 to respond to bacterial
peptides in vitro (220, 221). Perhaps one of the

most interesting associations with this poly-
morphism was observed in Borrelia burgdorferi
infections, with the TLR2-2258A (753Q)
variant having a protective effect against
late-stage Lyme disease in European subjects
(221), although this is the only study to date
to have investigated the role of TLR2 variants
in Lyme disease. This suggests that a decrease
in signaling via TLR2 may protect against late
clinical manifestations of Borrelia infections,
which may be at least partly the result of
inflammation. However, in another study of
75 patients with Salmonella enteritidis infection,
the 753Q variant was associated with a higher
risk of acute reactive arthritis following infec-
tion (222). Finally, the potentially deleterious
effect of the TLR2-753Q variant, associated
with septic shock in gram-positive infections,
especially those caused by Staphylococcus aureus
(220), was not confirmed in a larger study (223).

TLR4 is the key receptor for the LPS
component of gram-negative bacteria and is
also involved in the recognition of structures
from mycobacteria, fungi, and malaria para-
sites. The TLR4 gene has two main nonsyn-
onymous SNPs, A896G (D299G) and C1196T
(T399I), which are in strong LD in European
populations but not in African populations and
are almost absent from Asian populations (197).
Studies on these SNPs have focused on het-
erozygous subjects, as few subjects homozygous
for the rare allele have been found. Conflict-
ing results have been obtained concerning the
functional impact of these variants, with some in
vivo studies showing that these TLR4 variants
are associated with hyporesponsiveness to in-
haled LPS in humans (224, 225), whereas most
in vitro studies have shown that cells from in-
dividuals heterozygous for the 896G (299G)
allele respond to LPS in a manner similar to
cells from subjects homozygous for the wild-
type allele (226–229). Several association stud-
ies investigating the role of these TLR4 vari-
ants in various infectious diseases have yet to
provide conclusive results (Table 1), either be-
cause they generated conflicting findings, as for
sepsis (230–233) and respiratory syncytial virus
infection (227, 234), or because they were based
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on a single study, as for severe malaria (235) or
Legionnaires’ disease (236). In meningococcal
meningitis, the 299G variant has been associ-
ated with a fatal outcome, particularly in young
children (<2 years of age) (237), whereas no
effect of this variant was observed when total
samples of children and/or adults were consid-
ered (238–240). An interesting study based on
systematic sequencing of the coding regions of
TLR4 in a sample of patients with meningo-
coccal sepsis (<18 years of age) also found no
association of the disease with the 299G (and
399I) variant, but this study did report an ex-
cess of some other rare heterozygous missense
TLR4 mutations in these patients and a trend
toward a stronger association with the sub-
group of patients who died (Table 1) (241).
Finally, an interesting study reported that inva-
sive aspergillosis in the recipients of allogeneic
stem cell transplants was associated with the
TLR4-896G-1196T (299G-399I) haplotype of
the donor cells (when the donor was unrelated
to the patient) but not with that of the recipi-
ent (242). This finding has yet to be confirmed
but is consistent with another study report-
ing an association of the TLR4-299G variant
with chronic cavitary pulmonary aspergillosis
(243). The mechanism underlying this associ-
ation remains unclear, as no ligand from As-
pergillus fumigates has yet been identified. Thus,
TLR4 may have an indirect effect by modify-
ing the bacterial flora colonizing these patients,
thereby influencing fungal colonization and im-
munity to fungi (244).

TLR5 is the receptor of the flagellin protein
of bacterial flagella. It mediates the recognition
of several pathogens, including Escherichia
coli, Listeria monocytogenes, Pseudomonas aerug-
inosa, Salmonella, and Legionella. The TLR5
nonsense allele (R392X), which abolishes
cellular responses to flagellin and acts in a
dominant-negative manner (147, 245), report-
edly increases susceptibility to Legionnaires’
disease, given that subjects heterozygous for
the R392X variant were more common among
patients than among controls (147). However,
two healthy controls exposed to Legionella (but
none of the patients) were homozygous for

this loss-of-function allele, and as discussed in
the evolutionary genetics section, this loss-of-
function mutation has been observed at high
frequencies in the general healthy population
(Figure 4) (143, 147, 148, 245, 246), indi-
cating that individuals can lead normal lives
with complete or partial TLR5 deficiency.
Another study found no association of this
polymorphism with typhoid fever in Vietnam
(246), consistent with the view that TLR5 is
not critical for the response to infection with
at least some flagellated bacteria. Fewer studies
have investigated the role of polymorphisms of
the four nucleic acid–sensing TLRs—TLR3,
TLR7, TLR8, and TLR9—in infectious
diseases, particularly those caused by viruses.
The clinical course of HIV-1 infection has
frequently been investigated in this context.
One study reported an association of disease
progression in HIV-infected patients with a
functional TLR8 polymorphism (247), and a
subsequent study reported an association with
a functional TLR7 polymorphism (248) in the
same German cohort, but these findings have
not yet been replicated. Another two studies re-
ported opposite results for a synonymous TLR9
variant (A1635G, P545P), as AA homozygous
patients were found to be protected against
a severe clinical course of HIV-1 disease in a
Swiss cohort (249) but were at a higher risk of
rapid progression in a Spanish cohort (Table 1)
(250). Overall, no convincing associations with
common variants of the nucleic acid–sensing
TLRs have yet been reported.

Thus, there is no compelling evidence that
any of the common alleles of TLR, IL1R, or
related genes contribute significantly to resis-
tance or susceptibility, at the population level,
to the infectious diseases investigated in these
studies. Probably the best documented associ-
ation so far concerns the effect of proinflam-
matory IL1B genotypes on the response to
H. pylori gastric infection. It is, of course, too
early to draw definitive conclusions about the
role of common variants of TLRs, IL1Rs, and
related genes, as (a) several of these studies have
major limitations (in terms of power, in partic-
ular); (b) several genes have been investigated
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only partially in terms of SNP coverage (i.e., for
several studies only a single or a limited num-
ber of variants have been tested), if at all; and
(c) some infectious diseases have not been stud-
ied. However, it is interesting to note that, in
several recent GWA studies, these genes were
not among the main signals reported for several
HIV-related phenotypes in different popula-
tions (178, 251, 252), leprosy in a Chinese pop-
ulation (253), tuberculosis in West African pop-
ulations (254), malaria in a Gambian population
(255), and meningococcal disease in a European
population (256). The effect of TLR/IL1R poly-
morphisms may be more complex, as strongly
suggested for many other common diseases, in
which the variants identified by GWA stud-
ies account for only a small proportion of the
overall genetic variation, a situation described
as “missing heritability” (257, 258). For exam-
ple, the effect of TLR/IL1R polymorphisms in a
given infectious disease may be restricted to cer-
tain subphenotypes defined in terms of various
criteria, such as severity and age (an interesting
example is provided by the effect of the TLR4-
299G variant in fatal meningococcal meningi-
tis in young children), or these effects may be
detectable only if studied together in a com-
bined analysis (testing, in particular, for inter-
actions between genes). An interesting possible
explanation for such missing heritability is that
the effect of rare variants cannot be detected by
classical association studies (258, 259). The in-
fluence of rare TLR/IL1R variants in infectious
diseases will certainly be an important area of
investigation in the near future, and as previ-
ously mentioned, some interesting results have
already been reported for tuberculosis (202) and
meningococcal disease (241). Future studies of
TLR/IL1R genes in infectious diseases will re-
quire a more refined analysis of the role of
common variants in well-characterized samples
and will certainly benefit from the use of deep-
sequencing technology to assess the role of rare
variants. As discussed below, highly deleterious
and disease-causing rare variants in these genes
have already been discovered in several patients
with various infectious diseases.

CLINICAL GENETIC STUDIES OF
HUMAN TLRs AND IL-1Rs

The field of primary immunodeficiency (PID)
has considerably expanded since Bruton’s
discovery of X-linked agammaglobulinemia in
1952 (86, 260–262). Currently, there are at least
300 clinically described illnesses, half of which
have been genetically deciphered. PIDs were
originally defined as rare, fully penetrant, re-
cessive Mendelian traits associated with the im-
paired development or function of one or more
leukocyte subsets and resulting in early-onset,
life-threatening predisposition to multiple and
recurrent infectious diseases, such as oppor-
tunistic infections in particular. This definition
has evolved, and the boundaries of the field of
PID have extended to include multiple non-
infectious phenotypes, such as various forms
of autoimmunity and autoinflammation, and
new modes of inheritance, including dominant
traits with incomplete penetrance in particular,
as well as diseases of adult onset or of relatively
benign course (86, 262, 263). Perhaps the most
unexpected advance in the field of PID has been
the gradual recognition that infectious diseases
striking otherwise healthy children, normally
resistant to other infections and with a favorable
prognosis once the infection is controlled, may
result from single-gene inborn errors of im-
munity (86, 264–266). Single-gene mutations
may confer a predisposition to epidermodys-
plasia verruciformis, recurrent meningococcal
disease, or mycobacterial disease. As discussed
below, single-gene mutations in the TIR
pathway may confer predisposition to IPD or
HSE. These findings have paved the way for
our hypothetical model, according to which
life-threatening infectious diseases of child-
hood result from single-gene inborn errors of
immunity (89).

We first deciphered the genetic basis of an-
hidrotic ectodermal dysplasia with immuno-
deficiency (EDA-ID), with hypomorphic mu-
tations in NF-κB essential modulator (NEMO)
underlying X-linked recessive EDA-ID and
hypermorphic mutations in IκBα underlying
autosomal dominant EDA-ID, both resulting
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Table 2 Single-gene inborn errors of TLR and IL-1R immunity

Gene Inheritance Immunological phenotype Clinical phenotype N of individuals
NEMO XR TLRs, IL-1Rs, and others EDA-IDa >100
IKBA AD TLRs, IL-1Rs, and others EDA-IDa 5
IRAK4 AR TLRs, IL-1Rs Pyogenic bacterial

infectionsb
45

MYD88 AR TLRs, IL-1Rs Pyogenic bacterial
infectionsb

25

TLR3 AR, AD TLR3 HSEc 8
UNC93B1 AR TLR3, TLR7, TLR8, TLR9 HSEc 3
TRAF3 AD TLR3, TLR4, TLR7, TLR8, TLR9 and others HSEc 1

aEDA-ID covers an extremely wide range of developmental and infectious phenotypes, including pyogenic bacterial infections and herpes simplex virus-1
encephalitis. The diversity of the genotypes, cellular phenotypes, and clinical phenotypes is such that it has been difficult to ascribe cellular phenotypes
and immunological mechanisms rigorously to most infectious phenotypes. Key references are listed in the text.
bPyogenic bacterial infections include primarily invasive pneumococcal disease and, to a lesser extent, clinical diseases caused by Staphylococcus aureus and
Pseudomonas aeruginosa. The infections may be invasive or noninvasive.
cThe clinical penetrance of these defects for herpes simplex virus-1 encephalitis (HSE) is incomplete. One patient with AD TLR3 deficiency was found to
display coxsackievirus B myocarditis.

in impaired NF-κB-mediated signaling (267–
269). These patients have multiple infectious
diseases, caused by pyogenic bacteria, mycobac-
teria, fungi, and viruses due to a broad impair-
ment of NF-κB immunity, including impaired
cellular responses to members of the TNF-R,
IL-1R, and TLR families (Table 2). As IPD
is the leading threat to patients with EDA-
ID (270), these studies paved the way for the
identification of IRAK-4 deficiency (159) and
MyD88 deficiency (160) in patients with IPD
and other pyogenic bacterial diseases but with-
out EDA and without nonbacterial infections
(Table 2, Figure 5). Patients with IRAK-4
and MyD88 deficiencies are immunological and
clinical phenocopies (271). The defects abolish
all TLR responses (except TLR3 responses and
a few TLR4 responses) and all IL-1R responses
(at least the responses to IL-1β, IL-18, and IL-
33), in all hematopoietic and nonhematopoietic
cells and all patients tested. There is no leaki-
ness, and the cellular phenotype is stable with
age and across various ethnic groups. Up to 70
patients have been described to date—including
60 patients from an international survey (271),
nine patients from a large kindred (272), and
one recently diagnosed patient ( J. L. Casanova,
unpublished)—from regions as diverse as the

Americas, Europe, the Middle East, East Asia,
and Oceania (Table 2) (159, 160, 271–290).
This has made it possible to produce a careful
clinical description of the phenotypes of these
individuals in the context of different popula-
tion genetic backgrounds and different patterns
of exposure to microbes (159, 160, 271–290).
Consistent with predictions from the mouse
model, these patients are strikingly suscepti-
ble to invasive diseases caused by Streptococcus
pneumoniae, such as meningitis and septicemia.
Similarly, some patients also suffer from clin-
ical disease, which may be invasive or nonin-
vasive, caused by Staphylococcus or Pseudomonas.
Susceptibility to these three pyogenic bacteria
was predicted by studies of the mouse model,
as MyD88-deficient mice were also found to be
susceptible to these pathogens (160). Patients,
however, appear to have otherwise normal re-
sistance to most other microbes, at odds with
the mouse model. Moreover, studies of human
patients have revealed that not all tissues are
equally vulnerable to these agents, suggesting
that different, tissue-specific mechanisms may
be triggered by MyD88 and IRAK-4 but that
these mechanisms are not detected in the mouse
model. Indeed, patients were found to be sus-
ceptible to invasive disease (Figure 5) but not
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to pulmonary pneumococcal and staphylococ-
cal disease and to be susceptible to Pseudomonas
infections of the upper, but not the lower, res-
piratory tract (271). Furthermore, the patients’
phenotype revealed at least one unexpected pre-
disposition, to Shigella, which was thought to
be controlled by NOD1 in the mouse (291).
Two IRAK-4-deficient patients presented sys-
temic but not intestinal shigellosis (273, 279),
indicating that the mucosal translocation (but
not damage) and systemic control of Shigella
are dependent on IRAK-4 in humans. These
studies indicate that the corresponding infec-
tious phenotypes in patients bearing mutations
causing X-linked recessive (NEMO) (268, 280,
292–315) or autosomal dominant (IκBα) (267,
316–319) EDA-ID were largely due to the im-
pairment of NF-κB-dependent TLR and IL-
1R immunity. Conversely, the other infections
seen in these patients, such as those caused by
mycobacteria, fungi, and viruses, were largely
TLR and IL-1R independent.

A surprising observation is the normal re-
sistance of these patients to other infectious
agents, with a lack of overt threat posed by most
saprophytes and commensal organisms, and
even by most known pathogens, to patients with
MyD88 and IRAK-4 deficiencies. Most known
pathogenic and nonpathogenic bacteria can be
controlled in the absence of MyD88-dependent
immunity. A few pyogenic bacteria can kill
these patients, and these and related bacteria
may have exerted selective pressure favoring
the maintenance of at least MyD88 and some
upstream receptors and downstream molecules.
Other bacteria are harmless to the patients. Fur-
thermore, the many viruses, fungi, and parasites
infecting these patients cause no unusually se-
vere disease. Viruses commonly infecting these
patients include double-stranded and single-
stranded DNA and RNA viruses, common
fungi include yeasts and filamentous fungi, and
common parasites include helminths and pro-
tozoa. All of us have been infected by hundreds,
if not thousands, of potentially disease-causing
viruses, bacteria, fungi, and parasites and ex-
posed to many more, together with a much
larger number of less virulent saprophytes and

MyD88 

IRAK-4
TRIF

TRAF3 

1 1

IL-1RsTLRs

Herpes simplex
encephalitis (HSE)

Invasive pneumococcal
disease (IPD) 

18 3324 5 6 10

7 8 9TLR3

UNC-93B

Figure 5
The contribution to host defense of the MyD88-dependent and TRIF-
dependent signaling pathways downstream from TLRs and IL-1Rs. In humans,
autosomal recessive deficiencies of IRAK-4 or MyD88 are immunological and
clinical phenocopies. The patients’ cells do not respond to IL-1, IL-18, or
IL-33 or to any of the TLRs except TLR3. Modest induction of IFN-α/β and
IFN-λ by TLR4 is also maintained in such patients. Most patients suffer from
IPD, and some suffer from infections caused by Staphylococcus or Pseudomonas.
With the exception of a few other pyogenic bacterial diseases, no unusually
severe diseases caused by viruses, fungi, or parasites have been documented in
these patients. This contrasts with patients with mutations in NEMO or IκBα,
downstream from MyD88 and IRAK-4, who are highly vulnerable to these
bacteria but also to numerous other bacteria and viruses, fungi, and parasites,
who often present with a developmental phenotype (EDA) and whose cells also
do not respond normally to other receptors, such as TNF receptors. Infants
and young children with IRAK-4 and MyD88 deficiency are particularly
susceptible to pyogenic bacterial diseases, but the clinical status of the patients
improves with age (see Figure 6). By contrast, autosomal recessive UNC-93B
deficiency, autosomal dominant and autosomal recessive TLR3 deficiency, and
autosomal dominant TRAF3 deficiency are associated with HSE in childhood.
The defect in UNC-93B abolishes cellular responses to TLR3, TLR7, TLR8,
and TLR9 agonists. The defect in TRAF3 impairs cellular responses to TLR3
and other pathways. The UNC-93B-, TRAF3-, and TLR3-deficient patients
are otherwise resistant to other infectious diseases, including viral diseases in
particular. However, one TLR3-deficient patient without HSE developed
coxsackievirus B myocarditis. Some patients with these defects do not develop
HSE despite infection with HSV-1 in childhood, and most of the other patients
do not present recurrences of HSE. Impaired TLR3 signaling, via the MyD88-
and IRAK-4-independent, UNC-93B- and TRAF3-dependent pathway, is
therefore essential for protective immunity to HSV-1 in the central nervous
system in the course of primary infection in childhood, at least in some
children. It is otherwise largely redundant in host defense. This contrasts with
patients bearing mutations in NEMO or IκBα, who are vulnerable to HSE and
multiple other viral illnesses and whose cells display an impaired production of
interferons in response to TLR3 and other receptors.

(Continued )
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commensal organisms, by the time we reach pu-
berty (320). Only a handful of the many known
microbes and pathogens can cause disease in
IRAK-4- and MyD88-deficient patients. We
do not dispute that some IRAK-4- or MyD88-
deficient patients may display other infectious
phenotypes upon exposure to a new or rare
pathogen or to current pathogens in a different
context, perhaps from higher levels of inoculum
(e.g., before hygiene, or in a less clean society),
as for the two patients who developed systemic
shigellosis (273, 279). However, even if suscep-
tibility to a few other pathogens were to be doc-
umented, the fact remains that most patients
are naturally resistant to most microorgan-
isms. This situation contrasts with the increas-
ingly longer list of pathogenic species to which
MyD88-deficient mice are susceptible (160; H.
von Bernuth and J.L. Casanova, manuscript in
preparation). Almost all the pathogens tested—
at least 35—caused a more severe phenotype in
MyD88-deficient mice than in wild-type mice.
These elegant experiments are valuable and in-
trinsically valid, but an extension of their con-
clusions to the real world and to infections in
other species may be considered abusive. One
can reasonably surmise that if IRAK-4- and
MyD88-deficient patients were inoculated with
high doses of these 35 microbes, they would

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 5
Likewise, children with complete STAT1 deficiency
and impaired cellular responses to interferons are
vulnerable to HSE and other viral illnesses. Finally,
as there is no clinical overlap between IRAK-4 and
MyD88 deficiencies on the one hand and UNC-93B
deficiency on the other, despite the abolition, in all
these conditions, of cellular responses to TLR7,
TLR8, and TLR9, these three intracellular TLRs,
which signal via the MyD88 pathway, are apparently
redundant for host defense against most
microorganisms, including HSV-1 and pyogenic
bacteria. (Abbreviations: EDA, anhidrotic
ectodermal dysplasia; HSE, herpes simplex virus-1
encephalitis; IFN, interferon; IPD, invasive
pneumococcal disease; IRAK, IL-1R-associated
kinase; NEMO, NF-κb essential modulator; TRAF,
TNF receptor–associated factor; TRIF, TIR
domain–containing adaptor-inducing IFN-β.)

also be susceptible. Conversely, there may be
naturally mutated TLRs in populations of wild
mice, and it would be interesting to know what
would kill naturally MyD88-deficient mice in
the wild. MyD88-deficient mice can be reared
in “dirty” animal facilities—they do not require
pathogen-free conditions. There is therefore
no contradiction between the mouse and hu-
man data, but only between the interpretations
put forward for these data. Natural infections
in humans and experimental infections in mice
should be interpreted differently. Human stud-
ies have shown that MyD88 and IRAK-4 and,
by inference, TLRs and IL-1Rs are clearly not
the key players in innate immunity to infection
they were thought to be. The results obtained
in mice suggest that MyD88 is essential for im-
munity to a broad range of microbes in experi-
mental conditions of infection. Experiments of
nature affecting humans indicate precisely the
opposite, as human IRAK-4 and MyD88 are re-
dundant for immunity to most microorganisms
in natural conditions of infection.

One prediction of the mouse model that is
fully validated by these studies is that IL-1β is
clearly a key leukocytic pyrogen and inducer
of the acute-phase response because IRAK-4-
and MyD88-deficient patients display a pro-
foundly delayed clinical and biological inflam-
matory response (271). Most of the deceased
patients died from IPD because they were not
admitted to hospital due to a lack of fever, a
lack of neutrophilia (and often neutropenia),
and serum CRP concentrations that were not
high, although their parents reported that they
were unwell. Interestingly, the clinical status of
human patients clearly improved with age in
the course of secondary and latent infections,
probably owing to adaptive immunity to the
morbid bacteria (e.g., with antipneumococ-
cal antibodies), contradicting the notion that
MyD88-dependent innate immunity, includ-
ing TLRs and IL-1β in particular, is indis-
pensable for a correct adaptive immune re-
sponse. Indeed, no invasive infection or deaths
were reported in IRAK-4- or MyD88-deficient
patients from the ages of 14 and 11 years
onwards, respectively (Figure 6). Immunity
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Figure 6
Epidemiological features of IRAK-4 and MyD88 deficiency. (a) Incidence of first severe bacterial infection
(invasive or not) in 60 IRAK-4-deficient and MyD88-deficient patients during the first 50 months of life.
(b) Survival curve of 60 IRAK-4-deficient and MyD88-deficient patients. Adapted from Reference 271.

mediated by MyD88 and IRAK-4 is clearly es-
sential during infancy, as 27 of the 70 patients
died and all would have died in early childhood
if they had not been treated with antibiotics and
subsequent infections had not been prevented
by prophylaxis (Figure 6). They would have
died well before the age of 15 years, like half
of all children worldwide until the turn of the
twentieth century, when life expectancy at birth
reached only 20 to 22 years (82, 91). From this
perspective, IRAK-4 and MyD88 deficiency are
two rare genetic etiologies of a common phe-
notype: childhood death from infection. Clin-
ical penetrance was thought to be complete in
early childhood, in the absence of prophylactic
measures, which prevented infection in the four
children with IRAK-4 deficiency diagnosed at
birth following the identification of a proband.
However, two other patients with a possible
diagnosis of MyD88 deficiency were recently
reported to have remained asymptomatic from
birth until adulthood, off all prophylaxis, sug-
gesting that clinical penetrance might surpris-
ingly be incomplete (272). Overall, these clini-
cal findings are consistent with the evolutionary
genetics data showing that both MyD88 and
IRAK-4 are under strong purifying selection
(L. Quintana-Murci, unpublished data). How-
ever, the need for prophylaxis was transient,
and older patients, with up to 152 patient-years

without treatment, remain in good health, in
truly natural conditions, free from medical in-
tervention. There are currently seven patients
over age 18 who are in good health with no
prophylaxis. Furthermore, contrary to what has
been suggested (27), the prophylactic measures
implemented, based mostly on treatment with
sulfonamides and penicillin, would not have
prevented nonbacterial infections and would
have had no effect whatsoever on viral infec-
tions in particular. It is therefore a fact, rather
than just a hypothesis, that MyD88-dependent
immunity and, therefore, most TLRs and IL-
1Rs are redundant for protective immunity to
most viruses, fungi, parasites, and bacteria in
natural conditions, particularly in adults faced
with latent or secondary infections. Inciden-
tally, whereas mucosal immunity to commen-
sal bacteria is apparently TIR dependent in the
mouse model (321), there is no overt gastroin-
testinal phenotype even remotely reminiscent
of Crohn’s disease in patients (322). Indeed,
they even seem to be protected against gastroin-
testinal infectious phenotypes, as illustrated by
the clinical presentation of shigellosis, which
was systemic but not enteric in two patients
(273, 279), whereas in MyD88-proficient indi-
viduals in the general population, shigellosis is
typically enteric but not systemic. Even staphy-
lococcal and pneumococcal infections are well
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controlled in adult patients with IRAK-4 and
MyD88 deficiencies. Thus, although TLRs and
IL-1Rs may play an important role in specific
infections and in particular circumstances, these
groups of innate receptors as a whole are clearly
not as indispensable for acquired, adaptive im-
munity as previously asserted (17, 323).

Which receptor deficiencies account for the
infectious phenotypes of IRAK-4 and MyD88
deficiency? The existence of nine TLRs and at
least three IL-1Rs that are MyD88 and IRAK-
4 dependent (Figure 2) makes it difficult to
incriminate any specific combination of TLRs
and/or IL-1Rs in the infectious phenotype of
patients (and mice) with MyD88 or IRAK-4
deficiency. The infectious phenotype of IRAK-
4- and MyD88-deficient mice (and patients)
may have little to do with impaired TLR sig-
naling, resulting instead from impaired IL-1
(or IL-18 or IL-33) signaling, particularly if
caspase-1-deficient mice are used as controls,
because of the caspase-1-independent process-
ing of at least some IL-1 cytokines. This conclu-
sion was recently reached in the mouse model
of mycobacterial infection (324). A mycobacte-
rial phenotype of MyD88-deficient mice, pre-
viously attributed to TLRs on the sole and
insufficient basis of a caspase-1-deficient con-
trol mouse, was found to result from impaired
caspase-1-independent IL-1 immunity. Con-
versely, the phenotype of IRAK-4 and MyD88
deficiency may result mostly, if not exclusively,
from impaired responses to one or several IL-
1 cytokines. The rarity of adverse infectious
events in patients treated with recombinant IL-
1Ra suggests that this is not the case, but the
IL-1Ra-driven deficiency is neither complete
nor prolonged, and the identification of patients
with actual mutations in the genes encoding IL-
1 cytokines or their receptors would be required
to address this possibility (73). Each of the three
IL-1 cytokines for which signaling is abolished
in these patients is also thought to be important
in immunity and host defense (45, 46). The fact
that individuals whose cells do not respond to
IL-1β, IL-18, or IL-33 can display normal re-
sistance to most microorganisms should raise
questions for immunologists interested in IL-

1 cytokines (45–47). Similarly, the phenotype
of patients unresponsive to IL-1 cytokines may
be of interest when discussing the importance
of the inflammasome in host defense (325). In-
deed, the key roles attributed to TLRs and IL-1
cytokines in innate immunity do not seem to ap-
ply in natural conditions. Finally, there may be
receptors other than TLRs and IL-1Rs that re-
quire MyD88 and IRAK-4 for signaling, raising
the remote but finite possibility that the infec-
tious phenotype of IRAK-4 and MyD88 defi-
ciency may have little to do with TLRs and IL-
1Rs. Surprisingly, investigators have recently
shown that MyD88 controls signaling down-
stream from TACI (57). Some of the modest,
subclinical abnormalities of B cell responses,
such as the production of low levels of anti-
bodies against carbohydrates in some patients
(271, 275), may thus reflect impaired TACI re-
sponses, rather than impaired TLR and IL-1R
responses.

What about IRAK-4- and MyD88-
independent TLRs and IL-1Rs? Most TLRs
and all IL-1Rs tested do not signal in patients
with IRAK-4 and MyD88 deficiencies, but
the TLR3 signaling pathway and some TLR4
pathways are intact (281, 285), raising the
possibility that these IRAK-4- and MyD88-
independent TLR signaling pathways have a
broad recognition capacity. This is not the
case, however, as defects of TLR3 confer a
predisposition to childhood HSE (145, 326; Y.
Guo, L. Abel, J.L. Casanova, and S.Y. Zhang,
manuscript submitted). TLR3 is the only TLR
shown to date to play a nonredundant role in
host defense against at least one microbe. It
does so in only a fraction of the population,
as the cellular penetrance of TLR3 deficiency
is complete (for the lack of TLR3 respon-
siveness), whereas its clinical penetrance (for
HSE) is incomplete. TLR3 deficiency was dis-
covered after autosomal recessive UNC-93B
deficiency, which abolishes cellular responses
to the agonists of TLR3, TLR7, TLR8, and
TLR9 (61). In turn, UNC-93B deficiency, the
first reported genetic etiology of HSE, was
discovered following the observation of HSE
(and multiple viral illnesses) in children with
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complete STAT1 deficiency (and impaired
cellular responses to IFN-α/β and IFN-λ)
(327–329) and children with specific muta-
tions in NEMO (and impaired production of
IFN-α/β and IFN-λ) (294, 300; M. Aubry
and J.L. Casanova, manuscript in preparation).
Children lacking functional TLR3 or UNC-
93B may present with isolated HSE (Table 2,
Figure 5) (61, 145, 330). Autosomal dominant
TLR3 deficiency impairs, but does not abolish,
responses to TLR3 agonists (145). Interest-
ingly, the same TLR3 dominant-negative
allele was documented in a patient with
coxsackievirus B myocarditis (146), suggesting
that the same germ-line mutant alleles in
the TLR3 pathway may predispose to viral
illnesses other than HSE. We have, however,
identified a child with complete, autosomal
recessive TLR3 deficiency, who presented
with HSE in the absence of any other viral
illness (Y. Guo, L. Abel, J.L. Casanova, and
S.Y. Zhang, manuscript submitted).

We have also recently discovered a patient
with autosomal dominant TRAF3 deficiency
and HSE (Table 2, Figure 5) (331). The
TRAF3 allele is a loss-of-expression, loss-of-
function, and dominant-negative allele. Vari-
ous TRAF3-dependent pathways are impaired
in the patient’s cells, including IFN-α/β- and
IFN-λ-inducing and TNF-R-responsive path-
ways. However, residual TRAF3-dependent
signaling is sufficient for most defects to re-
main clinically silent. In contrast, impairment
of the TLR3 response is symptomatic and
causes HSE, implying that the TLR3 pathway
is critically dependent on TRAF3 and essential
for immunity to HSV-1 in the central nervous
system (CNS). Overall, in patients with TLR3,
UNC-93B, or TRAF3 deficiency, HSE proba-
bly results from impaired TLR3-dependent in-
duction of IFN-α/β and IFN-λ, because chil-
dren with complete STAT1 deficiency, whose
cells are not responsive to IFN-α/β and IFN-
λ, are also prone to HSE (and multiple viral
illnesses) (327–329). Complete STAT1 defi-
ciency impairs cellular responses to IFN-γ, but
neither children with IFN-γR deficiency nor
children with mutations in STAT1 that impair

IFN-γ but not IFN-α/β responses are prone to
HSE (80, 83). Complete STAT1 deficiency also
impairs IL-27 responses, but this defect is un-
likely to play a key role in immunity to HSV-1
in the CNS. Interestingly, children with muta-
tions in NEMO that impair TLR3-dependent
induction of IFN-α/β and IFN-λ are also vul-
nerable to HSE (and other viral illnesses) (294,
300; M. Aubry and J.L. Casanova, manuscript
in preparation).

These disorders confer predisposition to
HSE, consistent with the abundant and almost
selective expression of TLR3 in cells resident
in the CNS, including neurons, oligodendro-
cytes, astrocytes, and microglial cells. In fibro-
blasts and, by inference, in CNS cells, the lack
of TLR3 responses results in the impaired pro-
duction of antiviral IFN-α/β and -λ, enhanced
viral replication, and higher levels of cell death.
The control of such tissue-specific mechanisms
by TLR3 is particularly intriguing. Patients
with abolished TLR3 immunity and HSE (or
who are asymptomatic) are otherwise healthy
and even control HSV-1 at a later stage, indi-
cating that the impairment of TLR3-dependent
IFN production may be compensated by adap-
tive immunity (264). In addition, clinical pen-
etrance is incomplete, with only a fraction of
TLR3-deficient individuals developing HSE
and the others remaining healthy during HSV-
1 infection. Our observation of a high suscepti-
bility to HSE in children before the age of three
years suggests that this incomplete penetrance
may be accounted for, at least in part, by age at
primary HSV-1 infection (332). The precise
penetrance of UNC-93B, TLR3, and TRAF3
deficiencies is unknown because the frequency
of the rare mutant alleles in the general pop-
ulation is not precisely known. The mutations
are not detectable in up to 1,052 healthy con-
trols (2,104 chromosomes), but their frequency
may be anything under 1/2,104. The TLR3
pathway is redundant, even against HSV-1, but
the degree of redundancy is unknown. The in-
fectious phenotypes of TLR3- and UNC-93B-
deficient mice (TRAF3-deficient mice are not
viable) include a broader vulnerability to ex-
perimental infection, although TLR3-deficient
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mice are also more resistant than controls to
some other infections (Y. Guo, L. Abel, J.L.
Casanova, and S.Y. Zhang, manuscript submit-
ted). The clinical penetrance with respect to
HSV-1 or other hitherto unidentified viruses
(or other processes) is, however, sufficiently
high to account for the strong purifying selec-
tion exerted on TLR3 (143).

In summary, the MyD88-dependent and
MyD88-independent TLR and IL-1R path-
ways each confer protective immunity to a
surprisingly narrow range of pathogens, and
they do so early in life, but not in adulthood.
The MyD88- and IRAK-4-dependent pathway
is essential for protective immunity to a few
pyogenic bacteria in childhood but is otherwise
redundant in host defense. The MyD88- and
IRAK-4-independent TLR3 pathway is essen-
tial for immunity to HSV-1 in the CNS in the
course of primary infection in childhood but
is otherwise redundant in defense against most
other microbes, including viruses in particular,
with the possible and important exception of
heart-tropic coxsackieviruses. The important
but narrow role of TLR3 in host defense is
consistent with the distinctive signature of
purifying selection observed in two key genes
controlling the alternative adaptor pathway,
TLR3 and TRIF (143; S. Fornarino, L.B.
Barreiro, J. Manry, G. Laval, and L. Quintana-
Murci, manuscript in preparation). This raises
the intriguing question of the biological role
of TLR7, TLR8, and TLR9 that, like TLR3,
are under strong purifying selection (143) but
seem to be redundant for immunity against
most common viruses (61, 145, 159, 271,
281, 285). IRAK-4- and MyD88-deficient
patients display no particular susceptibility
to viral infections, and no viral disease other
than TLR3-related HSE has been reported
in UNC-93B-deficient children, whose cells
do not respond to TLR7, TLR8, and TLR9
either. Do these three TLRs detect viruses
that have not yet infected any of the known
UNC-93B-, IRAK-4-, or MyD88-deficient
patients? Defects in these pathways should
be sought in patients with various severe viral
illnesses. However, the viruses responsible for

the patterns of purifying selection observed for
TLR7, TLR8, and TLR9 may no longer exist.
Alternatively, or additionally, these intracellu-
lar TLRs may have been under strong selective
pressure for purposes other than host defense,
such as the detection of endogenous nucleic
acids. Indeed, these receptors have been shown
to contribute to autoimmunity in mice (333,
334). The strong conservation of these TLRs
in humans may therefore reflect mechanisms
for preventing the emergence of hyperactive
receptors, which would trigger autoimmunity.

Much has been learned, but many immuno-
logical questions remain unanswered, including
identification of the TLRs and IL-1Rs respon-
sible for the infectious phenotype of IRAK-4
and MyD88 deficiencies. It would also be in-
teresting to define the role of the remaining
three TIR-containing adaptors (MAL, TRAM,
SARM), as well as the remaining three IRAK
molecules (IRAK-1, IRAK-2, IRAK-3). This
may be achieved by forward genetics, following
candidate gene and genome-wide approaches in
patients with various infections, including IPD.
The serendipitous identification of the lack
of infectious phenotypes in individuals lacking
these molecules may also be informative. For
example, the lack of some skin-expressed IL-
1 cytokines in patients with a large chromoso-
mal deletion and an autoinflammatory disor-
der without pyogenic infections has suggested
that impaired responses to these cytokines do
not contribute to the infectious phenotype of
IRAK-4 and MyD88 deficiencies (69). It will
also be important to identify the cells respon-
sible for the protective immunity conferred by
MyD88 and IRAK-4. This may prove more dif-
ficult to assess by forward genetics, but sub-
tle mutations may affect these and other pro-
teins in the pathway in a cell type–specific
manner, as shown recently, in another con-
text, for CYBB (334a). Finally, the outstanding
immunological questions concerning defects in
the TLR3 pathway are both molecular and cel-
lular. What are the other components of the
TLR3 pathway that can be mutated in chil-
dren with HSE? What is the extent of viral
resistance and susceptibility in patients with
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mutations in this pathway? At the cellular level,
the key question is that of the cellular patho-
genesis of HSE. Are resident cells from the
CNS dependent on TLR3 to control HSV-
1, and if so, which cells? This question will
be tackled with dermal fibroblast–derived in-
duced pluripotent stem cells, which will be al-
lowed to differentiate into CNS cells. Finally,
it would also be interesting to evaluate the role
of the intriguing TLR4-TRIF pathway in host
defense. The infectious phenotype of patients
with TRIF deficiency might be broader than
HSE.

CONCLUDING REMARKS

Overall, these evolutionary, epidemiological,
and clinical observations in humans are con-
sistent with the notion that several TLRs and
IL-1Rs are largely redundant, with overlapping
functions that also overlap with those of other
receptors involved in innate immunity. It is
difficult to discuss TLRs without mentioning
other pathogen receptors, including soluble
and membrane-bound sensors, whether discov-
ered before or after TLRs (335). Complement
has not been studied in depth from an evolu-
tionary genetics standpoint, but patients lacking
almost all of the components of complement
display a relatively narrow infectious pheno-
type (335, 336). For example, patients lacking
the terminal components of complement, C5
to C9, which assemble into the membrane
attack complex, display specific susceptibility to
invasive Neisseria infection (336–338). Defects
in the complement components that recognize
bacteria are associated with a broader clinical
phenotype, including both infections and
autoimmune manifestations (336). The third
pathway of complement activation, via MBL,
provides another system for the detection of
microbes. Like some TLRs, this pathway ap-
pears to be evolutionarily redundant (151, 152,
339). Membrane receptors for microbes, such
as mannose receptors and other macrophage
receptors, have also been described (340–342).
For example, dectin-1 receptors detect fungi
(343), whereas NOD receptors detect bacterial

peptidoglycan (344, 345). Nucleic acids can
be detected by RLRs, such as RIG-I and
MDA-5 (346–348). Most of these PRRs have
not been studied from an evolutionary genetics
standpoint, and patients completely lacking
these receptors have been identified only for
dectin-1, for which a loss-of-function allele
has been found to reach frequencies of up to
30% in some populations, which puts its bio-
logical relevance in doubt (349, 350). Another
observation meriting further investigation is
the finding that some loss-of-function alleles
in MDA-5 have recently been reported in
the general population, although at a low
frequency (351, 352). Rare mutations in RIG-I
have also been reported (353).

In terms of cytokines and receptors, it
is difficult to specifically discuss IL-1Rs, for
which studies from the perspective of either
evolutionary genetics or epidemiological
genetics have not been thoroughly applied and
for most of which no clinical genetic informa-
tion is available. The considerable redundancy
between cytokines was suggested, however, by
the narrow infection phenotype of patients with
IL-12Rβ1 and IFN-γR1 deficiency (80, 83).
Most cytokines and their receptors have not yet
been studied from a human genetic perspective,
and much progress is expected in that direction.
If we are to determine the extent to which these
innate receptors of microbes or cytokines are
essential or redundant in the natural setting,
we now need to carry out systematic popu-
lation genetic studies in the general, healthy
population, accompanied by detailed clinical
evaluations of potential lesions in the genes en-
coding these receptors in well-defined patients.
Human genetics may teach us that redundancy
is a hallmark of individual genes that contribute
to innate immunity. The cost associated with
such redundancy, with a need for the evolution
of multiple receptors to deal with evolving
microbial diversity, may well have been the
driving selective pressure resulting in con-
vergent evolution toward adaptive immunity
(354, 355).

This review on TLRs and IL-1Rs was also
prepared to persuade the wider community of
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immunologists that our consideration of immu-
nity and host defense should not be limited to
in vitro or in vivo experimental studies, both of
which are subject to the benefits and problems
of experimental approaches. In addition, host
defense should also be carefully considered in
natura, in the natural ecosystem governed by
natural selection, bearing in mind that although
most human infections are indeed natural,
medical intervention may prevent some infec-
tions (78, 81, 86). In previous reviews, while
being fully aware that the spectacular scientific
edifice erected in the life sciences over the
last century, and in immunology in particular,
relied heavily on experimental biology, we have
drawn attention to the many biases introduced
by the experimental procedures used in the
investigation of host defense, particularly in
the context of animal models of experimental
infection in vivo. The case could probably be
made that any knockout mouse is likely to be
susceptible to any microbe, in at least one set
of experimental conditions, if enough effort
is invested. The veracity of this statement
is acknowledged by most, if not all, mouse
immunologists, at least privately. Such extreme
conditions of infection are rare in humans.

Most fundamental discoveries made in vitro
and in vivo in immunology have all passed the
human genetic health test, as any genetic le-
sion in the corresponding human molecules re-
sults in a severe infectious phenotype—a PID,
in the full-blown sense of the term (86, 261,
356). For example, loss-of-function alleles at
the BTK or RAG loci are both extremely rare
and extremely deleterious recessive traits, as B
alymphocytosis or T and B alymphocytosis, re-
spectively, are rapidly lethal severe PIDs (86,
356, 357). It is impossible to survive for more
than a year without T lymphocytes, and prob-
ably not more than a few years without B cells.
By contrast, it seems perfectly possible to lead
a long and happy life without at least some and
perhaps even all TLRs, and perhaps without
some IL-1Rs. What if the infectious phenotype
of IRAK-4 or MyD88 deficiency were recapitu-
lated by TLR2 or IL-1R1 deficiency only? We
have learned that, for TLRs and IL-1Rs, as for

many other innate molecules, the experimental
data obtained in mice and other animal mod-
els are not necessarily applicable to humans in
the real world. As mentioned previously, other
immunological paradigms in adaptive immu-
nity, such as the Th1/Th2 dichotomy, have also
failed the human genetic health check, as pa-
tients with abolished IL-12-dependent, IFN-γ-
mediated immunity (i.e., without the Th1 arm
of adaptive immunity) do not display the broad
infectious phenotype and the massive allergy
predicted from mouse studies, instead display-
ing susceptibility to mycobacteria and a narrow
range of other microbes (80, 83).

Life expectancy at birth was about 20 to
22 years until the end of the nineteenth century,
mostly due to infectious diseases (82, 91). There
is therefore reason to believe that most individ-
uals retain susceptibility to at least one infec-
tious agent. The sudden and recent increase in
life span over the last century did not result from
the selection of genetically resistant individuals.
Instead, it resulted solely from the conquests
following the germ theory of disease, with hy-
giene, vaccines, and drug treatments. We have
suggested elsewhere that life-threatening child-
hood infectious diseases may result, as a rule,
from single-gene inborn errors of immunity
(89). Indeed, the genetic theory of infectious
diseases is supported by strong genetic epidemi-
ological evidence (82, 85, 87, 88, 358, 359). This
model has paved the way for the genetic dis-
section of host defense in natural conditions.
With billions of individuals exposed to and in-
fected with a tremendous diversity of microbes
regularly and carefully phenotyped by physi-
cians and microbiologists, the immunological
community may actually undertake a compre-
hensive and fine dissection of host defense and
immunity to infection within the framework of
natural selection (360).

The best method known for immunologists
to check the soundness of their theories in
Darwinian terms, particularly if human appli-
cations and medical purposes are envisaged, is
the use of human genetics. This is indeed the
most straightforward way to medical progress.
The relevance to humans of immunological
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discoveries made in experimental models in
vitro and in vivo, such as findings for TLRs
and IL-1Rs, should be investigated in natura,
through the genetic dissection of human phe-
notypes. To this effect, detailed assessments
of immune phenotypes in the natural, healthy
population, as well as in clinically well-defined
patients, coupled with the generation of un-
biased genome-wide data, by means of whole-
exome and whole-genome deep sequencing, are
an extraordinary source of hope. These studies
will provide a deep understanding of how geno-
types influence immune phenotypes in health
and disease, and, in doing so, they will lay the
foundations for definitions of disturbances in
these responses correlated with various infec-
tious and noninfectious diseases. There is little
doubt, but much hope, that these integrative,
human genetic studies will deliver ground-
breaking immunological insight, with consid-
erable biological and clinical implications.

The investigation of immunology in test
tubes and in animal facilities has been and re-
mains indispensable and extraordinary. It would
be foolish to deny the immense progress per-
mitted by this approach in the last century or

the potential of these methods to deliver im-
portant discoveries in the future. It would, how-
ever, be equally foolish to assume that in vitro
and in vivo experimental studies are sufficient
to address problems as complex as host defense
in natura. With the tremendous progress made
recently in human genetics, particularly with
the advent of whole-exome deep sequencing
(361–367, 369), and even whole-genome se-
quencing (e.g., 1000 Genomes Project) (370),
there has never been a better time to under-
take and expand human genetic studies by in-
tegrating clinical investigations and ecological
and evolutionary concepts into immunological
studies (78, 81, 82, 86, 88, 90). Others have
already rightfully drawn attention to the crit-
ical importance of studies in human immunol-
ogy (368–373). We stress that human genetics
is a major asset for researchers trying to deci-
pher human immunology precisely because it
provides hitherto missing and long-awaited in-
formation about the basis of the tremendous
interindividual variability that has historically
made research on humans difficult and has jus-
tified the development of animal models and
inbred strains.
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Abstract

Celiac disease (CD) is a gluten-sensitive enteropathy that develops in
genetically susceptible individuals by exposure to cereal gluten proteins.
This review integrates insights from immunological studies with results
of recent genetic genome-wide association studies into a disease model.
Genetic data, among others, suggest that viral infections are implicated
and that natural killer effector pathways are important in the patho-
genesis of CD, but most prominently these data converge with existing
immunological findings that CD is primarily a T cell–mediated im-
mune disorder in which CD4+ T cells that recognize gluten peptides in
the context of major histocompatibility class II molecules play a central
role. Comparison of genetic pathways as well as genetic susceptibility
loci between CD and other autoimmune and inflammatory disorders
reveals that CD bears stronger resemblance to T cell–mediated organ-
specific autoimmune than to inflammatory diseases. Finally, we present
evidence suggesting that the high prevalence of CD in modern soci-
eties may be the by-product of past selection for increased immune
responses to combat infections in populations in which agriculture and
cereals were introduced early on in the post-Neolithic period.
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CD: celiac disease

HLA: human
leukocyte antigen

TG2:
transglutaminase 2

T1D: type 1 diabetes

HISTORY AND KEY FEATURES
OF CELIAC DISEASE

The first clear description of celiac disease (CD)
was found in the writings of the Greek physician
Aretaeus between the first and second centuries
AD (reviewed in References 1 and 2). CD was
described as an intestinal disorder associated
with diarrhea and malabsorption occurring in
children and adults, more frequently in women
than in men (3). The idea that the disease was
linked to food ingestion was brought forward
in 1888 by Gee (4). This idea was confirmed in
the 1950s, when Dicke and colleagues (5) es-
tablished that the consumption of wheat and
rye brought on CD and that removing these
grains from the diet resulted in a marked im-
provement in the condition. In 1954, Paulley
(6) became the first to report that the clinical
manifestations of CD are linked to destruction
of the lining of the small intestine. Many years
later, Marsh (7) established a histological classi-
fication of celiac lesions, which range from hy-
perproliferative crypts with intraepithelial lym-
phocytosis to total villous atrophy.

Around the period in which important
progress was made in the clinical and histo-
logical definition of CD, epidemiological stud-
ies showed that twins and first-degree relatives
have a much higher incidence of CD than do
members of the general population, indicating
a genetic component in CD (8–11). A link to hu-
man leukocyte antigen (HLA) alleles was sug-
gested in pioneering studies by the Strober (12)
and Cooke (13) groups, who showed that 88%
of adult CD patients in the United States and
England have the HLA-B8 antigen, compared
with 22–30% of controls. Later, it was found
that the association is stronger with HLA-DR3
(14, 15) and HLA-DQ2 (16). Cloning of major
histocompatibility (MHC) class II genes finally
revealed that the genes encoding an HLA-DQ2
variant and HLA-DQ8 are the causative genes
for CD (17, 18). Insights into the molecular ba-
sis of the association of CD with MHC class
II molecules were provided more than 30 years
after the first evidence for an HLA association
was found (19–26).

Interestingly, during the establishment of
the association of CD with HLA genes,
Ferguson et al. (27) and Ferguson &
MacDonald (28) reported that CD is associ-
ated with a lymphocyte-mediated immunity
to gluten within the small intestinal mucosa
and that T cell–mediated immunity causes
villous atrophy and crypt hyperplasia in an
allograft rejection model. These observations
were fully appreciated when immunologi-
cal studies performed on intestinal biopsies
showed that inflammatory gluten-reactive
T cells recognized gluten selectively in the
context of HLA-DQ2 or HLA-DQ8 molecules
(29, 30) and were present only in the small
intestinal mucosa of individuals with CD (31).
In addition to providing a molecular basis for
the association with MHC class II molecules,
these studies suggested that HLA-DQ2-
or HLA-DQ8-restricted CD4+ T cells are
critical to the pathogenesis of CD. Why gluten
peptides, which are very rich in glutamines but
very poor in acidic residues, bind to HLA-DQ2
and HLA-DQ8 molecules that have a prefer-
ence for negatively charged peptides remained
enigmatic until it was found that gluten is an ex-
cellent substrate for transglutaminase 2 (TG2;
also known as tissue transglutaminase) (32, 33).
This enzyme converts glutamine residues into
negatively charged glutamate residues in a pro-
cess termed deamidation. Strikingly, Schuppan
and colleagues (34) found that CD patients de-
velop autoantibodies against the same enzyme,
which suggests that CD has an autoimmune
component despite its induction by a dietary
antigen (see discussion of the mechanism
underlying the induction of autoantibodies in
the section entitled Immunological Model of
Celiac Disease Pathogenesis). Accompanying
antibodies to TG2 as well as to gluten is a
massive plasmacytosis in the lamina propria
with dominance of immunoglobulin A (IgA)
plasma cells in the overt celiac lesion (35). The
relationship between CD and autoimmunity is
further supported by epidemiological studies
that show a link between CD and autoimmune
disorders, in particular type 1 diabetes (T1D)
and autoimmune thyroiditis (36).

494 Abadie et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:4
93

-5
25

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH18-Jabri ARI 14 February 2011 14:25

IEL: intraepithelial
lymphocyte

NK: natural killer

Although the role of CD4+ T cells in CD
pathogenesis is well established, these cells’ ef-
fector role in mediating tissue damage has been
questioned by studies in human and mouse sug-
gesting that CD4+ T cell–mediated adaptive
antigluten immunity is necessary but not suf-
ficient to induce intestinal damage, specifically
villous atrophy. This idea had been proposed in
1993 by Ferguson et al. (37, p. 150), who wrote:

Although mucosal immunological sensi-
tization is an invariable feature of celiac
disease, it is not the precipitating factor for
the expression of the full intestinal lesion;
a second factor drives the enteropathy from
minimal (latent) to overt. . . Candidate factors
include an episode of hyperpermeability,
nutrient deficiency, increased dietary gluten,
impaired intraluminal digestion of ingested
gluten, adjuvant effects of intestinal infection
and a non-HLA associated gene.

We know now that CD is a complex multi-
genic disorder that involves HLA and non-
HLA genes, adaptive and innate immunity, and
environmental factors.

In addition to increased numbers of T cells
and plasma cells in the lamina propria, there
is, early on in the disease process, a marked
increase in the number of intraepithelial lym-
phocytes (IELs) (7). The role of IELs in CD
pathogenesis had long been disregarded be-
cause no link to MHC class I genes could be es-
tablished (38) and no gluten-specific IELs could
be identified. However, the increase in cyto-
toxic T cell receptor (TCR)αβ+ IELs typically
correlates with the presence of villous atrophy
(39), and the malignant transformation of IELs
is a hallmark of CD (40, 41), which suggests that
IELs are implicated and abnormally activated in
CD. A breakthrough came with studies showing
that cytotoxic CD8+ TCRαβ+ IELs express-
ing activating natural killer (NK) cell receptors
induced the killing of intestinal epithelial cells
expressing stress- and inflammation-induced
nonclassical MHC class I molecules (42–46).
These findings unraveled the key role played by
CD8+ IELs in inducing villous atrophy (47).

Despite the numerous advances in the field
of immunological disorders, many questions
remain unanswered. CD is the only human
immune-mediated disease for which we have
comprehensive immunological information on
the target tissue under normal and diseased con-
ditions, in addition to extensive epidemiological
and genetic data. In this review, we discuss CD
pathogenesis and its relationship to other au-
toimmune and inflammatory disorders in light
of the knowledge obtained from these different
fields of investigation.

EPIDEMIOLOGY OF A
COMPLEX DISEASE

The Celiac “Iceberg” or the
Clinical and Pathological Spectrum
of Celiac Disease

CD can occur at all ages following the intro-
duction of gluten to the diet. Similar to most
autoimmune disorders, CD is more frequently
(twice as often) found in women than in men
(48). The clinical expression of the disease is
very eclectic: The most typical manifestations
are related to nutrient malabsorption (diarrhea,
failure to thrive in children, anemia, etc.) (49).
The diagnosis of CD is made based on the
presence of anti-TG2 antibodies and intestinal
villous atrophy (see sidebar). CD has a wide
biological, histological, and clinical spectrum.
Some healthy family members of CD patients
show a local increased inflammatory response
to rectal gluten challenge (50). Other individ-
uals with anti-TG2 antibodies have normal
intestinal morphology but can present with
gluten-sensitive skin lesions in the context of
a disease known as dermatitis herpetiformis
(47). Still other patients present typical CD
features with severe malabsorption and total
villous atrophy. Finally, patients with the most
severe form of the disease become refractory
to a gluten-free diet and develop enteropathy-
associated T cell lymphomas. Due to the het-
erogeneity of CD manifestations, investigators
(51–55) have proposed a representation of CD
as an iceberg reflecting different forms and/or
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KEY FEATURES OF CELIAC DISEASE

1. Gluten and gluten-related proteins present in wheat, rye, and
barley are the causative antigens of CD.

2. Histological lesions are characterized by the presence of crypt
hyperplasia, intraepithelial lymphocytosis, and destruction of
the surface epithelial lining of the small intestine.

3. Clinical presentation is eclectic, but the most characteristic
presentations are linked to the malabsorption of nutrients.

4. The presence of autoantibodies directed against TG2 suggests
that CD has an autoimmune component.

5. Epidemiological studies show a high prevalence of autoim-
mune disorders in CD patients and, conversely, a high inci-
dence of CD in autoimmune patients.

6. CD occurs almost exclusively in patients who express the
MHC class II HLA-DQ2 and HLA-DQ8 molecules.

7. Posttranslational modifications of gluten by TG2 result in the
introduction of acidic residues and better binding of gluten
peptides to the HLA-DQ2 and HLA-DQ8 molecules.

8. CD4+ T cells in the lamina propria of CD patients recognize
gluten peptides in the context of HLA-DQ2 or HLA-DQ8,
and the preferential presentation of gluten peptides by these
molecules explains the HLA association.

9. In CD patients, there is an expansion of cytotoxic IELs that ex-
press activating NK cell receptors, which recognize stress- and
inflammation-induced nonclassical MHC class I molecules.
These NK receptors mediate epithelial cell destruction by
lowering the TCR-activation threshold of IELs or by medi-
ating direct TCR-independent killing.

stages of antigluten immunity. Expanding on
Ferguson et al.’s hypothesis, we proposed that
to develop villous atrophy, patients must have
an intestinal stress response that, in association
with adaptive antigluten immunity, leads to
the activation of IELs and villous atrophy (56).
Patients who have only the adaptive antigluten
immune response would have anti-TG2
antibodies and possible intraepithelial lympho-
cytosis but would conserve a normal intestinal
architecture (57). Conversely, patients with
epithelial stress and no adaptive antigluten im-
munity would show signs of gluten sensitivity
in the absence of anti-TG2 antibodies (56). In
any case, the celiac iceberg suggests that mul-
tiple “hits” are required to develop the classical

features of CD, namely adaptive antigluten
immunity and villous atrophy. Future studies
will help delineate the different clinical and
pathological representations of dysregulated
immune responses to gluten, as well as their
underlying genetic risk factors. One day we
may conclude that, depending on the genetic
background and environmental factors, some
CD patients will develop villous atrophy,
whereas other patients will suffer from gluten-
induced irritable bowel syndrome or from a
neurological disease such as gluten ataxia.

Celiac Disease Is a Multifactorial
Disorder Whose Development Is
Controlled by a Combination of
Genetic and Environmental
Risk Factors

CD is a complex disorder, the development of
which is controlled by a combination of genetic
and environmental risk factors. The primary
environmental factor associated with the devel-
opment of CD is gluten consumption. The crit-
ical role played by wheat gluten (consisting of
gliadins and glutenins) and the related proteins
of rye and barley (58) is illustrated by the fact
that, under a gluten-free diet, clinical symptoms
of disease, anti-TG2 antibodies, and villous at-
rophy typically recede. From a genetic perspec-
tive, susceptibility to CD is strongly associated
with the MHC class II molecules HLA-DQ2
and HLA-DQ8. Indeed, almost all patients with
CD express at least one of these HLA molecules
(17, 18).

Given the key roles played by gluten (envi-
ronment) and HLA-DQ2 and HLA-DQ8 (ge-
netics) in the development of CD, one might
predict that the regions of the globe where
these risk factors are found at higher frequen-
cies should present elevated rates of CD. We
compiled the prevalence of CD, the levels of
wheat consumption, and the frequencies of
HLA-DQ2 and HLA-DQ8 for different re-
gions of the globe (Figure 1). Overall, our anal-
yses reveal that although these two factors are
required for the development of the disease, in
the absence of other factors they are not strong
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a b

c d

Prevalence of celiac disease Wheat consumption

Haplotype frequency of DR3-DQ2 Haplotype frequency of DR4-DQ8

Unknown
0.1 – 0.5%
0.6 – 1%
1.1 – 1.5%
>1.6%

0 – 5%
6 – 10%
11 – 15%
16 – 20%
21 – 25%

Not available
Not available
0 – 5%
6 – 10%
11 – 15%
16 – 20%

Kcal/person/day
13 – 398
399 – 783
784 – 1,167
1,168 – 1,552

Figure 1
Prevalence of celiac disease (CD), wheat consumption, and frequencies of the DR3-DQ2 and DR4-DQ8 haplotypes worldwide.
(a) Prevalence of CD based on the screening of adult populations or on the screening of child populations when the prevalence in adults
has not been determined. (b) Worldwide distribution of wheat consumption levels. Data were obtained from the Food and Agriculture
Organization of the United Nations (http://www.fao.org). (c) Frequency of the DR3-DQ2 haplotype (DRB1∗0301-DQA1∗0501-
DQB1∗0201). (d ) Frequency of the DR4-DQ8 haplotype (DRB1∗04-DQA1∗03-DQB1∗0302).

predictors of the prevalence of CD in most parts
of the world. Indeed, and possibly surprisingly
at first glance, we do not observe a significant
correlation between the prevalence of CD and
the levels of wheat consumption, the sum of
the frequencies of DR3-DQ2 and DR4-DQ8,
or the product of both factors [i.e., the fre-
quency of (DQ2+DQ8) × wheat consumption]
(Figure 2a–c). However, the dual requirement
of wheat and HLA for the development of
the disease is well illustrated in Burkina Faso,
where the prevalence of CD is zero, probably
due to a very low frequency of HLA-DQ2 or
HLA-DQ8 genes and low levels of wheat
consumption (59).

Further analysis reveals that the overall lack
of correlation between wheat consumption
and CD-predisposing HLA expression with
CD prevalence is driven primarily by a small

number of clear outlier populations spread
over most of the continents: Algeria, Finland,
Mexico, north India, and Tunisia (Figure 2).
Indeed, by excluding these populations, we
observe a significant correlation between the
combination of both risk factors and the inci-
dence of CD worldwide (correlation coefficient
R2 = 0.4; P value = 0.002) (Figure 2d ). We
also observe a significant correlation between
the prevalence of CD and wheat consumption
(R2 = 0.14, P value = 0.03) and the preva-
lence of CD and the frequency of DQ2+DQ8
haplotypes (R2 = 0.24, P value = 0.03). The
existence of clear outlier populations, together
with the fact that the observed correlations are
far from complete (i.e., R2 = 1), suggests that
other environmental and genetic factors must
contribute to the development or pathogenesis
of CD.
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Figure 2
Correlations between the prevalence of celiac disease (CD), wheat consumption, and the frequencies of the DR3-DQ2 and DR4-DQ8
haplotypes. (a) Correlation between the prevalence of CD ( y axis) and wheat consumption (x axis). (b) Correlation between the
prevalence of CD ( y axis) and the sum of the frequencies of the DR3-DQ2 and DR4-DQ8 haplotypes (x axis). (c) Correlation between
the prevalence of CD ( y axis) and the product of the frequencies of DR3-DQ2+DR4-DQ8 and the amounts of wheat consumption (x
axis). (d ) Correlation between the prevalence of CD ( y axis) and the product of the frequencies of DR3-DQ2+DR4-DQ8 and the
amounts of wheat consumption (x axis) after excluding the following outlier populations: Algeria, Finland, Mexico, north India, and
Tunisia.
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In the Maghreb area, where wheat and bar-
ley are the major staple foods, there is a re-
markable disparity between the incidences of
CD in the neighboring countries of Algeria
and Tunisia. Indeed, despite similar frequen-
cies of the DR3-DQ2 and DR4-DQ8 haplo-
types (60–62), the prevalence of CD in Algeria
(5.6%) is by far the highest reported worldwide
(63), whereas the prevalence of CD in Tunisia
(0.28%) remains one of the lowest (Figures 1
and 2) (64). A similar pattern is observed be-
tween two other adjoining countries, Finland
and Russia (Figures 1 and 2). Although these
two countries have similar wheat consumption
levels and comparable HLA haplotype frequen-
cies, the prevalence of CD in Finland is 1–2.4%
(65–67), whereas in the adjacent Russian repub-
lic of Karelia, the prevalence of CD is consid-
erably lower (0.2%) (68). Mexico is an interest-
ing example where, despite a very low level of
wheat consumption, a high prevalence of sero-
logical CD has been reported (69). Altogether,
these observations suggest that other environ-
mental and/or genetic factors can significantly
impact disease outcome. Such factors could, for
instance, influence the microbiome of individ-
uals, which in turn could change the immuno-
logical responses to oral antigens. It would be
of great interest to obtain more information on
CD for distinct regional areas that could display
different dietary habits and/or genetic features,
as the data available do not necessary reflect
the whole-country situation. For example, in
northern China, where there are a high preva-
lence of CD-associated HLA and a high level of
wheat consumption, there may be a high preva-
lence of CD (70) that would be missed when
looking at the country as a whole. This pos-
sibility remains to be investigated, as we have
only very limited information on CD preva-
lence in China. Altogether, these observations
suggest that similar levels of wheat consump-
tion and predisposing HLA expression can be
associated with strikingly different levels of CD
prevalence, which highlights the role of envi-
ronmental factors and other genetic risk factors
in CD pathogenesis.

ROLE OF THE HUMAN
LEUKOCYTE ANTIGEN
LOCUS IN CELIAC
DISEASE PATHOGENESIS

Genetic Insights

HLA is the single most important susceptibil-
ity locus for CD (71). As mentioned above, the
primary genetic factors associated with CD are
the MHC class II genes that encode HLA-DQ2
and HLA-DQ8 (Figure 3). HLA-DQ2 is, how-
ever, more strongly associated with CD than
HLA-DQ8 is (38). For example, 89% of CD
patients from France have one or two copies of
HLA-DQ2.5, compared with 21% in a matched
control population (72). That HLA-DQ2 and
HLA-DQ8 molecules are also commonly found
in healthy individuals demonstrates that they
contribute to but are not sufficient for disease
development.

Several haplotypes encoding for the risk
HLA-DQ2.5 heterodimer have consistently
been associated with CD in several populations
(Figure 3). Indeed, the risk heterodimer
HLA-DQ2.5 can be encoded in cis, when both
DQA1∗0501 and DQB1∗0201 are located on
the same DR3-DQ2 haplotype, or in trans,
when these two molecules are located on
different haplotypes, namely DR5-DQ7 and
DR7-DQ2 (Figure 3). The resulting cis and
trans HLA-DQ2.5 heterodimers differ by only
one residue in the leader peptide of the DQ α-
chains (DQA1∗0501 versus DQA1∗0505) and
by one residue in the membrane-proximal do-
main of the DQ β-chains (DQB1∗0201 versus
DQB1∗0202) (73). It is unlikely that these dif-
ferences have any functional consequence, and
they are considered to confer a similar disease
risk. In contrast, there is a dramatic difference
in the genetic risk conferred by HLA-DQ2.5
and by HLA-DQ2.2; see below (Figure 3) (74).

Disease susceptibility depends on the
dosage effect of the DQ2.5 heterodimer
(75, 76). Homozygous individuals for the
DR3-DQ2 haplotype or heterozygous DR3-
DQ2/DR7-DQ2 express the highest levels
of DQ2.5 heterodimers (77). These two
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Figure 3
Human leukocyte antigen (HLA) associations in celiac disease (CD). HLA-DQ2 is the strongest genetic risk
factor associated with CD. The great majority of CD patients express the HLA-DQ2.5 heterodimer
encoded by the HLA-DQA1∗05 (α-chain) and HLA-DQB1∗02 (β-chain) alleles. These two alleles are
carried either in cis on the DR3-DQ2.5 haplotype or in trans in individuals who are DR5-DQ7 and
DR7-DQ2.2 heterozygous. HLA-DQ2.2, another variant of the HLA-DQ2 molecule, is encoded by the
HLA-DQA1∗0201 and HLA-DQB1∗02 alleles and confers a very low risk for CD on its own. DQ2-negative
patients express HLA-DQ8, which is encoded by the DR4-DQ8 haplotype.

genotypes are associated with the highest risk
of CD. A dosage effect for DQ8 molecules
has also been suggested (78). Furthermore,
refractory CD patients who do not respond to a
gluten-free diet and have aberrant intestinal T
cells have greatly increased levels of homozy-
gosity for the DR3-DQ2 haplotype (44–62%),
compared with other CD patients (20–24%)
(79).

Along with the genes encoding the DQ
molecules, the HLA locus contains additional
immune-related genes that may impact suscep-
tibility to CD. In accordance with this hypoth-
esis, several studies have suggested that genetic
variation in other HLA-associated genes, such
as MICA, MICB, and TNF, can also predispose
to CD (reviewed in Reference 38). However,
the observed associations should be interpreted
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LD: linkage
disequilibrium

RA: rheumatoid
arthritis

cautiously because most of these studies failed
to formally correct for the levels of linkage dis-
equilibrium (LD) (i.e., genetic association) be-
tween these genes and the genes encoding the
DQ risk molecules. Future resequencing or fine
mapping studies of the HLA regions in large
patient cohorts should help determine whether
or not the HLA region contains susceptibility
factors in addition to those already recognized
for the DQ region.

The Immunological Role of the
HLA-DQ2 and HLA-DQ8 Molecules

The genetic and epidemiological findings that
position HLA-DQ2 and HLA-DQ8 molecules
at the center of CD pathogenesis are supported
by functional studies showing that gluten-
specific CD4+ T cells can be isolated from the
mucosa of CD patients but not from that of
healthy controls (31). Further, such CD4+ T
cells selectively recognize gluten in the con-
text of HLA-DQ2 or HLA-DQ8 molecules
and have a strong preference for deami-
dated gluten peptides over native gluten pep-
tides, which lack negatively charged residues
(Figure 4) (21, 29, 32, 33). Altogether, these
findings indicate that the pathological re-
sponse in the intestinal environment associ-
ated with the development of villous atrophy
is HLA-DQ2 or HLA-DQ8 restricted and is
directed mainly against deamidated gluten pep-
tides. Deamidation is mediated by the enzyme
TG2, which targets specific glutamine residues,
particularly in glutamine-X-proline sequences
(where X denotes any amino acid) (80, 81). Pro-
line residues, like glutamine residues, are highly
prevalent in gluten. Importantly, these residues
prevent the complete digestion of gluten by in-
testinal enzymes. This explains how long gluten
peptides that are good substrates for TG2 and
can bind MHC molecules can be generated in
the intestinal environment, in contrast to most
other dietary proteins, which are readily fully
digested (82).

The molecular basis for the association of
CD with HLA-DQ2 and HLA-DQ8 is linked
to the physicochemical properties of these

MHC molecules. Both HLA-DQ2 and HLA-
DQ8 molecules have positively charged pockets
that have a preference for negatively charged
peptides. HLA-DQ2 has a lysine at position
β71, which confers its preference for binding
peptides with negatively charged residues at
positions P4, P6, and P7 (22). Both HLA-DQ2
and HLA-DQ8 are characterized by the lack of
an aspartic acid at position β57 (83). This β57
polymorphism renders the P9 pocket of HLA-
DQ8 basic, which explains why HLA-DQ8 has
a preference for negatively charged residues at
P9. Notably, the role of β57 polymorphism in
HLA-DQ2 remains unclear. In addition, HLA-
DQ8 has a preference for negatively charged
residues at position P1, and therefore many of
the HLA-DQ8-restricted gluten epitopes har-
bor two negatively charged glutamate residues,
specifically in P1 and P9 (Figure 4). Overall,
these observations exemplify how an enzyme
present in a tissue environment can give an anti-
gen improved binding to particular MHC class
II molecules and promote pathogenic T cell
responses.

Rheumatoid arthritis (RA) is another ex-
ample of how posttranslational modifications
by enzymes can promote T cell–mediated im-
mune disorders by increasing the affinity of
the causative antigen to the predisposing HLA
molecules, in this case mainly HLA-DR4.1
(Figure 4) (reviewed in Reference 84). This
HLA molecule has a basic P4 pocket that favors
negatively charged or polar residues. This pref-
erence is well illustrated by the crystal structure
of HLA-DR4.1 in complex with the 1168–1180
type II collagen peptide, which reveals aspartic
acid in the P4 pocket of HLA-DR4.1 (85). No
definite autoantigen has been identified in RA,
but there are several candidates, including type
II collagen, vimentin, and fibrinogen. The en-
zyme peptidylarginine deiminase can convert
the positively charged guanidine group of argi-
nine residues into the uncharged ureido group
of citrulline residues through an enzymatic pro-
cess known as citrullination, and citrullinated
model peptides of candidate autoantigens bind
with improved affinity to RA-associated HLA-
DR molecules (Figure 4) (86).
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Figure 4
Posttranslational modification of antigens improves the binding of peptides to human leukocyte antigen (HLA) molecules in the
context of celiac disease and rheumatoid arthritis. Gluten is a very good substrate for transglutaminase 2 (TG2), which converts
glutamine residues to glutamate. This process, known as deamidation, generates peptides with negatively charged amino acid residues
that bind with higher affinity to the disease-associated HLA-DQ2 or HLA-DQ8 molecules. P4, P6, and P7 pockets in HLA-DQ2 and
P1 and P9 pockets in HLA-DQ8 have a preference for negatively charged anchor residues. (Left) Binding of a gluten peptide with
glutamate in P6, and binding of a gluten peptide with glutamate residues in P1 and P9, to HLA-DQ2 and HLA-DQ8, respectively.
(Right) In rheumatoid arthritis, the deimination of arginine to citrulline, also known as citrullination, is a posttranslational modification
driven by peptidylarginine deiminase (PAD). This enzymatic conversion changes the positively charged arginine side chain to a neutral
form that can be better accommodated in the P4 pocket of the HLA-DR4.1 molecule.

These observations pose the question
of how these enzymes are induced and/or
activated. In the case of CD, TG2 is highly ex-
pressed in the intestine but is not constitutively

active (87). Studies in humanized HLA-DQ8
mice suggest that deamidation is not required
for the initiation of the antigluten CD4+ T
cell response but that it plays a role in the
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amplification of this response. Amplification
of the antigluten immune response is achieved
through the recruitment by HLA-DQ8 of
cross-reactive TCRs that recognize native
and deamidated peptides (24). The molecular
basis for this process is that the polymor-
phism at position β57 enables HLA-DQ8
to switch from interaction with a negatively
charged residue in the TCR to interaction with
a negatively charged residue in the peptide.
Therefore, not only can the antigluten immune
response be initiated in the absence of TG2
activation, it can also trigger the activation
of TG2. However, environmental factors,
such as viral infections, may induce expression
and activation of tissue enzymes by inducing
inflammation and tissue damage. In particular,
this may be the case for HLA-DQ2 individuals
because, unlike HLA-DQ8-restricted T cells,
HLA-DQ2-restricted T cells have an exquisite
preference for deamidated peptides (88). In
the case of RA, the presence of inflammatory
cells increases expression of peptidylarginine
deiminase (89). Finally, several recent studies
suggest that posttranslational modifications
may play a role in the pathogenesis of T1D,
which is associated with HLA-DQ8 and HLA-
DQ2 molecules (90). Interestingly, the β57
polymorphism in I-Ag7, the mouse homolog
of HLA-DQ8, is required for the development
of T1D (91, 92). The β57 polymorphism in
I-Ag7, which is characteristic of NOD mice
that spontaneously develop T1D, acts on the
selection of autoreactive TCR repertoire in
the same way that HLA-DQ8 acts on the
selection of gluten-specific TCR (25). Future
studies will determine whether cross-reactive,
autoreactive TCR with a negative charge in the
CDR3 plays a role in the pathogenesis of T1D.

The immunological basis for the HLA gene
dosage effect is that there are threshold ef-
fects for disease development in which HLA-
DQ expression and the available number of
T cell–stimulatory gluten peptides are critical
limiting factors (77). Homozygous individuals
express more predisposing HLA-DQ2.5 and
HLA-DQ8 molecules on the surface of their
antigen-presenting cells and consequently can

recruit a T cell response of larger magnitude.
That the T cell response must reach a certain
threshold to be pathogenic may also explain
why another DQ2 variant (DQ2.2), encoded
by the DQA1∗0201 and DQB1∗02 alleles of the
DR7-DQ2 haplotype, is barely associated with
CD on its own. The α-chain of DQ2.5 carries a
tyrosine at position 22, which in contrast to the
phenylalanine of DQ2.2 forms hydrogen bonds
with the peptide main chain. Consequently,
DQ2.5 forms more stable complexes with
gluten peptides than does DQ2.2. This stability
allows DQ2.5 to better retain gluten peptides
for sustained presentation to T cells, thereby in-
creasing the likelihood that the T cell response
will reach the pathogenic threshold (88).

Taken together, epidemiological, genetic,
and immunological studies suggest that asso-
ciations with particular MHC molecules in CD
and probably other tissue-specific autoimmune
disorders are driven by the fact that the T cell
response must achieve a certain threshold to
be pathogenic, that is, to induce tissue dam-
age. This threshold may be achieved by se-
lecting for HLA molecules that allow for the
most stable MHC-peptide complexes (DQ2.5
versus DQ2.2), increasing the number of HLA
molecules (gene dosage effect), inducing post-
translational modifications that increase the
affinity of the causative antigen to the HLA
molecule (TG2 and deamidation), and recruit-
ing distinct cross-reactive TCR repertoires that
can recognize native and enzymatically mod-
ified antigens (e.g., the β57 polymorphism in
HLA-DQ8 that allows it to act as a switch).

ROLE OF NON–HUMAN
LEUKOCYTE ANTIGEN
LOCI IN CELIAC DISEASE
PATHOGENESIS

Susceptibility to CD has a strong genetic basis
outside the HLA locus. This hypothesis is sup-
ported by the observation that siblings of CD
patients (who share 50% of the their genome)
have a 30-fold-higher risk of developing the dis-
ease than do individuals in the general popu-
lation (10). More importantly, HLA-identical
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GWAS: genome-wide
association studies

SNPs: single-
nucleotide
polymorphisms

IBD: inflammatory
bowel disease

siblings and dizygotic twins have concordance
rates in disease outcome of 30% and 10%,
respectively, whereas the concordance rate—
approximately 75%—is extremely elevated in
monozygotic twins (93). The recent introduc-
tion of low-cost, high-throughput genotyping
platforms prompted researchers to interrogate
the whole genome for genetic associations with
CD. These so-called genome-wide association
studies (GWAS) identified a large number of
genes implicated in CD and other autoimmune
diseases (94). Below, we discuss (a) how GWAS
have helped decipher the relative contributions
of HLA-linked and non-HLA-linked loci to
CD susceptibility and (b) the immunological in-
sights gained from these studies.

Recently, several GWAS have attempted to
find non-HLA genomic regions associated with
CD. To date, 40 such genomic regions har-
boring 64 candidate genes have been identified
(Table 1) (95). These regions correspond to
LD blocks that, in most cases, contain multiple
genes. Thus, the single-nucleotide polymor-
phisms (SNPs) that have so far been associated
with CD are termed tag SNPs of the risk hap-
lotypes, but they themselves are not the causal
variants associated with the disease. Interest-
ingly, although the causative mutations have
yet to be identified, 53% of the CD-associated
SNPs are genetic variants for which different
genotypes correlate with differences in expres-
sion levels of at least one physically close gene;
these differences are referred to as cis expression
quantitative trait loci (cis eQTL) SNPs. The
number of cis eQTL SNPs observed among
CD-associated SNPs is much larger than would
be expected by chance (95), which suggests that
some of the identified risk variants (or other
SNPs linked to them) might influence CD sus-
ceptibility through a mechanism of altered gene
expression rather than through changes at the
protein-coding level.

The individual impact of each of these re-
gions on disease susceptibility is small, and to-
gether these regions explain only ∼5% of the
genetic heritability (95). In contrast, the HLA
locus alone accounts for 35% of the genetic
heritability (96). Thus, although much progress

has been made, approximately 50% of the ge-
netic heritability remains to be explained. This
missing heritability can be partially accounted
for by the fact that the associations found for
non-HLA loci are, at least in most cases, not
with the actual causal variants associated with
CD, which might lead to an underestimation
of the impact of these loci in the pathogene-
sis of the disease. However, this finding alone
is probably not sufficient to explain the miss-
ing heritability, and the most likely explana-
tion is that many other common variants of
small effects and/or highly penetrant rare mu-
tations have yet to be identified. Alternatively,
epistatic interactions between risk genes may
occur. Epistasis has not yet been convincingly
demonstrated in CD (95), but the reason might
be that gene-gene interactions occur not be-
tween a single pair of genes but rather between
groups of genes, which is very difficult to test.

The loci identified so far, however, provide
important clues to the pathogenesis of and im-
munological pathways associated with CD. To
gain insight into the biological nature of the
candidate genes associated with CD, we consid-
ered functional annotation based on the Gene
Ontology and Kyoto Encyclopedia of Genes
and Genomes databases (Figure 5). The set of
genes associated with CD appears to be remark-
ably enriched for immune genes, particularly in
genes coding for chemokine receptor activity,
cytokine binding, T cell activation, and lym-
phocyte differentiation; this finding supports
the idea that CD is a T cell–mediated immune
disorder. There is also enrichment for genes
involved in stress pathways, innate immunity,
and tumor necrosis factor receptor superfamily
signaling. All these enrichments are also found
for other autoimmune disorders and inflamma-
tory bowel disease (IBD) (see section entitled
Overlap of Genetic Pathways and Loci with Au-
toimmune and Inflammatory Diseases). How-
ever, interestingly, the NK cell–activation and
interferon (IFN)-γ-production gene pathways
appear to be selectively enriched in CD, which
suggests that these pathways may be more im-
portant in CD than in other immune-mediated
disorders (Figure 5).
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Table 1 Celiac disease (CD) susceptibility loci

Loci associated with CD
Association with other autoimmune and/or inflammatory

disordersa,b

Locus Candidate gene(s) in the region Odds ratio RA T1D SLE MS PSO UC CrD

1p31.3 NFIA 1.11

1p36.11 RUNX3 1.12

1p36.23 PARK7, TNFRSF9 1.14

1p36.32 TNFRSF14, MMEL1 1.12 144

1q24.2 CD247 1.1

1q24.3 FASLG, TNFSF18, TNFSF4 1.1 145

1q31.2 RGS1 1.25–1.39 146

2p14 PLEK 1.14

2p16.1 REL, AHSA2 1.15 147 148

2q12.1 IL18RAP, IL18R1, IL1RL1, IL1RL2 1.19–1.28 146 149 149

2q31.3 ITGA4, UBE2E3 1.13

2q33.2 CTLA4, ICOS, CD28 1.14 150 151 152, 153

3p14.1 FRMD4B 1.19

3p21.31 CCR1, CCR2, CCRL2, CCR3, CCR5, CCR9 1.21–1.3 146

3p22.3 CCR4 1.13

3q13.33 CD80, KTELC1 1.13

3q25.33 IL12A, SCHIP1 1.35–1.36 154

3q28 LPP 1.23–1.29 155

4q27 KIAA1109, ADAD1, IL2, IL21 1.44–1.59 156 151

6p21.32 HLA-DQA1, HLA-DQB1 6.23–7.04 157 158–160 145, 161 154, 162,
163

164

6p25.3 IRF4 1.21

6q15 BACH2, MAP3K7 1.13 151, 165

6q22.33 PTPRK, THEMIS 1.17

6q23.3 TNFAIP3 1.23 144, 166 145, 167 168

6q25.3 TAGAP 1.16–1.21 146

7p14.1 ELMO1 1.14

10q22.3 ZMIZ1 1.12 154

11q24.3 ETS1 1.21 145, 169

12q24.12 SH2B3, ATXN2 1.2 155 151, 158

14q24.1 ZFP36L1 1.12

16p13.13 CIITA, SOCS1, CLEC16A 1.16 151, 159 170, 171 148

18p11.21 PTPN2 1.17 151, 159 158, 172,
173

21q22.3 ICOSLG 1.14 172

22q11.21 UBE2L3, YDJC 1.13 145

Xp22.2 TLR7, TLR8 1.14 174

aColored boxes indicate that the locus has also been associated with another inflammatory disorder or autoimmune disease. Blue boxes refer to associations found through
genome-wide association studies, and green boxes refer to associations found through gene candidate approaches. For the latter, we considered only associations that have been
replicated in at least two independent cohorts. References are provided inside the boxes.
bGenes located in the linkage disequilibrium block associated with CD. Abbreviations: RA, rheumatoid arthritis; T1D, type 1 diabetes; SLE, systemic lupus erythematosus; MS,
multiple sclerosis; PSO, psoriasis; UC, ulcerative colitis; CrD, Crohn’s disease.
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Figure 5
Gene ontology enrichment analysis for genes associated with celiac disease (CD). We used GeneTrail to test for an enrichment of
functional annotations among genes associated with CD. Shown are the fold enrichments ( y axis) observed for some of the most
significantly enriched biological functions (x axis). Background expectations were based on all human genes. P values were calculated
using a hypergeometric distribution, and we used the approach of Benjamini & Hochberg (143) to control the false discovery rate.
Abbreviations: CCR, chemokine receptor; IFN, interferon; NF-κB, nuclear factor κB; NK, natural killer; TNFR, tumor necrosis
factor receptor.

The 64 non-HLA genes (Table 1 and
Figure 6) identified to date can be classified
according to where they exert their function
in the immunological cascade, although some
of them can act at several levels (e.g., IL21).
Some genes, such as REL, which is part of the
nuclear factor κB (NF-κB) signaling pathway,
are implicated in numerous cell types and func-
tions. Others play a role in the thymic dif-
ferentiation of CD4+ T cells (e.g., THEMIS)
and CD8 T cells (e.g., RUNX3). Some are in-
volved in immunological processes that take
place in inductive sites such as the mesenteric
lymph nodes, where they regulate T cell (e.g.,

CD28 and IL2) and B cell (e.g., ICOS and
IL21) activation and promote the differentia-
tion of proinflammatory T cells (e.g., IL12A,
TLR7/TLR8, IRF4, IL1RL1, and IL18R1). Fi-
nally, others are implicated in cell migration
(e.g., different genes coding for chemokine re-
ceptors and ITGA4) and regulation of effector
cell functions (e.g., MAP3K7 and IL21, which
are part of the c-Jun N-terminal kinase activa-
tion pathway that is critical for the function of
activating NK receptors expressed by cytotoxic
IELs).

Altogether, GWAS have identified a se-
ries of genes implicated in adaptive and innate
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Figure 6
Integration of immunological pathways and celiac disease (CD)-associated genes into a model of CD pathogenesis. The figure is
subdivided into three distinct anatomical regions in which T cell differentiation (thymus), T cell polarization (inductive site), and
effector immune response (effector site) take place. Genes associated with CD by genome-wide association studies are listed in red
according to their potential implication in distinct immunological pathways. THEMIS and RUNX3 are involved in the thymic
differentiation of CD4 and CD8 T cells, respectively. Dendritic cells located in the lamina propria acquire a proinflammatory
phenotype upon viral recognition (TLR7/8 and IRF4) and migrate to the mesenteric lymph nodes (inductive site). There, they present
gluten peptides (HLA-DQA1, HLA-DQB1, and CIITA) to naive CD4 T cells and promote T cell activation (e.g., CD28, CD80, CTLA4,
CD247, PTPN2, SH2B3, TAGAP, IL2, and FASLG) and differentiation into inflammatory effector T cells (IL12A, IL18R1, IL18RAP,
IL1RL1, and IL1RL2). In addition, transglutaminase 2 (TG2) and gluten-specific B cells (that have internalized gluten-TG2 complexes)
receive help from gluten-specific T cells, become activated, and differentiate into immunoglobulin (Ig)A- and IgG-producing plasma
cells (ICOS, ICOSLG, IL21, and RGS1). Other genes regulate activation and migration of cytotoxic intraepithelial lymphocytes (IELs)
(MAP3K7, IL-21, CCR9, and RGS1). Finally, some genes are involved in cell migration [e.g., genes coding for chemokine receptors
(CCRs) and ITGA4], and others regulate tumor necrosis factor (TNF)-dependent pathways (TNFAIP3, TNFSF4, TNFSF18, TNFRSF9,
and TNFRSF14). Even though their genes have not been identified by genetic studies, interleukin (IL)-15 and interferon (IFN)-α play
a critical role in orchestrating the immune responses that lead to CD pathogenesis. IL-15 upregulates activating natural killer cell (NK)
receptors and licenses IELs to kill epithelial cells, whereas IFN-α promotes the differentiation of proinflammatory dendritic cells.
Abbreviations: HLA, human leukocyte antigen; TGF, transforming growth factor; Th, T helper cell.

immunity. As we discuss further below, unlike
IBD, for which genetic studies have yielded
some unexpected insights into the pathogen-
esis of the disease, almost all the genes iden-

tified in CD can be easily integrated into a
model based on immunological studies us-
ing mainly cells from human intestinal biopsy
samples.
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HOW GENOME-WIDE
ASSOCIATION STUDIES
AND IMMUNOLOGICAL
STUDIES CAN BE INTEGRATED
INTO A MODEL OF CELIAC
DISEASE PATHOGENESIS

Immunological Model of Celiac
Disease Pathogenesis

Phenotypic and functional immunolog-
ical studies in human suggest that both
gluten-specific CD4+ T cells and cytotoxic
intraepithelial T lymphocytes play a key role
in the development of CD, as defined by the
presence of anti-TG2 antibodies and villous
atrophy. The default immune response to an
oral antigen in the intestinal environment,
where transforming growth factor (TGF)-β
and retinoic acid are abundant, is the induction
of regulatory Foxp3+ CD4+ T cells that
produce anti-inflammatory cytokines such
as TGF-β and interleukin (IL)-10 (97–99).
The induction of an inflammatory CD4+ T
cell response to gluten implies that dendritic
cells in the intestinal mucosa of CD patients
have a proinflammatory rather than tolero-
genic phenotype. IFN-α, which is highly
expressed in CD mucosa (100), may play a
critical role in promoting the differentiation
of proinflammatory dendritic cells. The role
of IFN-α in CD pathogenesis is illustrated by
the development of CD in hepatitis C patients
treated with IFN-α (101), as well as by the
increased prevalence of CD among Down
syndrome patients (102). Indeed, chromosome
21 harbors the IFN-α receptor, which explains
why cells of Down syndrome patients show
increased levels of IFN-α receptor expression
and a greater response to type 1 IFNs (103).

Gluten-specific CD4+ T cells are central to
all aspects of CD pathogenesis. They proba-
bly assist in the induction of anti-TG2 anti-
bodies by providing help to anti-TG2 B cells
(104). This hypothesis is based on the observa-
tion that anti-TG2 antibodies develop only in
HLA-DQ2 or HLA-DQ8 individuals (105) and
recede when gluten is excluded from the diet
(106, 107). Gluten may form complexes with

TG2, which are internalized by TG2-specific B
cells. Such B cells can therefore present gluten
peptides at their surface in the context of HLA-
DQ2 or HLA-DQ8 molecules and can receive
help from antigluten CD4+ T cells to dif-
ferentiate into IgA and IgG anti-TG2 plasma
cells (104). However, the role of anti-TG2 and
antigluten antibodies in the development of the
celiac lesion remains to be defined. They may
amplify the inflammatory immune response to
gluten by increasing gluten uptake (108) and
by inducing the activation of Fc receptors ex-
pressed on granulocytes. Gluten-specific CD4+

T cells also play a role in tissue remodeling
via the production of IFN-γ and metallopro-
teinases (109). However, this role is not suffi-
cient to induce villous atrophy. It is thought that
epithelial damage is mediated by cytotoxic IELs
that express activating NK cell receptors, which
recognize stress- and inflammation-induced
ligands on intestinal epithelial cells (47). IL-
15 upregulates the activating NKG2D receptor
and confers NK-like properties—namely the
ability to kill in a TCR-independent manner
(43, 44, 110)—to IELs. Whether IFN-α, which
promotes NK cell activity, also plays a role in
the activation of IELs remains to be assessed. It
is very likely that gluten-specific CD4+ T cells,
which produce IL-21 (100) and IFN-γ (111),
also play a role in the activation of IELs. They
may do so by upregulating inflammatory lig-
ands on epithelial cells [e.g., IFN-γ promotes
upregulation of the nonclassical MHC class I
molecule HLA-E on epithelial cells (112)] and
by promoting cytolytic activity in IELs [e.g.,
IL-21 promotes NK-like activity in cytotoxic T
lymphocytes (113, 114)]. Refractory sprue is an
extreme case in which the presence of gluten-
specific CD4+ T cells is no longer required
for villous atrophy. This severe complication
of CD cannot be treated by gluten withdrawal
(115, 116). It is characterized by the presence of
IELs that have acquired an inherent and aber-
rant highly activated NK-like phenotype (115)
that is promoted and maintained by high lev-
els of IL-15 expression in the epithelium (117,
118). Refractory sprue is mimicked in an IL-15
transgenic mouse model, in which IL-15 has
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been modified such that it is secreted in an un-
controlled manner because it does not require
its private IL-15Rα receptor to be expressed on
the cell surface (119). In addition, it plays a role
in licensing cytotoxic IELs to become effective
killer cells and prevents TGF-β and regulatory
Foxp3+ T cells from blocking inflammatory ef-
fector responses (120, 121).

Overall, the value of the model of CD patho-
genesis presented in Figure 6 resides in its
foundation on human studies. However, as in
all models based on functional studies in hu-
mans, it is based more on correlations than
on the demonstration of cause-effect relation-
ships. Therefore, it is important to examine this
model in view of the susceptibility genes iden-
tified by GWAS.

Interactions Between Key
Immunological Markers of Celiac
Disease and Susceptibility Genes

On the basis of human studies suggesting that
IL-15 (42, 117, 122) and IFN-α (100) are
significantly increased in the celiac mucosa and
are central to CD pathogenesis (Figure 6) (44,
110, 117, 121), we might expect GWAS to
identify mutations in the coding or regulatory
regions of the genes encoding IFN-α and
IL-15. Intriguingly, however, no genetic
associations with CD have been found for the
genes encoding IL-15 or IFN-α. The lack
of association with these genes suggests that
the increased levels of these cytokines in CD
patients might be the by-product of the dereg-
ulation of genes that can modulate the levels
of these cytokines—that is, trans effects. We
therefore used the STRING database (123) to
look for known functional interactions among
CD susceptibility genes as well as between
CD susceptibility genes and IL-15 or IFN-α
(Figure 7). Our results show that 40 out of
the 64 candidate genes associated with CD
have a functional connection with one or more
other CD genes. The 40 genes that are part
of this CD susceptibility functional network
(out of the 64 reported in Table 1) probably
represent the best candidates to harbor the
causative associations with CD. In addition,

we noticed that several of the genes in this
network have a direct association with IL-15,
IFN-α, or both (Figure 7). This observation
supports the hypothesis that the increased
levels of IL-15 and/or IFN-α observed in CD
patients probably result from functional vari-
ation in this network. For example, functional
variation that increases the responsiveness of
the transcription factor REL, a member of
the NF-κB complex, could ultimately lead
to increased levels of IL-15, as this gene is
regulated by NF-κB (124, 125). However,
increased signaling via Toll-like receptor
(TLR)7 or TLR8, which are innate receptors
involved in the detection of viral infection,
would lead to increased IFN-α production.

The results from the network analysis may
also explain the heterogeneity of the cellular
phenotypes observed in CD patients. Indeed,
this analysis demonstrates that, depending
on the combination of genetic susceptibility
markers present in each patient, a patient
could have increased levels of IL-15, IFN-α,
or both. In agreement with this hypothesis,
preliminary analysis of 21 active CD patients
shows that CD patients can be divided into
IL-15 high expressers, IFN-α high expressers,
and IL-15/IFN-α high expressers (B. Jabri,
unpublished data). If confirmed, this obser-
vation would suggest that CD patients do
not constitute a homogeneous group and
that different immune pathways may lead
to dysregulated inflammatory antigluten
immunity and activation of IELs. To better
delineate which genetic markers account for
increased levels of each of these cytokines
in CD patients, association studies could be
performed to group CD patients on the basis
of their inflammatory phenotypes—that is,
according to whether they have high IL-15
and/or high-IFN-α expression.

OVERLAP OF GENETIC
PATHWAYS AND LOCI WITH
AUTOIMMUNE AND
INFLAMMATORY DISEASES

Epidemiological data suggest that CD is more
associated with autoimmune disorders, in
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Figure 7
Network of known functional interactions between celiac disease (CD)–associated genes and key immunological markers of CD. We
used the STRING database to look for known functional interactions among CD susceptibility genes, as well as functional interactions
between CD susceptibility genes and interleukin (IL)-15 or interferon (IFN)-α. The STRING database assembles information about
both known and predicted protein-protein interactions on the basis of numerous sources, including experimental repositories,
computational prediction methods, and public text collections. Several CD susceptibility genes functionally interact with IL-15
( yellow), IFN-α (red ), or both ( purple).

particular T1D and autoimmune thyroiditis
(126, 127), than with IBD, which comprises
Crohn’s disease and ulcerative colitis (128,
129). In accordance, when we looked for which
pathways were enriched among CD suscepti-
bility genes, the strongest enrichments were
observed among disease pathways associated

with T cell–mediated organ-specific autoim-
mune diseases such as T1D [false discovery
rate (FDR) = 1.13 × 10−07] and autoimmune
thyroiditis (FDR = 3.24 × 10−07), but not
IBD. This observation is plausible, given what
we know about the immunological mechanisms
underlying these diseases. In particular, tissue
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destruction in Crohn’s disease is not cell spe-
cific and is thought to be mediated by general
inflammatory effector mechanisms involving
macrophages and neutrophils, whereas tissue
destruction in autoimmune disorders and CD
is mediated primarily by HLA-restricted T
cells and cytotoxic T cells that target specific
tissue cells, specifically intestinal epithelial
cells in CD (130).

That CD susceptibility genes are enriched
among genes known to be involved in other au-
toimmune pathways predicts that the genetic
risk factors associated with CD also represent
risk factors for other autoimmune disorders.
To test this hypothesis, we compiled a list of
all the regions identified by GWAS as associ-
ated with CD (Table 1), autoimmune diseases,
and inflammatory disorders (Figure 8). Next,

CeliacCeliac
diseasedisease

AutoimmuneAutoimmune
diseasesdiseases

InflammatoryInflammatory
diseasesdiseases

Celiac
disease

Autoimmune
diseases

Inflammatory
diseases

3p22.3: CCR4
1q24.2: CD247
3q13.33: CD80, KTELC1
7p14.1: ELMO1
3p14.1: FRMD4B
6p25.3: IRF4
2q31.3: ITGA4, UBE2E3
1p31.3: NFIA
1p36.23: PARK7, TNFRSF9
2p14: PLEK
6q22.33: PTPRK, THEMIS
1p36.11: RUNX3
14q24.1: ZFP36L1

6p21.32: HLA-DQA1, HLA-DQB1
16p13.13: CIITA, SOCS1, CLEC16A
2q12.1: IL18RAP, IL18R1, IL1RL1, IL1RL2
18p11.21: PTPN2
2p16.1: REL, AHSA2
10q22.3: ZMIZ1

6q15: BACH2, MAP3K7
3p21.31: CCR1, CCR2, CCRL2, CCR3, CCR5, CCR9
2q33.2: CTLA4, ICOS, CD28
11q24.3: ETS1
1q24.3: FASLG, TNFSF18, TNFSF4
22q11.21: UBE2L3, YDJC
4q27: KIAA1109, ADAD1, IL2, IL21
3q28: LPP
1q31.2: RGS1
12q24.12: SH2B3, ATXN2
6q25.3: TAGAP
Xp22.2: TLR7, TLR8
6q23.3: TNFAIP3
1p36.32: TNFRSF14, MMEL1
3q25.33: IL12A, SCHIP1

21q22.3: ICOSLG

Figure 8
Overlap between celiac disease (CD) genetic risk factors and genetic risk factors identified for other
autoimmune and inflammatory diseases. Shown are the overlaps between the regions identified by genome-
wide association studies (GWAS) as associated with CD and the regions identified by GWAS as associated
with autoimmune diseases or inflammatory disorders. The set of autoimmune diseases includes rheumatoid
arthritis, systemic lupus erythematosus, type 1 diabetes, multiple sclerosis, and psoriasis. The set of
inflammatory disorders includes Crohn’s disease and ulcerative colitis.
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we looked for overlaps between CD-associated
genomic regions and those associated with at
least one autoimmune or inflammatory disease
(Figure 8). As anticipated, we observed a sig-
nificantly higher overlap between CD and au-
toimmune disorders (12%) than between CD
and inflammatory diseases (2%) (Fisher exact
test; P value = 0.025) (Figure 8). T1D showed
the strongest overlap with CD. This finding is
well illustrated by the fact that 35% of the CD-
associated genomic regions also impact suscep-
tibility to T1D (Table 1). Notably, T1D and
CD are the only diseases that share genes in-
volved in immune responses against viral de-
tection, in line with the hypothesis that viral
infections may influence development of these
diseases. Overall, the genes found to be com-
mon to CD and autoimmune disorders were
implicated in cytokine and chemokine signal-
ing and, importantly, T cell activation (FDR
≤5 × 10−08) (Figure 8). In contrast, the genes
found to be common to CD, autoimmune dis-
orders, and IBD were more generally involved
in immune activation; these genes include those
that code for signaling molecules (e.g., REL
and PTPN2) (Figure 8). Curiously, the ge-
nomic region that encodes for genes involved
in the inflammasome pathway (IL18RAP,
IL18R1, IL1RL1, and IL1RL2) affects suscep-
tibility to CD, autoimmune disorders, and IBD
(Figure 8). This finding is interesting in light
of the current idea that activation of the in-
flammasome is important not only for the con-
trol of microbial infections but also to sig-
nal the presence of endogenous tissue stress
and thereby enhance inflammatory immune re-
sponses (131). This analysis also allowed us to
define genomic regions specifically associated
with CD (Figure 8). These regions are partic-
ularly interesting in that they might help eluci-
date which immunological pathways are unique
hallmarks of CD. The genomic regions selec-
tively associated with CD are enriched for genes
related to central and peripheral T cell differen-
tiation (FDR = 2 × 10−3), which suggests that
the pathogenic T cell response observed in CD
has unique features and again stresses the cen-
tral role of T cells in CD pathogenesis.

THE EVOLUTIONARY
HISTORY OF CELIAC
DISEASE–ASSOCIATED
SUSCEPTIBILITY GENES

Even though there is incomplete knowledge of
the worldwide prevalence of CD and great vari-
ance in the consumption of cereals across popu-
lations (Figure 1a,b), there nonetheless appear
to be differences among ethnic groups in terms
of susceptibility for CD. The disease appears
to be particularly common among Caucasians.
Two alternative hypotheses could account for
this fact. First, the elevated prevalence of CD
in certain populations could result from the in-
crease in frequency of CD susceptibility alleles
by genetic drift (i.e., random chance). Second,
CD susceptibility alleles could have increased
in frequency as a result of positive selection if
they confer a selective advantage to the car-
riers. To test these two hypotheses, we used
evolutionary genetic tools to search for molec-
ular signatures of positive selection on the genes
associated with CD (Figure 9).

One of the most striking signatures of pos-
itive selection is an increase in the strength
of LD associated with the selected allele (132,
133). Indeed, when an allele is targeted by
positive selection, the beneficial allele increases
in frequency in the population at a much faster
rate than that of a neutrally evolving allele,
and as a consequence, the haplotypes carrying
the advantageous allele are longer relative to
haplotypes that rise to similar frequencies solely
by random genetic drift (132, 133). We used
the integrated haplotype similarity test (134)
to search for this molecular signature of pos-
itive selection among all the CD-associated ge-
nomic regions (Table 1). Four out of the 40
CD-associated regions—namely the IL18RAP,
IL12A, IL2/IL21, and SH2B3 loci (Figure 9)—
show a strong signature of positive selection.
The proportion of CD-associated loci showing
signatures of positive selection is higher than
would be expected by chance (P = 0.04, if one
randomly samples 40 regions of the genome
and tests for evidence of selection). Curiously,
for all loci, with the exception of the IL2/IL21
locus, the allele/haplotype that shows evidence

512 Abadie et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:4
93

-5
25

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH18-Jabri ARI 14 February 2011 14:25

SH2B3, ATXN2

IL18RAP, IL18R1, IL1RL1, IL1RL2

c

SNP: rs563178
Susceptibility

allele: C
Other allele: T

SNP: rs17810546
Susceptibility

allele: G
Other allele: A

–30°

0° 30° 60° 90° 120° 150°

0°

IL12A, SCHIP1c

SNP: rs13015714
Susceptibility

allele: G
Other allele: T

60°

30°

–30°

0°

60°

30°

0° 30° 60° 90° 120° 150°

d

a
35

30

25

20

15

IL2/L21
IL12A

Ce
lia

c 
lo

ci

10

5

0
0 0.5 1.0 1.5

|iHS|
2.0 2.5 3.0 0° 30° 60° 90° 120° 150°

–30°

0°

60°

30°

IL18RAP
SH2B3

HLA-DQ2.5

Figure 9
Signatures of positive selection on celiac disease (CD) susceptibility alleles. (a) |iHS| (absolute value of integrated haplotype similarity
score) values for single-nucleotide polymorphisms (SNPs) tagging genomic regions associated with CD. For this analysis, we used the
European HapMap phase II SNPs (the population consisted of individuals of European descent from Utah) because all genome-wide
association studies for CD have been performed in populations of European descent. The dashed line represents the ninety-fifth
percentile of the genome-wide |iHS| distribution for the European samples from HapMap. |iHS| above the ninety-fifth percentile
(red dots) are therefore suggestive of positive selection. (b) Worldwide frequency distribution of the SNP linking the SH2B3/ATXN2
locus with susceptibility to CD. (c) Worldwide frequency distribution of the SNP linking the IL12A/SCHIP1 locus with susceptibility
to CD. (d ) Worldwide frequency distribution of the SNP linking the IL18RAP/IL18R1/IL1RL1/IL1RL2 locus with susceptibility to
CD. The red fraction of the pie charts in panels b–d represents, for the corresponding SNP, the frequency of the CD susceptibility
allele, whereas the blue fraction represents the frequency of the protective allele in different areas of the world.

of positive selection is the one associated with
increased susceptibility to CD.

The latter observation can be easily ex-
plained if having CD is associated with some
sort of selective advantage, which would bypass
the negative effects associated with the disease.

For example, increased levels of IL-15 or
IFN-α and/or the absence of villi in CD pa-
tients could confer protection against intestinal
infections that lead to death in young children.
Although this is an interesting possibility, our
evolutionary results do not fully support these
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hypotheses. Indeed, if having CD were an
advantageous phenotype, the strongest signa-
tures of selection would be associated with the
DQ2.5 haplotype(s) because they explain most
of the genetic variance associated with CD.
However, our results do not provide strong
evidence for the action of positive selection on
the DQ2.5 haplotype(s). The lack of signal of
selection could be due simply to the low power
of the integrated haplotype similarity test (as
all other neutrality tests) to detect selection in
high-recombining regions such as the MHC
region. Yet, the fact that we observed strong
signatures of selection (using the same test)
for the HLA-DRB1 haplotypes associated
with RA, multiple sclerosis, and systemic lupus
erythematosus appears to disfavor such a hy-
pothesis. Moreover, the four loci identified as
targeted by positive selection are not specific to
CD. Indeed, these same loci also represent risk
factors for other autoimmune and/or inflamma-
tory disorders, such as T1D, ulcerative colitis,
and Crohn’s disease, among others (Table 1).

Thus, as previously suggested (135, 136),
these CD-risk alleles were positively selected
probably because they confer increased resis-
tance to past or present infectious agents. Stud-
ies on the functional role of the SH2B3 risk al-
lele (an amino acid–altering mutation) strongly
support this hypothesis (136). Indeed, stimu-
lation of peripheral-blood mononuclear cells
with MDP, a specific ligand of the pattern-
recognition receptor NOD2, shows that cells
isolated from individuals homozygous for the
SH2B3 CD-risk allele display an increased pro-
duction of proinflammatory cytokines, such as
IL-1β, IL-6, and IL-8, compared with ho-
mozygous or heterozygous individuals for the
other, nonrisk allele (136). Thus, individuals
homozygous for the SH2B3 allele probably en-
joy increased protection against certain infec-
tious agents because they can induce stronger
proinflammatory responses, but at the cost of
increased susceptibility to autoimmune or in-
flammatory disorders.

Less intuitive, at least in the context of
CD, is the functional role described for the
positively selected risk allele in the IL18RAP

locus. Indeed, carriers homozygous for the
IL18RAP risk allele have a significantly lower
level of IL-18RAP expression (at the messenger
RNA level) (96, 136). This finding suggests
that individuals at risk of CD show reduced
signaling in response to IL-18 and that they
generate less IFN-γ. This observation is
surprising, given the well-described intestinal
inflammation and high mucosal IFN-γ levels
observed in CD (111). Interestingly, this same
risk allele has also been associated with differ-
ent isoforms of IL-18RAP. Individuals who are
homozygous or heterozygous for the IL18RAP
risk allele have increased amounts of a short
form of IL-18RAP (37 kDa versus 70 kDa for
the longer isoform) compared with individuals
who are homozygous for the other allele (137).
Although the function of this short isoform
remains to be determined, it may increase
IL-18-induced signaling, an explanation that
would be more compatible with our current
knowledge of the pathogenesis of CD.

Altogether, these data suggest that the high
prevalence of CD in modern societies is at
least partially the by-product of past selection
for increased immune responses to combat
pathogens. The massive increase in human pop-
ulation sizes and the exposure to new zoonoses
after the development of agriculture and fol-
lowing the domestication of animals may have
resulted in the spreading of new infectious dis-
eases (138), which in turn may have promoted
the selection of genetic polymorphisms that in-
crease predisposition to CD. Interestingly, the
susceptibility alleles targeted by positive selec-
tion are absent or are found at very low frequen-
cies among African populations, in which agri-
culture was introduced more recently, whereas
these alleles attain considerable frequencies in
Europe and Asia (Figure 9). Although specu-
lative, this observation might explain why the
prevalence of CD is higher in European Amer-
icans than it is in African Americans (139, 140).

GENERAL PERSPECTIVES

Data from genetic, immunological, and epi-
demiological studies converge to suggest that
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CD is primarily a T cell–mediated immune
disorder induced by dietary gluten, in which
CD4+ T cells and MHC class II molecules play
a central role (Figure 10a,b). In particular,
typical CD, as defined by the presence of
villous atrophy and anti-TG2 antibodies, is
found only in patients with HLA-DQ2- or
HLA-DQ8-restricted antigluten CD4+ T cells
(Figure 10a,b). However, numerous obser-
vations in human and mouse also suggest that
adaptive antigluten CD4+ T cell immunity is
not sufficient for the development of villous at-
rophy and that other cell types are required for
the induction of tissue damage. For instance,
the role of cytotoxic IELs (i.e., CD8+ T cells)
in CD is supported by the observation that
their expansion and activation correlate with
the presence of villous atrophy. In accordance
with this hypothesis, polymorphisms in genes
involved in the differentiation (RUNX3) and
migration (CCR9) to the epithelium of cyto-
toxic CD8+ T cells confer susceptibility to CD.
In addition, immunological studies suggest that
these intraepithelial cytotoxic CD8+ T cells
mediate the destruction of stressed epithelial
cells by acquiring an NK-like phenotype. The
role of NK cell–like–mediated responses in CD
pathogenesis is further supported by GWAS
showing that the genomic regions impacting
susceptibility to CD have an approximately
40-fold enrichment for genes involved in NK
cell activation.

Accumulating evidence from genetic and
epidemiological studies suggests that viral in-
fections might be an important triggering factor
of CD. On one hand, high levels of IFN-α ex-
pression were reported in the intestinal mucosa
of CD patients (100), and recurring rotavirus
infections were found to increase the incidence
of CD (141). On the other hand, GWAS iden-
tified viral response–associated genes such as
TLR7, TLR8, and IRF4 as risk factors for CD.
Altogether, these observations suggest that re-
peated viral infections might constitute a risk
factor for CD, particularly among patients with
polymorphisms in viral response genes.

Although these findings illustrate how
genetic risk factors and environmental factors

can synergize to lead to increased development
of disease, particular exogenous factors may
promote CD by compensating for the lack of
certain susceptibility genes (other than HLA)
(Figure 10b). As an extreme example, IFN-α
treatment in hepatitis C patients induced CD in
patients bearing the CD-associated HLA. Con-
versely, given the right genetic makeup, it may
be possible to reach the same outcome without
the need for additional environmental hits out-
side of gluten consumption (Figure 10a). One
can therefore imagine a spectrum of disease
susceptibility: On one end are individuals with
a large number of genetic susceptibility mark-
ers for CD and limited need for environmental
hits, and on the other end are individuals with a
limited number of genetic risk factors (e.g., the
correct HLA genes but a limited number
of non-HLA genes) who require multiple
environmental hits to develop disease. The
former group of patients may get CD as
soon as gluten is introduced into the diet,
whereas the latter group may never develop
the disease or may develop it late in life. How
gluten influences disease development can vary
depending on the amount of gluten and when
it is introduced into the infant diet (142), which
further suggests a complex interplay between
genes and environment.

Similar levels of genetic susceptibility to
CD may be attributable to distinct sets of
non-HLA genes, as different genetic pathways
may lead to the same immunological outcome
(Figure 10a). This is well illustrated by the
genetic network showing how different gene
combinations lead to expression of IFN-α,
IL-15, or both (Figure 8). Both cytokines play
a critical role in the induction of inflammatory
T cell responses, and both promote NK cell
activity in cytotoxic CD8+ T cells. Interest-
ingly, some preliminary evidence suggests
that CD patients could be subdivided into
patients who express only one of the cytokines,
patients who express both, and patients who
express neither. Thus, similar effector immune
responses and the same disease outcome can be
achieved in many ways, which supports the idea
of genetic heterogeneity among CD patients.
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Furthermore, there may be an even larger ge-
netic heterogeneity if one expands the classical
definition of CD by including gluten-mediated
intestinal disorders without intestinal damage
and by including diseases that are associated
only with extraintestinal manifestations. For
example, cases of patients with dermatitis
herpetiformis and no villous atrophy have
been reported (Figure 10a). Conversely, some
patients who lack HLA-DQ2 or HLA-DQ8
molecule may still have an intestinal epithelial
stress response leading to clinical symptoms
associated with irritable bowel syndrome
(Figure 10a). Genetic studies are now re-
quired to unravel the genetic idiosyncrasies
associated with these different manifestations
of CD-like disorders.

CONCLUSION

GWAS have identified a fair number of
genomic regions associated with CD, but
much more work remains to be done before
we know how genetic variation in these
regions impacts immunological (or other)
phenotypes. Resolving these issues will not
be easy, given the limited possibilities for
further genetic mapping in regions with strong
LD as well as the tremendous challenge of
linking mutations with altered function in
complex biological systems. Despite these
challenges, the general findings from GWAS

studies are in exquisite agreement with existing
immunological models. The remarkable con-
cordance between genetic and immunological
observations encourages further efforts to
harness the presently established pathogenic
players of CD to develop alternative therapies
and effective prevention. On the genetic side,
future studies should aim to identify rare gene
mutations with high disease penetrance, which
could point to novel molecular targets that
would be particularly effective for therapeutic
intervention. In addition, it will be of particular
interest to unravel the function of present-day
uncharacterized genes or gene-desert genomic
regions that show consistent associations
with CD. Such studies might provide us with
important clues about unexpected biological
pathways implicated in CD pathogenesis.
Finally, we should take advantage of the
recent development of several technologies
(for example, expression microarrays, RNA
sequencing, and mass spectrometry) that allow
assessment of the levels of interindividual
phenotypic variation at the genome-wide level.
For example, it would be interesting to charac-
terize genome-wide transcriptional signatures
(i.e., expression levels) that are associated with
different forms and stages of the disease. These
molecular signatures could be used as prog-
nostic tools, but they could also illuminate the
specific immunological mechanisms associated
with specific forms of the disease.

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 10
Role of genetic factors in celiac disease (CD) development. Various scenarios for the interplay between
human leukocyte antigen (HLA) and non-HLA genes and environmental factors. (a) HLA and non-HLA
genes contribute to CD development under similar environmental pressures. (i ) HLA genes are necessary
but not sufficient for the development of CD. (ii ) Different combinations of non-HLA genetic risk factors
can lead to CD in individuals who carry the predisposing HLA molecules. (iii ) Nonclassical gluten-induced
pathologies. Patients who lack the predisposing HLA molecules but carry particular non-HLA risk factors
may develop irritable bowel syndrome–like disorders in response to gluten ( purple). Conversely, patients
with predisposing HLA molecules and other non-HLA risk factors may develop dermatitis herpetiformis
(blue) in the absence of intestinal manifestations. (b) Impact of environmental factors on CD development in
HLA-DQ2- or HLA-DQ8-carrying individuals. (i ) Quantitative differences in gluten-intake influence on
CD development. (ii ) Viral infection and/or other environmental factors promote CD in individuals with
low non-HLA risk factors who otherwise would not develop CD.
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Abstract

Systems biology is an emerging discipline that combines high-content,
multiplexed measurements with informatic and computational model-
ing methods to better understand biological function at various scales.
Here we present a detailed review of the methods used to create com-
putational models and to conduct simulations of immune function. We
provide descriptions of the key data-gathering techniques employed to
generate the quantitative and qualitative data required for such model-
ing and simulation and summarize the progress to date in applying these
tools and techniques to questions of immunological interest, including
infectious disease. We include comments on what insights modeling can
provide that complement information obtained from the more famil-
iar experimental discovery methods used by most investigators and the
reasons why quantitative methods are needed to eventually produce a
better understanding of immune system operation in health and disease.
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INTRODUCTION

Immune responses are symphonies of molec-
ular and cellular interactions, with each player
doing its part to produce the composite
behavior we see as effective host defense, or
when discoordinated, as immunopathology or
immunodeficiency. Just as listening separately
to the notes played by individual instruments
fails to capture the ensemble effect achieved
when an entire orchestra plays in unison, so
too are we limited in our understanding of how
the immune system operates when we focus
only on the properties or actions of one or a
few unconnected components.

In the nineteenth and early twentieth cen-
turies, biology was largely a study of physiology,
the integrated basis for the functionality of an
organism. However, with the advent of new in-
strumentation and technology in the late 1970s,
especially recombinant DNA methods, biology
became progressively more reductionist, with a
focus on individual cells and molecules, and im-
munology was no exception to this trend. The
new knowledge acquired by the field through
many such detailed studies has been enor-
mously important in developing a parts list of
the components involved in immune processes
and in identifying some of the contributions
of these molecular and cellular elements to the
overall functioning of the system. Nonetheless,
this information still has yielded only limited
insights into the way these various elements
integrate with each other to give rise to
complex immunological behaviors, especially
into how small quantitative changes in indi-
vidual component function affect more global
properties. This latter issue is of substantial
importance, for example, in understanding how
polymorphisms linked to disease by large-scale
genetic studies influence immune function.

At the same time as new tools were being
developed for and applied to the ever-finer
dissection of the cell, genes, and proteins of the
immune system, another set of technological
advances increased the rate of data acquisition
from a trickle, to a stream, to a river that has
turned into a torrent, with the commoditi-

zation of microarrays (1), the widespread use
of deep-sequencing methods (2), the advent
of highly multiplexed flow cytometry (3), and
the availability of high-throughput proteomics
(4). Rather than exploring a single element in
depth, investigators employ these latter tech-
nologies to broadly probe the state of biological
systems (gene expression, protein identity,
or substrate modification). This has led to a
major change in how research is conducted in
many laboratories—rather than experiments
being designed based on preformed hypotheses
derived from past training and knowledge of
the literature, high-throughput methods are
being used for unbiased exploration of the
properties of a system to then generate novel
hypotheses (5). It is up to the investigator to
sort through the massive amount of new data
flowing from the various multiplex technolo-
gies, a process that requires substantial ability
in statistics and/or the capacity to properly use
algorithms and software developed by experts
in mathematics and computation. We thus
have entered a new domain in which the skills
of so-called bioinformaticians are becoming
essential elements in the research efforts of
many laboratories. The technical capacity to
generate these large-scale, in some cases global,
data sets in turn has led to the emergence of
the new discipline of systems biology, which
in its simplest form is the old physiology recast
in modern guise. It constitutes an attempt by
the field to move from the very specific, from
the detail, from the single molecule or gene, to
a quantitative analysis of such elements as they
operate together to give rise to behaviors not
possessed by any single component alone—so-
called emergent properties (6), the symphony
rather than just the notes of the violin or oboe.

Many investigators consider the term bioin-
formatics synonymous with systems biology.
But the truth is more complex. Although the
statistical analyses of large data sets to look
for trends, to cluster individual components
into related groups, or to uncover connec-
tivity among elements to produce large net-
work maps are essential to make use of such
extensive information, these approaches by
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themselves fall short of moving the field from
the mere organization of knowledge to a deeper
understanding of the principles underlying a
system’s behavior or to an explanation of its
mode of operation. The most common output
from informatic manipulation of data elements
is a nonparametric graph that shows qualita-
tive interactions—often referred to as a hair-
ball or ridiculome1 because of the enormous
complexity of such global depictions. In truth,
these graphs are extremely useful to illustrate
relationships between elements and to under-
stand the organization of components into op-
erational modules, but they do not allow the
investigator to predict how alterations in the
concentration or efficiency of the function of a
particular element will influence the overall sys-
tem’s activity or to discern why and how certain
properties of the system arise from its elements.
But in the end, this is just what we want from
such a systemic analysis: the ability to fathom
how higher-level function emerges from com-
ponents that on their own lack the capacity in
question and to predict how perturbations of
individual elements will change this behavior,
both for the basic insight this provides and for
the potential clinical utility of such information.

It is the domain of modelers to move from
informatic analyses into this more functional
realm. Mathematical or computational mod-
eling is not a new endeavor, especially in
immunology, but it is a less widely employed
and less appreciated aspect of the emerging
discipline of systems biology as compared to
the bioinformatic analysis of data. But we
believe that the two are complementary, and
indeed, each cannot reach its full potential
without the other. Computational simulation
is effective only if the modeler has in hand the
properly processed and analyzed data necessary
to instantiate a model close to biological reality
(in terms of element identity, organization,
and quantitative parameters). At any level of
resolution, from molecules, to cells, to tissues,

1The term ridiculome comes from a talk given by Andrea
Califano of Columbia University.

to a complete organism, the modeler needs the
contributions of informaticians to develop a
realistic and valid model structure for further
computational processing. Conversely, without
modeling, the mere organization of data does
not add the necessary insight into global system
performance sought by biologists.

From the perspective of the practicing im-
munologist, what does systems biology in all
its guises have to offer? Isn’t experimentation—
not mathematical twiddling—really the essen-
tial activity involved in gaining new under-
standing of how the immune system functions?
And yes, informatics is useful for handling large
data sets, but isn’t its major value in the dis-
covery of new interesting molecules or genes
so one can go back into the lab to study these
in detail using comfortable experimental tools
and techniques? In this review we argue that
these existing paradigms are changing—that
the value of traditional experimental studies will
increase dramatically if more quantitative tools
are introduced into mainstream immunology
research in the form of analytic measurements,
formalized model generation, simulations, and
computer predictions, built on a foundation
involving systematic measurements organized
and parsed by informatics approaches.

What is the basis for this view? We suggest
that too often the interpretation of experimen-
tal data is limited by a failure to intuit the com-
plex, nonlinear behaviors typical of highly con-
nected systems with large numbers of feedback
connections (7, 8), which of course perfectly de-
scribes the immune system. If one adds to this
the exponential increase and decrease in lym-
phocyte cell numbers during adaptive immune
responses, properties that amplify markedly the
influence of very small differences in the activ-
ity of molecular circuits or cells (9, 10), the need
for more formal representations and quantita-
tive analyses of immune function becomes even
more evident.

We are not talking here about the type of
ad hoc theoretical immunobiology that has ac-
quired a questionable reputation in the past.
Rather, we are referring to the combination
of rich experimental data sets and existing
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knowledge in the field with newer efforts to
obtain more quantitative measurements of bio-
chemical or cellular parameters suitable for
computer modeling and simulation. Predic-
tions of system behavior from such simula-
tions obtained under defined conditions corre-
sponding to experimentally testable situations
amount to in silico experimentation (11). These
predicted outcomes then must be tested at the
bench to examine the strength of the underlying
computational model. Through iterative cycles
of such model building, simulation, prediction,
experiment, and model refinement (when ex-
perimental results and prediction disagree as
they inevitably will), one can develop much
more complete and informative models of im-
munological processes than those we formulate
purely in our imagination or represent as sim-
plified cartoons in reviews.

What about the scale of such models? Many
investigators bemoan the presumed need for
completeness to achieve a useful model and
despair obtaining the data required to reach
this ultimate goal. Although for bacteria or
yeast it is possible to undertake truly systems-
level studies involving the measurement of all
gene transcripts or proteins expressed by a cell
under various conditions and the systematic
perturbation of each of these elements through
mutation, this is clearly impractical or impos-
sible for more complex organisms. However,
useful models that represent emergent behav-
iors need not involve the entire system—the
complex properties of subcircuits or modules
that form key parts of larger networks are valu-
able to investigate and simulate on their own
(7, 12) even if the eventual goal must be to
stitch such incomplete models together into a
grander scheme that more truly reflects overall
physiology. To conduct studies at the systems
level, it is merely necessary to at least move up
the scale from individual component dissection
to a consideration of the integrated behavior
of sets of connected components (molecules,
cells, even disparate tissues). Such efforts help
us organize our thinking about the aspects of
the subnetwork’s structure that give rise to its
specific properties [e.g., amplification, noise

suppression, and time-gated function (13)] and
can assist in our understanding of the underly-
ing control circuits that regulate behaviors such
as switching between tolerant and immune
states (8), the antigen thresholds required for
induction of responses, original antigenic sin,
and the choice of CD4 effector fate. In concert
with the critical efforts already underway to
obtain data on gene expression in immune cells
in a systematic manner (14) and to quantify
aspects of immune function examined previ-
ously in a more qualitative manner, we can
begin to generate a body of models for many
such modules of immune function. These in
turn can be refined by contributions from
many investigators in the field, hopefully over
time approaching the underlying reality more
closely and leading eventually to the generation
of an integrated supermodel as these smaller
pieces prove their worth through rigorous
experimental testing. It is an opportunity for
all immunologists to contribute to and receive
back from a group undertaking that ultimately
supports their own specific research interests
while advancing the entire field. Rather than
being concerned about big science in thinking
about systems approaches, we hope that immu-
nologists will view systems immunology as the
new immunophysiology, with opportunities
for all to participate and to benefit.

As discussed above, there are two major
threads in systems biology: informatics and
modeling. Each has become such a large
enterprise that we cannot do justice to both
here, so we focus on the less commonly used
modeling and simulation aspect. In the body
of this review, we discuss the computational
approaches and tools available to translate data
into models suitable for the simulation and
prediction of biological behavior, the key tech-
nologies for data acquisition that contribute
to effective computational modeling, and the
limitations that must be overcome for their
more effective use in supporting these endeav-
ors. In each section, we provide examples of
how these technologies and tools have begun
to contribute to a better understanding of the
immune system. We end with a perspective on
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Table 1 Computational approaches and tools for systems biology

Modeling approach Typical applications Limitations Tools
Individual particle-
based stochastic

Small subcellular signaling
processes, aspects of
bacterial biochemistry

Applies only to small systems (in terms
of space and chemical complexity)

MCell (32), Smoldyn (314),
ChemCell (315), GetBonNie
(nonspatial) (49)

Particle number
stochastic

Signaling processes with
important stochastic aspects
(due to small system size or
high sensitivity)

Applies only to small systems (in
terms of space and chemical
complexity), has less detail than
individual particle simulation

MesoRD (35), SmartCell (33),
GetBonNie (nonspatial)

Concentration-based
spatial, nonstochastic

Cellular signaling processes
with important spatial
aspects

Provides either high spatial resolution
or biochemical complexity, has no
stochasticity

Virtual Cell (37), Simmune (36)

Concentration-based,
nonspatial,
nonstochastic

Cellular signaling processes
without spatial aspects

Assumes global biochemical
homogeneity in the simulated system

Copasi (46), E-cell (44),
Cellware (45), Systems
Biology Workbench (47),
GetBonNie

what can be expected in the next few years in
this rapidly changing arena.

MODELING AND SIMULATION
SCALES, PARADIGMS,
TECHNIQUES, AND
INTEGRATED APPROACHES

Systems biology puts a strong emphasis on
quantitative data and strategies for comprehen-
sive measurements of biological parameters. To
understand why the cycle of hypothesis build-
ing, data acquisition, dynamical modeling, and
subsequent refinement of the hypothesis de-
mands this emphasis, we begin with a summary
of the different questions that can be addressed
by modeling and simulation, the various types
of computational models that can be built, and
the tools available or still needed for construc-
tion and simulation of these various models
(Table 1).

Modeling and Simulation at the
Molecular Scale

Biologists study diverse questions that range
from the molecular (vibrational modes that af-
fect protein folding or molecular binding) to the
organismal scale. Although substantial progress
has been made in simulation techniques and

in the development of specialized computer
hardware that permit ab initio molecular
dynamics simulations of large peptide-folding
processes (15, 16), the most fundamental
scale of computational models used widely
in immunology is the scale describing the
dynamics of molecular interactions in terms
of the rates of association, dissociation, and
post-translational modification (PTM). Based
on such molecular event rates, dynamic models
can be developed that cast the time evolution
of a particular part of cellular biochemistry into
mathematical expressions that describe the rate
of change per unit time of the number of its
molecular species. Depending on the specific
question at hand, the focus of such mathemat-
ical descriptions may be on the formation of
individual multimolecular signaling complexes
(clusters), on the biochemistry of subcellular
compartments, or on the biochemical behavior
of signaling pathways within entire cells. In
most cases, the equations are too complicated
to be solved on a piece of paper and instead are
used in computer simulations that iteratively
solve them for small time steps to calculate the
evolution of the system over biological time
periods of seconds to hours or days.

Immunologists have long recognized the
importance of early receptor-receptor liga-
tion events in regulating cell function and
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differentiation state (17–19), and there is in-
creasing evidence for a crucial role of the bio-
chemical and conformational properties of the
membrane and proximal actin and myosin fiber
structures in guiding such events during lym-
phocyte interactions (20–25). These insights
have prompted numerous theoretical studies
focusing on the small-scale spatial aspects of
cellular signaling. Stochastic spatially resolved
simulations (26) explore the early kinetics of sig-
naling processes within small networks of indi-
vidually interacting proteins and lipids. Many of
these approaches utilize Monte Carlo2 meth-
ods (27, 28) to incorporate the random ther-
mal fluctuations governing molecular Brown-
ian motion and reactive encounters. With few
exceptions (29, 30), the molecules are treated
as spatially structureless entities, and only their
approximate radius is (sometimes) taken into
account. Studies that aim at elucidating the co-
operative behavior of receptor complexes in dif-
ferent states of activation frequently introduce
the simplification of assigning those complexes’
positions on the nodes of spatial grids where
only neighboring grid points can influence each
other to make the simulations computationally
tractable for large numbers of individual recep-
tors (31). Such methods do establish a model
that corresponds in some degree to data from
experimental studies of molecular interactions
based on distance-sensitive methods such as
Förster resonance energy transfer (FRET), but
the specific geometry of the grid affects the sim-
ulation outcome, and the chosen geometry may
not provide a close approximation of the envi-
ronment in which the actual molecular inter-
actions occur, limiting the correspondence be-
tween the model and biological system.

These particle-based methods can be quite
detailed and realistic in terms of space (32),
but they simply are too computationally ex-
pensive in applications that include many

2The name was chosen with reference to the Monte Carlo
gambling casino, due to the element of chance used in the
approach to calculate the probability of particular events—
such as molecular movements or interactions—at any time
point.

molecular species with high concentrations em-
bedded into spatial domains that go beyond
the size of small bacteria. Reaction-diffusion
simulations of large networks of molecules
aimed at investigating more than just a few
seconds of signaling dynamics have to give
up the advantages of particle-based approaches
in terms of dynamical detail and conceptual
simplicity in favor of the computational effi-
ciency of molecule number- or concentration-
based modeling techniques—that is, treatment
of the bulk or average behavior of a molecular
species rather than of each individual element.
Such techniques, if they include spatial aspects,
have to divide the relevant cellular space in
which the biochemical events are being simu-
lated (cytoplasmic domains, intracellular com-
partments, or membrane regions) into subvol-
umes small enough to justify the assumption
of local homogenous concentrations, because
this assumption underlies all concentration-
or particle number–based simulations. Individ-
ual molecular Brownian motion simulated in
Monte Carlo approaches is replaced by the phe-
nomenological concept of diffusion, driven by
concentration differences. Instead of strictly lo-
calized bimolecular interactions, mass action-
based equations are used to simulate reactions
that modify the chemical composition of the
modeled system (33–35).

Spatially resolved simulations without
stochasticity (that is, without explicit treatment
of the substantial fluctuations characteristic of
systems with small numbers of components
in which average behavior is not an adequate
description) use discretized partial differential
equations describing the effects of diffusion
and of molecular reactions to calculate how
molecule concentrations change as a function
of space and time. Without the cost associ-
ated with simulating stochastic effects, such
simulations can afford to calculate extended
concentration time courses for spatial domains
comprising entire cells or even groups of cells
embedded in representations of extracellular
space (36–38), provided that the signaling
networks are not too complicated. How-
ever, for networks that comprise too many
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interacting components and/or components
that have many functional binding sites me-
diating interactions with other molecules, the
resulting systems of equations describing the
rates of change of the molecular concentrations
in the system may become too large to be
simulated with spatial resolution. Examples of
signaling networks with great complexity are
the pathways downstream of immunorecep-
tor or EGF receptor ligation. In fact, these
pathways may be so complex that differential
equation–based approaches trying to simulate
kinetics down to the activation of transcription
factors face serious problems with regard to just
the formulation of the reaction kinetics in ways
that permit the communication of the model’s
assumptions in a human-readable format.
The problem is simple to understand—if each
receptor has multiple sites for phosphorylation
(e.g., ITAMs), and each phosphorylated site
can bind adaptor molecules that in turn
recruit kinases or phosphatases subsequently
interacting with downstream targets, and if
the phosphorylation of each set of sites in the
cascade is heterogeneous, then the state of
the system is represented by a combinatorial
expansion that grows rapidly to enormous
numbers. The phenomenon of such combi-
natorial complexity arising in models with
components that have many functional binding
sites has been discussed extensively (39, 40).
As an alternative to describing such systems in
terms of hundreds or thousands of differential
equations, one in principle can describe their
properties in terms of functional molecular
binding sites and their interactions, just as
we do in the previous sentence, and leave the
task of unfolding the resulting networks of
reactions to the computer simulating their
concentration kinetics (36, 41–43).

All the basic simulation techniques dis-
cussed above—particle and concentration
based, stochastic and deterministic, spatial and
nonspatial—take as inputs formal, computer-
readable descriptions of the quantitative
interactions between signaling components
and of parameters such as initial concentrations
and, for spatially resolved models, their initial

distribution in the simulated (sub)cellular do-
mains. This in turn places demands on the in-
vestigator that fall into two categories. The first
is the collection of the necessary quantitative
data to constrain the many parameters used to
define the model. One needs to know, for exam-
ple, how many molecules of each species exist
in what volume and, preferably, in what state of
biochemical modification (e.g., phosphorylated
or not, ubiquitinylated or not), their affinities
of interaction, and the rates of enzymatic
transformation. One also needs a reasonably
complete picture of the molecular interactions
in the (sub)pathway being modeled. For this
reason, a diverse set of high-throughput
data-acquisition methods is required to collect
the necessary quantitative and organizational
data on the components to be included in the
model, and much of the remainder of this
review is devoted to a discussion of the relevant
technologies, their uses, and limitations.

The second category relates to the modeling
and simulation itself. Many modeling efforts
in immunology in particular and biology in
general have relied on expert mathematicians
and computer scientists to develop equations,
computer scripts, or code to handle these
formal descriptions and to conduct the cal-
culations necessary to simulate a model of
interest to the biologist studying the question
at hand. Although such collaborations between
theorists and experimental biologists reflect the
inherent multidisciplinary nature of systems
biology, they always carry with them the danger
of losing in translation important biological
aspects of a model. Moreover, complex realistic
models of extensive systems, in particular those
that cover multiple scales, often are difficult
to implement even with expert computational
skills. For both these reasons, substantial effort
has been devoted to developing computer
software that eases the translation of biological
thinking into the equations necessary for
quantitative simulations. Some approaches
allow the user to define reactions in tabular
form or by connecting nodes of a graphically
created network of signaling complexes (44–
48) and to simulate the dynamics of those
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networks. An even more accessible approach
is provided by novel software that performs
an automated generation of reaction networks
from the simple biologist-defined bimolecular
interactions that underlie all reaction systems,
input via graphical user interfaces offering
iconic representations of molecules and their
interactions that aim at resembling classical
signaling diagrams (36, 49) and with which the
biologist is comfortable. When combined with
user-friendly software that also permits devel-
oping spatially resolved computational models
of cellular behavior (36, 50), such techniques
remove many of the impediments that in the
past have prevented experimental biologists
from exploring the validity of their hypotheses
through quantitative computer simulations.
Furthermore, the output in these tools can take
the form of graphs and charts that resemble
the output of bench experiments, allowing the
biologist to understand easily the predictions
made by the model and simulation and to
relate this output to data that can be derived
from new experiments corresponding to the
conditions chosen for the computer simulation.

Molecular-Scale Modeling of Immune
Receptor Interactions and Proximal
Signaling Events

These various modeling approaches for simu-
lating molecular events have been applied in an
increasing number of laboratories to explore
the basis for immune cell signaling. A challenge
of modelers for decades has been the ability of
lymphocytes to react quickly and strongly to the
engagement of even a few immune receptors
by pathogen-derived ligands while filtering out
the overwhelmingly more frequent ambient
stimuli originating from uninfected host tissue.
For T cell activation, the two main unanswered
questions are (a) what distinguishes the binding
of an agonist peptide–major histocompatibility
complex molecule (pMHC) ligand from the
binding of a nonagonist pMHC ligand, from
the point of view of the T cell receptor (TCR),
and (b) how does the T cell translate this
difference in the nature of the primary stimulus

into a useful cellular response? The majority
of immunologists today believe that agonist
stimulation differs from stimulation through
nonagonists only with regard to the associa-
tion and dissociation rates of the interaction
between the TCR and the pMHC, although
other concepts have been proposed (51, 52). A
higher association rate would mean that agonist
pMHCs can trigger TCRs with a higher fre-
quency, whereas a lower dissociation rate would
give the intercellular TCR–pMHC complex a
longer lifetime. If the TCR (or its immediate
downstream signaling partners) keeps the
memory of a previous ligation for a nonnegligi-
ble amount of time, both types of kinetic advan-
tage of agonists over nonagonists would mean
that the TCR is activated over greater periods
of time, even between binding events (53), giv-
ing it the opportunity to activate downstream
signaling components more effectively. This
memory, however, must not last too long as it
otherwise would blur the distinction between
the kinetics of agonist and nonagonist binding.

Full phosphorylation of the ITAMs in the
TCR-associated ζ-chain by Lck is the hall-
mark of successful TCR activation. For this
to occur, the binding of the TCR to the
pMHC ligand has to (transiently) shift the
balance between the activities of the kinases
directly or indirectly inducing this phospho-
rylation and the phosphatases reverting it in
favor of the kinases. Many modeling efforts
have been directed toward the identification
of the mechanisms that can achieve this out-
come with high sensitivity [to allow for re-
sponses to low densities of agonist pMHCs on
antigen-presenting cells (APCs)] while retain-
ing the capacity seen in real cells to distin-
guish between agonists and nonagonists. To ac-
commodate the latter requirement, researchers
introduced the concept of kinetic proofread-
ing through the TCR signaling network (54),
according to which ligation of the TCR in-
duces a sequence of state transitions that are
reverted once the TCR:pMHC bond breaks.
Stably bound (or, if the system has memory,
rapidly rebinding) ligands (see 55 for a quantita-
tive exploration) would complete the transition
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sequence to the end point of full TCR activa-
tion, whereas weak ligands would lead only to
progression through part of the sequence be-
fore dissociating and would cause the signaling
system to fall back to its basal state. However,
the questions of which signaling components
and mechanisms can account for this behav-
ior and whether the above-mentioned shift to-
ward higher kinase activity is part of the proof-
reading have remained controversial. Based on
the notion that close contact between the T
cell and the APC membrane surface necessary
for the formation of TCR:pMHC complexes
would exclude the phosphatase CD45 due to
its large bulky extracellular domain (thus limit-
ing dephosphorylation of Lck and the ITAMs
in the CD3 and ζ-chains), van der Merwe and
colleagues (56) suggested that kinetic segrega-
tion of kinases and phosphatases could be the
mechanism creating (relatively) kinase-rich do-
mains promoting the initiation of the proof-
reading cascade. To support their model, these
authors performed particle-based Monte Carlo
simulations in which the particles, representing
a pMHC and TCR, were confined to move-
ment on the nodes of a two-dimensional spatial
grid representing the membranes. The simula-
tions demonstrated that the segregation model
can achieve ligand discrimination but that it
did not reproduce the experimentally observed
ability of T cells to perform this discrimina-
tion within less than 1 min, as biochemical
studies show is the case (18). To reproduce
these reported timescales, computational mod-
els may have to focus on the smallest biochem-
ical scale, the scale of signaling microclusters
(57, 58), or even individual TCRs interacting
locally with a highly dynamic actin skeleton
(59). Such models would require experimental
data that combine high-resolution microscopy
techniques with careful quantitative analysis of
molecular movement and interactions (60).

Whereas the models discussed above focus
on specific biochemical aspects of membrane-
proximal TCR signaling, other modeling ef-
forts have aimed at elucidating the more ki-
netic or biophysical aspects of the interactions
between the receptors of conjugated T cells

and APCs. Goldstein and colleagues (61, 62)
investigated the relationships between TCR-
pMHC dissociation rates and the ability of a
single pMHC to engage many TCRs, demon-
strating that a model with physiological rates for
molecular interactions and diffusion could con-
firm earlier experimental estimates of substan-
tial serial engagement (63). Focusing entirely
on the physical aspects of the T-APC interface,
Chakraborty and coworkers (64) showed that
the characteristic spatial pattern—the immuno-
logical synapse (for review see, e.g., 65)—seen
for the distribution of immune and adhesion
receptors in theory could emerge just based on
physical membrane properties and receptor size
differences.

Downstream of the immediate receptor-
proximal ligand discrimination, T cells engage
a complex signaling network, enforcing its cell-
wide consequences (activation or adaptation)
through various feedback mechanisms. Among
these, the competing activation of the phos-
phatase SHP-1 and the kinase Erk was shown
to play an important role (66). Based on this ex-
perimental work, several computational mod-
els were developed. Because many molecules
involved in these networks are cytosolic, most
models assume that spatial aspects at this later
stage of the cellular response are less impor-
tant than those during its first seconds, in spite
of growing evidence that intracellular signal-
ing cascades such as the one activating MAPK
involve spatial coordination of molecular in-
teractions with the help of scaffolds (67, 68).
Chan et al. (69) used a simple differential equa-
tion model to investigate the role of phos-
phatase/kinase feedbacks and showed how such
mechanisms would be able to take advantage
of self- (or null) peptides and could also ac-
count for the phenomenon of antagonism. A
far more complex model with explicit simu-
lation of many of the molecular interactions
downstream of the TCR allowed Altan-Bonnet
& Germain (70) to make detailed predictions
about the dynamics of SHP-1 and Erk acti-
vation that could be tested experimentally. A
key finding of this work was that the Erk re-
sponse of single T cells was digital—on or
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off—in contrast to the more continuous dis-
tribution of Erk phosphorylation levels ob-
served in populations of stimulated cells. Us-
ing a stochastic simulation based on Gillespie’s
(71) Monte Carlo algorithm, Chakraborty and
colleagues (72) showed subsequently that feed-
back activation by Ras-GTP of the Ras-specific
nucleotide exchange factor SOS (73) can lead
to such all-or-nothing cellular responses in the
Erk pathway and a filter-like sharp distinction
between weak and strong signals coming from
the TCR. Although postulated originally for
TCR signaling, the concept of kinetic proof-
reading was shown subsequently to be rele-
vant for B cell receptor ligand discrimination as
well, and mathematical models were used to ex-
plore its limitations and point out the possibil-
ity of low-affinity ligands escaping this quality
control (74).

Although these initial efforts at molecular-
scale modeling and simulation in immune
systems have been productive, they fall short
of combining all the elements that would make
the work more robust. Careful proteomic
studies that provide protein abundances and
interaction rates, combined with extensions
of ongoing elegant work involving single-cell
imaging that reports molecular reorganization
and signaling behavior in a spatiotemporal
manner with high resolution, will allow more
complete models to be built and simulated.
These will more closely reflect biological reality
and hence have more power to predict system
behavior and guide experimental advances.
Recent work exploring apoptotic signaling in
nonlymphoid cells has demonstrated clearly the
possibilities and benefits of such efforts (75–77).

Modeling Cellular Behavior

Many issues discussed above for the modeling of
molecular behavior and interaction networks—
stochastic versus deterministic treatment, dis-
crete simulations versus differential equations,
spatial versus nonspatial approaches—apply
similarly to computational models at the level
of cellular behavior and cellular interaction
networks. Three main modeling categories

on different spatial and biological scales have
emerged that treat biological systems in which
the cell is the smallest element of function. The
first uses mainly differential equation–based,
mathematical models to investigate organism-
wide cell population dynamics, in particular
in response to pathogenic challenges such as
viral or bacterial infection. These are typically
compartment models, in which the differential
equations report the change over time in the
concentration (number) of particular elements
(cells, pathogens) in defined organ (spatial)
compartments such as lymph node, liver, or
lung, as well as in functional compartments such
as central memory versus effector T cells. The
second category—typically focusing on cell
population-wide consequences of single cell
decisions—explores the balance between
cell-autonomous programmatic behavior, on
the one hand, and cellular cross talk, on the
other hand, in the regulation of processes such
as cell activation, differentiation, division, or
death. The third category takes direct advan-
tage of recent advances in high-resolution in
vivo microscopy and of ever-increasing com-
puter power to study how individual cells react
to external mechanical and chemical stimuli
with the help of image-guided computational
models that incorporate aspects of dynamic
single-cell morphology.

Operating on the highest, organism-wide
scale, the first category has the longest history in
mathematical immunology—not only because
the types of experimental data for such stud-
ies, mainly derived from cell counts in blood
samples or dissociated organs, have been avail-
able for many decades, but also because many
models in this category are based on the an-
cient family of predator-prey models (78) de-
scribing how interacting species (such as foxes
and rabbits or, in our case, immune cells and
pathogens) influence each other’s population
sizes. The basic idea behind these models is that
proliferation and death rates of one species de-
pend on the size of the populations of other
species with which it interacts: When there are
a lot of rabbits, foxes find enough food to pro-
liferate quickly. When their appetite for rabbits
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starts causing a reduction of their food source,
this in turn causes a decrease in the prolifera-
tion of foxes. The smaller number of foxes then
allows the rabbits to recover, starting a new cy-
cle. The transfer to immunology in principle
is straightforward—with the interesting twist
that in HIV infection the roles of the foxes
and the rabbits are not clearly assigned as both
(immune cells and virus) are sometimes preda-
tor and sometimes prey. In spite of their
simplicity, these approaches have contributed
much to our understanding of host-pathogen
dynamics because of the way they sharpened
our intuition with regard to cell population dy-
namics. Modeling studies of the kinetics of the
loss of T cells after SIV/HIV infection (79,
80) and the (only incomplete) recovery follow-
ing highly active antiretroviral therapy have
prompted controversial discussions and led to
experiments that moved the field from the con-
cept of increased T cell proliferation after in-
fection as a homeostatic response following di-
rect virus-induced depletion toward a focus on
uncontrolled broad immune activation (81, 82)
and gradual loss of central memory T cells (83)
as the driving force behind the progression to
AIDS.

Almost as a side effect of the HIV modeling
efforts (84), theorists developed differen-
tial equation–based population models to
understand the regulation of lymphocyte
homeostasis. The experimental inputs for such
models typically consist of population sizes
(cell counts) of cells of specific types or differ-
entiation states. As the goal of these studies is
to infer relationships among the proliferation,
differentiation, and death rates of interdepen-
dent cell types by fitting the corresponding
parameters of equations describing the change
over time of the population sizes, the ideal
data consist of longitudinal studies measuring
the relevant cell counts at several consecutive
time points. However, longitudinal studies are
difficult to conduct with human subjects and
are expensive with nonhuman primates. More-
over, the combined effects of proliferation,
differentiation, and death are difficult to extract
from cell-count time series alone because, for

instance, a decrease in the size of one popu-
lation could stem from an increase of death
or differentiation (leaving one population and
entering another) or reduced proliferation or
influx from other populations. Many modeling
efforts therefore take advantage of data that
report cell-proliferation histories in addition
to cell counts. Cell labels such as BrdU and
CFSE become diluted by a factor of two every
time a cell divides. Following the fluorescence
intensity of such markers in different cell pop-
ulations thus allows the experimentalist and
modeler to distinguish, for instance, between
increased proliferation and reduced death (85–
88). Careful analysis of the time evolution of
CFSE intensity profiles in single-dividing-cell
populations moreover has yielded valuable
insights into the role played by cell-intrinsic
variability and its heritability between mother
and daughter cells in lymphocyte dynamics
(85, 89).

Although kinetic studies of cell population
sizes can provide insights into high-level regu-
latory dynamics and the relative contributions
of cell-intrinsic properties and external regula-
tion, they cannot explore readily the cell biolog-
ical foundations for those dynamics: Knowing
that cell population A will proliferate with a rate
that is inversely proportional to the death rate of
population B does not immediately help us un-
derstand the factors on which a cell of a particu-
lar type will base its decision to die, proliferate,
differentiate, or change its location (e.g., the
balance of previous history versus contempo-
raneous exposure to cytokines, chemokines, or
direct cell-cell contacts). Some degree of detail
of cellular communication can be incorporated
into differential equation models, for instance,
by allowing differentiation rates to depend on
extracellular concentrations of cytokines and
modeling the time course of such concentra-
tions alongside the cell population sizes (90).
However, cytokine and chemokine concentra-
tions may be strongly location dependent just
as are cell densities, and hence opportunities
for direct cell-cell communication frequently
will be distributed nonhomogenously in vivo
(91), a property of the system that is not
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captured with ordinary differential equations
that are the basis for most such models.

Although differential equation–based ap-
proaches can be extended to include multiple
spatial compartments with specific cellular and
molecular composition (92), agent-based mod-
els (which simulate individual cells as discrete
agents that interact with other agents and spec-
ify their locations and states) can capture such
spatial aspects more easily. Since the seminal
work of Celada & Seiden (93, 94), who devel-
oped their simulator ImmSim to study immune
receptor signal–based cellular behavior with a
bit-string representation for receptor specifici-
ties, agent-based modeling in immunology has
been used in particular to study phenomena that
involve the formation of specific spatial cellu-
lar arrangements. Among the classical examples
in this category are the formation of germi-
nal centers and the concomitant evolution of
B cell receptor affinities (95, 96), the dynamics
of pathogen control through granuloma forma-
tion in the immune response to Mycobacterium
tuberculosis infection (97), and the maturation
of T cells during their migration through the
spatially heterogeneous structures of the thy-
mus (98). Whereas the majority of agent-based
approaches neglect the influence of mechani-
cal interactions between cells and constrain the
positions of the simulated cells to the nodes of
a spatial grid, recent modeling efforts, build-
ing on pioneering work by Graner & Glazier
(99), have begun to incorporate cellular mor-
phological dynamics into simulations. Among
many potential applications, the present focus
of these new approaches has been to reproduce
data from in vivo microscopic observation of
the interactions between T cells and APCs with
high fidelity to permit more accurate estima-
tion of the duration of these interactions and
how they are influenced by the stromal net-
works within lymph nodes (100, 101).

Network Models for Molecular
and Cellular Interactions

In the previous two sections we discuss various
modeling approaches for systems of interacting

molecular species or cell types. In many cases,
such systems have natural representations as
networks. This is obvious for molecular signal-
ing processes. The nodes of the models of such
networks represent concentrations or activa-
tion states of the different molecular species,
whereas the links (or edges) encode interactions
and state transitions (e.g., think of phosphory-
lation of a molecular species). Simulating such
models then simply means updating the con-
centrations (or activation states) according to
the interactions (and rates) associated with the
links. Some modelers introduce the simplifica-
tion that the nodes can be only in two states—on
or off. Such networks, which have been applied
to immunological systems such as in the analy-
sis of TCR activation (102), are called Boolean
networks because the rules for update deter-
mine the on or off state for the next iteration,
based on operations that produce 0 or 1 values
and take as input logical combinations of 0 and 1
values. For example, a node may switch to on if
the neighbor nodes it is linked to are all on (log-
ical AND operation). Although such networks
obviously have far fewer parameters than the
number that must be provided for a simulation
of continuous-state networks, the lack of graded
responses of single nodes seriously limits the
possible dynamical modes of such networks and
hence how well they reflect biological reality.

Many of the above remarks on molecular
networks apply to network models of interact-
ing cells types. In cases in which the description
of the state of a cell type in a model involves sev-
eral parameters (as opposed to just one for con-
centration or activation), cellular interaction
networks describe rules for interactions and
induced transformations between multistate
entities, sometimes called automata. The sim-
ulation tool Simmune (36) combines molecular
interaction networks and cellular state tran-
sitions by allowing users to couple particular
biochemical states (concentration thresholds)
to whole-cell responses such as division, death,
movement, or secretion of new molecules.

In addition to the dynamic approaches dis-
cussed above, networks also are used to repre-
sent more static (or at least slowly changing)
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relationships between biological entities. Typ-
ically, the goal of those models is to find the
most likely network of interdependencies be-
tween, for instance, the transcriptional states
of genes that is compatible with messenger
(m)RNA expression data obtained under var-
ious experimental conditions. A major mathe-
matical/statistical approach used for such net-
work construction is Bayesian inference. For a
more thorough discussion, we refer the reader
to the bioinformatics literature (103).

LARGE-SCALE
DATA-ACQUISITION
TECHNOLOGIES

To construct models at various biological scales
(cells, tissues, the whole organism) using the ap-
proaches and tools discussed above, one needs
a variety of data sets. For the generation of
comprehensive models at any of these scales,
one must know the entire set of expressed
proteins and other molecules (e.g., the pro-
teome, glycome, lipidome), as well as the quan-
titative rules governing their interactions and
chemical transformations, the gene activity (the
transcriptome) and epigenetic state, and the
metabolic state. However, as indicated above,
the construction of complete models is a task for
the distant future, except perhaps in the realm of
metabolomics. There is nevertheless still great
value in generating models based on less com-
plete data and focused only on a defined aspect
of a cell, tissue, or organ that seek to under-
stand the properties of an ensemble of elements
rather than each component alone. In pursuit
of this goal, an increasing number of large-scale
and, in some cases, global data-acquisition tech-
nologies have been developed that enable the
collection of the information necessary to un-
dertake useful model building and simulation.
Each technology has its benefits and limita-
tions, and an understanding of these competing
aspects of the methodologies is key to devising
an effective and reliable approach to a systems
analysis at any level of biological resolution.
In this section, we summarize these technolo-
gies, essential aspects of their proper use, some

example applications, and some limitations. An
understanding of the tools presently available,
the advances needed to address deficiencies
in the current methods, and the time frame for
these techniques to be well employed is essen-
tial for an investigator to develop an effective
systems approach to immunological questions
of interest.

RNA Expression Analysis

Nucleic acid–based technologies provide the
most comprehensive analysis of cell and tissue
states. As such they are the most well-developed
and available methods for generating the so-
called parts list of a cell. Transcript profiling
using microarray technology has been the most
widely used “omic” technology and has pro-
vided significant insights into immunological
development, homeostasis, and transcriptional
dynamics during the immune response to anti-
gens and to pathogens. However, this method is
an incomplete reporter of cell state—there can
be a substantial difference between the tran-
scriptome and proteome in a cell (104–106),
and immunologists are well acquainted with the
existence of stored mRNA that is translated
only upon cellular stimulation (107). There-
fore, complementary methods are needed to
develop an effective model of cellular behavior
based on the actual set of expressed proteins,
for example. At the same time, transcriptomic
technology can provide an extraordinarily use-
ful and extensive, although incomplete, picture
of the differentiation state of a cell or tissue, and
it is an effective means of monitoring changes
in this state induced by exposure to a stimulus.
Both fine-grained models of cellular biochem-
istry and coarse-grained models involving tissue
and organ function often are built on pathway
maps emerging from the microarray analysis of
transcriptional states and small RNA expres-
sion, in some cases linked to genetic mapping
of quantitative trait loci (QTLs) in a technique
called expression (e)QTL mapping (103, 108).
This technique, the oldest of the omic-scale nu-
cleic acid methods, is now being supplanted by
the emergence of next-generation sequencing
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(NGS), which promises to revolutionize not
only mRNA transcript profiling but also the
analysis of genome sequence variation, small
RNA expression and function, epigenetic mod-
ification, and protein-nucleic acid interactions.

It has been 15 years since the first mi-
croarray techniques were described using
complementary (c)DNA spotted on filter
paper (109, 110), and this technology has
been refined at a remarkable rate with the
development first of cDNA-based and second
of oligonucleotide-based, imaging-friendly
microarrays that permit genome-wide profil-
ing of mRNA expression levels under varying
experimental conditions. Oligonucleotide
arrays have progressed from features that had a
bias toward the 3′ region of mRNA transcripts
and were unable to discriminate splice variants
to currently available exon-tiling arrays that
cover the entire transcript of each gene and
provide significant insight into the specific
splice variants expressed (111, 112). Moreover,
with the explosion of available whole-genome
sequences, it has become commonplace to
generate arrays specific to multiple organisms,
including pathogens (113), which permits the
simultaneous tracking of expression changes
in both host and pathogen during an infection.
Microarray technology has made a huge con-
tribution to our understanding of the dynamic
transcriptome in normal and disease states,
and in clinical applications such as cancer cell
profiling and disease prognosis, it has shown
remarkable predictive capacity. Its ability to
identify signatures in samples from patients
with acute myeloid and lymphocytic leukemia
that correlated with disease outcome was one
of the first demonstrations of the power of non-
biased large-scale data-gathering approaches
to provide insight that would have been almost
impossible to obtain from more reductionist
methods (114). These initial successes were
followed with the clear demonstration that ex-
pression profiles could guide therapy, through
the correlation of signatures with clinical
outcomes in many tumors, both solid and
hematological (115, 116). The immune system
has proven to be particularly accessible in this

regard, through analysis of signatures from
whole blood, peripheral blood mononuclear
cells, or specific hematopoietic cell populations.
The obvious value of high-quality transcript
data repositories to biological research has led
to numerous efforts to generate comprehensive
databases of mRNA expression maps in most
experimental model systems. Following the
characterization of transcriptional responses to
pathogens in innate immune cells (117–120),
the analysis of the blood transcriptome of pa-
tients has produced comprehensive catalogs of
gene changes characteristic of autoimmune and
inflammatory disorders (121–126) and specific
responses to viruses (127–130), bacteria (131–
133), and parasites (118, 134). The ImmGen
project is attempting to provide the field with
a highly qualified catalog of gene expression in
nearly all identified hematopoietic cell types in
the resting state and after defined stimulation
with ligands such as those engaging Toll-like
receptors or various cytokine receptors (14).

Although microarray technology will re-
main an important contributor to integrative
biology programs for the foreseeable future, it
has some inherent drawbacks. First, it is de-
pendent on prior knowledge of a given tran-
scriptome and thus is limited to organisms with
fully sequenced genomes. Second, the depen-
dency on nucleic acid hybridization contributes
an unavoidable degree of noise in the transcript
profile and a limited dynamic range leading to
poor performance in quantifying less abundant
transcripts. Some of these drawbacks can be ad-
dressed using the direct analysis of specific tran-
scripts with the quantitative polymerase chain
reaction (PCR) technique, although this is more
limited in the number of genes that can be ana-
lyzed in a single experiment. These limitations
can be improved by the use of microfluidics to
parallelize hundreds of reactions in a single as-
say (135), multiplexed bead-based assays that
permit the simultaneous detection of up to 100
transcripts (136), and the recent development of
the Nanostring technology that can capture di-
rectly up to 500 different nonamplified mRNA
transcripts using a unique molecular bar-coding
approach (137). However, at the genome-wide
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level, all these technologies likely will be super-
seded in the coming years by recent advances
in nucleic acid sequencing that will provide not
only more comprehensive coverage, but also
more quantitative data suited to the use of infor-
mation gathered for qualitative descriptions of
the cell or tissue state and for quantitative mod-
eling of changing gene activity correlated with
alterations in chromatin state and transcription
factor availability in the nucleus.

Next-Generation Sequencing

NGS already has made a significant contri-
bution to many fields of biology, accelerating
the analysis of genomic sequence variation and
disease linkage, epigenetics, transcriptomics,
and small RNA function. Next-generation
sequencers, initially developed by 454 and
Illumina, and followed soon after by ABI and
Helicos, use massively parallel analysis of
individually amplified DNA fragments (138,
139). Although a run on the capillary-based
sequencers used for the Human Genome
Project could provide approximately 100 reads
of 800 base pairs (bp), NGS machines produce
shorter reads of 35–400 bp, but the number of
reads can reach 107, thus exceeding 1 gigabase
of sequence per run. This has an enormous
impact on the potential experimental applica-
tions of sequencing approaches. Genome-wide
analyses can be undertaken that do not entail
sequencing the entire genome, but instead
represent it as expressed mRNA, modified
DNA (e.g., methylated), nucleic acid bound to
a specific protein (e.g., a transcription factor),
or DNA sensitive to enzymatic degradation (2).

As a direct alternative to microarrays for
mRNA profiling, cDNA reverse transcribed
from poly A+ RNA can be deep sequenced di-
rectly [RNA-seq (140)] after adapter ligation ei-
ther from one end (single-end sequencing) or
both (paired-end sequencing), the latter being
particularly important in the analysis of splice
variants (this should be facilitated further as the
length of NGS reads increase). Mapping each
individual read back to a reference genome and
counting hits at each site lead to the genera-

tion of a quantitative distribution of expressed
mRNA across the genome. This has a much
greater dynamic range than array technology
(over five orders of magnitude), permitting
more effective identification of low-abundance
transcripts, and it essentially eliminates the
background noise associated with hybridiza-
tion. It is also less prone to variation between
research groups using different array platforms,
although it is not without its drawbacks. Data-
storage requirements are significant, and con-
siderable bioinformatic resources are needed to
manage the data and deal with alignment chal-
lenges such as those associated with repetitive
elements (141). One also must deal with se-
quencing errors; these are especially important
in studies of the microbiome in which align-
ment to reference sequences is not possible.

The most-developed NGS application has
been the analysis of nucleic acid bound to a
specific protein, through the use of chromatin
immunoprecipitation (ChIP). This global
method is ideal for developing gene regulatory
network maps for model building, including
models that link intracellular biochemical
changes induced by extracellular stimuli to
changes in gene expression. In ChIP, an
antibody recognizing a specific protein (such
as RNA polymerase, a sequence-specific
transcription factor, or a modified histone) is
used to affinity-purify the protein chemically
cross-linked to its associated nucleic acid,
which then is separated from the conjugated
protein and subject to deep sequencing (142).
In the case of RNA pol II–based ChIP-seq, this
provides a dynamic complement to RNA-seq
as it identifies those genes being transcribed
actively under specific experimental conditions,
and this can be taken a step further by sequenc-
ing ribosome-protected mRNA to provide a
quantitative measure of translation. Similarly,
applications of ChIP-seq with transcriptional
regulatory elements and chromatin-associated
proteins are becoming commonplace and
promise to revolutionize our understanding of
how transcription factor binding and epige-
netic modifications control gene expression on
a system-wide level (143, 144).
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In the context of disease characterization,
genome-wide association studies also are be-
ing enriched by NGS. The analysis of genomes
of patients for common genetic polymorphisms
that correlate with specific traits, such as com-
plex or multifactorial disease, has until now
been done by profiling several hundred thou-
sand single-nucleotide polymorphisms (SNPs)
using array or bead-based technology (145). Ul-
timately, NGS will increase SNP coverage sig-
nificantly beyond these most common mark-
ers, and efforts such as the 1000 Genomes
Project, established in 2008, promise to ex-
pand significantly our knowledge of human ge-
nomic variation and disease linkage. However,
most complex diseases cannot be explained by
a single gene mutation and are instead caused
by multiple complex factors. Combined anal-
ysis of transcript profiles with genetic varia-
tion has shown that gene expression can be
influenced significantly by polymorphisms in
regulatory elements. Such quantitative traits
based on statistically significant changes in tran-
script abundance have been termed eQTLs
(103, 108). Although accelerated data genera-
tion by NGS and even newer sequencing tech-
nologies will make this an area of rapid progress
in the next few years, existing eQTL maps will
need to move beyond the use of Epstein-Barr
virus (EBV)-derived lymphoblastoid cell lines
to more relevant tissue-specific sources (146).
Also eQTL mapping can take us only so far
and will require integration of metadata, such
as the analysis of regulatory small RNAs and
protein modification of regulatory factors, to
permit a more comprehensive interpretation of
the consequences of genetic sequence variation
in disease susceptibility.

miRNA Profiling

Since their relatively recent discovery in plants
and nematodes, micro (mi)RNAs have been
shown to have key roles in the regulation of
the genome/proteome in numerous cell types,
including those of hematopoietic origin (147,
148). As such, they are key elements in at-
tempts to build comprehensive models that link

signaling to change of cell state and, because
they often target transcription factors, to gene
expression. The cellular processes engaged
during small interfering (si)RNA-mediated
gene knockdown are part of the endogenous
pathway for the processing of miRNAs, which
are expressed initially as pol II–based primary
transcripts of several hundred nucleotides.
Processing by the ribonucleases Drosha and
Dicer produces a mature miRNA, a double-
stranded (ds)RNA duplex of 20–23 nucleotides
(nt), which binds to cognate target mRNAs,
primarily within their 3′ untranslated region
(UTR), through a 6–8-nt seed sequence toward
the 5′ end of the mature miRNA leading strand.
This leads to a reduction in protein expression,
usually through a combination of mRNA
destabilization and translational repression
(149). Several hundred miRNA genes have
been identified, and many have been classified
into families based on seed sequence homol-
ogy. Although this would suggest overlap in
target mRNAs and some degree of functional
redundancy, experimental evidence suggests a
significant amount of (still poorly understood)
functional specificity among family members.
Attempts to model the changing expression of
molecules (in particular proteins) in a cell in
response to extracellular stimuli will require
integration of methods such as those detailed
above for tracking protein-encoding transcripts
with information on the post-transcriptional
regulation of translation by miRNAs, along
with proteomic methods for direct assessment
of the translation products, as discussed below.

Due to their RNA-based structure and
Watson-Crick base-pairing-dependent mech-
anism, the technology to profile and probe
the function of miRNAs has developed rapidly
through the modification of well-established
nucleic acid–based methods. This has led to the
rapid generation of miRNA expression profiles
across cell types in normal and disease states
(150). Similarly, the analysis of the function
of specific miRNAs has been facilitated by the
development of antisense-based inhibitors (an-
tagomirs) and chemically synthesized miRNA
mimics (151, 152). As these reagents are small
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RNAs themselves, they can be transfected into
cells using the same delivery protocols as for
siRNA, and many screening groups now rou-
tinely add these reagents targeting all known
miRNAs to their siRNA screening pipelines to
provide a more direct means to identify the
miRNAs influencing the cellular process under
study. The advantage of this approach is that
it can identify miRNAs important for main-
taining a cellular state that do not necessar-
ily change their expression level between ex-
perimental conditions (and thus would not be
picked up by profiling studies).

Experimental investigations of miRNA ex-
pression and function have been complemented
by computational approaches for miRNA tar-
get prediction. Based primarily on the analysis
of miRNA conservation across species and the
conservation of seed sequences among orthol-
ogous 3′ UTRs, target prediction algorithms
based on seed matching have improved their
predictive accuracy and have reduced their false
prediction rate to less than 25% (149). How-
ever, these algorithms still have a significant
false-negative rate as the influence of sequence
context beyond the seed match, both in the
miRNA and the target mRNA, is poorly un-
derstood. Thus experimental approaches to the
identification of miRNA targets are in need of
further development. Immunoprecipitation of
the protein components of the RNA-induced
silencing complex (RISC-IP), followed by
array deep-sequencing analysis to identify
the miRNA-bound mRNA, holds significant
promise but has not been applied to large-scale
studies (153). The coupling of mRNA profiling
(by microarray or RNA-seq) with quantitative
proteomics under conditions of differential
miRNA expression is another approach to
target identification, and the feasibility of this
method has been demonstrated in two recently
published studies (154, 155). These approaches
are vital to determine the scope of action of
individual miRNAs and to infer the functional
consequence of their altered expression on a
broader scale.

Certain characteristics of miRNA function
are emerging. A single-site miRNA/mRNA

interaction rarely leads to a >50% reduction in
expression and more commonly averages ap-
proximately 30%. Ninety percent of conserved
interactions are single site, although most
mRNAs have at least one further site for a
different miRNA that can promote further
repression. Because a 50% change in expres-
sion of a protein may not result in a marked
phenotype, as evidenced by the rarity of
haploinsufficient mutants, this might explain
why few phenotypes have been observed in sys-
tematic screens for miRNA mutants, although
some important immunological exceptions to
this view have emerged recently in cases in
which single miRNAs target multiple key sig-
naling molecules (reviewed in 148). The degree
of influence of an miRNA on a given process
also may be exaggerated in laboratory settings
as the described technologies for modulating
miRNA expression can lead to more dramatic
alterations than can occur physiologically. Lab-
oratory conditions likely are more favorable to
maintaining the stability of mutant phenotypes,
but conditions that better simulate the environ-
ment that shaped evolution may be more suited
to uncovering the importance of miRNAs in
regulating the proteome. This brings us to the
question of the mechanism by which miRNAs
influence mammalian cell function. It has been
proposed that, rather than promoting large
changes in the expression of a few proteins,
they function on a broader scale to tune the
proteome. The high degree of conservation of
miRNA target sites, and the selective avoidance
of seed sequences in the 3′ UTRs of mRNA that
are coexpressed with a given miRNA, suggests
that precise control of protein concentration
has significant implications for organismal
fitness. Such subtle changes in protein con-
centrations may sensitize regulatory networks.
These considerations re-emphasize the point
made above that miRNAs and their activities
are crucial to the development of informative
models relating stimulus to response because
network properties clearly involve not only the
protein interactome we more typically map and
whose component modifications we routinely
consider, but also the influence of temporally

www.annualreviews.org • Computational Systems Biology 543

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:5
27

-5
85

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH19-Germain ARI 7 February 2011 22:24

changing miRNA expression on the balance of
protein components within such networks.

Another notable pattern that has emerged
from miRNA studies, particularly in immune
cells, is the conservation of target sites for
a single miRNA, or miRNA family, within
proteins involved in a common process. For
example, several key signaling components
involved in the response of monocytic cells
to bacterial endotoxin, such as IRAK1 and
TRAF6, are targets for miR146 (156), whereas
phosphatases shown to downregulate signaling
through the TCR (SHP2, PTPN22, DUSP5,
and DUSP6) are targets for miR181 (157).
As these targets have a coherent influence on
signal flow through the pathway (i.e., either
activating or inhibiting the process), these
findings suggest that these miRNAs, which
have been shown to change expression in re-
sponse to cellular stimulation, act as negative or
positive feedback regulators. This is consistent
with their tuning function, in which they can
adjust thresholds for activation under various
conditions. They also may have key roles in
mediating cross talk between inflammatory
mediators, as evidenced by recent data suggest-
ing that the anti-inflammatory effects of IL-10
are promoted through the direct inhibition of
lipopolysaccharide-induced miR155 expres-
sion (158). These observations emphasize the
importance of developing quantitative models
to predict accurately the influence of miRNA
expression changes on cellular function.

RNAi Screening

Although microarrays and NGS report the
genes (or miRNAs) present in a cell or tissue,
the state of chromatin, or the binding behavior
of transcription factors and can inform us about
how these elements change over time, these
methods are descriptive and correlative, failing
to provide a direct link between transcript,
translated product, and biologic function.
Establishing such connections traditionally has
been the realm of genetic screens in mutant
cell lines or organisms. Such studies have con-
tributed significantly to the identification of

specific elements that play a role in signaling or
metabolic pathways; maintain cellular home-
ostasis; regulate cell structure, intracellular
transport, and capacity for migration; and mod-
ify gene expression and in other ways contribute
to normal physiology or, when abnormal in
form or amount, give rise to disease. Genetic
assessments of this type have been valuable es-
pecially in model organisms such as Drosophila
in which common phenotypes often have been
found to be caused by genes acting in a single
linked signaling pathway, associated with rec-
ognizable organelles or structural elements of
the cell, or comprising a linked gene regulatory
pathway (159). However, this approach tends
to identify genes contributing to core func-
tionality conserved across species rather than
the components and mechanisms responsible
for the subtleties of cell-type specificity and
context-dependent cellular function. Thus our
understanding of pathways remains incom-
plete, and the discovery of unknown pathway
components has been hampered by canonical
bias in experimental design and reagent avail-
ability (160). Nonbiased approaches therefore
are vital to fill in the gaps in networks to
provide a more complete framework upon
which we can base predictive models, while
at the same time pruning the large parts lists
generated by global methods of components
unlinked to a direct test of functional relevance.

The discovery of RNA interference (RNAi)
and major advances in the understanding of
small RNA biology in the past decade have pro-
vided researchers with an invaluable tool for
wide-scale and rapid genetic screening that rep-
resents a less biased means of probing the role
of various elements in cellular biology (161). As
a research tool, RNAi takes advantage of en-
dogenous RNA processing machinery, which
permits the silencing of mRNA transcripts with
small complementary dsRNA sequences. In
Caenorhabditis elegans and Drosophila, this can be
achieved through the introduction of relatively
long pieces of gene-specific dsRNA (>100 nt);
however, as this would induce an interferon re-
sponse in mammalian cells, the gene-specific
dsRNA must not exceed 21 nt and thus is
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introduced as siRNA (162). siRNA transfec-
tion is the simplest and most direct applica-
tion of RNAi in mammalian cells; however, in
less tractable cell types and in cases in which
longer-term silencing is desirable, the siRNA
sequence can be expressed from plasmid or viral
vectors as a short hairpin (sh)RNA. This works
especially well when the shRNA is designed to
mimic an endogenous primary miRNA tran-
script, with the region that is processed to the
mature miRNA replaced with a gene-specific
targeting sequence (163).

Soon after the technical application of RNAi
was established for the study of individual
genes, its discovery potential on a broader scale
became evident, leading to the development of
genome-scale libraries of reagents for several
organisms, including human and mouse (161,
164). Although the potential of these broad
screening tools has attracted many researchers,
the practicalities of genome-wide screening are
challenging and require the acquisition of new
techniques and capabilities for most biologists,
as well as substantial monetary commitments.
Furthermore, despite the discovery potential
of RNAi, the technology has its limitations,
and certain practical criteria must be met for
a gene to be detected in an RNAi screen:
(a) The expression of the target gene must be
reduced by the siRNA to a level that promotes
an observable phenotype. (b) The protein must
have a short enough half-life to permit de-
pletion in the time course of the experiment.
(c) The biological function must not be sup-
ported by multiple redundant factors. (d ) The
depletion of the target gene must not be toxic
to the cells under study. Because of the growing
importance of this technique in systems biology
research and because it has rather strict qual-
ity control requirements and interpretive limi-
tations, even more so than other methods, we
devote some space here to a detailed considera-
tion of the different types of siRNA screens and
the technical aspects of the effective use of the
methodology.

Screening formats and assay design. The
most commonly used approach in large-scale

RNA studies is the arrayed screen, in which
each well of a microtiter plate contains
siRNA(s) or shRNA(s) against a single gene.
This permits a straightforward correlation of
phenotype to target, but it has the drawback
that the time and expense required for a
genome-wide screen are significant. An alter-
native approach that can be used with virally
expressed shRNAs is the pooled screen, in
which large populations of cells are transduced
with complex mixtures of viruses expressing
shRNAs against many genes. Clonally isolated
cells showing the desired phenotype then can
be sequenced to determine which shRNA they
express. If the output assay can be designed to
select for a cell growth or survival phenotype,
a more efficient means to identify hits is to
use unique nucleic acid bar codes within
each shRNA vector that can be screened for
enrichment or depletion by either microarray
or sequencing technology. Such pooled screens
are powerful, especially for applications in
human primary cells of limited availability,
but it remains difficult to ensure full genome
coverage. These pooled shRNA methods have
been applied productively to the analysis of the
signaling pathways involved in the growth and
viability of human B cell lymphomas, as one
example (165–167).

The screening format also is in part
dependent on the cell type chosen, as easy-to-
transfect cells are more amenable to arrayed
siRNA screens, whereas less tractable cell
lines and primary cells may require infection
with shRNA-expressing viruses. Achieving
satisfactory levels of gene knockdown remains
a major technical hurdle in assay development
and often forces researchers to choose a
nonphysiological cell type for the process they
are studying, raising the concern that the phys-
iological relevance of hits identified in a highly
transfectable cell line may be questionable. In
some cases, optimal transfection conditions can
be identified in more physiological cell lines
if an efficient and relatively high-throughput
knockdown assay [such as the targeting of
a stably expressed reporter gene (168)] can
be developed that permits an investigator to
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assess rapidly and conveniently a wide range of
transfection parameters and reagents.

The design and validation of a robust and
specific assay are the most critical, and often
the most time-consuming, aspects of an RNAi
screen. This work can be extremely laborious,
requiring attention to detail and continual assay
repetition with minor alterations to optimize
performance; however, careful development of
a robust assay pays off in the quality and discov-
ery potential of the screening results. There are
several considerations in choosing and design-
ing a screening assay, such as whether the read-
out should be end point or time resolved, single
feature or multiplex, and whether data should
be collected from populations or single cells. In
each case, the latter option clearly would pro-
duce a richer data set; however, the value of
the type of data collected often is inversely pro-
portional to the ease of assay design and im-
plementation. Thus a compromise has to be
reached, taking into consideration the overall
logistics of running the screen, the cost, and the
researcher’s expectations from the data. Most
of the initially published genome-wide screens
used relatively simple assays, such as cell lethal-
ity, and to a certain degree the goal primar-
ily was to establish a proof of principle for the
RNAi technology. Screens using more complex
assays and readouts are now being published,
but there remain relatively few examples in the
literature of screens using live cells, multiplexed
readouts, or single-cell-based data collection.

Continued improvements in fluorescent re-
porter technology and high-content imaging
platforms provide the most versatile experi-
mental platforms for data-rich screening as-
says. High-content assays involve the collection
of multiple functional parameters of cell state,
such as cell shape, the location of structural
markers and organelles, signaling response
readouts, and/or gene expression changes, of-
ten through the use of multiple spectrally dis-
tinct fluorescent reporters. This opens up the
possibility of tracking multiple readouts in a bi-
ological process in single cells over an extended
time course. This approach, although clearly
powerful, poses numerous technical challenges,

and published reports of screens with multiple-
assay readouts until recently have been limited
to subgenome-scale efforts. Three recent re-
ports have combined a mammalian genome-
wide siRNA screen with multiparametric im-
age analysis. Zerial and colleagues (169) studied
the endocytosis and trafficking of either a recy-
cling (transferrin) or late endosome/lysosome
cargo (EGF receptor) in HeLa cells costained
with nuclear and cytosolic markers. They iden-
tified hits enriched in specific pathways such
as Wnt, TGF-β, and Notch, and a Bayesian
network analysis led them to predict that nu-
merous kinetic and spatial aspects of endocy-
tosis are highly regulated. Ellenberg and col-
leagues (170) used a live-cell assay to profile
cell-division parameters in HeLa cells express-
ing GFP-labeled histone 2B. They used an
siRNA microarray approach that involves plat-
ing cells in chambers with up to 384 siRNA,
which has the advantage of standardizing cell-
culture conditions across the array (171). Al-
though they collected data only from a single
fluorescent channel, they were able to classify
up to 16 morphological phenotypic character-
istics based on the shape of the labeled nu-
clei, and their data analysis identified numerous
genes involved in cell division and migration.
Boutros and colleagues (172) assessed the effect
of siRNA transfection in HeLa cells costained
for DNA and the cytoskeletal proteins actin
and tubulin. Clustering of gene perturbations
by phenotypic similarity allowed the identifica-
tion of novel players in the DNA damage re-
sponse. The use of multireadout, high-content
screening assays raises additional challenges in
the development of assay controls, which are
vital to screening success. In addition to low-
noise negative controls, it is desirable to identify
multiple positive control siRNAs that provide a
graded perturbation of the selected assay read-
out. If only strong positive controls are selected,
the evaluation of screen quality is biased, and
partial phenotypes of biological interest likely
will be missed. Of course in a multiplex assay
with data collected over time, the comparative
strength of controls for different readouts will
vary, which in itself can provide new biological
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insight prior to the screen. Ultimately, the more
comprehensive the group of positive controls
identified during development of the screening
assay is, the more valuable the control data will
be during data analysis.

A popular statistical metric used to evalu-
ate a screening assay is the Z′ factor. Originally
developed for chemical screening, it is essen-
tially a measure of how reliably the negative
and positive controls can be distinguished in the
data set.3 High Z′ factors of 0.5–1.0 are consid-
ered good, whereas low Z′ factors of less than
0 are indicative of a poor assay. Although 0.5
is considered a minimum for a good chemical
screening assay, recent data suggest that this is
overly stringent for RNAi screens, which are
inherently more noisy, and Z′ factors of more
than 0 are considered acceptable (173). The
comparatively higher noise in RNAi screens
can be attributed to several factors: poten-
tial off-target effects (discussed below); longer
(48–72 h) siRNA incubation times required to
achieve target knockdown; cell stress from the
transfection procedure; and, in contrast to a
chemical library, the existence of a cellular tar-
get, and thus a potential impact on cellular be-
havior, for every reagent in the RNAi library.

Once an assay has been established with sat-
isfactory statistical performance criteria, pilot
screens with a few hundred genes are important
to determine if the assay performance from the
validation step is replicated in the screen. Be-
cause this often is not the case, this step provides
a further opportunity to optimize the process
prior to the significant investment of time and
resources required for a genome-wide screen.

Whole-genome considerations. One reason
many published screens to date have used
relatively simple assays is that the scale of
genome-wide screening poses numerous

3The Z′ factor is calculated from the following equation:

Z′ = 1 − (3SD+ + 3SD−)/|μ+ − μ−|,
where SD+ is the positive control standard deviation, SD−

is the negative control standard deviation, μ+ is the positive
control mean, and μ− is the negative control mean.

additional unfamiliar challenges for most
academic researchers. These screens benefit
greatly from experimental automation and
robotic workflows, which up until recently
had been restricted primarily to groups in
the pharmaceutical and biotechnology in-
dustries. A significant resource for RNAi
screeners has been the recent establishment of
small-molecule screening infrastructure in the
academic and government sectors (174), such
that at many research sites, the expansion of
these facilities into RNAi screening has been
a natural progression. Prior high-throughput
standard operating procedures for screening
thus have established already the importance of
detailed scheduling and tracking of day-to-day
workflow to permit the correlation of data
irregularities with procedural variations in
screen execution. The importance of recording
key screen parameters to allow the comparison
of RNAi screening data sets between different
laboratories also is emphasized by an ongo-
ing effort to establish community standards
for the minimal information that should be
recorded from an RNAi screening experiment
(http://miare.sourceforge.net/HomePage).

Although the use of laboratory automation
in RNAi screening has drawn heavily from
established expertise and technology in the
small-molecule screening arena, the process
of the confirmation of RNAi screening hits
and data analysis has posed some unique
challenges. As mentioned above, RNAi screens
have a degree of inherent noise, as their nucleic
acid–base pairing-dependent mechanism al-
ways will suffer from a degree of nonspecificity.
So-called off-target effects can occur because of
the hybridization of an siRNA to an unintended
target, especially within the seed sequence, the
first 8 nt from the 5′ end of the siRNA leading
strand (175). Although this has been addressed
by improvements in sequence-selection al-
gorithms to increase siRNA specificity and
chemical modifications of the siRNA duplex
to limit interference by the siRNA passenger
strand, it will remain a factor to consider (176).
For practical reasons, primary genome-wide ar-
rayed screens often use a pool of several siRNA
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reagents in the same well. To address the issue
of whether hits in a primary screen result from
an off-target effect from one of the siRNAs in
the pool, investigators commonly rescreen the
primary hits with the individual siRNAs from
each scoring pool. Cases in which only one
of the siRNAs from the pool reproduces the
phenotype are considered likely off-target hits
and are dropped from further analysis. Another
similar approach is to rescreen hits with alterna-
tive siRNAs from another source. Incremental
improvements in the efficacy and specificity of
genome-wide siRNA libraries in time should
provide reagents that reliably diminish all genes
in mammalian cells, with enough reagents avail-
able per gene to permit effective filtering of off-
target phenotypes during the analysis process.

Data analysis and hit identification. The
data-processing and statistical approaches cur-
rently favored for analyzing RNAi screening
data have been reviewed recently (173), so we
do not cover them in depth here. Briefly, the
analysis process follows a series of keys steps:
(a) data triage and preprocessing, carried out
during and/or immediately after completion of
the screen to identify any unexpected patterns
in the data that might indicate experimental
or procedural issues; (b) normalization, usually
carried out within each plate to remove system-
atic errors caused by day-to-day experimental
drift over the period of time required to com-
plete the screen; (c) calculation of quality met-
rics, such as Z or Z′ factor, to evaluate assay
reproducibility and consistency of controls; and
(d ) hit identification. The most popular method
of hit identification is mean ± k standard devi-
ation, which sets a threshold of deviation from
the normalized mean beyond which a gene is
considered a hit. This is satisfactory for nor-
mally distributed data, but it performs poorly in
assays prone to outliers, in which methods such
as median ± k median absolute deviation are
more appropriate. Many of these data-analysis
steps can be carried out within freely avail-
able software packages appropriate for RNAi
screens (177–179).

Importantly, the statistical methods used so
far for hit identification in RNAi screening data
have been tested primarily using single-readout
assays. The development of more complex
assays, such as those used in high-content
screens, will require the parallel development of
appropriate statistical methods to evaluate the
data and weight hits according to their effects
on multiple readouts.

A key question for many screeners from
their primary screen data is what constitutes
a biologically meaningful hit. The setting of a
definitive threshold for classification of genes
as hits can be inadvisable, as genes that score as
a positive in an initial primary screen may drop
below the threshold in a replicate screen. A
better approach may be the relative weighting
of all genes’ phenotypic contribution such as in
a gene-versus-phenotype relationship, which
is less likely to miss weak but biologically
meaningful hits (159). For practical purposes,
a subset of genes may have to be chosen for
follow-up through secondary screens, but the
importance of the retention of all the data in
a queryable database will be vital to future
integrative analysis. This type of quantitative
data can be lost in screens that assign qualitative
scoring of genes as yes/no. An alternative ap-
proach to avoid overly stringent filtering of data
is to assign hits into multiple categories with
varying levels of confidence assigned (161).

Secondary screening and hit validation.
The validation of gene hits from a primary
RNAi screen is vital to provide a measure of
confidence in the data prior to attempting a
predictive bioinformatic analysis of the data
set. The calculation of false-positive and false-
negative rates is a popular validation method
in high-throughput screening; however, this
approach remains difficult in RNAi studies
because of the lack of reliable data relating
the quantitative effect of each siRNA on its
target (and potential off-targets) to the ob-
served phenotype. It has been common to use
relatively subjective criteria to generate smaller
lists of genes for secondary screens, although
some recent studies have demonstrated that
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a well-designed primary screen with alterna-
tive selection criteria can generate a higher
confidence list of primary hits (180). As dis-
cussed above, rescreening with deconvoluted
siRNA pools and alternate sources of silencing
reagents has been shown to be an excellent
first step in the hit-validation process. Another
method that is impractical at the genome-wide
scale but is possible in secondary screening is to
measure the extent of transcript depletion (or,
even better, protein expression loss) with each
siRNA and then determine the correlation of
knockdown with phenotype. Although expen-
sive, transcript/protein profiling with multiple
siRNAs per gene also can help validate hits
or identify unexpected altered gene clusters
that may contribute to off-target phenotypes.
Rescue of a phenotype by ectopic expression
of an RNAi-resistant version of a target gene
is considered the ultimate validation strategy;
however, this remains difficult to implement in
a practical manner for a large number of genes
(161).

The use of a secondary assay is a valuable
means not only to validate hits, but to identify
different degrees of dependency of the primary
and secondary assay readouts on functionally
diverse genes, which can lead to new biological
insight as well as inform the subsequent classi-
fication of hits. Secondary assays with a small
number of genes also provide the opportunity
to introduce a more technically laborious, but
perhaps more data-rich and potentially insight-
ful, assay. Alternatively, a secondary assay might
be designed specifically to remove nonspecific
hits from the gene set, such as genes involved
in the general transcription/translation process
identified in a screen using an expressed re-
porter as a readout. The need for a secondary
assay to validate primary screen hits also em-
phasizes the value of more complex multiread-
out primary assays, as they essentially provide a
secondary data set across the entire genome.
It should be obvious that there is a critical
trade-off in establishing the cutoffs in primary
and secondary screens for hits—too lax a set
of standards will lead to many false positives
in the resulting data set, leading to attempts to

build networks that include spurious compo-
nents, whereas too stringent a set of criteria will
lead to many false negatives, leaving gaps in the
network construction as compared to biological
reality.

Immunology applications. In the immunol-
ogy and infectious disease arenas, the primary
application of genome-wide RNAi to date has
been in the screening for host factors involved
in viral or bacterial infection. Many early stud-
ies of this type were carried out using Drosophila
cells as a model for infection due to the tech-
nical simplicity of target gene knockdown in
this organism. Because insect cells do not have
an interferon response upon challenge with
dsRNA, a long sequence of dsRNA comple-
mentary to the target gene can be introduced
into cells, and processing of this nucleic acid
by the RNAi pathway produces a complex mix-
ture of siRNAs that leads to robust target gene
depletion. Drosophila siRNA screens have iden-
tified several signaling components involved in
the fly systemic response to infection through
the Toll, IMD, and Jak/STAT pathways, and
screens with live bacteria and viruses have iden-
tified specific host factors that, in some cases,
are conserved in mammalian cells (reviewed
in 181). However, there is a growing consen-
sus that the integrated cellular responses to
pathogens vary significantly between fly and
human and that screens in mammalian cells are
required to obtain data more relevant to human
disease.

Genome-wide siRNA screens have been
carried out recently in human cells to assess
the response to several viruses and bacterial
pathogens. Table 2 summarizes the screens
that have been published to date. The potential
of these studies to identify candidate drug
targets for disease treatment or vaccine thera-
pies has been questioned on the grounds that
multiple studies analyzing the same pathogen
have produced largely nonoverlapping gene
lists. However, considering that there was no
significant effort to control for experimental
differences between laboratories in these
studies, there are numerous reasons that might
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explain noncorrelation: (a) different gene sensi-
tivities of cellular pathways to perturbation due
to variable expression level of genes across the
range of cell types used, (b) variability in siRNA
efficacy between different library sources, and
(c) differences in the specific strains of virus
used and additional variations in screening
assay design and experimental protocols.

In an effort to address the disparities in gene
hit lists from the multiple screens that have
been carried out for HIV infection, Chanda and
colleagues (182) recently carried out a meta-
analysis of the HIV siRNA data sets, incor-
porating HIV-host protein-protein interaction
(PPI) data and SNP contribution to HIV sus-
ceptibility. This analysis initially compared all
1,254 human genes identified in the genome-
wide surveys to the 1,434 genes in the NCBI
HIV interaction database and found that the
overlap of 257 genes had a high degree of statis-
tical significance. Network enrichment analysis
of the functional categories over-represented
in this gene set highlighted several gene on-
tology groups as being most important for
HIV entry and replication, including nuclear
pore/transport, GTP-binding proteins, protein
complex assembly, intracellular transport, pro-
teasome function, and RNA splicing. A closer
analysis of the three siRNA screens found that
of the 34 genes identified as HIV host factors in
at least two screens, 29 were expressed in CD4+

cells and/or tissue and thus would have the op-
portunity to influence the host response to virus
in these key HIV target cells. Of the eight genes
in this set considered druggable, two proteins,
CXCR4 and Akt1, already are targeted in es-
tablished HIV treatment regimens, supporting
the drug-discovery potential of these screening
approaches.

Similarly, a recent review of the data from
multiple screens that have been carried out
for influenza host factors revealed a greater
overlap of hits when viewed in terms of gene
ontology categories than that seen when
comparing individual genes (183). Of the 1,449
genes identified in the published influenza
screens, 128 were identified by at least two
screens. Interestingly, the highest degree of

pairwise overlap was observed between the
Konig and Karlas screens, which used the same
A549 epithelial cell line and variants of the
WSN/H1N1 virus, supporting the likelihood
that differences in experimental approaches
have a significant influence on hit correlation
between independent studies. A combination
of the screen hits with interaction data between
flu and host proteins was used to generate a
host-virus network that showed enrichment for
primary cellular processes required for the viral
life cycle: endocytosis, nuclear transport, tran-
scription/translation, and viral assembly and
budding. However, many genes highlighted by
this type of analysis are likely to be poor drug
targets as they are necessary for fundamental
cellular processes. The selection of genes linked
to cellular processes known to be important for
the influenza viral life cycle may be less fruitful
than a more nonbiased approach to the screen-
ing data. For example, greater insight might
be gained by combining the unfiltered siRNA
data sets with genetic variation data to look for
correlation between screen hits and polymor-
phisms linked to infection susceptibility.

This raises an important issue with regard
to the value of siRNA screening at the systems
level. Although individual screens in isolation
may be limited in their ability to identify spe-
cific targets for drug or vaccine development,
the genome-wide data sets may prove to have
greater value in properly characterizing the
broader cellular response and identifying the
host and pathogen factors influencing survival
versus pathology in real infection scenarios,
particularly when combined with metadata
from the additional approaches we describe
below. The value of entire screening data
sets for use in subsequent integrative analyses
emphasizes the need for published siRNA
screens to adhere to standards on data-set
content that have community consensus such
as those described in the MIARE guidelines
(http://miare.sourceforge.net/HomePage).
In addition to these studies focused on
pathogenic host factors, siRNA screens also
have contributed significantly to the iden-
tification of key components involved in
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immune cell biology. RNAi screening led to
the discovery of several molecules involved
in the process of store-operated Ca2+ influx
through plasma membrane CRAC channels
and the subsequent activation of the transcrip-
tion factor NFAT, which are fundamental to
lymphocyte activation and function. Examples
include the CRAC pore-forming protein Orai
(184–186), the ER Ca2+ depletion sensor Stim
(187, 188), and NFAT regulators such as
NRON and the Dyrk family kinases (189, 190).
RNAi has demonstrated a specific role for
Akt1 in the regulation of intracellular bacterial
growth (191); a screen for T cell inhibitory
molecules in Hodgkin’s lymphoma identified
the immunoregulatory glycan-binding protein
Galectin-1 as a key factor in promoting im-
mune privilege for neoplastic Reed-Sternberg
cells (192); and screens using virally expressed
shRNAs in less tractable immune cell types
have identified an unexpected reliance of mul-
tiple myeloma cells on the transcription factor
IRF4 (193), as well as provided significant
insight into chronic antigen receptor signaling
and the aberrant activation of NFκB in diffuse
large B cell lymphoma (165–167). Further
recent discoveries using RNAi include the
demonstration of key roles for the kinase RIP3
in programmed necrosis following viral inflam-
mation and AIM2 in sensing of cytoplasmic
DNA (194, 195). These examples highlight
the potential of RNAi screening technology
both in the discovery of individual proteins
with essential functions in immune responses
and in the broader characterization of the
cellular and organismal response to pathogenic
challenge.

Interactomics

If microarray or NGS technologies provide
us with descriptive lists, and RNAi screen-
ing identifies gene products with functional
relevance, we still need information on the
connectivity among the identified elements
to develop a more complete picture of how
these components work together to sup-
port biological function as we aim toward

developing useful computational models of
molecular pathways and networks.

Most of our insight into cellular processes
is based on identifying and characterizing the
interactions between cellular proteins and
other biomolecules, and discrete modeling of
increasingly complex biological phenomena
will require a detailed understanding not
only of the potential binding partners of each
molecule, but also of the context-dependency
of the interaction(s) and their kinetic char-
acteristics. Although interactions among
molecules of diverse chemical composition
are important (e.g., proteins with lipids or
carbohydrates), at present most efforts are
devoted to producing initially a comprehensive
view of the protein interactome. There are
three principal methods in use to catalog
PPIs. Yeast two-hybrid (Y2H) remains the
most practical high-throughput method for
the generation of interactome data; affinity
purification of protein complexes followed by
mass spectrometry (AP/MS) is the preferred
approach for the characterization of multipro-
tein complexes; and protein complementation
assays (PCAs) are emerging as a means to
measure interactions in a better-preserved cel-
lular context, with important applications for
assessing real-time PPI dynamics (for reviews,
see 196–198). Although none of these methods
stands alone as an optimal approach, together
they have the potential to generate a compre-
hensive knowledge base in the emerging field
of interactomics. In time, they arguably will
generate a higher confidence (and certainly
a more complete) data set than literature
curation, which has its own significant draw-
backs, such as subjective interpretation of data
quality, narrow focus on canonical pathway
components, experimental variability between
laboratories, and nonstandard nomenclature
across the published literature. Although most
scientists tend to attribute higher intrinsic
quality to the low-throughput experimental
data that populate literature-curated databases,
recent analyses suggest that the overlap
between the most widely used databases is
surprisingly low, and remarkably >85% of
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the interactions are supported by only a single
publication (199). A noteworthy advantage of
literature curation is that biological function
often can be inferred directly from the curated
study; however, this study bias also can hamper
novel biological insight. Data-driven high-
throughput PPI approaches, although lacking
a direct link to a biological question, usually
avoid study bias; their systematic methodology
can reduce interexperiment variability; and
they permit an estimation of interactome
coverage as negative data also can be collected.
Thus, although the total number of expressed
genes among Drosophila, C. elegans, and human
is not significantly different, the respective
interactomes have been estimated at 65,000,
200,000, and 650,000 PPIs, respectively (200),
and may therefore provide a more meaningful
barometer for organismal complexity.

Yeast two-hybrid screens. The Y2H metho-
dology was first developed in 1989 (201). It
involves the creation of yeast strains express-
ing bait proteins fused with the DNA bind-
ing domain (BD) of a split transcription factor
(such as Gal4) and the mating of these yeast
with strains expressing prey proteins tagged
with the transcription factor’s activation do-
main (AD). The interaction of a bait-prey two-
hybrid then is detected through the expression
of a reporter gene driven by a promoter respon-
sive to the chosen reconstituted transcription
factor. The original lacZ-based colorometric
identification of interactions remains a popu-
lar reporter in Y2H assays, but for large-scale
screening, protocols have evolved to incorpo-
rate some method of positive selection such that
only cells hosting an interaction can survive
in selective media (202). Examples of positive
selection reporters include HIS3 and URA3,
which permit growth in histidine- or uracil-
lacking media, respectively. The use of positive
selection reporters also can be combined with
competitive inhibitors and additional reagents
that allow screeners to titrate for interac-
tion strength or convert the reporter to neg-
ative selection to identify inhibitors of a given
interaction.

The most sensitive screening approach is to
mate each BD strain against a matrix of all avail-
able AD strains to ensure that all pairwise com-
binations are tested. However, this becomes
practically challenging in large screens in which
some form of AD strain pooling strategy often
is used, followed by clone selection through re-
porter activation. However, the sensitivity of a
screen involving a large pooled library can be
limited by sampling sensitivity, so a compro-
mise approach has become popular in which
small pools are screened in a matrix and positive
pools are rescreened with individual BD/AD
pairs (198).

Early versions of the assay were prone
to identifying false-positive interactions, of-
ten from auto-activating BD fusions. However,
the technique has been improved considerably
by careful control of fusion expression levels
and the use of multiple reporters to increase
the biological validity of the identified inter-
actions. The development of recombination-
based GATEWAY-type cloning technology
also had a significant impact on the transition
to genome-scale Y2H screening, as this permit-
ted more efficient parallelization of open read-
ing frame (ORF) cloning to generate genome-
scale BD and AD strain collections. Building on
these technical advances, genome-wide screens
have been carried out for yeast (203, 204), Plas-
modium falciparum (205), C. elegans (206), and
Drosophila (207), and more recently, approx-
imately one-third of the human genome has
been screened in this manner (208, 209).

Despite this enormous experimental effort,
the limited degree of overlap observed in large-
scale Y2H data sets involving proteins from the
same organism remains a concern. Although
some have argued that this points to a high
false-positive rate, recent analysis suggests it
is more likely because of poor sampling sensi-
tivity (210). The improvement of Y2H screen-
ing efficiency is thus a continuing challenge but
may be attained with developments in accessory
techniques, such as NGS for improved clone
sequencing throughput. The filtering of false
positives is another important aspect of Y2H
data validation. Technical validation of whether
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an identified interaction can occur can be ad-
dressed with orthogonal technologies, such as
affinity purification of the two proteins in a
complex from cells. However, whether an in-
teraction actually does occur with a functional
role in the organism is more difficult to ad-
dress. Bioinformatic methods have been devel-
oped that use known attributes of the proteins
to derive a statistical confidence score, which
has been shown to correlate well with biologi-
cal relevance in Drosophila studies (207).

In addition to these data-validation chal-
lenges, several inherent limitations of the
methodology require that Y2H data sets be
complemented by additional approaches. Y2H
interactions must take place in the yeast nu-
cleus and thus often lack the appropriate spatial
subcellular context; only binary interactions are
detected (missing those that require accessory
proteins in a larger complex); and the technique
rarely detects the numerous interactions that
depend on PTM of one or more components.

Affinity purification/mass spectrome-
try. AP/MS technology can address some
deficiencies of Y2H as it involves the im-
munoprecipitation of a protein complex in a
seminative state followed by the MS-based
identification of the complex constituents (see
below). This usually is achieved by expressing
the bait protein of interest with an affinity tag
that can be recognized by a specific antibody to
permit the isolation of the bait in complex with
associated proteins. Initial studies with simple
affinity tags were prone to false negatives due
to the stringent wash conditions required for
effective bait purification. The development
of tandem affinity purification (TAP) tags has
addressed this by using a protease cleavable
tag sequence with two affinity tags (such as
protein A and a calmodulin-binding peptide).
Two rounds of affinity purification with
different tags significantly reduce nonspecific
binding and permit the use of less stringent
purification conditions in each step, which has
been shown to be more sensitive in identifying
lower-affinity interactions (196). One technical
drawback is that the bait protein often must

be expressed heterologously to introduce the
affinity tag, and it is difficult to ensure that
the expression level of the tagged protein is
comparable to the endogenous untagged form.
In yeast, this can be addressed by using homol-
ogous recombination at the native locus, and
accordingly, genome-wide yeast strains have
been generated expressing an affinity-tagged
version of every gene for AP/MS studies (211,
212). A similar resource for mammalian cells is
in the distant future, but a technique has been
developed using BAC transgenomics, which
permits the tagging of mammalian genes at
their native locus within a bacterial artificial
chromosome construct, which then is trans-
duced stably into a cell line, allowing the tagged
gene to be expressed from its native promoter
(213). The generation of BAC libraries tagging
all human and mouse genes in this manner
would provide an invaluable resource for sys-
tematic interaction analysis, and the potential
of this approach is emphasized in a recent study
of mitotic interaction complexes in human cells
(214).

AP/MS promises to generate vital in-
teractome data, especially for proteins that
participate in numerous heterogeneous and
often multiplex complexes. Coupled with
compartment-specific cell-fractionation ap-
proaches, this could provide insight into how
promiscuous proteins are shared in the con-
text of the whole-cell PPI network. However,
because of the technical challenges in affinity
tagging large numbers of baits, AP/MS-based
studies of mammalian interactomes have not
reached the scale of Y2H studies. Some excel-
lent focused studies have been carried out on
specific modules known to have key roles in
normal and disease states, such as the TGF-β
(215) and TNFα/NFκB (216) subnetworks,
and these studies have highlighted the abil-
ity of affinity-purification strategies to identify
the dynamic interactions involved in signal re-
lay through such subnetworks. A broader study
of over 400 disease-relevant human proteins
expressed heterologously from a CMV pro-
moter in HEK293 cells identified over 6,000
interactions, less than might be expected if the
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predicted 650,000 total interactome is accurate
(217). However, the initial interaction data set
in this study was >24,000, which may suggest
overly stringent filtering of putative false pos-
itives during the informatic analysis. This em-
phasizes the importance of evaluating the pro-
cess of data triage, although this undoubtedly
will improve as the number of available high-
quality data sets increases.

Protein complementation assays. PCAs
provide another approach to the high-
throughput generation of PPI data. This is the
most physiological of the described technolo-
gies as interactions can be detected in the cell
that normally expresses the protein of interest,
with PTM intact and without the problems as-
sociated with the affinity demands of the TAP
method. However, like Y2H, the approach is
best suited to the detection of directly interact-
ing proteins, whereas TAP can identify molec-
ular machines composed of multiple elements
without the need for tagged elements to interact
directly with each of these other components.
PCAs use a similar bait-prey premise as Y2H
(hence the alternative mammalian two-hybrid
nomenclature), but the tags expressed on the
proteins represent two domains of an enzymatic
or fluorescent reporter, which provides a sig-
nal only when a detected PPI brings the do-
mains into sufficiently close proximity. Exam-
ples of reporters include DHFR, β-lactamase,
and GFP (197). A recent analysis of interac-
tions between >5K yeast ORFs by this method
suggested that the confidence scores within the
interaction data were improved over the other
two technologies, with better enrichment of
compartment-specific interactions that might
be inaccessible to Y2H and AP/MS (218).

With an ever-improving availability of cu-
rated ORFs for human and (to a lesser extent)
mouse genes, and the use of recombination
technologies that permit the straightforward
shuttling of ORFs into expression platforms
for all the above approaches, there are fewer
technical limitations to the use of PPI tech-
nologies to carry out genome-scale analyses in
mammalian cells.

Immunology applications. In addition to
the characterization of cellular networks
among host proteins, PPI techniques have key
applications in the infectious disease field in de-
termining the mechanisms of immune response
evasion through the interaction of pathogen-
derived proteins with the host proteome. Our
knowledge of immune cell signaling, partic-
ularly in cells of the innate immune system,
has been informed to a considerable extent by
the mechanisms used by pathogens, especially
those with type III secretion systems, to disrupt
key signaling pathways and establish infection.
Because pathogens often express relatively
few proteins for direct interaction with the
host proteome, global screens to determine
host protein binding partners for pathogenic
proteins have been and will continue to be
highly informative in efforts to develop models
of host-pathogen interactions. As viruses are
dependent on interactions within host cells for
their survival and pathogenicity, elucidation
of virus-host interactomes as well as intraviral
interactions are of particular interest. Again,
because of its amenability to high-throughput
studies, Y2H has been employed much more
than the other techniques described above.
Intraviral Y2H screens have been carried out
for numerous viruses, especially herpesviruses
(VZV, KSHV, HSV-1, mCMV, and EBV) due
to their larger genomes providing more ORFs
(70 to 170) for screening (219–222). Analysis
of the intraviral network in this family has sug-
gested a high degree of conservation of core in-
teractions that support the viral life cycle, such
as the involvement of the HSV-1 UL33, UL31,
and UL34 orthologs across all herpesviruses
(regardless of sequence conservation) in the
capsid envelopment and nuclear egress (223).

Large-scale viral-host screens against
human proteins thus far have been limited to
hepatitis C virus (HCV) (224), EBV (219), and
influenza (225). The HCV screen used 27 baits
screened against two human cDNA libraries
and identified 314 interactions. This was
expanded with literature curation to a network
involving 11 HCV proteins with 420 human
interactors. The NS3 and NS5A proteins of
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HCV were found to be most highly connected,
and the Jak/STAT and TGF-β networks were
the most significantly enriched in the data set.
The EBV screen was more comprehensive,
including 85 of the 89 known EBV proteins
screened against 105–106 human AD strains
covering most of the human genome. This
identified 173 high-confidence interactions
between 40 EBV proteins and 112 human
proteins. The influenza screen tested 10 viral
proteins against approximately 12,000 human
ORFs and identified 135 pairwise interactions
involving 87 human proteins. In all these
virus-host screens, there was a significant
enrichment for human proteins previously
shown to be highly connected in the human
interactome. Targeting of such hub proteins by
viruses could represent a conserved mechanism
used by viruses to hijack the cellular communi-
cation machinery to promote viral replication.
Recent theories of scale-free cellular network
structure suggest that signal flow should be
relatively robust to the perturbation of single
proteins, but selective targeting of multiple
highly connected nodes by pathogen infection
could have a significant impact.

A bioinformatic analysis of all published
host-pathogen interactions showed that of
>10K reported interactions, >98% involve
viruses, and >77% are from HIV studies (226).
This emphasizes the lack of data addressing
bacterial-host interactomes, which could be
particularly informative if focused on secreted
effectors that promote virulence. Interaction
networks based on Y2H data were published
recently for anthrax, Francisella, and Yersinia
and interestingly came to a similar conclusion
as the viral screens with regard to preferential
interaction with hub proteins (227). However,
the depth of human genome coverage in the
screened library was not reported in this study,
so it is difficult to assess whether the hub pref-
erence arises from an unbiased screening pool.

These examples emphasize both the value
of the data obtainable from host-pathogen in-
teraction screens and the current lack of com-
prehensive data sets. Almost all the published
large-scale studies use Y2H, and comparative

analysis of these data has emphasized the low
coverage obtained with this technique. Future
efforts must not only focus on genome-wide
analysis, but also integrate a combination of
the approaches described to obtain a more
comprehensive evaluation of host-pathogen in-
teractomes and facilitate their use in building
useful models of infection.

PROTEOMICS

As emphasized in the preceding section on
the interactome, system-wide analysis of the
proteome has been progressing at a slower pace
than that involving nucleic acid–related aspects
of biology, and fewer tools exist to study the
proteome than the genome. At the roots of
this discrepancy lie the natural properties of
nucleic acids and proteins. The physicochem-
ical properties of nucleic acids permit their
recognition and replication by complementary
base pairing, which provides the means of
expanding the amount of material in hand from
rare sources; DNA is also a relatively stable
molecule, and RNA often can be converted
into DNA for experimental manipulation.
In contrast, no widely useful method exists
for amplifying proteins from cellular sources.
Furthermore, although the folded structure of
a protein is inherent in its primary sequence,
protein function depends more on tertiary
structure and especially on numerous PTMs,
such as phosphorylation, as compared with
nucleic acid products of the cell (although we
are beginning to appreciate how RNA folding
and not just sequence contribute greatly to the
performance of this class of biomolecules, and
DNA methylation is certainly an important
postsynthetic modification). Because proteins
cannot be amplified in a way resembling PCR
for nucleic acids, methods for measurements
of proteins and their properties rely either
on precise, sensitive physical measurements
(MS) or on signal amplification with antibodies
(ELISA-based assays, protein microarrays,
flow cytometry, confocal imaging). Proteomic
and protein chemical studies are essential in
developing quantitative models because they
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report on the actual molecular constituents of
the cell, not just on the coding potential that
is determined using transcriptomic methods,
they provide information on the biochemical
state of the proteins and not just their existence,
and they can be used to quantify the number
of protein molecules in a cellular compartment
and hence their effective concentrations. They
also can ascertain the association/dissociation
rates for molecular pairs and higher-order
complexes and provide information on catalytic
rates. These latter parameters are critical for
fine-grained modeling of such systems as
signaling networks. Some of the same methods
used for proteomic studies are also the basis
for other large-scale studies of biomolecules
in cells and fluids, especially MS, which is a
primary tool for metabolomic and lipidomic
investigations.

Mass Spectrometry

MS has long been a method of choice for
the identification and characterization of sin-
gle proteins, either from pure preparations
or from SDS-PAGE (sodium dodecyl sulfate–
polyacrylamide gel electrophoresis) bands or
spots. Any soluble protein in principle can
be analyzed and unambiguously characterized
based on peptide mass and sequence determi-
nation. The basis of MS is the measurement
of the mass-to-charge ratio (m/z) of ions in
the gas phase. Therefore, a mass spectrome-
ter must contain an ion source for conversion
of the sample into gas-phase ions, a mass an-
alyzer for the separation of ions based on the
m/z, and a detector measuring the number of
ions in the sample (usually with amplification,
as the number of ions passing through the in-
strument is quite small). Initially, MS was de-
veloped for small molecules, and the methods
and instrumentation for small-molecule analy-
sis are still in wide use. More recently, however,
protein analysis using MS has been enhanced
markedly by the development of soft ioniza-
tion techniques, such as electrospray ionization
(228), used for the ionization of liquid samples,
and matrix-assisted laser desorption ionization

(229), used for the ionization of solid samples
bound to specific matrices.

These ion sources can be coupled with
different mass analyzers. Mass analyzers
sort the ions based on the m/z by applying
electromagnetic fields, but the details of their
construction and applied physics can vary,
leading to differences in performance. The
most commonly used mass analyzers for
protein analysis are quadrupoles, ion traps
[quadrupole/three-dimensional or linear trap
quadrupole (LTQ)], time-of-flight (TOF), and
Fourier-transform ion cyclotron resonance
devices (an excellent summary of the properties
of different types of mass spectrometers can be
found in 230). Protein identification usually is
achieved by tandem MS (MS/MS), in which
the m/z of peptides derived from enzymatic
(usually tryptic) digestion of the proteins in
the source sample are determined in the MS
mode by the first-stage spectrometer, and then
peptides corresponding to particular m/z are
sequenced after energetic fragmentation. The
spectrum determination of the fragmented
peptides is performed by an additional mass
analyzer (the second MS in the name of this
method). Therefore, many instruments used
in proteomics are hybrids combining different
types of mass analyzers (e.g., triple quadrupole,
quadrupole/TOF, or quadrupole/ion trap).
The instrument selection for an experiment
depends strongly on the application, which
for proteomic studies falls primarily into three
groups: the determination of protein expression
levels (globally and in specific cellular compart-
ments), the identification and quantification of
PTMs, and the characterization of PPIs. Re-
cently, a new type of mass analyzer, called the
Orbitrap, has been developed (231) and imple-
mented in a hybrid instrument with two other
mass analyzers, a linear ion trap and a C-trap
(232). Its superior sensitivity, accuracy, and
resolution (233), combined with MS/MS capa-
bility and robustness, make the LTQ-Orbitrap
ideal for high-sensitivity, high-throughput
peptide analysis (234), and these properties
quickly have made it an instrument of choice
for many proteomic studies (235–237).
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The fragmentation method used for se-
quencing depends on the application. The
most popular fragmentation method, collision-
induced dissociation (CID), is effective for pro-
tein identification. The peptide ions in the gas
phase are allowed to collide with molecules of
a neutral gas (e.g., helium or argon). The col-
lision causes bond breakage in the peptide and
causes the peptide ion to fragment into shorter
fragment ions. By analyzing the m/z of the en-
tire set of fragments from a given peptide, one
can deduce the amino acid sequence due to the
characteristic masses of individual amino acids,
the loss of which, during fragmentation at dif-
ferent positions, leads to a ladder of fragment
masses based on the identity and position of
each amino acid in the peptide. Although some
amino acids have the same mass, the derived se-
quence can be matched to a protein sequence
database, and many such ambiguities are re-
solved by this informatics alignment process.
This is not always the case, however, and hence
multiple peptides from a single protein usually
are needed for the unambiguous identification
of the parent molecule. PTMs of the side chains
of the amino acids also can complicate the se-
quence calling, but the characteristic masses
of such modifications can be used to identify
these sites within a protein. Labile PTMs, such
as serine and threonine phosphorylation, re-
quire lower energy to dissociate them from the
peptide than that needed to break the peptide
bond. Therefore, when CID is used, the phos-
phate groups are removed, leaving the pep-
tide intact and unidentified. The peptides with
PTMs can be analyzed effectively with elec-
tron capture dissociation, using free electrons
(238) and especially electron transfer dissocia-
tion, using radicals such as anthracene, to cleave
the peptide backbone, leaving the PTMs intact
(239). Higher-energy C-trap dissociation, us-
ing much higher voltages to create fragment
ions, has been developed for the LTQ-Orbitrap
and resulted in the improved identification of
small (100–200 Da) fragment ions. This frag-
mentation method is particularly effective com-
bined with CID in achieving both good relative
quantification with chemical tags (see below)

and accurate peptide sequence identification
(240).

Typically, the ion spectra generated by any
of these instruments from the peptide input
are scanned periodically (the time spent on
one MS spectrum, or dwell time, is counted
in milliseconds). Of the entire set of peptides
injected into the instrument at any moment,
only three to five of the most abundant ions
detected in this short period of scan time
are chosen for fragmentation and therefore
identified. To enable more distinct peptides
to be identified, one can exclude automatically
ions of high intensity present in several consec-
utive spectra in subsequent scans and the next
most abundant ions sequenced. However, this
exclusion approach does not assure that all the
peptides present as ion peaks in the MS spectra
will be sequenced, and therefore many peptides
present in the sample remain unidentified.
This sampling issue is a major problem in MS,
especially in samples such as serum in which
albumin and immunoglobulins are present at
orders-of-magnitude-greater concentrations
than other elements of interest, such as cy-
tokines or shed surface proteins that might
serve as biomarkers. Without depletion of the
predominant species or extensive fractionation,
nearly all the major peptides in each spectra
will derive from the predominant species and
be resequenced, preventing the identification
of the rarer entities. Even with efforts to enrich
for rare species, it is often the case that the
repeat analysis of the same sample will yield
different results for overall content, simply
because of incomplete sampling in each run.
For protein phosphorylation measurements (a
situation in which the species of interest can be
rare indeed relative to the overall concentration
of the parent molecule or other components
in the sample), enrichment methods, such as
precipitation with antiphosphotyrosine anti-
bodies or the use of phosphopeptide affinity
to metals and metal oxides (immobilized metal
affinity chromatography and metal oxide affin-
ity chromatography), have been developed,
permitting the isolation of phosphopeptides
from more abundant nonphosphorylated
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peptides in the sample. Enrichment methods
of this type also are typically coupled with
high-performance liquid chromatography for
further separation of the peptides directly
prior to injection into the mass spectrometer.
Two-dimensional PAGE or chromatographic
methods such as strong cation exchange can
be used for additional sample prefractionation.
These additional fractionation steps further
decrease the number of peptides entering the
mass spectrometer at a given time and increase
the probability that the less abundant peptides
will be detected, sequenced, and identified.

In contrast to experiments in which ions for
identification are selected in a largely random
manner based on overall abundance, with the
addition of the procedures outlined above to
detect low-abundance species, instruments
with single-reaction monitoring (SRM) and
multiple-reaction monitoring (MRM) capacity
are used in quantitative experiments for repro-
ducible detection of defined (predetermined)
sets of peptides. As noted above, only the
most intense ions from the MS spectra are
likely to be chosen for fragmentation in the
MS/MS mode without user intervention. In
SRM/MRM, the peptides from a list generated
by the user are sequenced preferentially even
if more intense contaminants are present
in the sample. For successful SRM/MRM,
the m/z of the peptides of interest as well
as characteristic, noncomplementary, stable
fragment ions (transitions) have to be chosen
carefully from an initial experiment conducted
in discovery mode. The dwell time of each MS
peak increases with the list of transitions, so the
experimental conditions have to be designed
carefully, but they ensure reproducible data sets
that can be compared among analyses (241).

The mere identification of species using MS
is not enough to support the development of
quantitative models for simulation; identifica-
tion methods help establish the parts list for
model building, but one still needs quantita-
tive parameters to be used during simulation if
dynamic modeling is undertaken. In the most
commonly used relative comparative meth-
ods (Table 3), proteins from cells or animals

representing the different experimental condi-
tions of interest are labeled with distinct mass
tags; once a peptide species from a given pro-
tein is identified, a comparison of the ion cur-
rent peaks for the two isotopic versions from
the two cell/animal states allows the relative
quantification of this species in the two states.
To achieve the necessary isotopic tagging, one
can label the proteins metabolically, in vivo,
for example, by SILAC (stable-isotope labeling
with amino acids in culture) (242) or postextrac-
tion in vitro, for example, by iTRAQ (isobaric
tags for relative and absolute quantification)
(243, 244).

SILAC relies on the incorporation of heavy
elements into proteins through the culture of
cells in a medium containing heavy or light
amino acids (usually arginine or lysine labeled
with stable heavy isotopes). After standard pro-
cessing, the heavy and light labeled samples are
mixed and yield tryptic peptides, which display
mass differences of several m/z and can be dis-
tinguished in the MS mode, in which the m/z of
whole peptides are displayed. The comparison
of peak intensities gives the ratio of labeled to
unlabeled samples. The use of medium labels
facilitates the relative quantification of three
samples in one analysis. The caveats of SILAC
include incomplete labeling (multiple cell divi-
sions are required to replace amino acids with
their labeled analogs) and the limitation of rou-
tine application to cultured cells [the labeling of
whole organisms, for example, mice, by feeding
them labeled amino acid mix has been reported
but it is not in wide use, probably because of the
high cost and unknown incorporation through-
out the body (245)].

Chemical postprocessing protein-
modification methods such as iTRAQ are
used widely to label samples from virtually any
source. The iTRAQ reagent in its original
form consists of four reactive mass labels of
varying isotopic composition, used to modify
primary amines in peptides. The tag molecules
consist of the same amine reactive group, and
each of the four different isotopic labels is
balanced with a different linker so that the
four tags are isobaric, adding the same mass
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to each peptide. Therefore, the peptides from
the four samples labeled with different tags
and then mixed before fractionation elute from
the chromatographic gradient together and
are observed as one peak in the MS spectra.
The quantification is performed in the MS/MS
mode, together with peptide identification,
when the coeluted tagged peptides are frag-
mented. The fragmentation breaks bonds
within the peptide as well as between the
peptide and mass tag in a way that separates
the tag from the mass-balancing component
bound to the labeled amino acid. This yields
peaks in the MS/MS spectra corresponding
to the tags in a low-molecular-mass range
(between 100 and 120 Da), and these can be
compared to provide a measure of the relative
quantity of the species in the various labeled
samples. Recently developed iTRAQ 8-plex
(244) allows the parallel quantification of up to
eight samples.

For accurate modeling of cellular processes,
the relative quantification of the type obtained
by methods such as SILAC and iTRAQ in their
standard mode is not sufficient, and absolute
quantification of the total number of protein
molecules or modified proteins in a sample
is required. Accurate absolute quantification
methodologies in MS-based proteomics are
recent and are still being tested (246–249).
These methods usually combine spectral
counting, calibration with internal standards,
and advanced analytical software to avoid er-
rors coming from the differential ionization of
peptides and comparisons across experiments
(Table 3). Spectral counting (a frequency-
based analysis approach using the number
of observed spectra) alone is not reliable
and is referred to rather as semiquantitative.
Typically, absolute quantification methods
rely on the addition of heavy-isotope labeled
peptides to the biological sample to serve as
internal standards of known concentration.

In the AQUA (absolute quantification)
method (249), isotope-labeled peptides corre-
sponding to defined tryptic fragments of pro-
tein species of interest are chemically synthe-
sized. Peptide selection for synthesis is based

on the careful examination of the protein se-
quence and often is done empirically based on
results obtained in nonquantitative MS/MS ex-
periments that determine the set of detectable
peptides generated from the protein of interest.
The synthetic peptide has exactly the same se-
quence as the enzymatically generated peptide
but differs in molecular mass because of stable
isotope incorporation. The retention time and
fragmentation of the synthetic peptide are de-
termined by liquid-chromatography MS/MS,
and the fragment ions (transitions) for SRM are
chosen. Then the known quantities of AQUA
peptides are added to the sample mixture, and
the SRM experiments designed to detect the
paired sample analyte-AQUA peptide are per-
formed. This way, the concentrations of analyte
peptides can be determined based on a standard
curve derived from AQUA peptide additions,
and whole protein concentrations can be calcu-
lated from the peptide values.

Because the chemical synthesis of AQUA
peptides is expensive and time-consuming, and
not all peptide sequences can be synthesized
and resolubilized successfully, the method is
not perfect. An alternative approach is the pro-
duction of isotopically labeled reference pep-
tides in E. coli (250). In this method, termed
QconCAT, the bacteria express the concate-
nated peptides of interest from a synthetic gene
and are grown in a medium that allows isotopic
labeling of the synthesized material. The arti-
ficial protein is purified and digested to yield
peptides that can be used to spike the sam-
ple as internal standards and employed in SRM
as with AQUA peptides (251). The caveats of
QconCAT are problems with expression, solu-
bilization, and obtaining equimolar amounts of
all the peptides from the concatenate during en-
zymatic digestion. Recently, this issue has been
addressed through an equalizer peptide (EtEP)
strategy, which allows equalization of internal
standard peptides with a single peptide, whose
concentration has been determined exactly by
amino acid analysis (252). Amino acid analysis,
a gold standard for the accurate absolute quan-
tification of peptides, cannot be done routinely
for all standard peptides used for quantification
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in MS; for this reason one equalizer peptide
typically is used as a reference. This method
combines the benefits of AQUA (chemical syn-
thesis of peptides) and ConCAT (equalized
peptides kept in solution to avoid problematic
resolubilization).

MS in systems biology is also a tool
for metabolomic analysis of small-molecule
metabolites from biological samples, especially
for biomarker discovery. The technology
differs in its details from the ones used for
proteomics because of the size difference in
the analytes. The most often used instrument
combination is gas chromatography coupled
with MS, although in some cases the molecules
can be infused directly into the mass spectrom-
eter. An excellent review of developments in
MS-based metabolomics has been published
recently (253).

MS as a systems biology tool has several
weaknesses. It is low throughput—analyses of
complex samples require laborious preprocess-
ing and/or long high-performance liquid chro-
matography gradients and time-consuming
data analysis. The common bottom-up ap-
proach to protein and PTM identification and
quantification, based on proteolytic digests,
requires abundant starting material (for T
cells, which are small and do not have a lot of
cytoplasm, often a minimum of 107 cells per
analysis). In addition, even with near-complete
digestion efficiency, the peptides in the digest
may not be ionized optimally or could be too
large to be detected (the typical detection
range for MS is m/z ∼400 to ∼2,000), so only
a fraction of the sample is eventually analyzed.
Finally, the results are measurements of popula-
tion averages, and there is no current possibility
of single-cell measurements. The high number
of cells needed for each analysis has made
experiments on primary cells a challenge, and
most often cultured cells have been analyzed;
only recently have quantitative analyses of
material from primary cells begun to appear
(237, 254).

Nevertheless, the advantages of MS are hard
to overestimate. Comparisons of thousands of
proteins or phosphorylation sites in one analysis

and multiplexing of up to eight samples, the lack
of limitations connected with antibody avail-
ability (as for the affinity methods described
below), and measurement accuracy are all rea-
sons it is one of the most successful proteomic
methods.

Antibody-Based Technologies

Antibodies are a staple in a large set of affinity-
based protein-analysis methods. The high
specificity of properly selected and validated
antibodies makes them an ideal tool for
the detection and quantification of proteins
solubilized from virtually any kind of sample,
including solid tissue, but the downside is that
all antibody-based methods are limited by
the availability of selective and properly vali-
dated antibodies for the molecular species in
question.

Population-based array methods. Immuno-
blot (Western blot) and ELISA (enzyme-linked
immunosorbent assay) are two examples of
widely used, low-throughput assays, although
recently several groups have begun to develop
ways of conducting these assays in a high-
throughput mode suitable for data gathering
for quantitative modeling, in combination with
other methods, such as flow cytometry and live-
cell assays (75). Immunoblot relies on the sep-
aration of proteins in the gel by mass and/or
charge, transfer to the membrane, and detec-
tion with antibodies. ELISA usually utilizes
multiwell plates with immobilized antibodies
to capture proteins, which then are detected
directly (if labeled) or indirectly with another
set of antibodies. Detection in both methods
often involves signal enhancement; chemilu-
minescence or fluorescence is used commonly.
For both these assays, the required quantities of
sample per assay point are typically small and
can be derived from a modest number of cells
(104–105 cells), but detection of low-abundance
analytes is hard and multiplexing is limited. The
measurements are also average abundances in
cell populations, not single-cell results.
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Several techniques have been developed to
increase the multiplexing ability of affinity-
based assays. Many of them are based on bead
technology. In bead-based flow assays (such as
Luminex), the target proteins are captured from
solution with immobilized antibodies on mi-
croparticle beads that are labeled, usually with
different amounts of a single fluorochrome to
allow identification. The captured proteins are
detected by a second antibody set and quanti-
fied in a modified flow cytometer. The labeling
of beads displaying one specific antibody with
unique dye signature allows for parallel quan-
tification of up to 100 different proteins in a
single experiment. High selectivity (two anti-
bodies per antigen) is combined here with fairly
high throughput.

More sophisticated antibody-based assays
have much in common with these two proto-
typic methods and are the result of efforts to
improve throughput and accuracy and to lower
detection limits. The nanofluidic proteomic
immunoassay separates proteins by isoelectric
focusing in a short length of a nanocapillary
tube (255). Resolved proteins are captured by
photochemically activated molecules attached
to the capillary wall and then detected with spe-
cific antibodies. Immobilized protein-antibody
complexes are detected with chemilumines-
cence reagents flowing through the tube. The
nanofluidic proteomic immunoassay can be
automated in principle, it is highly sensitive
(proteins from as few as 25 cells, and fewer than
500 molecules of HRP gave good signal-to-
noise ratio), and only a small sample volume is
needed, but the technology so far has been low
throughput (up to 12 samples per day, using
the prototype setup) and expensive, and the an-
alyzed proteins must be soluble. Probably the
most popular emerging technology of the affin-
ity type is the protein microarray. There are
many variations of microarrays, and consider-
able efforts are made continuously to augment
the existing protocols because of the promise
of extremely high throughput, automatization,
and multiplexing. Protein microarrays are
similar to DNA microarrays. Proteins are
spotted automatically and immobilized on a

solid surface of various compositions. The
immobilized fraction can consist of capture
molecules, such as purified recombinant lig-
ands, peptides, antibodies, antibody fragments,
antibody mimicking aptamers, or, in the
case of reverse-phase protein microarrays, a
complex solution of sample cell lysates. When
capture molecules are immobilized, the sample
solution is applied over the spots. When the
lysate is immobilized, it is probed with soluble
capture molecules. The latter provides an
advantage in miniaturization: A single spot
can contain as little protein as from a single
cell. However, the stability of microarrays has
to be considered: Spotted antibodies usually
are more stable and less affected by prolonged
storage than immobilized whole lysates.

The variability of applied material captured
in individual spots is a challenge in printing
all microarrays, and the engineering efforts to
circumvent this problem are visible in the au-
tomation area: Noncontact robots delivering
precise, nano- to picoliter droplets are supe-
rior to contact printers, for which carryover
and pin alignment are an issue (256, 257).
The stability and, to some extent, the variabil-
ity issues are prevented in a recently devel-
oped protein microarray method called nucleic
acid–programmable protein array (NAPPA), in
which functional proteins are translated in situ
from DNA printed on the spots with the use
of an in vitro transcription-translation system
(IVTT) (258). The coding region of the cDNA
corresponding to a protein to be expressed is
engineered into an RNA expression plasmid
and fused to a coexpressed GST tag. Plasmid
DNA is cross-linked to a psoralen-biotin con-
jugate with the use of ultraviolet light and ar-
rayed onto glass slides together with avidin and
polyclonal GST antibody. At this stage, the ar-
ray is dried and can be stored at room tem-
perature. To activate and use the array, one
adds the IVTT (such as reticulocyte lysate with
T7 polymerase to generate synthetic RNA)
to the array. The transcribed RNA is trans-
lated by the IVTT, and the expressed proteins
are immobilized immediately in their spots
by the capture of the GST tag by anti-GST
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antibody. Independently, similar alternative
strategies have been developed: MIST (multi-
ple spotting technique) spots the IVTT from E.
coli on a printed PCR template; in DAPA (DNA
array to protein array) proteins translated on the
cDNA array diffuse through a membrane in-
fused with cell-free extract to a surface with cap-
ture molecules; and high-density peptide and
protein chips can be produced by the imme-
diate immobilization of proteins synthesized
on stalled ribosomes with puromycin-grafted
oligonucleotides (259). Such approaches en-
sure reproducible, fresh, high-yield protein mi-
croarrays for each experiment. Also, the expres-
sion clones can be stored in a large collection by
using cassettes, permitting facile examination of
the proteins encoded by interesting clones af-
ter their expression in live cells using a mam-
malian expression vector containing the same
insert. Protein microarrays can be used to quan-
tify protein abundance in the samples as well as
to explore protein function, for example, kinase
activity measured by substrate phosphorylation
levels.

Immunoassays, like MS, measure averages
in the population of molecules obtained from
cells. Because even synchronized cells of the
same origin, not to mention tissue samples, are
most often heterogeneous and their response
to stimuli can be diverse, measurements at the
single-cell level provide complementary and
crucial information.

Single-cell flow-cytometric methods. Flow
cytometry permits multiparameter analysis,
single-cell resolution, and close to real-time
measurements under limited conditions. Ini-
tially used for the detection of cell surface mark-
ers on live-cell populations, this technology
now is widely used to measure intracellular pro-
tein and DNA concentrations and cellular pro-
cesses in fixed cells. The multiplexing ability of
flow methods, which depend on fluorescently
labeled antibodies, has been limited by the fac-
tors connected to antibody use in addition to
sample acquisition throughput, and much ef-
fort has been concentrated on overcoming this
limitation.

Phosphoflow, a flow-cytometric approach to
determine phosphoepitope levels, is an essen-
tial tool in single-cell proteomics for mapping
cell signaling networks (260). This method in-
volves cell fixation and permeabilization prior
to staining with antiphosphoprotein antibodies.
A carefully developed procedure with specific
reagents compatible with flow cytometry and
the use of combinations of phospho-specific
antibodies labeled with different fluorophores
provides a rapid and efficient means to measure
the levels of a variety of intracellular phos-
phoepitopes (261). The number of distinct
phosphoepitopes depends only on the current
capabilities of flow cytometry [as of now, 17
markers can be measured simultaneously (3)].
To increase sample throughput, investigators
developed a cell-based multiplexing approach,
called fluorescent cell bar coding, especially for
phosphoflow (262), and this method is based on
a principle similar to that used for multiplexing
in bead-based cytokine assays. In fluorescent
cell bar coding, samples are labeled with fluo-
rophore to variable intensity, which is achieved
by treatment with different concentrations of
the reactive form of the fluorophore. In this
way, each sample gets a unique signature of
fluorescence intensity. With one fluorophore,
four to six different samples can be analyzed
together. Because multiple fluorophores can be
used to label the cells, the number of different
fluorescent signatures increases geometrically
(16–36 samples can be monitored with the
combination of two markers). The method has
been reported to increase the resolution when
used with 96 samples simultaneously, at the
same time reducing antibody consumption and
acquisition time.

Still the overlapping fluorophore spectra re-
quire compensation, and the experiments be-
come more difficult to perform with each ad-
ditional color. Alternatives for fluorophores in
multiparameter detection include surface en-
hanced Raman scattering, which has been im-
plemented in flow cytometry and microscopy
in several variants (263–265), and a newly
reported technology called mass cytometry
(CyTOF) (266). CyTOF replaces fluorescent
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labels with specially designed multiatom ele-
mental (lanthanide) antibody tags. These labels
are detected by an inductively coupled plasma
TOF MS that recently has become commer-
cially available. The inductively coupled plasma
source produces transient ion clouds from cells
or beads, and the ions from the generated
supersonic plasma jet are detected by a fast TOF
ion detector. The signal is amplified and digi-
tized, so even low-intensity signals can be de-
tected. The availability of many stable isotopes
for the antibody tags facilitates the simultane-
ous detection of many target molecules in the
sample—the authors demonstrate the method
as applied to 20 antigens in model leukemia
cell lines and acute myeloid leukemia patient
samples, but the method can be broadened
to analyze many more antigens on individual
cells in a single experiment. The initial device
and methods do not permit cell sorting, how-
ever, because particles are disintegrated com-
pletely during the analysis, but techniques are
being developed to allow elution of the labels
and timed collection of the eluted material to
maintain correspondence to the cell of ori-
gin in the flow stream, so this limitation may
change in the near future. Other limitations in-
clude the analysis of only a subset (presently
30% but soon to be >70%) of the applied cell
sample, slower cell throughput than conven-
tional flow cytometers, and reduced sensitiv-
ity on the very low end of expression. Never-
theless, the ability to analyze dozens of target
antigens with no concern of spectral overlap
or the need for complex compensation meth-
ods makes this an extremely promising new
method that may help generate highly quantita-
tive data on the single-cell level in multiplexed
form for use in modeling studies. However, the
greatly increased number of parameters exam-
ined makes data analysis much more complex;
even downloading the files from the instru-
ment pushes the limits of current computers.
New configurations of processors in special-
ized devices are being developed to handle the
data throughput, and new computational algo-
rithms for automatic clustering of the many pa-
rameters being measured will enable rapid and

unbiased assessment of the multidimensional
data (262).

Beyond the identification and quantifica-
tion of specific molecular moieties in individ-
ual cells, flow-based methods also are useful
to assess molecular interactions using meth-
ods such as FRET or protein complementation,
described above in the section on interactome
determination.

Microscopic Methods

Although flow cytometry can reveal much
about the identities and amounts of compo-
nents of a cell, and even something about local
molecular interactions, it does not provide the
means to resolve topographically where in the
cell the labeled molecules reside, and it cannot
trace changes in the location or number of
molecules in a single cell over time (it only
provides a single time point for data collection
from each cell); cannot relate signaling events
to changes in cell shape, dynamics, or motility;
and cannot examine cells in complex environ-
ments. For all these aspects of biology that one
might wish to incorporate in models and sim-
ulations, microscopic imaging is the method
of choice, with implementations including
ultrahigh-resolution electron microscopic
tomography to define structural details for
models of such processes as neurotransmitter
release in a synapse (267, 268), super-resolution
light imaging to better understand the location
of molecules in a single cell (269), total internal
reflection fluorescence imaging to investigate
components involved in membrane-related
events with counterligands displayed in planar
membrane surfaces (270), live-cell confocal
and two-photon imaging in two- and three-
dimensional environments (271, 272), and in-
travital imaging using two-photon instruments
to assess cell behavior and signaling in complex
tissues and organs (273). Especially through the
use of methods of fluorescence microscopy that
allow specific molecules to be tagged with light-
emitting proteins (274), it is possible to collect
quantitative spatiotemporal information about
protein expression, molecular movements, and
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cytoskeletal changes, among other parameters,
in living cells over prolonged time frames.
Coupled with the use of emerging microfluidic
methods that parallelize the treatment of
individual members of a cell population with
the same stimulus and allow for the simulta-
neous imaging of this cell population, one can
develop extensive data sets on multiple target
molecules through color multiplexing and
with additional information about intercellular
heterogeneity within the cell population in
terms of both molecular expression and cell
behavior in response to the stimulus (275, 276).

Fluorescence microscopy is by far the most
commonly employed technique in systems
studies. The broad spectrum of fluorophores
emitting light of different colors allows the
simultaneous detection of several molecules.
Basic epi-fluorescence microscopy is affordable
and requires simple instruments, but the blur-
ring of the image due to the light emission from
different depths of the sample is a constant
challenge, especially for correct quantitative
measurements. This problem is overcome by
confocal microscopy, in which only the light
from the focal plane is collected. The resulting
sharp images allow the reconstruction of the
three-dimensional image by stacking a series
of optical x-y sections in the z plane (z stacks).
Confocal microscopy can be used for the
quantitative measurements of cell motility
and dynamic intracellular events in time-lapse
experiments (277), although there are limita-
tions. High-energy excitation photons from
the lasers used on confocal microscopes can
lead to phototoxicity and photobleaching, and
scattering limits the thickness of the sample
to 80 μm (277). The alternative technology is
multiphoton laser scanning fluorescence mi-
croscopy (278), which uses lower-energy light
in short pulses, compensating the energy by the
simultaneous absorption of multiple photons
for excitation of the sample. Two-photon
microscopy, in which two photons of infrared
light are enough to cause light emission from
the fluorophore, yields superb results in thicker
(up to 1 mm) samples of live, explanted immune
tissues with limited photodamage. Although

often considered to be inherently confocal,
two-photon imaging does have a lower axial
(z-dimension) resolution as compared to con-
focal designs, and for isolated cells, the latter is
often preferable if bleaching and phototoxicity
are not limitations in the experiment.

Resolution in fluorescence microscopy until
recently has been constrained by the diffrac-
tion limit, which is dependent on the numer-
ical aperture of the lens and the wavelength
of light used. More recently, so-called super-
resolution methods have been introduced that
allow computational techniques to discrimi-
nate point sources below this diffraction limit.
Two such high-resolution techniques are pho-
toactivated localization microscopy (279) and
stochastic optical reconstruction microscopy
(280). Photoactivated localization microscopy
resolves molecules separated only by a few
nanometers by serial photoactivation and the
subsequent bleaching of many sparse subsets of
photoactivatable fluorescent protein molecules.
Each source spot at each photoconversion cycle
is treated as a Gaussian intensity distribution,
and the center of the Gaussian peak is calcu-
lated, improving the resolution from approxi-
mately 200 to ∼20–40 nM. The method works
well for separating the images of molecules
densely packed within cell samples and is con-
stantly being improved with the introduction
of new photochromes and methods for per-
forming the excitation, collection, and bleach
cycles at increasingly faster speeds, thus allow-
ing the method to image molecules in motion
(281). In stochastic optical reconstruction mi-
croscopy, which is closely related, the fluores-
cent image is constructed from high-accuracy
localization of individual fluorescent molecules
that are switched on and off using different color
light.

More examples and a detailed review of
modern microscopic technologies used for
imaging the immune system can be found in
Reference 282. Here we highlight some exam-
ples of the applications of the instruments and
techniques mentioned above. The recruitment
of molecules to the immunological synapse
has been elucidated in three-dimensional detail
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using digital fluorescence microscopy (283,
284), which led to subsequent modeling of
the molecular patterns during immunological
synapse formation (64) and speculation about
the role of the cSMAC as a site of TCR sig-
naling inactivation rather than activation, as
originally proposed (285, 286). Intravital two-
photon microscopy has yielded data on cell dy-
namics in vivo that have served as the basis for
several computational exercises examining is-
sues such as the search pattern of T cells within
lymph nodes and the role of stromal elements
in this behavior (287), the relationship between
signal intensity and the transition between the
motile and static states seen during the initi-
ation of T cell adaptive responses (288–290),
the possible roles of guided versus random walk
patterns in ensuring the effective activation of
T cells during a single passage through a lymph
node (291), and the validity of older models of
migration between the dark and light zones of
the germinal center in affinity-based selection
(292).

FRET has been used not only in flow stud-
ies, but also in microscopic imaging to assess
PPIs within the live-cell environment. Many
features have been studied using this method,
for example, differences in TCR recruitment to
the immunological synapse and CD8-TCR in-
teraction after T cell induction with different
APCs (293), the characterization of the TCRα

chain connecting peptide motif allowing bind-
ing to CD8 and efficient signal initiation (294),
and the formation of a complex leading to B
cell antigen receptor signaling upon binding of
multivalent antigens (295).

Surface Plasmon Resonance Methods

The methods described above allow the
generation of a catalog of expressed molecules,
especially proteins, their quantification, and
the description of their chemical modification;
the detection of molecular interactions; and the
generation of time- and space-resolved data sets
involving molecular interactions, modification,
and intracellular relocation. All these types of
information are critical for the generation of

fine-grained models of cellular behavior, espe-
cially signaling pathways leading to gene acti-
vation that can be assessed by the nucleic acid
technologies also described here, but the use of
this information for model building and simu-
lation still is impeded by the absence of many of
the quantitative parameters that can constrain
the substantial degrees of freedom in such mod-
els, particularly those involving the dynamics
of molecular interactions and of enzymatic
processes. Only a few of the required numbers
exist in a validated form in the literature, in part
because until recently it was unclear to investi-
gators why time and resources should be spent
determining affinity constants and catalytic
rates. With an increased emphasis on modeling
in immunology, such numbers have become
much more important, although still sparse. A
number of tools exist for acquiring the neces-
sary data, although few have been developed
as robust, multiplexed methods suitable for the
scale of typical systems biology model building.

The binding constants necessary for
detailed molecular interaction models are pos-
sible to obtain with the use of surface plasmon
resonance (SPR) technology, implemented in
instruments such as Biacore (GE) or ProteOn
(BioRad). The phenomenon of SPR occurs
when the plasmons (electron charge density
waves) on the planar surface of the metal in
a special chip (such as gold) are excited by a
change in the boundary of this surface with a
medium of different refractive index (such as a
buffer). This occurs when the mass of material
at the buffer-chip interface changes, as will be
the case when an applied substance binds to
molecules immobilized on the chip surface.
Because the resultant resonance change is not
affected by sample color or opacity, SPR can
be used to determine the interactions between
many different types of ligands and their
binding partners; to search for novel PPIs,
DNA-protein, and DNA-RNA interactions;
and to determine drug targets (296). At present,
a major limitation of this method is the substan-
tial amount of effort required to produce pure
protein in a form suitable either for linkage to
the chip surface or for addition as the analyte

www.annualreviews.org • Computational Systems Biology 567

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:5
27

-5
85

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH19-Germain ARI 7 February 2011 22:24

to a derivatized chip. The generation of such
purified reagents is typically a slow process
involving one molecule at a time, and the pro-
duction of a reliable data set can take months.
This is clearly inadequate for use in parameter-
izing complex models with many components.
However, improvements in chip design, espe-
cially the multiplexing capacity of microfluidic
versions of these instruments, allow many
assays to be performed in parallel. There is the
prospect of combining some of the technology
of NAPPA for in vitro synthesis of proteins
from expression clones with such microfluidic
multiplexed SPR devices to enable the analysis
of dozens of molecular interactions in a short
(several weeks) period without the need for in-
dividual molecule purification, albeit with less
precision than would be the case for carefully
purified individual components. However, the
nature of molecular models is such that small
errors in such measurements typically have
little effect on model performance, but they do
need to be in the right overall numerical range;
sensitivity testing of the model can determine
which parameters are most critical to simulated
outcomes, and these can point to specific
interactions that might require remeasurement
by the more precise methods involving highly
purified material. This combination of mul-
tiplexed SPR with NAPPA-style synthesis of
relevant molecules can open the door to the
collection of interaction parameters needed
for fine-grained modeling at a pace and to
an extent that will allow a substantial reduc-
tion in the degrees of freedom in molecular
models.

Applications in Immunology

Progress in proteomic instrumentation and
technology has made possible many novel stud-
ies of primary immune system cells. One area
that has yielded especially intriguing results is
the study of the dendritic cell (DC) proteome.
DCs, a heterogeneous population of profes-
sional APCs, consist of a number of distinct
subtypes, distinguishable by multiple surface
markers. These DC subtypes differ substan-

tially in origin and function. Luber et al. (237)
examined the differences in protein abundance
in some of the commonly described DC subsets
using a label-free quantitative MS approach
with an in-house quantification algorithm.
They profiled protein-abundance differences
among conventional DC subsets, which they
defined as conventional CD8+, CD4+, and
double-negative DCs separated by flow cytom-
etry, to a depth of more than 5,000 proteins and
requiring only 1.5–2.0 × 106 purified cells.
The results were validated with surface markers
of known abundance in DC subtypes and com-
parison with the results of previous microarray
studies. Based on the latter comparisons, the
authors concluded that this approach is a reli-
able method to study closely related cell types
in vivo. The analysis revealed the mutually ex-
clusive expression of some pattern-recognition
pathways (the differential expression of mem-
bers of the NLR, Toll-like receptor, and RLH
signaling pathways in response to flu virus and
Sendai virus), which might explain differences
in response to different pathogens. These new
data provided insight into the regulation of
pattern-recognition receptors in infected cells.
A more focused approach was used by Segura
et al. (297), who isolated the plasma membranes
of mouse spleen CD8+ and CD8− DCs by
immunoaffinity methods and analyzed their
protein composition using MS. The results
were only semiquantitative because only the
spectral counting method was used. Never-
theless, the comparative analysis suggested
that many known or potential pathogen-
recognition receptors and immunomodulatory
molecules are expressed differentially, and
these results were confirmed subsequently by
flow cytometry and Western blot analyses. At
this point in time, however, these profiling
experiments are mainly cataloging exercises
that yield parts lists for future studies of a more
integrated and functional nature.

Phosphorylation in immune cell signaling
has not been analyzed frequently by MS using
primary cells because of the difficulty of obtain-
ing these cells in sufficient number. Most exam-
inations of phosphorylation sites involved in T
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cell signaling thus have utilized the leukemic
Jurkat T cell line (298). However, recent in-
creases in instrument sensitivity and improved
enrichment methods now allow the analysis
of primary cells, and reports of phosphopro-
teomics in nontransformed T cells have be-
gun to appear. Iwai et al. (254) examined the
tyrosine phosphorylation network in T cell re-
ceptor signaling in cells from diabetes-prone
and normal mice, identifying and quantifying
over 100 tyrosine phosphorylation sites using
iTRAQ labeling. More frequently, phospho-
specific flow cytometry has been utilized to ana-
lyze phosphorylation-based signaling in the im-
mune system cells. Hale et al. (299) applied
phosphoflow to examine the changes in cy-
tokine signal transduction through the STAT
family of transcription factors during clinical
progression of systemic lupus erythematosus
(SLE) in human patients. The measurements
of signaling responses at the single-cell level in
five immune cell types to a panel of 10 cytokines
thought to play essential roles in SLE led to a
highly multiplexed view of cytokine signal pro-
cessing in adaptive and innate immune cells.
Robust changes, including an increase in the T
cell response to IL-10 and cessation of STAT
molecule responses to multiple cytokines, were
found during progression of SLE, providing ev-
idence for negative feedback regulation and the
existence of a cytokine-driven oscillator, which
may regulate periodic changes in SLE activity.
In early rheumatoid arthritis, 15 signaling ef-
fectors were examined by phosphoflow in pe-
ripheral blood mononuclear cells, identifying
patterns of effector activation by phosphoryla-
tion characteristic for rheumatoid arthritis (dis-
tinct from the patterns observed in osteoarthri-
tis), but the same in early rheumatoid arthritis
as in the late rheumatoid arthritis (300). For
example, the ratio of p-AKT to p-p38 was el-
evated significantly in patients with rheuma-
toid arthritis and may be used for diagnostic
purposes. To date, these data have not been
used to derive models suitable for simulation
and testing of intracellular signaling, but rather
may serve primarily as tools for biomarker
development.

The use of various types of protein arrays
has facilitated many recent systems-type
immunological studies. Merbl et al. (301)
combined an antigen-microarray device and
a genetic algorithm analysis to investigate
large-scale patterns in the antibody reper-
toire reflecting the state of metastatic or
nonmetastatic tumors in C57BL/6 mice. The
analysis of immunoglobulin (Ig)G and IgM au-
toantibodies binding to over 300 self-antigens
revealed informative antibody patterns re-
sponding to the growth of the tumor cells
and distinguishing between animals bearing
metastatic and nonmetastatic tumors. NAPPAs
were used successfully (302) to identify Pseu-
domonas aeruginosa proteins that trigger an
adaptive immune response in cystic fibrosis.
Out of 262 P. aeruginosa outer membrane
and exported proteins examined, antibodies to
12 were detected in a statistically significant
number of patients and confirmed by ELISA
as potential candidates for future vaccine
development. Ceroni et al. (303) used the same
technology to investigate the adaptive immune
response to infection with Varicella zoster virus.
All 69 virus proteins were studied in sera from
68 infected individuals, and the IgG antibodies
against many viral antigens were detected and
validated by Western blot. These antibodies
were present only in the subset of VZV-positive
patients, demonstrating the complexity of the
humoral immune response to the viral infection
and validating the NAPPA approach for the
development of diagnostic tests. Protein arrays
were also used for systemic, large-scale pro-
filing of the specificity of antibody responses
against autoantigens in a panel of autoimmune
diseases (304) and allergies (305, 306).

CONCLUDING REMARKS

Above we attempt to present one major aspect
in the still emerging field of systems biology,
namely the use of dynamic computational
models for simulating biological behavior. In
particular, we emphasize the importance of
integrating high-throughput data-collection
methods and highly quantitative experimental
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techniques with mathematical approaches to
develop an enhanced understanding of how
the immune system operates at various scales.

It is apparent that much more has been ac-
complished to date at the level of omic-scale
data collection than in the development and
use of models and simulation. This is not to
say that important contributions have not come
from the modeling efforts we and many others
have undertaken, but rather that the number
and power of the models created to date are
rather limited and this approach is not yet the
primary way high-content data are used to de-
velop new insights into immune system func-
tion. In part, this limitation comes from the
recent emergence of the experimental capacity
to collect the necessary high-quality, extensive
data sets required for computational analysis.
It also arises from a gap in the skill sets of ex-
perimental biologists and the only recent de-
velopment of software platforms that empower
these investigators to undertake complex model
building. Finally, it reflects a cultural bias that
places primary emphasis on the discovery na-
ture of biological research and accords model-
ing less value.

Indeed, a primary goal of this review has
been to lay out the rationale for the critical im-
portance going forward of incorporating more
computational methods into biological studies.
The overall complexity of all biological systems,
especially the immune system with its hun-
dreds of cell types and regulatory and effector
molecules, necessitates such an approach if we
are to place this multitude of components into a
scheme that helps us understand and eventually
predict how they interact to yield biological
behavior. We have a rather limited ability to
visualize the nonlinear ways in which concate-
nated feedback circuits so characteristic of the
immune system affect its output. This demands
the use of formal mathematical treatments to
associate modest differences in component
concentrations, binding affinities, enzymatic
activity, cell replication and death rates, and the
like with the effects of gene polymorphism and
mutation or drug treatments on system perfor-
mance. The recent evidence for digital behavior

in the central Erk signaling pathway (307–309),
for the role of modest differences in transcrip-
tion factor concentration in controlling
developmental cell fate of lymphocytes (310–
312), or for small differences in the ratio of
regulatory versus effector cells in determining
the presence or absence of autoimmune disease
(313) speaks to the need to develop more quan-
titative methods to integrate our fine-grained
knowledge of immune components into larger
schemes that better reflect system output.

A variety of activities and events will impact
the rate at which modeling and simulation are
integrated into the immunological mainstream.
First, nothing succeeds like success, and as
various groups produce models and simulations
that make useful predictions about biology and
these predictions are validated by experiment,
others will seek to adopt such approaches in
their own work. Second, the dissemination
of improved tools for constructing complex
models, conducting simulations, and sharing
the results, together with greater access to ever-
cheaper mass computing power, will empower
the community to work together to build and
utilize better and bigger models. Finally, the
changes already in progress in the way students
are educated, with the inclusion of more statis-
tics, mathematics, and computer programming
at various stages of secondary, college, and
postgraduate education, will make it easier for
new investigators to incorporate these methods
into their research activities, just as the familiar-
ity of newly minted MDs and PhDs with omic
technologies has led over the past decade to
the facile inclusion of such methods into their
projects. In our group, we have constructed a
research enterprise utilizing a multidisciplinary
team approach that brings together expertise
in each of the major areas discussed in this
review as necessary for effective computational
systems biology endeavors (Figure 1), believ-
ing that it can serve as a model for how to
move forward in this direction. We therefore
close on an optimistic note, suggesting that
within a generation, modeling and simulation
will have become a mainstream component of
biological research, comfortable for many if

570 Germain et al.

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:5
27

-5
85

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH19-Germain ARI 7 February 2011 22:24

Cell/molecular biology

HTS to discover new nodes 
and edges (molecules and 
interactions) in modular 
networks; testing of 
predictions from models 
using RNAi and related 
technologies

Computer modeling/
simulation

Creation of software tools for 
constructing and simulating 
complex multiscale biological 
processes

Genomics

Collection and analysis of 
data on gene expression, 
miRNA, epigenetic 
modifications, discovery of 
gene regulatory networks;  
in connection with CMB, 
experiments to connect 
signaling to gene expression 
prior to and in follow-up to 
modeling such connections

Bioinformatics

Development and 
application of statistical 
tools for extracting new data 
from literature, analyzing 
HTS data, microarray and 
next-gen sequencing data, 
construction of statistical 
inference network models

Immunology

Wet lab experiments at the 
cell and organism levels to 
explore immune behavior 
and feed data into as well as 
test emerging models of 
immune function and 
host/pathogen interactions

Proteomics

Protein modifications, 
number of molecules, 
ka /kd /kcat ... 
for parameterizing models

Predictive
models

Figure 1
Team approach to modeling. The figure illustrates the various technical, data-gathering, and biological components of an integrated
research approach to computational systems biology with a focus on fine-grained, dynamic modeling and simulation of processes such
as cell signaling. Abbreviations: CMB, cell and molecular biology; HTS, high-throughput screening.

not most investigators. This will result in the
movement from cartoon representations of
biological systems to instantiated quantitative
models shared by the field and capable of

high-quality predictive analysis of how small-
and large-scale aspects of the immune system
will behave when perturbed experimentally, by
genetic variation, or by medical intervention.
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Abstract

Dengue virus (DENV) is a mosquito-borne member of the Flavivirus
genus and includes four serotypes (DENV-1, DENV-2, DENV-3, and
DENV-4), each of which is capable of causing dengue fever and dengue
hemorrhagic fever/dengue shock syndrome. Serious disease can be seen
during primary infection but is more frequent following second infec-
tion with a serotype different from that of a previous infection. Infection
with wild-type DENV induces high-titered neutralizing antibody that
can provide long-term immunity to the homotypic virus and can provide
short-term immunity (only several months duration) to a heterotypic
DENV. The high level of virus replication seen during both secondary
infection with a heterotypic virus and during primary DENV infection
in late infancy is a direct consequence of antibody-dependent enhance-
ment of replication. This enhanced virus replication is mediated pri-
marily by preexisting, nonneutralizing, or subneutralizing antibodies to
the virion surface antigens that enhance access of the virion-antibody
complex to FcγR-bearing cells. Vaccines will need to provide long-
term protection against each of the four DENV serotypes by inducing
neutralizing antibodies, and live, attenuated and various nonliving virus
vaccines are in development.
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DF: dengue fever

DHF: dengue
hemorrhagic fever

DSS: dengue shock
syndrome

Arbovirus:
arthropod-borne virus

Endemic: disease
occurrence with
minimal fluctuation in
frequency

Viremia: the presence
of virus in the blood

EPIDEMIOLOGY AND
CLINICAL DISEASE

Epidemiology

Dengue virus (DENV) is a member of the Fla-
vivirus genus of the Flaviviridae family, which
includes several viruses that are threats to pub-
lic health, including yellow fever virus (YFV),
West Nile virus (WNV), Japanese encephali-
tis virus ( JEV), and tick-borne encephalitis
virus (TBEV) (1). Each of the four serotypes
of DENV (DENV-1, DENV-2, DENV-3,
and DENV-4) is capable of causing the full
spectrum of clinical manifestations following
infection, including asymptomatic infection,
dengue fever (DF), and the most severe dis-
ease, dengue hemorrhagic fever/dengue shock
syndrome (DHF/DSS). DENV-2 and DENV-
4 appear to be less frequently associated with
severe disease during primary infection than
DENV-1 and DENV-3 (2). A person can be
infected three to four times with a DENV, al-
though third and fourth infections leading to
hospitalization are rare (3). DENV causes sig-
nificantly more human disease than any other
arbovirus, as evidenced by the estimated 50–
100 million DENV infections and hundreds
of thousands of cases of DHF/DSS occur-
ring annually, with children bearing much of
the disease burden (4, 5). Dengue disease im-
poses a substantial economic liability (6), and
DHF/DSS remains a leading cause of hospital-
ization and death of children in at least eight
Southeast Asian countries (4).

Prior to the 1970s, only five countries lo-
cated in Southeast Asia had reported DHF (7).
However, DHF has now been documented in
more than 60 countries, and DENV is now
endemic in more than 100 countries, includ-
ing most of Southeast Asia, South America,
Central America, and the Caribbean and South
Pacific regions (4). DENV is present in Africa,
but intense disease outbreaks are rarely re-
ported, which may be due in part to lim-
ited surveillance (8). Cocirculation of multiple
serotypes is common within the countries that
are most affected by DENV (9). This rapid and
intense spread of DENV to most of the tropical

and subtropical world has resulted from spread
of the vector, introduction of multiple dengue
serotypes, and greatly increased urbanization
and movement of people into and out of en-
demic regions (10–12). This has led to the clas-
sification of dengue as an emerging infectious
disease and has resulted in intensified efforts to
develop an effective vaccine.

DENV is transmitted to humans by the
bite of an infected Aedes mosquito (13). A.
aegypti, a highly domesticated mosquito, is
the predominant vector of DENV, but A.
albopictus can also sustain transmission (14).
The dramatic increase in the incidence of
disease caused by DENV in the Americas
over the past three decades is due in large
part to the geographic expansion of A. aegypti
after the decline of vector-control efforts (15).
DENV is unusual among the arboviruses
in that it does not require an enzootic cycle
for maintenance of epidemic transmission
in humans. Rather, the virus is maintained
by a human-to-mosquito-to-human cycle of
transmission. Mosquitoes are infected with
DENV during feeding on a viremic person and
remain infected throughout their life. Viremia
lasts about 7 to 10 days in a patient. Since
mosquitoes ingest about 1 μl of blood, a viremic
person must have approximately 103 infectious
units/ml of blood to have one infectious virus
transmitted during the blood meal. However,
the mosquito infectious dose50 is usually about
100 pfu, so a viremia in the range of 103 to 105

pfu is necessary to transmit virus to a feeding
mosquito (16–18). Low-level viremia in recip-
ients of live-virus vaccine, which is generally
much less than 103 infectious units/ml of blood,
translates into decreased transmissibility versus
wild-type virus in which viremia is as high as
108 infectious units/ml (19). Mosquitoes can
transmit virus transovarially to their progeny
to sustain virus in an endemic area.

DENV is thought to have evolved in non-
human primates (20), and it is presumed to
have been transmitted from these nonhuman
primates to humans. The viruses were sub-
sequently maintained in the human popula-
tion when the density of the human population
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Sylvatic: occurring in
wild animals

Reactogenicity: sum
of the clinical signs and
symptoms of infection

Macular rash: flat
area of discolored skin

Maculopapular rash:
flat area of discolored
skin with elevated
center

Petechial rash:
minute hemorrhagic
spots in the skin

Pruritus: itching

became sufficient to sustain the current
mosquito-human-mosquito transmission cycle.
DENV can still be found in the forests of Asia
and West Africa in a sylvatic cycle of trans-
mission between nonhuman primates and Aedes
mosquitoes. Infection and disease in humans
with DENV acquired from this sylvatic reser-
voir have been documented (21, 22). Although
it is theoretically possible to stop the mosquito-
human-mosquito transmission cycle by mass
vaccination, it does not seem possible to pre-
vent the reintroduction of virus into the human
population from this sylvatic reservoir if vac-
cination were halted and susceptible children
were once again present. Thus, stopping a suc-
cessful dengue vaccine immunization program
could result in reemergence of disease, as has
happened following the end of vector-control
programs.

The two populations that will benefit from
a dengue vaccine are residents of endemic ar-
eas, particularly young children in hyperen-
demic regions, including children as young as
six months of age, and people of all ages who
travel to endemic areas (23). Thus, vaccines
need to be safe and immunogenic in all age
groups, especially in infants and young chil-
dren. Vaccines will need to provide long-term
immunity to each of the four DENV serotypes.
Although genotypes and subgroups within each
dengue serotype have been identified (24–27),
it is reasonable to proceed now with a plan to
have a single representative of each serotype in
a tetravalent vaccine formulation.

Clinical Disease

The World Health Organization (WHO) has
provided useful case definitions for DF, DHF,
and DSS caused by DENV (Figure 1) (4, 28).
Reactogenicity following DENV infection can
be defined by a spectrum of clinical manifesta-
tions ranging from inapparent infection to DF,
DHF, and DSS (4, 29, 30), and a time course
of the appearance of common clinical signs is
presented in Figure 1d. Although classic DF
has been recognized for more than 200 years,
DHF/DSS has only recently been recognized
as a clinical syndrome, with the first reports in

the 1950s (31, 32). The degree of vascular leak
and hemorrhagic manifestations generally dif-
ferentiate these clinical syndromes.

Classic dengue fever. In endemic regions, ap-
proximately 6–8% of school-age children will
be infected with a DENV annually, but only 5–
50% of these infections are symptomatic (33,
34). Most symptomatic infections present as
classic DF, and the incubation period ranges
from 3 to 14 days but is generally 4 to 7 days
(35–39). DF presents with a sudden onset of
fever accompanied by headache, pain behind
the eyes, generalized myalgia and arthralgia,
flushing of the face, rash, anorexia, abdomi-
nal pain, and nausea. It is generally believed
that upon release into the skin by a feeding
mosquito, DENV replicates in local dendritic
cells (40, 41), with subsequent systemic infec-
tion of macrophages/monocytes (42, 43) fol-
lowed by entry of the virus into the blood. The
liver is also a target organ of DENV, with virus
present in hepatocytes, but severe liver disease
with jaundice is rare. Although DENV varies
greatly in its ability to produce viremia in pa-
tients of all ages, high-titer viremia (approxi-
mately 105–106 infectious units/ml) occurs dur-
ing the febrile period, seeding other target
organs of the body including the liver (44).
Viremia following vaccination with live, atten-
uated virus vaccines will need to be much lower
than 105–106 infectious units/ml to ensure the
absence of disease symptoms. Rash is common
in DF, with a reported incidence in some stud-
ies of greater than 80%, and it can be evanes-
cent and polymorphic in its appearance (35, 36,
45). The rash may present as macular, macu-
lopapular, morbilliform, scarlatiniform, or pe-
techial in character and is most commonly seen
on the trunk, inside of the arms and thighs, and
on the plantar and palmar surfaces. Intense pru-
ritus and desquamation of the skin can occur.
DF is typically milder in younger children com-
pared with older children and adults (46–49).
Thrombocytopenia, leukopenia, and elevation
in serum transaminases are common laboratory
abnormalities reported in symptomatic DENV
infection (49–51). Although leukopenia is
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a Dengue fever (DF) 
Febrile illness with 2 or more of the following:
•  Headache  •  Retro-orbital pain  •  Myalgia  •  Arthralgia  •  Rash  •  Leukopenia  
•  Hemorrhagic manifestations  •  Virus recovery  •  Serological response
•  Temporal  occurrence with other cases 

b Dengue hemorrhagic fever (DHF)

Fever 2 – 7 days

Coagulopathy

Disseminated
intravascular

coagulopathy

Petechiae, bruising, 
or (+) tourniquet test

Other hemorrhagic 
manifestations

Severe bleeding

Hypovolemia
Weak pulse

Hypotension

Increased vascular 
permeability

Rising hematocrit
Hypoproteinemia

Serous effusion

Profound shock

Shock 

Viremia 

Headache/pain

Fever 

Rash 

Petechiae/bruising 

Thrombocytopenia 

c Dengue shock syndrome (DSS)
Rapid/weak pulse and narrow pulse pressure; or 
manifestations of hypotension and cold, clammy skin and restlessness 

2 4 6 8 10 12 14 16 18 0 

Day post-infection 

d

Cl
in

ic
al

 s
ig

ns
/s

ym
pt

om
s 

DF DHF/DSS

Time course of clinical signs and symptoms 

III

I

II

IV

Grade Symptoms

Thrombocytopenia
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Defervescence:
abatement of fever

Hypovolemia:
a decrease in blood
volume

common in dengue infections, secondary bac-
terial infection is rare (52).

A full recovery from DF can be expected,
and persistence of virus or chronic mani-
festations of infection are not apparent. A
live, attenuated virus vaccine should cause an
asymptomatic infection with minimal disease
manifestations. Rash, transient neutropenia,
and transient elevations of liver enzymes can
occur in recipients of live DENV vaccines in
the absence of systemic symptoms (53–57).
Such asymptomatic manifestations of infection
with an attenuated virus are expected and do not
represent an unanticipated vaccine side effect.

Dengue hemorrhagic fever/dengue shock
syndrome. The more severe forms of DENV
infection, DHF and DSS, are characterized by
fever, thrombocytopenia, hemorrhagic man-
ifestations, and evidence of increased vascular
permeability with leakage of intravascular fluid
into interstitial spaces (15, 58, 59). Despite the
use of DHF to identify severe dengue disease,
hemorrhage is not always the most important
clinical manifestation. Instead, vascular per-
meability and the loss of intravascular fluid
contribute significantly to disease severity and
life-threatening shock. This form of severe dis-
ease can be seen during primary infection but
is more frequent following secondary infection
with a heterotypic DENV, i.e., a serotype
different from that of a previous infection.
Viremia is generally 10- to 100-fold higher in
DHF/DSS than in DF (19, 60). DHF is primar-
ily a disease of children less than 15 years old
in areas in which all four serotypes of DENV

are circulating (4, 38). The hemorrhagic man-
ifestations of DHF include capillary fragility;
petechiae, ecchymoses, or purpura; bleeding
from the mucosa, gastrointestinal tract, or
other sites; and hematemesis or melena.

The clinical course of DHF resembles
classical DF in its initial presentation of abrupt
onset of high fever and other nonspecific
constitutional signs and symptoms. Around the
time of defervescence, the patient’s condition
can suddenly deteriorate with a narrowing of
the pulse pressure and symptoms of hypov-
olemia due to plasma leakage with or without
hemorrhagic manifestations. Increased vascu-
lar permeability results in the loss of plasma
fluids into the interstitial spaces and can result
in pleural effusion and ascites, both of which
are common, with a reported incidence of
more than 50% in DHF patients examined by
ultrasound procedures (61, 62). Hypovolemic
shock ensues when sufficient leakage of plasma
fluids into the interstitial spaces has occurred
and cardiac output is compromised. The course
of shock is short but life threatening, and pa-
tients usually succumb or recover within 24 h
depending on the appropriateness of medical
interventions (63, 64). Fulminant liver failure
and rare neurological manifestations have been
described in patients with DHF (65–68). Hep-
atomegaly has been seen in a high percentage
of children with DHF in Thailand, where up
to 98% of children with DHF experience liver
enlargement (38, 59, 69). The pathogenesis
of DHF/DSS is complex, and investigators
have yet to identify which among the large
array of chemical/hematologic/immunologic

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 1
The case definitions of dengue fever (DF) (a), dengue hemorrhagic fever (DHF) (b), and dengue shock
syndrome (DSS) (c) are shown as defined by the World Health Organization (WHO) (4). According to the
current WHO guidelines, for a diagnosis of DHF Grade I, each of the four criteria listed in part b must be
present. However, this strict requirement may lead to underreporting of severe disease because a patient
with only two or three of these conditions would be classified as having DF (203). Indeed, a significant
portion of severely ill patients with shock and laboratory-confirmed dengue did not meet all the WHO
criteria for DHF (204, 205). Assessment of the WHO criteria by clinicians also suggests that the term DHF
places undue emphasis on hemorrhage when the truly critical danger sign to monitor and manage is plasma
leakage leading to shock (203). Revised WHO guidelines designed to improve case management are being
prepared. A generalized time course of the events associated with dengue disease is shown in part d. The
incubation period prior to the development of clinical signs and symptoms is usually 4 to 7 days. Shock
resulting from increased vascular permeability can develop late in disease and usually lasts 1 to 2 days.
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ADE: antibody-
dependent
enhancement

UTR: untranslated
region

abnormalities contributes to the excessive
bleeding and increased vascular permeability.
The observed alterations in coagulation and
vascular permeability are believed to arise from
a combination of (a) increased virus replica-
tion, (b) increased death of cells from infection
(apoptosis) or from killing of infected cells by
cytotoxic immune cells or antibody-dependent
cell cytotoxicity (ADCC), (c) complement
activation, (d ) activation of subsets of existing
memory T cells that fail to display cytotoxicity
for virus-infected cells (70), and (e) increased
release of inflammatory mediators such as type
I or II interferons and a variety of cytokines
by infected cells or by immune cells (71, 72).
The role of DENV-specific immune factors
including antibody-dependent enhancement
(ADE) in DHF/DSS is discussed below.

Host factors can contribute significantly to
dengue disease severity. There is an increase
in the incidence of DHF/DSS with increasing
age. As the interval between primary and sec-
ondary infection increases, there appears to be
an increase in the severity of secondary infec-
tion. A factor in this age-dependent increase in
severity of DHF/DSS is the gradual loss over
time of cross-neutralizing antibody titers in-
duced by the primary infecting virus that are
active against the heterotypic secondary DENV
(73). A wide spectrum of clinical responses can
occur during primary and secondary infections,
and the underlying mechanisms that modify
the severity of disease remain incompletely de-
fined. One identified factor, as indicated above,
is a history of previous infection with a het-
erotypic dengue serotype. However, many host
genetic factors that might modulate the clini-
cal response to primary or secondary DENV
infection have been tentatively identified (72,
74–76).

VIRION AND ANTIGENIC
STRUCTURE

Genome Structure

The genome of DENV is a single-stranded,
positive-sense RNA molecule (approximately

11 kb long) and contains a single open
reading frame that is expressed as a large
polyprotein, which is subsequently processed
by virus-encoded and host cell proteases into
three structural and at least seven nonstruc-
tural (NS) proteins (77). The termini of the
genome contain untranslated regions (UTRs)
that have key roles in the regulation of trans-
lation and genome replication (78). The 5′

UTR is relatively short (approximately 100
nucleotides) and has a type I cap structure
(m7G5′ppp5′A); the 3′ UTR (approximately
450 nucleotides) contains several conserved
RNA structures and lacks a terminal polyadeny-
late tract. The overall genome organization
is 5′UTR-C-prM-E-NS1-NS2A-NS2B-NS3-
NS4A-NS4B-NS5-3′UTR (C, capsid; prM,
membrane precursor; E, envelope) (Figure 2a).
Polyprotein synthesis occurs in the cytoplasm
on the rough endoplasmic reticulum (ER), and
membrane anchor regions direct the topology
of the polyprotein, with the structural proteins
prM, E, and NS1 projecting into the lumen of
the ER, where virion assembly and maturation
occur.

Virion Structure

The infectious virion is approximately
50 nm in diameter and contains three structural
proteins, C, M, and E, and the RNA genome.
The virion surface consists of a compact ar-
rangement of 180 copies of the E glycoprotein
on the virus lipid envelope (Figure 2b). Recent
crystallographic and cryo-electron microscopic
techniques have greatly advanced the under-
standing of the E glycoprotein structure and
its organization on the surface of the virus (79,
80). The molecular conformation of E protein
is highly dependent on the pH of the environ-
ment: At relatively alkaline pH, the E protein
molecules are arranged in a dimeric confor-
mation and lay flat along the virus surface in a
herringbone pattern, giving the virus its char-
acteristically smooth appearance; and at the
relatively acidic pH of the endosomal compart-
ment, the E protein molecules shift to a trimeric
conformation and protrude from the virus

592 Murphy ·Whitehead

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:5
87

-6
19

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH20-Whitehead ARI 7 February 2011 22:29

Envelope

Membrane 

Capsid 

Protease with NS2B
Helicase
NTPase

Nonstructural 
Structural 

a

b

C prM E NS1 NS2A  NS2B NS3 NS4A  NS4B NS5 3'  5'

RNA  polymerase
Methyltransferase  

Red: Domain I – central structure 

Yellow: Domain II – dimerization 

Blue: Domain III – receptor binding 

Green: Fusion peptide 

Envelope glycoprotein

Figure 2
(a) Schematic representation of the DENV genome. The coding region for the viral polyprotein is shown
with the individual mature protein products indicated (not drawn to scale). Translation of the RNA genome
yields a polyprotein that is processed by viral and cellular proteases to yield three structural proteins and at
least seven nonstructural proteins. (b) The outer surface of the mature virus particle consists of a flat array of
E glycoprotein homodimers (206). The structural/functional domains identified within the E glycoprotein
are identified by the coloration scheme. (Part b used by permission from the authors of Reference 206.)

surface during the process of viral and endoso-
mal membrane fusion, which facilitates release
of the viral genome into the cell cytoplasm.

During virus maturation in the mildly acidic
compartments of the secretory pathway, the im-
mature virus particle is covered with trimeric
surface spikes composed of three prM-E het-
erodimers. The three precursor peptides at the
peak of each spike are cleaved from prM by fu-
rin in the trans-Golgi network, which disrupts
the trimer and allows rearrangement of the E
proteins into the dimeric, low-lying conforma-
tion, which is characteristic of the mature par-
ticle (80). It is the inherent flexibility of the E

protein structure that allows for these consid-
erable conformational changes required during
virus maturation and infection. Recent studies
of DENV attachment to host cells have demon-
strated that glycosylation sites on neighboring
E proteins of the mature particle are bound by
a single carbohydrate recognition site of DC-
SIGN, a proposed receptor of DENV (81). As
the major protein exposed on the virus surface,
the E glycoprotein must function to bind cel-
lular receptors, fuse with host cell membranes
during viral penetration, direct viral assembly
and budding, and display antigenic determi-
nants that elicit immune responses.
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Antigenic Structure

The E glycoprotein is the major surface-
exposed protein of the DENV virion, and im-
munity to the virus is mediated primarily by
neutralizing antibodies to the E glycoprotein.
The amino acid sequence of E defines each
of the four DENV serotypes. Within each
serotype, the amino acid residues of the E pro-
tein are well conserved, with a minimum simi-
larity of between 90% and 96% (24–27). How-
ever, amino acid sequence similarity of the E
proteins between serotypes is generally in the
range of 60–70%, thus supporting the earlier
identification of four distinct serotypes using
immunologic assays (82). DENV does not ap-
pear to evolve as rapidly as many RNA viruses
(83), and this stabilizing selection is likely due
in part to the necessity that the virus transmit
efficiently and replicate in both mosquito and
human hosts.

a

b

Figure 3
Modified ribbon structures of the DENV-3 E glycoprotein homodimer are
presented as viewed along the twofold axis of symmetry (a) and perpendicular
to the twofold axis (b) (79). Residues that are not conserved with DENV-2 are
shown as space-filled spheres. Residues exposed on the virus surface are colored
in purple, and residues that are not exposed are colored in gray. (These structure
diagrams were used with permission from the authors of Reference 79.)

The ectodomain of the E monomer can
be divided into three structural/functional do-
mains: DI, DII, and DIII (Figure 2b). DI com-
prises the central region and is formed into
an eight-stranded β-barrel. DII is the site of
dimerization and contains a highly conserved
fusion loop that catalyzes type II fusion of the
virus with acidic endosomal membranes (84,
85). DIII consists of an immunoglobulin-like
fold and is likely involved in receptor binding
(86). Amino acid residues of E protein that dif-
fer between serotypes tend to be exposed on
the outermost surface of the virion and are dis-
tributed among all three domains (Figure 3)
(79). This surface location of amino acids that
differ between the serotypes suggests that the
DENV serotypes evolved in part to escape an-
tibody pressure, presumably exerted by neutral-
izing antibodies, and that such antibody pres-
sure was broadly distributed throughout the
surface regions of DI–III that are accessible to
antibodies. Studies that seek to define the E-
specific antibody response of humans to pri-
mary infection with DENV suggest that the
neutralizing antibody response is broad; both
DIII and DI/DII are recognized by neutraliz-
ing antibodies (87).

Studies with murine monoclonal antibodies
indicate that serotype-specific neutralizing
antibodies against the structurally similar
WNV are generally elicited by epitopes on
the surface of DIII, which has also been
implicated in cell-surface receptor binding.
Antibodies against epitopes in DI are generally
nonneutralizing, and antibodies that recognize
epitopes in DII, which contains the highly con-
served fusion peptide region, are cross-reactive
with other flaviviruses yet have been shown
to neutralize virus, probably by inhibition of
membrane fusion. Therefore, it is possible that
neutralization of DENV can occur not only
at the level of virus attachment, but also at the
level of membrane fusion and viral entry, as
demonstrated for WNV (88, 89). This latter
mechanism of neutralization may play a role
in protection against infection. Analysis of the
B cell repertoire of WNV-infected humans
has shown that most B cell clones produce
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antibody directed against epitopes in DII,
specifically the fusion loop, rather than against
DIII, which contains the site of receptor recog-
nition (90). Although DIII may not contain
the immunodominant epitopes, antibodies di-
rected against this domain are the most potently
neutralizing in vitro and are highly protective
in mice challenged with WNV. However, a
recent investigation of DENV neutralizing an-
tibodies in human immune sera demonstrated
that antibodies directed against DIII consti-
tuted only a small fraction of the total antibody
response to DENV and played a minor role in
neutralization, thus implying that antibodies
directed to other epitopes on the virus are
responsible for neutralizing DENV (87).

THE ADAPTIVE IMMUNE
RESPONSE TO NATURAL
INFECTION

The adaptive immune response to DENV
infection contributes to resolution of infection
and plays the key role in protection from rein-
fection. Conversely, it may also play a critical
role in the enhancement of disease severity
in most patients with DHF/DSS. Therefore,
immunization against DENV disease must
address the issues of protective immunity and
the proposed enhancing role of antibodies in
patients with DHF/DSS. Neutralizing anti-
bodies directed against the E protein are clearly
the primary mediators of protection against
DENV infection, and therefore induction of
protective levels of neutralizing antibodies is
the major goal of immunization. Barriers to
successful immunization, such as the inability
to induce long-lasting protective immunity,
that exist for hepatitis C virus and HIV are
not shared with DENV. Also, in contrast to
hepatitis C virus and HIV, DENV infection in
humans is an acute infection, thereby preclud-
ing the evolution of antigenically divergent
virus variants in a chronically infected host.

Protective Immune Responses

The immune response to primary DENV in-
fection is relatively conventional, with an early

IgM response to dengue antigens followed later
by an IgG response (predominantly IgG1 and
IgG3 subclasses) (91, 92). During secondary in-
fection, an accelerated IgG response is observed
with a diminished IgM response (91). What is
particularly interesting in dengue infection is
that an immune response to both homotypic
and heterotypic DENV is seen following first
or second infection with DENV. This find-
ing is not unexpected because the four DENV
serotypes are structurally related and, as shown
in Figure 3, share common antigenic structures
in their E proteins. Table 1 presents the serum
neutralizing antibody response of humans to
primary and secondary infection with a dengue
vaccine virus. The functional neutralization test
demonstrates that primary infection is predom-
inantly type specific, whereas cross-reactive
responses are seen following secondary infec-
tion. In contrast to functional neutralizing anti-
bodies, ELISA or hemagglutination-inhibiting
antibodies tend to be predominantly cross-
reactive even following primary infection (91,
93). Interestingly, following secondary infec-
tion, neutralizing antibodies develop to DENV
serotypes with which the person has never been
infected (Table 1). Clearly, this complicates the
use of antibody assays to identify the serotype
causing the secondary infection, and, in the ab-
sence of a virus isolate, the inference regard-
ing the serotype causing the primary infection
is made by examining the magnitude of the
IgM/IgG responses. The development of anti-
bodies to DENV serotypes to which the patient
has not been exposed also raises questions about
the ability of such broadly specific neutraliz-
ing antibodies to mediate protection in humans.
Can anti-DENV-3 cross-reactive neutralizing
antibody induced by sequential DENV-1 and
DENV-4 infections provide the same degree
of protection as neutralizing antibodies that are
induced by a DENV-3 infection? In mice, the
passive transfer of postinfection serum that pos-
sesses heterotypic neutralizing antibody is pro-
tective against heterotypic DENV challenge
(94). In humans, such cross-reactive neutraliz-
ing antibody induced by previous heterotypic
infection is protective against DENV-3 or
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Table 1 Secondary heterotypic vaccination elicits a broadly neutralizing antibody response to DENV

Mean neutralizing antibody
titer on indicated day of

vaccination (range)a

Vaccine

Previous
DENV

administered

Serotype used in
neutralization

assay Day 0 Day 42
Seroconversionb

(%)
Type of antibody

response
rDEN1�30 None DEN1 <10 44 (10–162) 88 homotypic

DEN2 <10 <10 0 heterotypic
DEN3 <10 10 (<10–19)c 0 heterotypic
DEN4 <10 10 (<10–10)d 0 heterotypic

rDEN1�30 rDEN4�30e DEN1 <0 264 (91–1041) 100 homotypic
DEN4 20 (<10–70) 193 (15–1238) 88 homo-/heterotypic
DEN2 <10 169f (34–417) 75f heterotypic
DEN3 <10 176f (33–1112) 75f heterotypic

aGeometric mean titer (reciprocal PRNT60) is presented. A titer of <10 was assigned a value of 5 for calculation of mean titers.
bDefined as a ≥ fourfold rise in serum neutralizing titer compared with day 0.
cOne vaccinee had a detectable PRNT60 of 19 to DEN3.
dOne vaccinee had a detectable PRNT60 of 10 to DEN4 (different vaccinee than described in footnote c).
eSubjects received the rDEN1�30 vaccine 1 to 7 years after vaccination with rDEN4�30.
f Cross-reactive neutralizing antibody response to DENV-2 and DENV-3 antigens to which the vaccinees were never exposed.

DENV-1 infection but is less effective against
DENV-2 or DENV-4 (95, 96). Considering
these findings, a goal of immunization should
be to induce homotypic neutralizing antibody
against each of the four DENV serotypes by
immunization with a tetravalent vaccine.

The predominant DENV antigens recog-
nized by antibodies following primary virus in-
fection are E, NS3, and NS5 with a broadened
response (E, C, prM, NS1, NS3, and NS5) fol-
lowing reinfection (97, 98). The predominant
response is against the E protein, and recent
studies have explored the E domain–specific re-
sponses (i.e., DI, DII, or DIII) following pri-
mary or secondary infection in humans (87, 93,
99). Neutralizing antibodies are elicited against
the E protein and recognize multiple domains
of the protein. This was demonstrated using
convalescent sera from patients with primary
or secondary infection that had been absorbed
against purified E DIII protein. This absorbed
sera retained 85–90% of its neutralizing activ-
ity against the infecting virus, providing ev-
idence that neutralizing antibodies recognize
two or more E domains (87). Therefore, it is

not surprising that each of the four DENV
serotypes—which have evolved presumably to
escape immunological pressure—has extensive
amino acid substitutions that are broadly dis-
tributed over the entire exposed surface of the
mature E protein (Figure 3). Cross-reactive but
weakly neutralizing antibodies are directed at
the fusion loop of DII, and cross-reactive epi-
topes have been also identified in DIII (87). Iso-
lation of memory B cells from DENV-infected
individuals has generated monoclonal antibod-
ies that have displayed an unexpectedly high de-
gree of cross-reactivity and may have potential
for therapeutic use (100).

Infection induces long-term resistance to
reinfection or disease with homologous
virus. Robust neutralizing antibody responses
develop after DENV infection and provide
lifelong protection against disease upon rein-
fection with the same DENV serotype. Ev-
idence for long-term immunity comes from
three key sources: (a) observations follow-
ing natural infection; (b) reduced incidence
of DF in the first six months of life; and
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Homotypic: of the
same serotype

Heterotypic: of
different or multiple
serotypes

FcγR: cell-surface
receptor that binds the
Fc region of IgG
antibody

(c) experimental challenge with a wild-type ho-
motypic or heterotypic DENV. First, primary
infection with DENV leads to the induction of
long-term serum neutralizing antibodies (91),
and this has been reasonably interpreted as per-
sistence of long-term immunity against disease
upon reinfection with the same serotype. In
prospective studies in populations with endemic
dengue, a repeat infection with virus of the same
serotype that results in illness is rare (95). Severe
disease (DHF/DSS) predominantly occurs fol-
lowing secondary infection with a heterotypic
DENV, with decreased frequency of severe dis-
ease seen in third or fourth infections, indicat-
ing the gradual development of broad immunity
following two or more DENV infections (3, 95,
101).

Second, if antibodies indeed provide long-
term immunity, then, in endemic areas, ma-
ternally acquired neutralizing antibodies would
likely protect neonates from dengue, and this
has been observed in multiple settings (102).
Illness due to DENV in infants less than six
months old is infrequent and indicates that pas-
sively transferred maternal antibodies can pro-
tect the infant (102–105). The titer of neutraliz-
ing antibody in mothers’ sera correlates with the
age of the infant at the time of onset of DENV
illness, with high titers of maternal antibody as-
sociated with later onset of disease (106). Even
low-titer antibody appears to be protective, and
infants with a neutralizing antibody titer of 1:10
are resistant to DENV disease (103, 106). As
protection wanes, there is a period of enhanced
susceptibility to DHF/DSS, presumably medi-
ated by nonprotective, subneutralizing levels of
DENV antibody.

The third set of data indicating long-
term immunity to homotypic DENV infection
comes from volunteers challenged with DENV
wild-type virus at various intervals following a
primary infection (35). Experimental challenge
with wild-type virus indicated that homotypic
immunity was present for at least 18 months
(longest interval evaluated), but complete pro-
tection against illness caused by heterotypic
DENV challenge was only observed for 1–
2 months, with partial protection observed for

up to 9 months. This short period of cross
protection was associated with the presence of
cross-reactive neutralizing antibodies that wane
rapidly after infection (91). However, the exact
mediator of this cross protection has not been
identified. In humans, an attenuated DENV-
1 vaccine was able to protect against dengue
illness during a DENV-3 epidemic that ap-
peared concurrently with the administration of
the DENV-1 vaccine (107), indicating that this
cross-reactive immunity can be induced by an
attenuated virus as well as by wild-type virus.
This transient cross immunity must be consid-
ered in the design of clinical trials that examine
the timing of multiple doses of a live, attenuated
virus vaccine.

Reinfection with DENV in immune individ-
uals. Although it is rare for reinfection with
the same serotype to lead to disease, asymp-
tomatic reinfection is possible in the presence
of neutralizing antibody. This was apparent fol-
lowing second administration of a live, atten-
uated, tetravalent DENV vaccine to monkeys
that had developed neutralizing antibody fol-
lowing the first dose of vaccine (108). When the
second dose of vaccine was given one month
after the first dose, the animals were not in-
fected, and a boosting effect on serum antibody
level was not seen. However, a robust boost
was achieved when the second dose was ad-
ministered after a four-month interval (108–
110). Presumably, the immunological factors
that result in the short-term heterotypic immu-
nity described above in human challenge stud-
ies are effective at preventing infection with
the second dose of live virus vaccine given at
one month but not at four months. This abil-
ity to reinfect in the presence of neutralizing
antibody has also been seen in monkeys immu-
nized with inactivated virus vaccine and boosted
with a tetravalent, live, attenuated virus vaccine
(111). Perhaps a DENV coated with both neu-
tralizing and nonneutralizing antibodies can
still initiate an infection in vivo via the IgG
Fcγ receptor (FcγR) present on dendritic cells
and monocytes. By this mechanism, a sufficient
number of FcγR-bearing cells are accessed by
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antibody-coated virions, and the virus replicates
sufficiently to stimulate a secondary immune
response. This possibility must be confirmed
experimentally. The boost in titer to all four
DENV serotypes in the monkeys may also be
the result of breakthrough infection by a sin-
gle serotype that induces a heterotypic boost
in neutralizing antibody to all four serotypes,
as has been observed in experimental studies
(111). Importantly, the ability of DENV to re-
infect enables a booster response to a second
dose of live, attenuated virus vaccine in hosts
with neutralizing antibody as long as the second
dose is administered after an interval of several
months to a year. In addition, exposure of vac-
cinees to wild-type DENV in endemic regions
should also boost vaccine-induced immune
responses.

Mediators of Immunity
to DENV Infection

Both humoral and cellular immunity contribute
to protection and clearance of DENV. Neutral-
ization of infectivity by antibodies is assumed
to be the key mechanism by which protection
against DENV is achieved. As discussed below,
induction of antibodies to DENV can also be
viewed as a double-edged sword, at times pro-
viding protection and at other times contribut-
ing to more severe disease. CD8+ T cells play
the primary role in the clearance of acute viral
infections with a secondary and minor role in
protection against reinfection.

Antibody-mediated protection. The pri-
mary protective antigen of DENV is the E pro-
tein, which also serves as the principal target
for neutralizing antibodies. Neutralization is
achieved when enough molecules of antibody
bind to the accessible epitopes on the E protein
and prevent binding to the target cell or, al-
ternatively, prevent release of virion RNA into
the cytoplasm of a susceptible cell (112). The
process by which antibodies effect neutraliza-
tion has been studied using monoclonal anti-
bodies to the E protein. Factors that affect the
ability of the virus to be neutralized include

the level of antibody occupancy of the E epi-
topes on the virion, the affinity of the antibody
for the epitope, the accessibility of the epitope
on the virion surface, the subclass of antibody,
and the interaction of the antibody and com-
plement (113–115). Flavivirus virions that have
incompletely matured can have some of the E
protein in the mature dimer configuration and
the remainder in an immature trimer configu-
ration (116). Access to epitopes on E can differ
in the dimer and trimer configurations, which
can affect the susceptibility of the virion to neu-
tralization (117). Additional studies make clear
that neutralization is achieved by the binding
of multiple individual antibody molecules to a
sufficient number of the 180 copies of the E
protein; e.g., antibody binding to 25% of the E
proteins on a virion is sufficient to prevent in-
fection (114, 118). In an immune human host,
dengue virions are bound by a diverse set of
both neutralizing and nonneutralizing antibod-
ies directed at multiple different antigenic sites
on E and at epitopes within those sites (a ver-
itable collage of antibodies) that act together
to effect neutralization. Infection can be pre-
vented by antibodies by various mechanisms
including (a) blocking of attachment, (b) inhi-
bition of fusion of the virus membrane with
the endocytic vacuole membrane that inhibits
release of viral RNA into the cytoplasm, and
(c) lysis of antibody-coated virus by comple-
ment. Whole IgG antibodies and Fab fragments
both can neutralize infectivity (119).

Antibody-mediated protection against
DENV infection has been demonstrated ex-
perimentally by passive transfer of monoclonal
or polyclonal antibodies to E in experimental
animals (91, 120, 121). Monoclonal antibodies
against E were protective, and the protective
antibodies were primarily associated with high
neutralizing activity. Investigators also iden-
tified protective monoclonal antibodies that
were nonneutralizing. Resistance to DENV
challenge mediated by passive immunization
with monoclonal antibodies against structural
or nonstructural antigens other than E has
been observed, including the prM, NS1, and
NS3 proteins (120, 122, 123). The mechanisms
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Chimeric virus:
having a genomic
sequence from more
than one virus

involved in this passive protection by antibod-
ies not directed at E have not been defined,
but ADCC and complement-mediated cell
cytotoxicity could play a role.

Cell-mediated immune responses. Infec-
tion of humans with DENV results in the
development of dengue-specific CD4+ and
CD8+ T cell responses with epitopes in mul-
tiple DENV antigens, primarily nonstructural
proteins, being recognized by these T cells
(124). The T cell response has been charac-
terized in detail in humans undergoing DENV
infection and may play a role in dengue patho-
genesis following secondary infection (124). A
dengue-specific CD8+ T cell response occurs
during secondary infection and is characterized
by acquisition of activation markers, active
proliferation, high level of apoptosis (125), and
low avidity for the infecting virus but higher
avidity for the putative virus causing first
infection. The cross-reactive T cells exhibit
suboptimal degranulation but high cytokine
secretion (126). The magnitude of the dengue-
specific CD8+ T cell response correlated with
disease severity (126, 127, 128). However, the
number of patients in these studies was too
small to establish an independent pathogenic
role of the T cell response during secondary
infection. Interpretation of such associations
are complicated by the observation that severe
disease is clearly related to the magnitude of
virus replication, and the higher antigen load
would be expected to induce higher levels of T
cells. Therefore, to establish an independent
contribution of T cells to protection or to
disease enhancement requires a large sample
size along with quantitative analysis of multiple
virologic and immunologic parameters to
ascribe an independent role for any single
factor to the outcome of disease. Such studies
are under way and have generated support for
the hypothesis that DENV-specific memory T
cells from a previous infection represent an im-
portant determinant of disease severity. There
is evidence following secondary infection that
existing memory T cells are reactivated by the
heterologous DENV infection. For some T

cells, effector responses to heterologous DENV
infection are enhanced and result in overly
exuberant cytokine responses. Alternatively,
some memory T cells may undergo altered
signaling that results in a failure to display cy-
totoxicity for DENV-infected target cells and
a shift to production of more inflammatory cy-
tokines (129). These cytokine responses could
result in direct and indirect effects leading
to increased vascular permeability and severe
disease.

DENV-specific CD8+ T cells induced by
infection can play a weak to moderate role in
viral clearance or protection against experimen-
tal dengue infection in mice (94, 130, 131).
Infection with a chimeric virus bearing the C
and nonstructural proteins of DENV-2 virus
and the prM and E of WNV provided only
weak protection against DENV-2 challenge
but complete protection against WNV chal-
lenge (132), indicating both the minor role of
the adaptive immune response to nonstructural
antigens in resistance to reinfection and the key
role for the immune response to E. These ob-
servations are compatible with the known role
of CD8+ T cell immunity in the clearance of
acute viral infections with a secondary and mi-
nor role in protection against reinfection.

Role of antibody-dependent enhancement
(ADE) of infection in DHF/DSS. A hy-
pothesis that explains the role of the adap-
tive humoral immune response in the de-
velopment of DHF/DSS must consider five
important observations. First, DHF/DSS is as-
sociated with a 10- to 100-fold greater level
of virus in the blood compared with DF (19).
Second, there is a strong association of severe
disease (DHF/DSS) in humans undergoing sec-
ondary infection with a heterotypic DENV (19,
30, 133–135). Third, DHF/DSS occurs in in-
fants during primary DENV infection predom-
inantly in the second half of the first year of
life when maternal antibodies have low resid-
ual neutralizing activity (136, 137). Fourth,
DHF/DSS can also occur during primary
DENV infection, but with greatly reduced fre-
quency compared with secondary infection.
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Antibody-antigen complex
binds to FcγR

FcγR

Heterotypic antibody binds
virus but does not neutralize

DENV

Monocyte

Heterotypic antibody
from previous infection

Note: DENV replicates poorly in FcγR-bearing cells in 
absence of heterotypic antibody

Increased access to
FcγR-bearing cells
leads to increased
virus load and disease

Figure 4
Model of antibody-dependent enhancement (ADE) of DENV replication and disease. ADE of virus replication is thought to occur
when heterotypic, nonneutralizing antibody present in the host from a previous DENV infection binds to the virus during a subsequent
heterotypic infection but is unable to neutralize the virus. Instead, the newly formed antibody-virus complex gains access to circulating
monocytes via binding to the Fcγ receptors (FcγR), thereby facilitating the infection of FcγR cell types not readily infected in the
absence of antibody. The overall result is an increase in virus replication and the level of viremia, which is associated with an increase in
disease severity.

Fifth, enhancement of DENV replication in
vivo can be achieved by passive transfer of an-
tibodies into DENV-naive nonhuman primate
hosts (138, 139), and DENV disease enhance-
ment and an increase in virus replication is seen
in passively immunized AG129 mice (140, 141).
The common underlying theme in these obser-
vations is that severe disease in mice or humans
is caused by increased virus replication.

The high level of virus replication and re-
sultant severe disease that occurs both during
secondary infection with a heterotypic virus and
during primary DENV infection in late infancy
is a direct consequence of ADE. There is strong
evidence that severe disease is not merely at-
tributable to inherently virulent DENV (142).
This enhanced virus replication is mediated
primarily by preexisting, nonneutralizing, or
subneutralizing antibodies to E or prM anti-
gens (141–144) that enhance access of virions
with bound antibodies to FcγR-bearing cells

(Figure 4). These cells would presumably be
inefficiently infected in the absence of anti-
body. The increased number of infected den-
dritic cells and monocytes or macrophages con-
tributes to the increased titer of virus in the
blood of DHF/DSS patients (19, 60). Tissue in-
jury caused by augmented virus replication and
antibody/T cell–mediated injury each presum-
ably contributes to the pathologic events that
give rise to DHF/DSS (145).

Cellular immune factors may contribute to
the generation of DHF/DSS (146). A role for
ADE in the development of DHF/DSS that
is independent of a memory cellular immune
response is supported by clusters of DHF/DSS
cases in later infancy, generally between the
ages of 6 and 12 months, that are observed in
endemic areas (102, 103, 147). When the ma-
ternal antibody titer to DENV declines below
a protective level by approximately 6 months of
age, infants are actually at an increased risk for
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the development of DHF/DSS for a short win-
dow of time, despite never having been infected
with a DENV and lacking DENV-specific
cellular immunity at the time of infection. After
the complete metabolic degradation of mater-
nal antibodies, infants lose the enhanced sus-
ceptibility to DHF/DSS. These observations
strongly suggest that preexisting antibodies
in the absence of preexisting DENV-specific
cellular immunity can promote the increased
virus replication seen in DHF/DSS (148–151).
Clearly, preexisting cellular immunity is not
a requirement for the high level of virus
replication seen during the primary DENV
infection in late infancy that is mediated by ma-
ternally derived antibodies. Increased DENV
replication or disease is also seen in monkeys or
mice passively immunized with DENV-specific
antibodies and occurs in animals without preex-
isting DENV-specific cell-mediated immunity
(138–141). During ADE in infancy or during
secondary infection in children or adults,
the developing adaptive immune response
in the infected host, i.e., a primary humoral
or cellular dengue-specific response, could
contribute to one or more of the pleiotropic
disease manifestations of DHF/DSS.

Experimental evidence provides strong con-
firmation of the association of nonneutraliz-
ing antibodies or subneutralizing levels of neu-
tralizing antibodies with enhancement of virus
replication and disease in vivo. In AG129 in-
terferon receptor–deficient mice, passive trans-
fer of E or prM antibody enhances disease fol-
lowing DENV infection in a FcγR-dependent
manner that resembles DHF/DSS in humans
(140, 141). The passive transfer of specific dilu-
tions of polyclonal antibody (139) or a human-
ized chimpanzee monoclonal antibody to the E
protein (138) enhanced replication of DENV
in monkeys from 10- to 100-fold, i.e., viremia
was increased by 10- to 100-fold. This fold en-
hancement in virus titer in monkeys is similar
to the fold difference in virus titer observed be-
tween patients with DF versus DHF/DSS. The
monoclonal antibody administered to monkeys
was a neutralizing antibody that enhanced repli-
cation at a subneutralizing concentration, and it

is now generally believed that any neutralizing
or nonneutralizing antibody that binds both to
E or prM and to a FcγR can enhance infectiv-
ity for the FcγR-bearing cells. Clearly, to en-
hance infectivity, neutralizing antibodies must
be bound to epitopes at occupancies that are
subneutralizing.

Considerable effort has been directed at
identifying the specific FcγR that mediates
virus uptake and infection, and FcγRIa and
FcγRIIa have been identified as mediators of
DENV infectivity (41, 42, 152), with mono-
cytes and mature dendritic cells being the
permissive FcγR-bearing cells. The number
of antibody molecules bound to a virion that
promotes ADE is estimated at about half the
number required for neutralization (114). The
mechanisms by which the FcγR facilitates
infectivity by DENV-bound antibodies is
being studied, as are the roles of IgG subclass
and the type of FcγR in this process (41,
113, 152). Specific molecular structures in the
cytoplasmic domain of the FcγRIIa appear to
be essential for the ability of the FcγRIIa to
mediate ADE (153).

An additional pathogenic mechanism that
may lead to a high level of virus replication suf-
ficient to convert DF to DHF/DSS during a
primary DENV infection in childhood is a host
genetic deficiency that results in the loss of a
protective innate or adaptive immune mediator
that contributes to the control of virus replica-
tion. Clearly, primary infection with DENV-
1 and DENV-3 can lead to DHF (2). Many
host factors have been identified that could fall
into this category (74–76). Such factors could
also exacerbate disease during secondary infec-
tion. These host factors need to be identified by
combined epidemiological and genetic analysis
of appropriate patients, and the contribution of
underlying host factors to the control of DENV
replication needs to be determined.

ADE and the immunopathogenesis of
DHF are features of DENV infection that
certainly must be considered in a vaccination
program against DENV. However, existing
evidence suggests that a vaccine that induces
sustained neutralizing antibody levels against
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each DENV serotype will be effective at
preventing DENV disease. There appears
to be little chance that serious disease will
result from antibody-enhanced replication of
a highly attenuated vaccine virus because the
attenuating mutations in the vaccine virus will
likely restrict replication in the FcγR-bearing
cell. Thus, ADE of replication will likely occur
for vaccine viruses in endemic populations,
but the consequence of this small increase
in replication will not be augmented disease,
given that the level of vaccine virus replication
will remain below the level associated with
disease in humans. In addition, this could result
in heightened vaccine immunogenicity due to
a small increase in virus load.

Role of autoantibodies in pathogenesis of
dengue virus infection. Antibodies to NS1
show cross-reactivity with human platelets
and endothelial cells, and antibodies to E
show cross-reactivity with human plasmino-
gen (154, 155). These antibodies are postulated
to contribute to the disease manifestations of
DF/DHF/DSS (156, 157). However, sufficient
information is not available to show that these
autoantibodies make an independent contribu-
tion to the disease manifestations of dengue in
humans.

PROSPECTS FOR A
DENGUE VACCINE

Goals of Immunization

Several goals are shared by developers of
DENV vaccines, whether they are inacti-
vated/subunit vaccines or live, attenuated
viruses. First, the vaccine must be protective
against each of the four DENV serotypes. This
could be achieved either with a vaccine that
includes a single representative E protein from
each of the four serotypes or with a vaccine
consisting of a single common shared antigen
that induces protective immunity against each
of the four serotypes. Second, the DENV
vaccine should provide lifelong protection; its
specific goal is the induction of antibody levels

comparable to those seen following infection
with wild-type DENV. Because immunization
with live, attenuated or nonliving virus vaccines
generally induces less antibody than does infec-
tion with wild-type virus, it is highly likely that
at least two doses of vaccine will be needed to
induce the high levels of antibodies that develop
following infection with wild-type DENV and
that are associated with lifelong protection.
Weak immune responses that wane below
protective levels over time, especially with a
vaccine that contains the E protein, are not
acceptable in a DENV vaccine because non-
protective levels of antibodies against E or prM
protein can enhance wild-type DENV replica-
tion, leading to severe disease such as that seen
during secondary DENV infections. Third,
immunization should be safe and well tolerated
and should only cause an acceptable level of
local or systemic symptoms. Fourth, universal
coverage should be a goal in endemic regions.
The target population for a vaccine in an
endemic region includes the entire population
during the early phase after vaccine introduc-
tion. In subsequent years, immunization might
be limited to young children after maternal
antibody has declined to a level that permits
effective vaccination. A travelers’ vaccine would
target persons of all ages. Fifth, the cost of the
vaccine must be affordable to the population
receiving the vaccine. Because many regions
with endemic DENV are developing countries
with limited financial resources for health care,
the vaccine not only must be economical to
manufacture and administer but also must have
sustained availability over many decades (158).

The prospects for a DENV vaccine appear
very promising because it should be possible
to achieve the above five goals with existing
vaccine candidates and vaccine technologies.
This subject has recently been reviewed, and the
reader is referred to that article for additional
details (159). Two important aspects of DENV
immunobiology come into play to make dengue
vaccination feasible. First, protection is largely
mediated by neutralizing antibodies that can be
efficiently induced by either live or nonliving
vaccines. A live virus vaccine is a vaccine that
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undergoes multicycle replication in the host,
whereas a nonliving vaccine could be either a
traditional inactivated virus, a subunit vaccine,
or a virus/vector with only a single cycle of repli-
cation in the host. Second, live DENV vaccine
can infect in the presence of preexisting homol-
ogous immunity even when the vaccine is ad-
ministered parenterally, a property that makes
it possible to generate secondary antibody re-
sponses using a live, attenuated virus vaccine
(108).

Nonliving DENV Vaccines

Two successful nonliving flavivirus vaccines
are safe, effective, and licensed for use to
prevent Japanese encephalitis and tick-borne
encephalitis. Based on this precedent, strate-
gies to develop nonliving vaccines for DENV
have included (a) inactivated virus vaccines,
(b) vaccines that contain or express virus-like
particles, and (c) subunit vaccines containing
purified E subunits. Each of these strategies is
discussed below.

Whole inactivated virus vaccines. Inac-
tivated DENV preparations readily induce
neutralizing antibody to the E protein and
have promise for use as DENV vaccines. They
have two advantages over live, attenuated virus
vaccines: (a) They are safe because inactivated
vaccines cannot revert to a more pathogenic
phenotype, and (b) they can induce a balanced
antibody response to each of the four serotypes
because each serotype in a multivalent, inacti-
vated virus vaccine should be similarly immuno-
genic. The use of inactivated whole virus vac-
cines, nonetheless, presents its own challenges:
(a) The vaccine contains only the structural
proteins of DENV and thus fails to induce any
immunity to the nonstructural proteins; (b) ad-
juvants might be required for optimal immuno-
genicity in seronegative subjects, and these can
add expense and complexity to development,
can increase reactogenicity in the acute postvac-
cination period, and can raise long-term safety
concerns; (c) multiple booster doses are re-
quired to provide long-term immunity; and (d )

they can be expensive to manufacture because
DENV does not grow to high titer in tissue
culture cells and because four components will
have to be individually manufactured and com-
bined. For economic reasons, these challenges
make an inactivated vaccine a potentially less
attractive candidate for use in DENV-endemic
areas than a live, attenuated vaccine candidate,
although an inactivated DENV vaccine may
be useful for the military or for travelers.

A purified, inactivated DENV-2 vaccine has
been manufactured by Walter Reed Army In-
stitute of Research and evaluated in monkeys,
and a DENV-1 equivalent will soon enter clin-
ical trials (160, 161). For preparation of the in-
activated vaccine candidates, the viruses were
propagated in certified Vero cells, concentrated
by ultrafiltration, and purified on sucrose gra-
dients. The high-titer purified virus (approxi-
mately 109 pfu/ml) was then inactivated with
formalin. The DENV-2 vaccine administered
with alum or other adjuvants induced high lev-
els of neutralizing antibody and protected non-
human primates against viremia (162). There
are no known adverse consequences of inacti-
vated DENV vaccines such as the disease po-
tentiation seen in recipients of respiratory syn-
cytial virus vaccine or measles virus vaccine
and subsequently infected with wild-type virus.
This possibility, however, must be monitored
over time in clinical trials with inactivated virus
vaccines in endemic regions, and studies will
need to address the concern that DHF/DSS
might develop in those vaccinees whose pro-
tective antibody titers to the E protein decline
to nonprotective levels. This latter concern also
applies to all live and nonliving DENV vaccines
used in endemic regions.

Subviral particles. Inactivated virus vaccines
contain E, prM, and C proteins and viral RNA.
Subviral particles consist of coexpressed prM
and E proteins without RNA or C protein and
have a less complex structure than that of in-
activated virus vaccines. These subviral parti-
cles are released from host cells into the extra-
cellular fluids. Increased yields can be obtained
by codon optimization of dengue-specific genes
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to enhance translation in infected mammalian
cells (163). Subviral particles are also similar to
virions in some other respects: They contain
prM/M, E, and lipids; the E protein is glyco-
sylated; the particles are antigenically similar
to dengue virions being recognized by mono-
clonal antibodies specific for different domains
of the E protein; they induce neutralizing anti-
bodies to the virus in rodents or primates; and
they can protect these animals against DENV
challenge (164). There are three ways these sub-
viral particles can be delivered to the host. First,
continuous cell lines or yeast expressing prM
and E are generated, and the subviral particles
secreted are purified from the extracellular flu-
ids (165). Second, viral vectors such as aden-
ovirus (166), vaccinia (167), or alphavirus (168)
are engineered to express the prM and E of each
serotype, and the subviral particles are released
from infected cells in the vaccinee. Finally, plas-
mids expressing prM and E are administered
to the host (169–172). Subviral particles made
up of prM and E appear to be more immuno-
genic than E subunit vaccines that lack prM,
most likely because they are particulate and se-
creted into the extracellular space, whereas full-
length E remains cell associated and is weakly
immunogenic (173). To date, relatively weak
to moderate immune responses have been ob-
served with subviral particles, and more than
one dose is often required to achieve this re-
sponse. Because these vaccines have been shown
to be immunogenic and partially efficacious,
their future as licensed products lies largely in
the successful solution of several practical issues
such as ease of production, cost, complexity of
the immunization schedule, and the magnitude
and duration of the immunity that is induced.
To overcome this weak immunogenicity, adju-
vants (174) and combination prime-boost (175)
strategies have been added to the subviral parti-
cle immunization regimen. A clinical trial with
three doses of a DENV-1 DNA construct ex-
pressing prM and E proteins was recently com-
pleted (C.G. Beckett, unpublished data).

Subunit vaccines—E protein. Dengue anti-
gens, primarily E proteins, have been produced

in several expression systems to generate sub-
unit vaccine candidates. Some expression sys-
tems that are designed for direct administration
to the host include plasmid DNA and viral vec-
tors such as adenovirus (176), alphavirus (168),
and the MVA strain of vaccinia virus (177). In
addition, yeast (178) and insect cells (179, 180)
expressing E have been used as a source of anti-
gen to generate a purified E preparation that
is used with or without adjuvant to immunize
the host. In most cases, an E protein lacking
its C-terminal membrane anchor sequence is
used because, in contrast to full-length E, it is
secreted from the cells facilitating purification
from extracellular fluids (180). Full-length pro-
tein has also been used and extensively purified
from cells, such as insect cells (179). Both full-
length and truncated forms of E retain suffi-
cient structure to be recognized by monoclonal
antibodies, and each can induce neutralizing
antibodies (179–181). Multiple doses with or
without an adjuvant are usually required to in-
duce neutralizing antibody, and protection in
mice or nonhuman primates is often incomplete
(180). Despite the development of neutralizing
antibodies to the challenge DENV, challenge
virus can be detected in the blood of monkeys
for reasons that remain unclear (180). Although
such vaccines are anticipated to achieve a high
level of safety, they will likely have to overcome
the challenges outlined above for inactivated
DENV virus vaccines. They do not provide an
identifiable immunological advantage over ei-
ther whole virus vaccines or subviral particle
vaccines.

Hawaii Biotech, Inc., is currently manufac-
turing affinity-purified E protein for each of
the four DENV serotypes (180), and the first
Phase I evaluation of the DENV-1 subunit is
ongoing. This is the first DENV subunit to
be tested in humans. However, two studies in
rhesus monkeys have recently been completed
using monovalent DENV-2 or DENV-4 trun-
cated E proteins. Guzman et al. (178) immu-
nized monkeys with four doses of 100 μg of E
protein (DENV-4), using alum as an adjuvant,
and achieved only partial protection against
wild-type DENV-2 challenge. In collaboration
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with Hawaii Biotech, Putnak et al. (162) immu-
nized monkeys with two doses of DENV-2 E
protein produced in Drosophila cells and formu-
lated with each of five different adjuvant com-
binations. Although DENV neutralizing anti-
body titers prior to challenge varied widely, one
group of monkeys receiving the highest dose
of antigen along with two adjuvants was com-
pletely protected.

Subunit vaccines—NS1 protein. NS1 pro-
tein of DENV is a component of the viral repli-
cation complex and is secreted from infected
cells to levels that are detectable in serum dur-
ing DENV infection of humans. In humans,
antibodies to NS1 are usually first detected
following the second infection, indicating that
NS1 has somewhat diminished immunogenic-
ity in this host, at least compared with the re-
sponse to NS3 or E (97–99). There is interest in
developing a vaccine based on NS1 in humans
given that immunity to NS1 is associated with
resistance to challenge infection in animal mod-
els of flavivirus infections and that passively ad-
ministered NS1 antibodies can protect animals
from virulent flavivirus challenge (182, 183).
Because NS1 is not a virion-associated protein,
it is not possible to have NS1 antibodies aug-
ment the infectivity of DENV by ADE, which
is a significant safety advantage.

As described above for subviral particle and
E subunit vaccines, NS1 can be delivered to
the host by a vector or a plasmid or as a puri-
fied protein, and protective immune responses
to DENV can be induced in experimental an-
imals (184–187). Although cross-reactive an-
tibody against DENV-1–4 is seen following
immunization with monovalent DENV-2 NS1
administered in multiple doses, the protection
induced was serotype specific, which suggests
that, like the E protein, an NS1 vaccine would
need to be multivalent. Multivalent NS1-based
vaccines will need to be compared with non-
living and live, attenuated virus vaccines con-
taining E antigen to determine if efficacy is
comparable.

Live, Attenuated Virus Vaccines

Several factors have guided the development of
live, attenuated vaccine candidates for DENV.
These factors are considered here, along with
the general goals enumerated above that are
shared for live and inactivated virus vaccines.
First, live, attenuated viruses can belong to one
of two general classes. In one class, a dengue
wild-type virus is mutated to replicate inef-
ficiently in humans but retains the ability to
induce an immune response to structural and
nonstructural proteins. In the second class, an
antigenic hybrid or chimeric virus is gener-
ated in which an attenuated flavivirus, such as
the licensed yellow fever virus (YFV) vaccine,
is modified by the replacement of prM and
E genes by those derived from DENV (188).
Such a vaccine induces immunity to prM and
E of the DENV serotype but not to the other
DENV proteins. It would induce an immune
response similar to that of a subviral particle,
i.e., to DENV prM and E. Also in this sec-
ond class of live, attenuated DENV vaccines is
a chimeric virus in which an attenuated DENV
serves as the genetic background. Thus, multi-
ple constructs can serve as live, attenuated virus
vaccines as long as they are sufficiently attenu-
ated and immunogenic.

Second, live virus vaccines would optimally
induce durable humoral and cellular immune
responses such as those induced by natural
infection with wild-type DENV. Because the
level of replication of a live, attenuated virus
vaccine will be substantially less than that of
wild-type virus and thus will have decreased
immunogenicity in comparison, more than one
dose will likely be needed to achieve a level of
immunity that approaches that induced by nat-
ural infection. The optimal timing of the second
dose of vaccine needs to be determined exper-
imentally because there is strong heterotypic
immunity in humans that is active from two to
nine months after DENV infection.

Third, the replication of a live DENV
vaccine needs to be sufficiently restricted
to preclude the development of significant
clinical symptoms and chemical/hematological
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abnormalities. The frequency and severity of
systemic signs/symptoms such as fever, malaise,
myalgia, and arthralgia that occur in natural
dengue infection should be low following vac-
cination, whereas asymptomatic or subclinical
signs of infection such as mild rash, mild liver
enzyme elevations, and transient neutropenia
are to be expected because they are part of
the normal clinical manifestations of a DENV
infection and would therefore be acceptable.
A level of viremia of 100.5 to 102.5 infectious
units/ml, as observed following YFV vaccina-
tion (189), appears to be a reasonable range
for a live DENV vaccine. The vaccine should
be safe in HIV-infected and other immuno-
compromised individuals, which is important
given that they will likely receive the vaccine
inadvertently.

Fourth, the virus should have decreased
transmissibility to mosquitoes, which can be
achieved (a) by a low level of virus in the blood
such that the 1–2 μL of blood ingested by the
mosquito does not contain sufficient virus to in-
fect the feeding mosquito or (b) by the presence
of viral mutations that restrict infection or virus
replication in the mosquito. Reduced transmis-
sibility by mosquitoes can be achieved by de-
veloping mutant viruses with decreased ability
to infect the midgut, to disseminate from the
mosquito midgut to the salivary gland, or to
replicate in the salivary gland.

Fifth, the virus should have high infectiv-
ity for humans so that it is infectious for the
vast majority of vaccinees at a low dose and
should replicate with reasonable efficiency in
tissue culture, thus enabling it to be delivered
at low cost. Sixth, each of the four compo-
nents of the vaccine must replicate sufficiently
in humans to induce a balanced neutralizing
antibody response to each serotype. Seventh,
the genetic basis of attenuation for each of the
four vaccine components should be clearly de-
fined so that genetic and phenotypic stability
can be monitored during all phases of man-
ufacture and use in humans. The mutations
that confer the attenuation phenotype should
be genetically stable, and the attenuation phe-
notype should be maintained following replica-

tion in humans. It is reasonable to consider that
the DENV/YFV or DENV/DENV chimeric
viruses and DEN viruses with attenuating dele-
tion mutations would be genetically and pheno-
typically stable, but this will require monitoring
in clinical trials.

The eighth and final factor guiding live, at-
tenuated vaccine development that we consider
here is the suggestion that recombination of
vaccine virus with other DENV or other fla-
viviruses in a dually infected vaccinee might
occur and that such a virus might have in-
creased/altered pathogenicity. Adverse conse-
quences from such recombination is considered
highly unlikely for a large set of reasons enu-
merated elsewhere (190, 191). With these eight
factors in mind, only those live virus vaccines
that are actively being developed with clini-
cal trials reported in the literature are included
here.

Chimeric virus vaccines based on the
licensed yellow fever vaccine. Antigenic
chimeric DENV vaccine candidates, des-
ignated ChimeriVaxTM-DEN1–4 (CVD1–4),
were made by substituting the prM and E genes
from each of the four DENV serotypes for
the corresponding genes of the live, attenu-
ated YFV 17D vaccine strain, thereby gen-
erating four monovalent vaccine candidates
(Figure 5a) (188). The genetic basis of atten-
uation for each of the four viruses is not fully
defined. The relative contribution of the atten-
uating effect of antigenic chimerization, which
was previously found to independently attenu-
ate various flaviviruses in vivo (192, 193), is not
known for the CVD1–4 viruses and might dif-
fer for the each of the four DENV serotypes.
For the CVD1–4 viruses, investigators do not
know the specific contribution to the overall
level of attenuation of the attenuating muta-
tions that are present in the C and NS pro-
teins of the YFV 17D regions of the chimeric
vaccine virus. The CVD3 and CVD4 viruses
replicate efficiently in monkeys to levels not un-
like those of a DENV wild-type virus (194),
but each of the CVD vaccine viruses appear
to be highly restricted in replication following
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prM E prM E Structural genes from each DENV serotype  

Yellow fever vaccine virus 17D

Chimeric virus

C prM E Nonstructural genes5' 3'

C Nonstructural genes

Nonstructural genes

5' 3'

ChimeriVax–DEN1
ChimeriVax–DEN2
ChimeriVax–DEN3
ChimeriVax–DEN4

C5' 3'prM E

C5' 3'Nonstructural genesprM E

DEN1Δ30
Δ30

Δ30

Δ30

Δ30

DEN4

C5' 3'Nonstructural genesprM E

DEN2/4Δ30

C5' 3'Nonstructural genesprM E

DEN3-3'D4Δ30

C5' 3'Nonstructural genesprM E

DEN4Δ30

a

b

Figure 5
Generation of live, attenuated DENV vaccine candidates using reverse genetic strategies. (a) Chimeric
vaccine candidates were constructed by replacing the prM and E gene regions of yellow fever virus 17D
vaccine strain with those derived from each DENV serotype (188). The four resulting ChimeriVax-DEN
viruses were combined into a tetravalent formulation, and evaluation in human volunteers is ongoing (195,
197). (b) The removal of 30 contiguous nucleotides (�30) from the 3′ UTR of the DENV genome was first
demonstrated to attenuate DENV-4 (199). The �30 mutation was also shown to attenuate DENV-1 (16).
To generate vaccine candidates for DENV-2 and DENV-3, chimeric vaccine candidates were constructed:
The prM and E gene regions of DEN4�30 were replaced with those derived from DENV-2 (193); the
entire 3′ UTR of DENV-3 was replaced with that derived from DEN4�30 (207). This collection of
recombinant vaccine candidates, all bearing the �30 mutation, has been successfully evaluated as individual
monovalent vaccines in humans. Evaluation of the tetravalent mixture is ongoing.
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administration of tetravalent formulations to
humans (195, 197). The monovalent vaccine
candidates have been shown to have low infec-
tion rates for A. aegypti but to replicate relatively
efficiently following intrathoracic inoculation
(198). The monovalent CVD2 vaccine candi-
date was evaluated in humans and appeared
to be safe and immunogenic with low-level
viremia, indicating attenuation of the DENV-2
component in humans (189). The other mono-
valent CVD viruses have not been evaluated as
monovalent vaccines in humans despite clear
differences in levels of replication and immuno-
genicity in monkeys.

Early reports of the Phase I testing of the
ChimeriVax tetravalent vaccine indicate that it
appears safe with relatively low viremia (195–
197). The low viremia level and the decreased
infectivity for mosquitoes indicate that this vac-
cine should be poorly transmissible from vacci-
nees to mosquitoes. There is a low to moderate
level of immunogenicity against each of the four
serotypes following a single dose; the CVD2
and CVD4 vaccines are more immunogenic
than the CVD1 and CVD3 components. This
vaccine was administered in three doses, 105 pfu
per component at 0, 4, and 12 months, and ap-
peared to be broadly immunogenic against each
of the four serotypes after completion of this
vaccine schedule, with seropositivity rates of
77–92% against each dengue serotype. Among
the youngest cohort (ages 2–11) in Mexico City,
95% of vaccinees were seropositive against
three or more dengue serotypes. This promis-
ing DENV vaccine continues to be evaluated in
expanded clinical trials.

Mixed set of attenuated DENV and
chimeric DENV vaccines. A different strat-
egy for the development of a live, attenuated
DENV vaccine has been used in the Labo-
ratory of Infectious Diseases (NIAID, NIH,
Bethesda, MD) in which defined attenuating
deletion mutations were introduced into the 3′

UTR region of DENV-1 and DENV-4 full-
length cDNA clones (Figure 5b) (16, 199).
The 3′ 172–143 deletion mutation, referred to
as �30, specified a desirable balance between

attenuation and immunogenicity for DENV-1
and DENV-4 in both monkeys and humans,
but this approach did not suitably attenuate
DENV-2 and DENV-3 (17, 18). The DENV-
1 and DENV-4 vaccine candidates containing
the �30 mutation were safe and immunogenic
at 103 pfu/ml, with a faint asymptomatic rash
observed in about half of the vaccinees, neu-
tropenia in 7–40%, and transient increases in
ALT enzyme levels seen in a small percent-
age of vaccinees, especially at the higher vac-
cine dose of 105 pfu for DEN4�30 (56, 57,
200). Vaccine virus was not transmitted from
infected vaccinees to mosquitoes, most likely
because the level of viremia was low (about
101 pfu/ml) and because the �30 mutation is
attenuating for replication in mosquitoes (201).
The �30 mutation remained genetically stable
following replication in humans (200).

Because the DEN2�30 and DEN3�30
viruses were not suitable vaccine candidates,
an alternative chimeric strategy based on the
DEN4�30 vaccine candidate was used to cre-
ate candidates for DENV-2 and DENV-3.
The DEN2/4�30 and DEN3/4�30 antigenic
chimeric vaccine candidates were generated and
contain the prM and E of DENV-2 or DENV-
3 on a DEN4�30 genetic background, and
these antigenic chimeric viruses were highly
attenuated for monkeys (17, 193). Both the
DEN2/4�30 and DEN3/4�30 vaccine can-
didates have low oral infectivity for A. ae-
gypti mosquitoes (17, 193). The attenuation
of the DEN2/4�30 and DEN3/4�30 viruses
for monkeys was a result of chimerization as
well as of the presence of the �30 mutation
(17, 193). The DEN2/4�30 and DEN3/4�30
chimeric vaccine candidates have been com-
bined with DEN1�30 and DEN4�30 to cre-
ate a tetravalent formulation that is atten-
uated (peak titers of <102 pfu/ml), broadly
immunogenic, and protective in rhesus mon-
keys (108). Phase I testing of DEN2/4�30
has shown that this vaccine candidate is safe
and immunogenic at a dose of 103 pfu (55),
but clinical evaluation of DEN3/4�30 has in-
dicated that it has an unacceptably low level
of infectivity for humans. Thus, antigenic
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chimerization resulted in an appropriately at-
tenuated and immunogenic vaccine candidate
for DENV-2 but not for DENV-3.

Additional ongoing clinical trials have
indicated the following: (a) Two new live, at-
tenuated DENV-3 vaccine candidates with mu-
tations in the 3′ UTR appear safe and immuno-
genic in early Phase I trials in humans (A.P.
Durbin, unpublished data) and will be included
in a tetravalent vaccine in humans; (b) a more at-
tenuated derivative of DEN4�30 has also been
generated as a backup candidate for DEN4�30
(202); and (c) disease enhancement was not

observed in vaccinees with preexisting het-
erotypic DENV immunity that were given
a monovalent DENV vaccine (A.P. Durbin,
unpublished data). Phase I studies of several
tetravalent DENV vaccine admixtures are
currently in progress. These live, attenuated
DENV vaccine candidates result in low viremia
and demonstrate high infectivity and high im-
munogenicity when administered at a dose of
103 pfu and, therefore, are promising vaccine
candidates that could be manufactured in Vero
cells at multiple sites in endemic regions at
relatively low cost.

SUMMARY POINTS

1. The adaptive immune response to DENV infection contributes to the resolution of
infection and plays the pivotal role in protection from reinfection. However, this same
immune response is also believed to play a critical role in the enhancement of disease
severity.

2. The primary protective antigen of DENV is the E protein, and neutralization of infec-
tivity is assumed to be the major mechanism by which protection is achieved. Therefore,
induction of protective levels of neutralizing antibodies is the main goal of immunization.

3. Immunization against DENV disease must address both the issues of protective immunity
and the proposed enhancing role of antibodies.

4. Safe and immunogenic live, attenuated viruses that can be manufactured economically
are the front-runners in the effort to produce a DENV vaccine. Nonliving vaccines, if
they can be produced economically and if they can induce sustained antibody responses
in humans, show promise as well.

5. Although long overdue, the development of suitable dengue vaccines is moving forward
at an accelerated rate and with a high level of optimism that the challenges of vaccine
development and implementation can be overcome.

FUTURE ISSUES

1. To determine if interference occurs among the four virus components of a live, attenu-
ated tetravalent vaccine, investigators should compare the human responses of the four
monovalent components to that of the tetravalent vaccine.

2. Investigators must determine if immunogenic nonliving DENV vaccines can be produced
at a cost low enough to permit their use in endemic regions with developing economies.

3. The rate and impact of the observed decay in neutralizing antibody levels following
vaccination as well as the optimal timing of a second vaccine dose must be determined.
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4. Investigators must define the DENV epitopes that are recognized by humans and
that comprise the polyclonal antibody response elicited by DENV infection and/or
vaccination.

5. Methods need to be developed that can reliably differentiate between homotypic and
cross-protective heterotypic immune responses in subjects receiving a tetravalent DENV
vaccine.
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Abstract

T cell help to B cells is a fundamental aspect of adaptive immunity and
the generation of immunological memory. Follicular helper CD4 T
(TFH) cells are the specialized providers of B cell help. TFH cells de-
pend on expression of the master regulator transcription factor Bcl6.
Distinguishing features of TFH cells are the expression of CXCR5,
PD-1, SAP (SH2D1A), IL-21, and ICOS, among other molecules, and
the absence of Blimp-1 ( prdm1). TFH cells are important for the for-
mation of germinal centers. Once germinal centers are formed, TFH

cells are needed to maintain them and to regulate germinal center
B cell differentiation into plasma cells and memory B cells. This re-
view covers TFH differentiation, TFH functions, and human TFH cells,
discussing recent progress and areas of uncertainty or disagreement in
the literature, and it debates the developmental relationship between
TFH cells and other CD4 T cell subsets (Th1, Th2, Th17, iTreg).
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INTRODUCTION

Follicular helper CD4 T (TFH) cells in humans
were initially described in 2000 and 2001, when
several groups reported that a large proportion
of CD4 T cells in tonsils have a unique pheno-
type, expressing high levels of CXCR5 (1–3).
Tonsils are a secondary lymphoid organ similar
to lymph nodes but with constant exposure to
antigens via the throat and upper respiratory
tract. Tonsils have, as a result, large and active
germinal centers (GCs), which makes tonsils an
appealing organ for the study of GCs. GCs are
histologically distinct structures that develop
within B cell zones (follicles) of secondary
lymphoid tissues, and it is within GCs that
the interrelated and multifaceted processes of
B cell affinity maturation (hypermutation and
selection), class switch recombination (CSR),
plasma cell differentiation, and memory B cell
differentiation predominantly occur. These
features make the GC key to protective im-
munity against many pathogens. GCs depend
on CD4 T cells (4–6), and many tonsillar CD4
T cells are located inside GCs (1–3). The
chemokine receptor CXCR5 (Blr1) expressed
by B cells is required for migration and respon-
siveness to CXCL13 (formerly B lymphocyte
chemoattractant, or BLC) to form follicles (7).
CD4 T cells that express CXCR5 can migrate
in response to CXCL13 (2, 8) and relocate to
follicles. This colocalization of CD4 T cells
with B cells is critical for T-B interactions,
as T cell receptor–major histocompatibility
complex class II (TCR-MHCII) engagement is
pivotal to the restriction of cognate B cell help.
CD40L and other important surface molecules
are crucial components of T cell help to B cells
and require direct cell-cell contact.

While the original descriptions of CXCR5+

TFH cells were important first steps (1–3), they
were insufficient to convincingly establish TFH

cells as a full CD4 T cell program, and the
scientific literature generally did not acknowl-
edge TFH cells as a distinct differentiation
lineage of CD4 T cells at the level of Th1,
Th2, Treg, or Th17 cells (9–11). There were
multiple reasons for this. First and foremost,

differentiation of CD4 T cells is heavily con-
trolled by a small number of master regulator
transcription factors that powerfully determine
Th1, Th2, Th17, and iTreg differentiation (T-
bet, GATA3, RORγt, Foxp3) (12), and there
was no known master regulator transcription
factor required for TFH differentiation. In
addition, it was not sufficiently convincing
that TFH cells possess specialized attributes
beyond expression of CXCR5. Recently, the
identification of Bcl6 as a master regulator of
TFH differentiation (13–15), the demonstration
of the requirement of TFH cells for B cell help
in vivo (13, 15, 16), and the identification of the
importance of IL-21 for TFH function (16–20)
have now established TFH cells as a distinct
CD4 T cell type, and one of great importance
for protective immunity. Understanding TFH

differentiation and function is of central im-
portance for rational vaccine design, as nearly
all licensed human vaccines function on the
basis of protective T cell–dependent antibody
responses (21). Furthermore, TFH cells can
play important roles in common autoimmune
diseases such as systemic lupus erythematosus
(SLE) and rheumatoid arthritis (22–24). This
review covers recent TFH cell findings in the
context of the broader CD4 T cell literature
and highlights important areas of uncertainty
or disagreement.

TFH DIFFERENTIATION

Bcl6 as Master Regulator
of TFH Differentiation

Bcl6 was recently identified as a master reg-
ulator of TFH differentiation (13–15). In the
absence of Bcl6 (Bcl6−/−), TFH differentiation
does not occur in vivo (13–15). Differentiation
of other CD4 T cell subsets is relatively unaf-
fected by the loss of Bcl6 (13–15). Constitutive
expression of Bcl6 drives TFH differentiation in
vivo (13). TFH cells express high levels of Bcl6,
and non-TFH cells (activated antigen-specific
CD4 T cells that are not TFH, i.e., Th1, Th2,
Th17, or other subsets) express high levels of
Blimp-1 (13, 31–32). Blimp-1 is an antagonist
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of Bcl6, and Bcl6 is an antagonist of Blimp-1
(31, 33). CD4 T cells that constitutively express
Blimp-1 suppress the expression of Bcl6 and
fail to generate TFH cells (13). Importantly,
the expression of Blimp-1 does not inhibit
differentiation of non-TFH CD4 T cell subsets
(13). These findings are best explained as a
bimodal fate decision made by activated CD4
T cells to become either Bcl6+ TFH cells or
Blimp-1+ non-TFH effector cells (13, 31).

Bcl6 is a transcriptional repressor (31, 34,
35) originally identified as the master regulator
of GC B cell differentiation (34). Bcl6 controls
GC B cell differentiation by regulating cell
cycle genes, regulating DNA damage response
genes, and suppressing a host of signaling path-
ways, including B cell receptor (BCR) signaling
(31, 34–36). While Bcl6 is required in both
GC B cells and TFH cells, it appears to control
TFH differentiation largely by regulating genes
separate from those it controls in GC B cells
(31). This likely occurs because of the ability
of Bcl6 to dimerize with a host of different
corepressors through its BTB, RDII, and Zn
finger domains (31, 35). Our understanding of
the mechanisms by which Bcl6 controls TFH

differentiation is currently limited. Bcl6 can
bind to thousands of genes in B cells (36, 37).
What is currently known in CD4 T cells is that
Bcl6 can modulate microRNA expression (15),
and Bcl6 can inhibit differentiation of other
CD4 T cell subsets (14) (Figure 1). Bcl6 can
antagonize transcription factors important for
Th1 (14, 15), Th2 (14, 41, 42), or Th17 (14, 43)
differentiation (Figure 1). There is evidence
that Bcl6 inhibits murine RORγt function
but not expression (14), whereas in humans
Bcl6 can bind the RORγt promoter (15). It is
fascinating that Bcl6 interacts with these differ-
entiation pathways at different levels, and it will
be interesting to determine the mechanisms for
how this regulation occurs. Bcl6 antagonism
of Blimp-1 is one key mechanism by which
Bcl6 inhibits non-TFH differentiation (13)
(Figure 1). Blimp-1 directs effector cell differ-
entiation in CD8 T cells (38–40) and non-TFH

CD4 T cells (13, 31). By repressing Blimp-1,
Bcl6 can limit all non-TFH differentiation.

ON SEMANTICS: NOMENCLATURE
AND MARKERS

Differences in nomenclature are common in an active and rapidly
moving area of biology. As Keith Yamamoto has wryly ob-
served, “Scientists would rather use each others’ toothbrushes
than use each others’ nomenclature.” Although the situation is
less dramatic now than it was 20 years ago in the heyday of gene
cloning, nomenclature disagreements still occur. Use of differ-
ent nomenclatures is entirely appropriate while fields mature.
What is critical is that differences in nomenclature—differences
in semantics—do not obscure the underlying biological pro-
cesses. In the field of TFH cells, there are currently three or more
TFH nomenclatures used, and variations are continuing to evolve.
The original TFH nomenclature was used to define all CXCR5+

CD4 T cells as TFH cells and to equate CXCR5 expression with
germinal center (GC) or follicular localization and B cell help
(1, 3). In one current terminology, TFH cells localized in GCs (or
presumed to localize in GCs) are referred to as TFH cells. All pre-
decessors of those cells with TFH-like characteristics (including
CXCR5 expression) are termed pre-TFH cells. In a second ter-
minology, TFH cells localized in GCs are referred to as GC TFH

cells, and predecessors of those cells are termed pre-TFH cells.
In a third terminology, all CXCR5+Bcl6+ cells are termed TFH

cells, and TFH cells localized to GCs are referred to as GC
TFH cells. The third terminology is used in this review, given that
TFH and GC TFH cells are clearly related [both express CXCR5
and Bcl6 (25) and appear to be able to interconvert] and are dis-
tinguishable from other CD4 T cell subsets. Neither TFH nor
GC TFH cells exist in the absence of Bcl6 (13–15). Furthermore,
both TFH and GC TFH cells provide enhanced B cell help (25,
26), and B cell help in vivo occurs both within GCs and elsewhere
in follicles and neighboring regions.

IL-21-producing cells, in vitro or in vivo, without further
characterization are of indeterminate origin and should not be
classified as TFH cells without characterization of Bcl6, CXCR5,
and/or additional TFH differentiation markers. This is because
many CD4 T cells that are not TFH cells can express substantial
IL-21, including Th17 cells (27–30).

Although Bcl6 can antagonize other CD4 T
cell differentiation pathways, this antagonism is
partial in many situations, and strong Th1, Th2,
or Th17 inductive signals generate TFH cells
with dual characteristics. It has been known for
years that CD4 T cells within GCs can express
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Th1 Th2 Th17 Treg

Bcl6

Blimp-1

T-bet Foxp3GATA3
protein

RORγt
function

RORγt

Figure 1
Bcl6 inhibition of other CD4 T cell differentiation pathways. Bcl6 can cause a generalized inhibition of other
CD4 T cell differentiation pathways by blocking Blimp-1 expression (13, 31). Bcl6 can bind the T-bet gene
(15), can inhibit Th2 differentiation without inhibiting GATA3 mRNA expression (41), can inhibit Th17
differentiation by inhibiting RORγt activity (14), and can bind the human RORγt promoter (15), but Bcl6
does not inhibit RORγt expression in murine CD4 T cells (14). Antagonism of Tregs by Bcl6 has not been
reported, but gut Tregs can lose Foxp3 and differentiate into Bcl6+ TFH cells under inflammatory
conditions (67).

canonical cytokines of different CD4 T cell sub-
sets, such as IFN-γ (13, 25, 44, 45) or IL-4 (2,
46) [and more recently IL-17 (47)]. It was also
known that CD4 T cells polarized to Th1 or
Th2 in vitro could support antibody responses
in vivo after transfer (48, 49); however, those
experiments suffered from the classic criticisms
of polarization experiments: that a small popu-
lation may have remained unpolarized in vitro
and that this population experienced extensive
outgrowth after adoptive transfer. Other work
demonstrated that TFH differentiation in vivo
did not depend on Th2, Th1, or Th17 differ-
entiation pathways and that TFH cells expressed
low levels of Th2, Th1, or Th17 cytokines (16).
Although that work helped to establish TFH

cells as an independent differentiation pathway
(16), the lack of IFN-γ- or IL-4-producing TFH

cells conflicted with previous work (2, 48, 49)
and resulted in a CSR conundrum. It is well ac-
cepted that CD4 T cell help to B cells includes
the central decision of B cells to class switch
to the appropriate Ig isotype for maximal an-
tibody effector functions against the pathogen,
be it IgG2a complement fixing and Fc recep-
tor binding in the context of viral infections
(50, 51) or IgE in the context of parasite infec-
tion (52). Although CSR can occur before GC

development, GCs are major sites for CSR
(44, 53). Furthermore, even T-dependent CSR
before GC development is primarily TFH de-
pendent (13). One can argue that the cytokines
necessary for directing CSR may originate from
non-TFH cells, with diffusion of the cytokine
through the lymph node or spleen to the
antigen-specific B cells in the GC. However,
the body of evidence favors focal expression of
cytokines for maximal effect in cell-cell interac-
tions (44, 54, 55). Although IFN-γ expression
by GC TFH cells is important for murine B cell
IgG2a class switching and IL-4 expression by
GC TFH cells is important for murine B cell
IgG1 class switching, TFH cells may only need
to express low levels of these cytokines for in-
duction of CSR during T-B interactions.

More recently, single cell analysis by mul-
tiparameter flow cytometry and other experi-
ments demonstrated that murine TFH cells can
produce IFN-γ (13, 25, 44, 45), IL-4 (25, 32, 44,
56, 57) [or the more restricted Th2 cytokines,
IL-5 and IL-13 (56)], or IL-17 (45, 47). TFH

cells responding to an acute viral infection ex-
press less IFN-γ than do non-TFH effector CD4
T cells (13), which is consistent with different
levels of T-bet expression (13) and with the dif-
ferent roles of IFN-γ produced by these CD4
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T cell types. While there is quantitatively less
T-bet or GATA3 in TFH versus non-TFH cells
in vivo (13, 25, 44, 56), consistent with the fact
that Bcl6 can negatively regulate those differen-
tiation pathways (14), there is not an absolute
separation between Bcl6 expression and the ex-
pression of other master regulator transcription
factors, or between TFH and other CD4 T cell
subsets in mice (13, 44). Phenotypic plasticity
is also seen in other CD4 T cell differentiation
pathways (58–60). These results can be inter-
preted in multiple ways, as is discussed below.

Our understanding of GC TFH cells that ex-
press non-TFH cytokines was refined by recent
elegant work of Locksley and colleagues (44),
who showed that most IL-4-producing cells in
lymph nodes 14–21 days after Leishmania major
or Nippostrongylus brasiliensis infection were GC
TFH cells, not canonical Th2 cells. These IL-
4-producing cells express high levels of Bcl6,
SAP (SLAM-associated protein), CXCR5,
ICOS (inducible costimulator), and IL-21 and
localize to GCs (44). The IL-4 is functional,
as conjugates between IL-4-secreting CD4 T
cells and GC B cells undergoing IgG1 CSR
are isolated (44). TFH cells’ ability to secrete
non-TFH cytokines is not limited to IL-4. TFH

cells with IFN-γ-producing GC TFH cells
were also observed in L. major infection (44).
IFN-γ-secreting CD4 T cells and GC B cells
undergoing IgG2a CSR were observed, con-
firming that Th1 or Th2 cytokine–secreting
CD4 T cells play a role within GCs in instruct-
ing GC B cell immunoglobulin CSR (44). This
was interpreted as evidence that TFH cells can
produce cytokines associated with canonical
helper T effector subsets depending on envi-
ronmental conditions, and those cytokines are
critical in mediating the function of TFH cells.
The observation that TFH cells produce IL-4
after parasite infection was confirmed by two
additional studies, using Schistosoma mansoni
and Heligmosomoides polygyrus (56, 57).

The issue of the TFH cell relationship to
other CD4 subsets is further complicated by the
finding that IL-4 represents a special case, as
GC TFH cells can express IL-4 independently
of Th2 characteristics (see the discussion on

IL-4 below in the section entitled TFH Func-
tions) (25). Therefore, although TFH cells
can clearly express IFN-γ during immune re-
sponses to infections that induce a Th1-biased
condition (13, 25, 45) and IFN-γ expression can
be used as a surrogate marker of additional Th1
features (e.g., T-bet) (13, 25), IL-4 expression is
not a direct demonstration that TFH cells have
additional Th2 characteristics. IL-5 or IL-13
in combination with GATA3 is a better direct
demonstration, which was done in the context
of schistosoma egg–injected mice (56), thereby
confirming that the TFH program can coexist
with the Th2 program. The capacity of TFH

cells to exhibit characteristics of Th2 cells was
interpreted differently by different laboratories.

Note that abundance of cytokine mRNAs
does not necessarily correlate well with actual
amounts of cytokine secretion by TFH cells, and
in vitro it commonly takes strong stimulation
(PMA plus ionomycin) to induce significant cy-
tokine production by TFH cells. This is likely
because of the low levels of Blimp-1 expressed
by TFH cells (13) and the resultant low levels
of active XBP-1, which is a major regulator of
endoplasmic reticulum and Golgi secretion ca-
pacity in lymphocytes (61–63). The high level
of PD-1 on TFH cells also likely limits proximal
TCR signaling in TFH cells and abrogates cy-
tokine secretion, although this has not yet been
experimentally demonstrated.

Early Models of TFH Differentiation

Three models of TFH differentiation have
been put forward in the literature (Figure 2).
After discussing these models here and their
relationships to other CD4 T cell subset
differentiation, I propose an integrated model
in the next section based on recent findings (see
Figure 3). Note that Th1, Th2, and Th17
subsets are frequently called lineages. How-
ever, the term lineage should be reserved for
cells with irreversible developmental changes,
such as the development of B cells, or CD4
versus CD8 T cells. Given the mounting
evidence of plasticity in Th1, Th2, Th17,
and iTreg commitment (58, 60, 64–68), it is
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Th1 Th2

Th17 Treg

Activation

Naive CD4

TFH

Th1

Th1

Th2

Th17

Treg

Th2

Th17

Treg

TFH1

TFH2

TFH17

TFHreg

DC

Blimp-1+

Cognate
B cell

Bcl6

Bcl6+

Primed CD4 T cells

Model 2:  B cell–dependent direct TFH differentiation

IL-6 / IL-21

IL-12

IL- 4

IL-6 + TGF-β

TGF-β

TFH

Model 1:  Direct TFH differentiation via cytokinea b

Naive CD4

Follicular helpers

Activation

Naive CD4

Model 3:  Secondary Programc

Figure 2
Three early models for TFH differentiation: (a) Model 1: Direct TFH differentiation via cytokine; (b) Model 2: B cell–dependent direct
TFH differentiation; (c) Model 3: Secondary program. (See text for details.)

more appropriate to refer to these important
differentiated cell types as different CD4 T cell
subsets, not lineages, and the term subsets is
used herein.

Purified CD4 T cells cultured in the
presence of IL-12 and TCR stimulation begin
expressing T-bet and IFN-γ and differentiate
into Th1 cells in the absence of any additional
external signals. Analogous inductions can be
done for Th2, Th17, or iTreg differentiation,
using isolated CD4 T cells in the presence of
one or two appropriate cytokines. Exposure of
purified CD4 T cells to IL-6 or IL-21 induces

CD4 T cells to produce IL-21 (16, 27, 69).
Nurieva, Dong, and colleagues (16) have shown
that CD4 T cells cultured in the presence of
spleen antigen-presenting cells (APCs) and
IL-21 express CXCR5 mRNA, express some
Bcl6 mRNA, and, upon transfer into host mice,
have enhanced B cell help capacity compared
with unbiased CD4 T cells (Th0, with Th1,
Th2, Th17, and Treg pathways inhibited). It
was further shown that IL-6 or IL-21 could
induce Bcl6 and CXCR5 mRNA in vitro (14).
IL-6 and IL-21 both signal through
STAT3 (signal transducer and activator of

626 Crotty

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:6
21

-6
63

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH21-Crotty ARI 14 February 2011 14:30

GC
TFH

GC
B

Activated 
cognate B cell

TB

T

B

Plasmablast/
plasma cell

B
B

B

B
B B

B B

B B

B
T

B

Germinal
center

FDC

T cell zone/PALS

T

DC

T

GC TFH

Non-TFH

TFH

T

T
T

Initiation
• DC-dependent

• ICOS-dependent
• IL-6/ IL-21 contribute

• High TCR affinity preferred

Red pulp

Follicle

Maintenance
• B cell–dependent
• ICOSL- dependent

Full polarization
• SAP-dependent

• B cell–dependent

Non-TFH

DC

Integrated model of TFH differentiation: multistage and multifactorial

Bcl6+

CXCR5+
Bcl6+Bcl6+

CXCR5+
Bcl6++

CXCR5++

a

Naive CD4

b

TFH

T

Blimp-1+

Figure 3
Proposed integrated model of TFH differentiation: multistage and multifactorial. (a) Multiple stages of TFH
differentiation, including initiation, maintenance, and full polarization. Required signals are indicated. TFH
cells are defined as Bcl6+CXCR5+ CD4 T cells. TFH differentiation is independent of (not dependent on)
Th1/Th2/Th17 differentiation. See text for details. (b) The geography of TFH differentiation within spleen
or lymph node.
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transcription 3), among other pathways, and
STAT3-deficient CD4 T cells fail to differen-
tiate into TFH cells (16). Those data support a
model of TFH differentiation analogous to Th1,
Th2, or Th17 differentiation, where exposure
of CD4 T cells to a single cytokine (IL-6 or
IL-21) drives differentiation of a distinct and
independent TFH cell subset (Figure 2a) (16).

This model has been controversial, however,
for several reasons. Neither Bcl6 nor CXCR5
were induced by IL-6 in vitro in two other stud-
ies, which did show potent induction of IL-21
by IL-6 (69, 70). IL-21 can be produced by
Th17 or Th2 cells in vitro (27–30, 71), mak-
ing it unclear how TFH differentiation speci-
ficity would arise. Purified CD4 T cells cul-
tured in isolation with IL-21 and anti-CD3
and anti-CD28 do not upregulate Bcl6 pro-
tein or CXCR5 protein (D. Eto and S. Crotty,
manuscript submitted). IL-21−/− or IL-21R−/−

mice can develop normal or near normal levels
of TFH cells after protein immunization (17–
19), after viral infection (72; D. Eto and S.
Crotty, manuscript submitted), or in autoim-
munity (22). Note that although IL-21 is not
required for TFH differentiation, IL-21 produc-
tion by TFH cells is an important function of
TFH cells, as GC B cells are usually aberrant in
the absence of TFH production of IL-21 (17–
19). IL-6−/− mice can develop normal levels
of TFH cells after protein immunization (19)
or viral infection (19). Additionally, one study
showed no loss of CXCR5+ CD4 T cells in mice
with STAT3-deficient CD4 T cells (70). This
model also fails to account for the loss of TFH

cells in the absence of T-B interactions (13, 56,
73), discussed below.

A second model of TFH development has
proposed that TFH cells are a distinct CD4
T cell subset that can differentiate indepen-
dently of Th1, Th2, and Th17 but that di-
rect differentiation of TFH cells is dependent
on B cell interaction (Figure 2b, Model 2: B
cell–dependent TFH differentiation) (31). Strik-
ingly, TFH cells are not observed in the ab-
sence of B cells after protein immunization (73),
viral infection (13), or parasite infection (56).
Given that B cell–deficient mice have various

immunological abnormalities—most notably,
lymphoid architecture defects—CD19−/− mice
were used to demonstrate that the absence of
TFH cells was not an epiphenomenon caused
by tissue architectural abnormalities (73). Sub-
sequently, antigen-specific B cells were deter-
mined to be required, as BCR transgenic mice
with a BCR specific for the irrelevant antigen
hen egg lysozyme (HEL) (MD4/μMT) were
incapable of developing virus-specific TFH cells
after infection with lymphocytic choriomenin-
gitis virus (13). In addition, constitutive expres-
sion of Bcl6 in antigen-specific CD4 T cells in
vivo could overcome the requirement of B cells
for TFH differentiation, as Bcl6-expressing lym-
phocytic choriomeningitis virus–specific CD4
T cells could differentiate into TFH cells even in
completely B cell–deficient mice (13). The sim-
plest interpretation of these findings was that
TFH and GC B cell development is tightly in-
terrelated; not only are TFH cells required for
B cell responses, but B cells are required for
TFH cell responses. Indeed, B cells and TFH

cells reciprocally induce the same master regu-
lator transcription factor in each cell type: TFH

cells induce Bcl6 expression in B cells to induce
and sustain GC B cell differentiation (13–15),
and B cells induce Bcl6 expression in CD4 T
cells to induce and sustain TFH differentiation
(Figure 2b) (13).

While B cells are important APCs in nu-
merous contexts, they are generally not avail-
able as the initial APC for CD4 T cells during
responses to infections or protein immuniza-
tions because naive antigen-specific B cells are
exceedingly rare. Dendritic cells (DCs) are re-
quired for most CD4 T cell priming because
they are potent APCs that are not restricted
by an antigen-specific receptor, and DCs colo-
calize with naive CD4 T cells in the T cell
zone (periarteriolar sheath) (74). In the “B cell–
dependent TFH differentiation” model, CD4
T cell priming occurs on a DC, but that ini-
tial priming does not induce TFH differentia-
tion (Figure 2b) (31). After initial recognition
of antigen, some CD4 T cells and B cells mi-
grate to the T cell zone–B cell zone border
(T-B border) (73, 75–79). In this second round
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of interactions, primed T cells that interact with
cognate B cells at the T-B border are induced to
express Bcl6 and become TFH cells. High-level
CXCR5 expression by TFH cells then retains
these cells in the B cell follicle, maximizing their
interactions with B cells, driving GC B cell dif-
ferentiation, and sustaining TFH differentiation
(13, 19, 25). SAP (SH2D1A) is required for GCs
(80) and is an absolutely critical signal transduc-
tion molecule for T-B interactions (81). SAP
is therefore essential for GC TFH differentia-
tion in most contexts (25). However, the B cell–
dependent TFH differentiation model is chal-
lenged by recent data showing that B cells are
not uniquely capable of inducing TFH differen-
tiation, as mice lacking MHCII on B cells could
develop TFH cells in the presence of repeated
antigen injection (82), and TFH differentiation
is present at early time points after an acute vi-
ral infection, before fading later in the absence
of B cells (Y. Choi and S. Crotty, manuscript
submitted). These data indicate that B cells are
normally critical APCs for the maintenance of
TFH differentiation but are not required to ini-
tiate TFH differentiation (82; Y. Choi and S.
Crotty, manuscript submitted).

A third proposed model is that TFH cells
are not a distinct CD4 T cell subset and that
the TFH program is a secondary program more
akin to central versus effector memory differen-
tiation (12). This “Secondary program” model
posits that TFH differentiation is a phenotypic
state achieved by CD4 T cells that have al-
ready undergone Th1, Th2, or Th17 differen-
tiation (Figure 2c, Model 3) (56). If one sub-
scribes to an absolutist model of CD4 T cell
differentiation, in which Th1, Th2, Th17, and
iTreg differentiation programs are completely
distinct from each other and individual cells
cannot possess overlapping attributes of these
subsets in vivo, then one may conclude that the
TFH differentiation program is not analogous
to Th1, Th2, Th17, and iTreg differentiation,
as TFH cells can clearly possess overlapping at-
tributes with these other CD4 T cell differenti-
ation states (13, 25, 44, 45, 56). In that interpre-
tation, the TFH program is a phenotypic state
achieved by a CD4 T cell that has already been

primed and differentiated to a Th1/Th2/Th17
cell. The key feature of this model is that a
TFH cell cannot exist independently of Th1,
Th2, or Th17 cells; a cell must become a
Th1/Th2/Th17 cell before differentiating to a
TFH cell (56, 83, 84) (Figure 2c). This model
also implies that TFH differentiation would not
antagonize Th1, Th2, or Th17 differentiation.

A variation on the TFH cell as a secondary
program phenotypic state model revisits the fol-
lowing question: If TFH cells are not a fully dis-
tinct subset, then are TFH cells simply CD4 T
cells that express CXCR5? The answer to this
question is an emphatic “No.” The gene expres-
sion changes in TFH cells are at least as extensive
as the gene expression changes that distinguish
Th1, Th2, and Th17 cells. The TFH gene ex-
pression program involves changes in numer-
ous transcription factors, cell surface receptors,
cytokines, and additional molecules well be-
yond CXCR5 (13, 16, 25, 85–87). Indeed, the
TFH program is especially rich in cell surface
receptor changes, making TFH cells relatively
easy to phenotypically identify by flow cytom-
etry by surface stains of cells directly ex vivo,
in contrast to Th1, Th2, or Th17 cells. This
extensive set of cell surface receptor changes is
reflective of the importance of cell-cell inter-
actions between TFH and B cells for the spe-
cialized B cell help functions of TFH cells. Bcl6
binds between 1,700 and 4,000 gene promoters
in GC B cells (36, 37) and can regulate perhaps
as many genes in TFH cells, although this has
yet to be experimentally determined.

A Multistage Multifactorial Model
of TFH Differentiation

TFH differentiation is controversial, and these
controversies center on multiple different es-
sential aspects of TFH biology, resulting in dis-
parate models of TFH differentiation. How do
we resolve the controversies of these models?
I propose a multistage, multifactorial model of
TFH differentiation (Figure 3).

Priming. Bcl6 is the central regulator of TFH

differentiation and is the key to understanding
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development of this cell type. A causal relation-
ship between Bcl6 expression and TFH cells has
been demonstrated (13–15). Bcl6 protein ex-
pression level is closely correlated with CXCR5
expression level throughout TFH differentia-
tion, with the highest levels of Bcl6 mRNA
and protein and CXCR5 mRNA and protein
expression in GC TFH cells (25, 26, 86, 88).
To understand the underlying mechanisms of
Bcl6 induction, we recently examined require-
ments for Bcl6 expression by CD4 T cells in
vivo, with a particular focus on Bcl6 protein,
as Bcl6 mRNA does not consistently reflect
Bcl6 protein levels in B cells (89–91). Strik-
ingly, development of Bcl6+CXCR5+ CD4 T
cells occurred as early as day 2 in vivo in re-
sponse to an acute viral infection, with further
increases in Bcl6 protein expression levels and
Bcl6+CXCR5+ CD4 T cell frequency as the
adaptive immune response matured (Y. Choi
and S. Crotty, manuscript submitted). Normal
early induction of Bcl6 and CXCR5 by CD4
T cells at days 2–4 in vivo was observed in
the absence of B cells (Y. Choi and S. Crotty,
manuscript submitted). However, TFH differ-
entiation was lost by day 8 in vivo in the ab-
sence of B cells (13), demonstrating that al-
though DCs initially prime TFH differentiation,
those signals are transient, and B cells are re-
quired as a second stage of APC–CD4 T cell
interaction to sustain and complete TFH dif-
ferentiation in vivo, as B cells rapidly become
the primary APCs available (13, 56, 73, 82)
(Figure 3a,b).

Higher TCR affinity may result in pro-
longed T cell–DC interactions during the ex-
tended periods of CD4 T cell–DC interaction
in the first 24 h of priming in vivo (74, 92–
94). Higher TCR affinity has been associated
with a preference for TFH differentiation over
non-TFH differentiation (32), which may be
due to higher TCR affinity causing extended
T-DC interactions (93) and resulting in pro-
longed costimulatory receptor engagement
and/or cytokine exposure at the time of DC
priming. ICOS expression by CD4 T cells
at the time of DC priming is required for
expression of Bcl6 and TFH differentiation

(Figure 3) (Y. Choi and S. Crotty, manuscript
submitted).

Work from multiple laboratories shows that
IL-21 influences TFH cells. IL-21 is essential
for GC B cell survival and proliferation by
direct action on IL-21 receptor (IL-21R)–
expressing B cells (17, 18), at least in part via
enhancement of Bcl6 expression in the GC B
cells (17). However, IL-21−/− and IL-21R−/−

mice had modest (17) if any (19, 22, 72) TFH

development defect. Given that cognate B
cells are required for maintenance of TFH cells
under most conditions, one explanation for
the importance of IL-21 for TFH cells in some
conditions is that IL-21 is indirectly required
for maintenance of TFH cells via the require-
ment of IL-21 for B cell survival, particularly at
later times. In the absence of surviving cognate
B cells, differentiated TFH cells would be lost.
While this is likely occurring, IL-21 also has
direct effects on CD4 T cells, most clearly
demonstrated in the context of Th17 differen-
tiation (28–30). Furthermore, Nurieva, Dong,
and colleagues (14) reported induction of Bcl6
by IL-21 in vitro (Figure 4). A confounding
factor for understanding the influence of IL-21
on TFH cells is that IL-6 also primarily signals
through STAT3 and may compensate for the
absence of IL-21. Naive and activated CD4
T cells express both IL-6R [IL-6R + gp130
(IL-6st)] and IL-21R [IL-21R + common
gamma chain (CD132, IL2RG)], and IL-6 and
IL-21 may have redundant functions. Whereas
DCs are well known producers of IL-6, no
APCs are known to produce IL-21.

We have now generated evidence that
whereas the absence of either IL-6 or IL-21
does not limit TFH differentiation (19), the
absence of both IL-6 and IL-21 substantially
abrogates TFH cells (IL-21−/− + anti-IL-6)
(D. Eto and S. Crotty, manuscript submitted).
Nevertheless, purified CD4 T cells cultured
in isolation with IL-21 and anti-CD3 and
anti-CD28 do not significantly upregulate
Bcl6 protein or CXCR5 protein (D. Eto and S.
Crotty, manuscript submitted). This leads to
a conclusion that IL-6 and IL-21 redundantly
contribute to TFH differentiation, but these
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Figure 4
Signals to TFH cells. See text for details.

cytokine signals by themselves are insufficient
for instruction of TFH differentiation. It is likely
that multiple signals acting in concert, includ-
ing ICOS, are required for initiation of TFH

differentiation (Bcl6+CXCR5+) at the time
of DC priming, similar to the multifactorial
requirements for Th17 differentiation (95).

As with other CD4 T cell effectors, the
capacity of a naive CD4 T cell to differentiate
into a TFH cell requires costimulation in
addition to TCR stimulation. GCs do not
develop in CD28−/− mice, presumably due to
a lack of TFH cells (96, 97). OX40 is a TNF
receptor family member important for survival
of activated T cells (Figure 4) (98). OX40 was
reported to induce CXCR5 mRNA expression
(99) and to be involved in induction of CD4 T
cell migration to the T-B border after priming
(100, 101). However, these studies did not
determine total antigen-specific CD4 T cell
numbers and could not distinguish between T

cell survival effects versus TFH differentiation
effects. In addition, OX40−/− mice had near
normal GC and antibody responses (102),
indicating normal TFH differentiation. More
recent work using anti-OX40L monoclonal an-
tibody (mAb)–treated mice or OX40L−/− mice
has shown normal CXCR5 expression, normal
TFH differentiation, normal GC development,
and normal antibody titers in the absence of
OX40 signals (103). In the only published
study that directly examined antigen-specific
CXCR5+ CD4 T cell responses in vivo in the
absence of OX40 signaling, CXCR5+ CD4 T
cell numbers were normal, as were GCs (104).

Commitment: the T-B border phase. Ge-
ography is of great importance for TFH differ-
entiation and function. T and B cells first in-
teract in the T-B boundary region (6, 76, 105).
CXCR5 is the canonical TFH marker. TFH cells
migrate in response to CXCL13 (1, 2, 13, 73). In
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the absence of CXCR5, TFH frequencies are re-
duced in vivo (73, 78, 79, 106). CCR7 downreg-
ulation may also be sufficient for this migration
to the T-B boundary region (73, 79). Although
CXCR5 expression is sufficient for localization
to the T-B border, CXCR5 expression is not
sufficient for TFH localization inside follicles
(8). High levels of CCR7 expression can block
CD4 T cell migration to the B cell zone (73).
PSGL1 (P-selectin glycoprotein ligand 1) can
bind CCR7 ligands CCL19 and CCL21 and
may affect T cell migration; PSGL1 can also
enable T cell migration to inflamed sites via P-
selectin and E-selectin binding (107). In either
scenario, Bcl6 downregulates PSGL1 expres-
sion and thereby prevents PSGL1-dependent
migration (19). In the absence of CXCR5 ex-
pression, a CD4 T cell is unlikely to encounter
a cognate B cell, due to location, and is likely
to have non-TFH differentiation programs re-
inforced by other signals in the T cell zone,
including upregulation of Blimp-1 (13, 31,
32, 83).

The migration of TFH cells to the T-B bor-
der allows the critical B cell–dependent
phase of TFH differentiation to occur
(Figure 3a,b). Activated B cells express
ICOSL, and the expression of ICOSL by B cells
is required for TFH cells (16). TFH cells are lost
in ICOS−/− (103), anti-ICOSL blocking mAb–
treated (44, 103), or ICOSL−/− mice (16). TFH

cells also appear to be lost in ICOS-deficient
humans (108–110). ICOS expression on CD4
T cells is induced and maintained by CD28-
dependent and CD28-independent pathways
(111, 112). ICOS-mediated PI3 kinase (PI3K)
signaling is required for TFH differentiation and
is associated with reductions in IL-21 and IL-4
(Figure 4) (113). The PI3K subunit P110δ

is specifically required for ICOS downstream
signaling and the production of IL-21 (114).
New data also show that ICOS is required for
TFH differentiation at the time of DC priming.
Roquin is a critical negative regulator of ICOS
expression. Sanroque mice have a missense
mutation in the Roquin gene (Rc3h1), resulting
in constitutively increased ICOS expression,
increased numbers of TFH cells, hyperactive

GCs, and spontaneous lupus disease (115).
Roquin is an RNA-binding protein that binds
to ICOS mRNA and directs its degradation in
a Dicer- and Argonaut-independent process
(Figure 4) (116). ICOSL on B cells is also
downregulated after interaction with ICOS
as a negative feedback loop (117, 118). As
a result, signals maintaining ICOSL are
required to maintain ICOSL-ICOS interac-
tions. ICOSL regulation in DCs is not well
characterized.

Commitment over time is a critical compo-
nent of CD4 T cell differentiation programs.
It has long been known that multiple rounds of
in vitro polarization are required for maximally
stable Th1 or Th2 differentiation (12), and in-
stability of CD4 T cell differentiation has been
recently more widely recognized (65, 119).
Changes to establish stability of differentiation
are prominently manifested as epigenetic
changes in the DNA of key genes involved
in the differentiation program (120, 121).
Initial TFH phenotypes obtained at the DC
priming stage are lost during further rounds of
division in the absence of B cells (13, 73, 82).
This demonstrates that TFH differentiation
is not fully committed after DC priming and
requires the presence of cognate B cells for
commitment (Figure 3a). Data regarding the
epigenetics of Bcl6 and TFH differentiation are
currently lacking but would be of great interest.
In addition to epigenetic modifications, the
duration of sustained Bcl6 expression itself
could have a strong influence on which genes
further down the transcription cascade become
sustainably expressed, due to repression of
certain target genes long enough to allow
downstream factors to interact and establish
gene expression, analogous to that described
for other transcriptional regulators (122).

In this model (Figure 3), TFH differen-
tiation is independent of Th1/Th2/Th17
differentiation. That is, TFH differentiation
is not dependent on Th1/Th2/Th17 dif-
ferentiation. TFH differentiation can occur
at the time of DC priming (Y. Choi and S.
Crotty, manuscript submitted) and is not
dependent on the CD4 T cell first becoming
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a Th1/Th2/Th17 cell, in contrast to the
“Secondary program” model (Figure 2c).
However, while TFH differentiation is not
dependent on Th1/Th2/Th17 differentiation,
neither is it exclusive of Th1/Th2/Th17
differentiation. TFH is best considered as a
overlaid program, on top of (or parallel to)
Th1/Th2/Th17 differentiation. Therefore,
TFH cells and GC TFH cells in GCs can possess
T-bet or GATA3 or RORγt expression and se-
crete moderate levels of canonical Th1, Th2, or
Th17 cytokines, which are important for CSR
decisions by B cells. This lack of exclusivity is
likely a central feature of TFH. Non-TFH are
Th1/Th2/Th17 cells that further polarize into
Blimp-1+ highly cytokine-secreting cells with
limited proliferative potential (Figure 3), anal-
ogous to terminal effector CD8 T cells. TFH dif-
ferentiation antagonizes non-TFH effector CD4
T cell differentiation by Bcl6 antagonism of
Blimp-1.

This concept of TFH as an overlaid, nonex-
clusive CD4 T cell program remains contro-
versial, and some investigators prefer a model
in which TFH differentiation is completely ex-
clusive of Th1, Th2, or Th17 differentiation,
which is supported by findings that Bcl6 limits
expression or function of other canonical mas-
ter regulator genes (Figure 1).

Also note that this model does not exclude
the possibility that a non-TFH cell could be-
come a TFH cell. Figure 3 demonstrates the
simplest pathway by which TFH differentiation
occurs, starting with a naive CD4 T cell. TFH

differentiation may also be accessible to differ-
entiated non-TFH cells under certain circum-
stances (56), though there are caveats to cell
purity and stability in such adoptive transfer
experiments (119). The stability of Bcl6 expres-
sion is discussed below.

Note that in humans, there are minimal
Th1, Th2, or Th17 characteristics evident
in GC TFH cells (15, 26, 86, 87), with the
exception of IL-4 (2, 26), which is likely
made in a TFH-specific (Th2-independent)
manner (25). Nevertheless, human TFH cells
(CXCR5intBcl6+) do have partial characteris-
tics of Th1/Th2/Th17 cells.

Full polarization: germinal center phase. As
discussed in the sidebar, two phenotypically dis-
tinct populations of Bcl6-expressing TFH cells
are readily identifiable in mice and humans.
These are referred to as pre-TFH and TFH cells,
or TFH and GC TFH cells in different nomen-
clatures. CXCR5+Bcl6+ CD4 T cells are TFH

cells and express elevated levels of ICOS and
PD-1 (25, 73). GC TFH cells are further differ-
entiated TFH cells that express the highest levels
of Bcl6 and CXCR5 in mouse CD4 T cells
(Bcl6++CXCR5+++) (25, 73) and the highest
levels of Bcl6 and CXCR5 in human tonsillar
CD4 T cells (CXCR5hi versus CXCR5int) (26,
86). GC TFH cells are most frequently iden-
tified by coordinate expression of the highest
levels of CXCR5 and PD-1 expression in mice
(15, 73), though other markers such as CXCR5
and GL7 expression in mice (25) or CXCR5
and the highest ICOS expression in humans (1,
86) can be used. These markers identify GC
TFH cells as TFH cells within GCs, whereas the
remaining TFH cells are predominantly in the
follicle or in apposition to the follicle (25, 73).
TFH and GC TFH cells are two stages of a step-
wise progression (Figure 3). TFH and GC TFH

cells have similar gene expression profiles, with
GC TFH cells being a further polarized state of
TFH cells. TFH cells express elevated CXCR5,
PD-1, ICOS, BTLA (B and T lymphocyte
attenuator), CD200, and SAP compared with
naive CD4 T cells or non-TFH cells. Murine
GC TFH cells express levels of each of these TFH

markers at even higher levels than TFH cells
(Table 1) (25, 73). The TFH differentiation
state correlates with the amount of Bcl6
expressed (25, 86), with Blimp-1 expression re-
pressed in both cases (25). Similar relationships
exist for human CXCR5int TFH (or pre-TFH)
cells and CXCR5hi GC TFH cells (also called
GC Th or TFH cells in human nomenclature)
(26, 86). Both TFH and GC TFH cells can
provide B cell help in vitro (25, 26, 86). In vivo,
TFH cells that cannot become GC TFH cells
(e.g., sh2d1a−/−) can only provide early B cell
help, including help for some extrafollicular
responses (22, 25), whereas GC TFH cells are
absolutely essential for GC development
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Table 1 Markers for human and mouse TFH cells

Human Mouse

Marker TFH GC TFH TFH GC TFH

Naive CD4
T cell

Activated
non-TFH CD4

CXCR5 + ++ + ++ — —a

Bcl6 + ++ + ++ — —
PD-1 + ++ + ++ — variable
ICOS + ++ + + — variable
SAP normal high normal high normal normal
IL-21 + ++ + ++ — variable
CXCR4 normal high high mRNA high mRNA normal normal
CXCL13 low high — — — —
BTLA normal high high high normal low
SLAM unknown unknown normal normal normal variableb

CCR7 low low low low high variable
CD200 −/+ + + + — —
IL-4 — + — + — Th2+

aIn vitro activated human, but not mouse, CD4 T cells transiently upregulate CXCR5 upon strong TCR + CD28 signaling (M. Kroenke and S. Crotty,
unpublished data).
bSLAM expression is high on most Th1 and Th2 cells.

and the generation of long-term humoral
immunity (25, 80, 81, 123, 124). In summary,
there are at least two levels of Bcl6 expression,
which correlate well with different activity
levels of TFH and GC TFH cell populations.
Therefore, TFH differentiation is a multi-
stage, multifactorial process characterized by
initial upregulation of Bcl6 at the priming
stage, stabilization of Bcl6 expression at
the T-B interaction phase, and maximiza-
tion of Bcl6 expression in the GC phase
(Figure 3).

In some respects, GC TFH cells have the
gene expression profile of a highly activated
TFH cell, commensurate with ongoing stimula-
tion via TCR antigen recognition, with GC B
cells presenting antigen and providing costim-
ulatory signals. GC TFH cells also have several
distinct features. GC TFH cells have heightened
expression of SAP and a specialized ability to ex-
press IL-4 independent of Th2 differentiation
(25, 44) (see the section entitled TFH Functions
for additional information).

SAP is an SH2 domain intracellular signal-
ing protein required in CD4 T cells for GCs

(80). SAP is critical for GC TFH development
(Figure 3a) (25). SAP deficiency is the cause of
the human genetic deficiency X-linked lympho-
proliferative disease (XLP), characterized by
poor antibody responses and an absence of GCs
(discussed further in the section on Human TFH

Cells, below). SAP has a major role in T cell–B
cell adhesion (81, 125). SAP is not required for
sustained CD4 T cell adhesion to DCs, but it
is required for sustained CD4 T cell adhesion
to B cells (81). Adhesion signals are transduced
from SLAM (signaling lymphocytic activation
molecule) family receptors by SAP (Figure 4)
(125). There are five SLAM family receptors
capable of binding SAP, four of which are ex-
pressed on CD4 T cells. Given that no sin-
gle SLAM family receptor deficiency directly
phenocopies SAP deficiency, there is likely a
redundancy between SLAM family members,
although alternative explanations are possible
(126; see also 127 in this volume). SLAM fam-
ily receptors may primarily provide CD4 T
cell adhesion to B cells, with GC TFH differ-
entiation induced by other signals originating
from the B cells that necessitate prolonged T-B
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conjugate times provided by SAP-dependent
SLAM family adhesion. In that indirect re-
quirement scenario, ICOS may be the primary
GC TFH differentiation signal requiring ex-
tended SAP-dependent T-B conjugate times,
given the requirement for ICOSL expression
on B cells. Sustained ICOS expression is re-
quired for GC TFH cells (103, 128). Alterna-
tively, given that adhesion is not the only pro-
cess that SAP signaling regulates, signals from
engagement of SLAM family receptors such as
CD84 may also directly provide signals that
drive TFH → GC TFH differentiation in a SAP-
dependent manner (Figure 4).

IL-6 is expressed by activated follicular DCs
(FDCs) (129, 130), which permeate the GC
with particular density in the apical light zone
(131). GC TFH cells are also enriched in the
light zone of the GC (4, 5, 73, 132). GC TFH

cells express IL-6R (25, 85, 86). IL-6 produced
by FDCs may normally enhance Bcl6 expres-
sion in GC TFH cells for maximal differentia-
tion and function. IL-6−/− mice have normal
GC TFH cells in most instances (5, 133, 134),
again implicating a heavy degree of overlap in
cytokine functions, and autocrine IL-21 is able
to provide the necessary signals when IL-6 is
absent.

Terminal differentiation? It is currently
unclear whether GC TFH cells are terminally
differentiated cells, with no developmental pro-
gression available to them besides death, or
whether instead GC TFH cells cycle between
GC TFH and TFH states (Figure 5). In one
model, GC TFH cells are terminally differen-
tiated, cannot leave the GC, and are destined
to die. This model is supported by the observa-
tion that GC TFH cells express extremely high
levels of PD-1 (25, 73, 86, 112) and are prone
to apoptosis in vitro (86). However, suscep-
tibility to apoptosis is not sufficient evidence
of terminal differentiation, as GC B cells are
also extremely susceptible to apoptosis in vitro
and yet are highly malleable cells in vivo, ca-
pable of subsequently entering several different
differentiation pathways, either short-lived or
long-lived.

In the alternative model, TFH and GC TFH

cells have a cyclical relationship in which GC
TFH cells cycle between GC TFH and TFH states
as they migrate between a GC and a follicle
(Figure 5b). This model highlights the relat-
edness of GC TFH and TFH cells (Figure 3a).
As introduced above, the gene expression
differences between Bcl6+CXCR5+ TFH cells
and Bcl6++CXCR5++ GC TFH cells in mice

Germinal
center

Death

Follicle

a

Activated 
B cell

GC
TFH

TFH

b

Activated 
B cell

GC
TFH

TFH

TFH

Death

Figure 5
Models of the TFH–GC TFH cell relationship. (a) Unidirectional progression model from TFH cell to GC
TFH cell, with GC TFH being a terminal differentiated state ending in death. (b) Cyclical model. CD4 T
cells can enter and exit GCs, resulting in interconversion between TFH and GC TFH. A TFH cell can traffic
into a GC, interact with GC B cells, and subsequently exit the GC and return to a TFH cell state, staying in
the follicle or the T-B border region due to CXCR5 expression.
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(25) and humans (86) are evidence that GC
TFH cells are highly activated TFH cells due
to ongoing antigen and costimulatory signal
stimulation with GC B cells. CD4 T cells in
GCs are not sessile (135). Intravital microscopy
studies of CD4 T cell behavior in GCs indicate
that a substantial percentage of antigen-specific
CD4 T cells regularly exit the GC (81). From
these data, we can infer that GC TFH cells move
from a GC into the surrounding follicle. If the
GC TFH state is maintained by constant en-
gagement with antigen-specific B cells (or near
constant engagement), then the GC TFH cells
presumably return to a resting TFH state upon
exiting the GC. A TFH cell is CXCR5+CCR7low

and will remain in the follicle or T-B boundary
region if it exits the GC. Such a TFH cell would
still have access to the GC and, upon migration
back to a GC, would reengage a cognate B
cell, provide help to the bound GC B cell, and
upregulate GC TFH markers due to the engage-
ment with the GC B cell, in a cyclical process
(Figure 5b). These models remain to be
further tested.

Additional Transcription Factors
Involved in TFH Differentiation

Bcl6 does not act alone in controlling TFH

differentiation. Similar to other CD4 T cell
subsets, a network of transcription factors is in-
volved in controlling the various functionalities
of TFH. c-Maf, STAT3, Batf, and Bcl6-binding
partners all have roles in TFH differentiation
and/or function.

Bcl6-binding partners. It would be unwise
to forget that Bcl6 is a corepressor, acting in
partnership with related Bcl6 family members,
other transcription factors possessing BTB
domains, or even proteins unrelated at the
sequence level that can partner through alter-
native protein-protein interaction domains.
As such, the function of Bcl6 in a cell—the
genes regulated by Bcl6 by binding to specific
chromatin sites—is almost certainly affected by
the availability of corepressors in the nuclear
milieu. Subsets of Bcl6-regulated genes can

presumably be differentially controlled by
increased or decreased expression of specific
Bcl6 corepressors. Known Bcl6-interacting
factors include CtBP, BAZF, MTA3, SMRT,
MIZ1 (Zbtb17), ETO (Runx1t1), PLZF, AP-1,
BCoR, and NCoR, among others (136–149).
The multifaceted interactions can allow for
combinatorial Bcl6 targeting. Overlapping
or neighboring DNA-binding motifs offer
an additional layer of counterregulation,
where Bcl6 competes with other transcription
factors for occupancy of a gene regulatory site.
Bcl6-binding motifs are overrepresented in
proximity with STAT and IFN regulatory fac-
tor (IRF)4-binding motifs, which are thought
to compete with Bcl6 for binding (36, 37).

STAT3. STAT3 is the major transducer of
IL-21R signals in T cells and B cells (150).
STAT3 is also the major transducer of IL-6R
signals in T and B cells (151). Both IL-21 and
IL-6 can influence Bcl6 expression in stimu-
lated CD4 T cells (14, 16). The relationship
between STAT3 and Bcl6 is complex. While
STAT3 can bind the Bcl6 gene and positively
influence Bcl6 expression (152–154), STAT3 is
a more potent inducer of Blimp-1 in B cells
(20, 152, 155, 156) and CD4 T cells (153).
Given that Bcl6 and Blimp-1 are direct antago-
nists, the induction of both Bcl6 and Blimp-
1 by STAT3 [in an IRF-dependent manner
(153)] indicates that the signaling regulation of
Bcl6 versus Blimp-1 expression heavily depends
on additional transcription factors. Of interest,
STAT3 and IRF4 are both targets of repres-
sion by Bcl6 in GC B cells (36, 37, 157, 158).
This blocks STAT3-IRF4-Blimp-1-dependent
plasma cell differentiation. A loss of TFH cells
was reported in CD4-Cre STAT3fl/fl mice (16),
but it was not determined if this loss was TFH-
specific or due to a general defect in CD4 T
cell activation, as neither T cell activation nor
antigen-specific CD4 T cell responses were
assessed. STAT3 regulates sustained prolifer-
ation in lymphocytes (154) as well as non-
hematopoietic cells (159). Differentiation of
CXCR5+ CD4 T cells in vivo was not defective
in the absence of STAT3 in another study (70).
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Note that STAT3 does not appear to be im-
portant for human TFH differentiation or func-
tion in a cell-intrinsic manner (160, 161) (see
Human TFH Cells section). This may be due
to species-specific differences in the regulation
of the IL-21 gene or due to more complex
issues in our understanding of TFH differen-
tiation. IL-21R can induce STAT5 phospho-
rylation (162), and it is controversial whether
STAT3 or STAT5 signaling is more impor-
tant for some biological processes affected by
IL-21 signaling. While plasma cell differentia-
tion induction by IL-21 is primarily controlled
by STAT3 signaling (20, 155, 156, 163), GC
B cell differentiation may be STAT3 and/or
STAT5 regulated (20, 164, 165). In CD4 T
cells, IL-21 or IL-6 signaling via STAT3 is re-
quired for Th17 differentiation (95).

c-Maf. c-Maf (Maf ) specifically regulates IL-4
expression (12, 166) and IL-21 expression (45)
(Figure 4), and IL-4 and IL-21 are major prod-
ucts of GC TFH cells. c-Maf−/− chimeric mice
have defective TFH differentiation in vivo (45).
Investigators have suggested that this is due to
defective induction or maintenance of IL-21 in
the absence of c-Maf, in an ICOS-dependent
manner (45). c-Maf has roles in the regulation
of IL-4 in Th2 cells and IL-21 in Th17 cells
(12, 45, 166). c-Maf is not required for Th17
differentiation (45) but does sustain Th17 cells
(45). c-Maf most likely sustains Th17 cells by
maintaining IL-21 expression over time (45),
and IL-21 is an autocrine growth factor for
differentiated Th17 cells (95).

c-Maf interacts with NFAT and JunB to
induce IL-4 expression (12). Given that IL-
4 is produced by GC TFH independently of
GATA3 induction (25), the difference between
Th2 and GC TFH regulation of IL-4 may be
that Th2 IL-4 production is heavily GATA3
dependent, whereas GC TFH IL-4 production
is c-Maf and NFATc1 (NFAT2) or NFATc2
dependent (Figures 4, 6). GC TFH cells express
elevated NFATc1 (88) and express c-Maf (25,
45, 86). This is similar to IL-4 production by
natural killer T (NKT) cells, which depends on
NFAT (167) and c-Maf (166). This also distin-

PKCθGC TFH

B cell

SLAM

SAP

SLAM

Fyn

IL-4R

IL-4

cMaf GATA3

NFAT?

Bcl6

IL-4

SAP

Figure 6
GC TFH cell IL-4 production. GC TFH cells express IL-4 via SLAM-SLAM
engagement and signal transduction by SAP and PKCθ, with a likely
contribution by Fyn. CD4 T cells constitutively express low levels of GATA3,
and GC TFH cells express elevated levels of c-Maf and NFATc1. IL-4 acts on
GC B cells, which express the IL-4 receptor. GC TFH cells have
downregulated IL-4R and avoid an IL-4-to-GATA3 feedback loop (86, 88).
(Abbreviations: GC, germinal center; NFAT, nuclear factor of activated T
cells; PKCθ, protein kinase Cθ; SAP, SLAM-associated protein; SLAM,
signaling lymphocytic activation molecule.)

guishes mechanisms for regulating IL-4 versus
IL-4 plus IL-5 and IL-13, as expression of IL-5
and IL-13 by T cells is heavily GATA3 depen-
dent and is specific to Th2 cells (12).

c-Maf directly binds to the IL-21 promoter
(168–170). IL-6 induces c-Maf expression in
CD4 T cells (170). Furthermore, constitutive
c-Maf expression is sufficient to drive IL-21 ex-
pression in activated CD4 T cells, in the ab-
sence of any exogenous cytokines (170). NFAT
proteins, highly active in stimulated CD4 T
cells (171), also bind the IL-21 gene and induce
IL-21 expression (172, 173).

Batf. Batf is an AP-1 superfamily member ca-
pable of partnering with Jun. Batf-deficient
mice were recently reported to have defects in
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Th17 (174), Th2 (175), and TFH development
(175) and to have reduced numbers of Tregs
(175). Batf-deficient mice have a severe defect
in GC development and B cell CSR, caused by
a cell-intrinsic requirement for Batf in B cells
as well as T cells (175). Batf is clearly required
for several CD4 T cell functions in vivo, and
its specific function in TFH cells remains to be
determined. However, Batf does bind to the IL-
21 promoter and may be a key regulator of that
cytokine (174).

IRF4. IRF4−/− mice have been reported to be
deficient in TFH cells, but it was not determined
if this was TFH specific or due to a general
defect in CD4 T cell activation, as neither
T cell activation nor antigen-specific CD4
T cell responses were assessed (153). Most
STAT3-dependent genes regulated by IL-21
are characterized by the presence of combined
STAT3-IRF4-binding sites (153). Further-
more, IL-21 gene regulation by STAT3 is
dependent on IRF4 being prebound to the gene
of interest, including at the Prdm1 gene (Blimp-
1) (153). Because STAT3 is important for
IL-21 induction and signal transduction, IRF4
is presumed to be important for TFH differenti-
ation or function. However, given that IRF4 is a
potent inducer of Blimp-1 in CD4 T cells (153)
and that IRF4 and Bcl6 are antagonistic factors
in GC B cells known to potently cross-repress
each other (157), it is unclear how IRF4 and
Bcl6 interrelate in CD4 T cell gene expression
regulation. Given the potential importance of
IRF4 in various aspects of CD4 T cell biology
and the known importance of IRF4 for B cells,
an understanding of the role(s) of IRF4 in TFH

awaits conditional gene ablation studies.

Memory TFH Cells

More research is required into memory TFH

cells in mice and humans. There is one clear
report of memory TFH cells in mice, but it was
in the context of persisting antigen with ongo-
ing antigenic stimulation of the TFH cells (176).
Clearly TFH cells are present as long as GCs
are present, but do TFH cells survive past the

completion of the GC and become memory
cells? Identification of memory TFH cells will
likely be complicated by this issue for a long
time. A standard definition of a memory lym-
phocyte is a cell that is antigen experienced (has
undergone an antigen-driven expansion) and
then survives in the absence of antigenic stimu-
lation for an extended duration and can respond
to rechallenge (177, 178). Cells that received
continuous ongoing antigenic stimulation may
be maintained for extended periods as effector
cells, but these cannot be defined as memory
cells unless they can survive in the absence of
antigen for a significant period of time (179).
Given that GC TFH cells localize to GCs, that
GC reactions can persist for months (180), and
that FDCs can retain antigen for many months
(180, 181) or even for the lifetime of a mouse
(182, 183), it may be challenging to establish
whether TFH cells develop into resting mem-
ory CD4 T cells. TFH cells may not become
antigen-independent memory cells, given that
TFH cells may require ongoing signals from B
cells and FDCs to maintain the TFH program.
Alternatively, these highly antigen-experienced
PD-1hi GC TFH cells may no longer be able
to survive in the absence of antigen, as is
the case with the PD-1hi exhausted CD8 T
cells found in high-antigen-load chronic viral
infections (179).

It is intriguing that Bcl6 and Blimp-1 are
antagonistic transcription factors that function
as self-reinforcing switches for effector cell fate
decision in CD4 T cells, CD8 T cells, and B
cells (31). In B cells, Bcl6 expression is not a per-
manent state, as GC B cell differentiation is not
a permanent state. Bcl6 is highly upregulated in
GC B cells, and then downregulated in progeny
prior to becoming memory B cells or plasma
cells. Bcl6 regulation may be similar in CD4 T
cells. Alternatively, Blimp-1 in CD8 T cells is
associated with terminal effector cell differen-
tiation (38–40), whereas Bcl6 is associated with
CD8 T cell memory development (38, 184).
This raises the question of whether Bcl6 ex-
pression in CD4 T cells facilitates memory de-
velopment. Although some data associate Bcl6
with memory CD4 T cell development (185),
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more work needs to be done, controlling for
various factors, including allogeneic rejection.

Data in humans suggest that resting mem-
ory TFH cells exist in peripheral blood as
CD40RO+CXCR5+ cells, but this remains a
contentious issue requiring more examination
(see the section on Human TFH Cells, below).

TFH FUNCTIONS

The stated function of TFH cells is to provide B
cell help. However, this is an oversimplification
of the complex tasks they perform. TFH cells not
only help B cells but also help themselves, either
via autocrine cytokines or via interactions with
B cells. In addition, TFH cells likely provide sig-
nals to FDCs, the third cell type of the GC tri-
umvirate. As for B cell help, this is not a singular
molecular signal nor even a single process. TFH

cells are required for the formation and main-
tenance of GCs and for the generation of most
memory B cells and plasma cells. CD4 T cell
help is generally the primary limiting factor for
GCs (114) and therefore for the generation of
B cell memory. The control of these processes
hinges on TFH regulation of multiple B cell fate
decisions, including cell death (Figure 7).

To initiate GC formation, TFH cells must
induce GC B cell differentiation by stimulat-
ing the expression of Bcl6 in activated B cells
and provide cell survival and proliferation sig-
nals (Figure 8). Induction of Bcl6 in B cells is
a complex process, and the signals involved are
still incompletely understood (34, 36).

Once the nascent GC is formed, GC TFH

cells are required to provide cell survival and
proliferation signals to GC B cells, stimulate
the process of somatic hypermutation in the
GC B cells, and then subsequently select suc-
cessful GC B cells to proceed to the next round
(6). This is an iterative process of induction of
proliferation and selection of cells constantly
performed by TFH cells in the GC as the pro-
cess of affinity maturation proceeds over days
and weeks, through dozens of generations of
GC B cells. TFH cells provide survival signals
to GC B cells via multiple pathways, including
CD40L, IL-4, IL-21, PD-1, and BAFF, which

GC TFH

GC B
cell state

GC plasma cell

GC memory B cell

GC apoptosis

?

Figure 7
Regulation of B cell differentiation by GC TFH cells. GC TFH cells regulate
multiple different B cell differentiation processes within the GC, via numerous
molecular signals. GC TFH cells are required for maintenance and proliferation
of GC B cells (left). GC TFH cells are also required for induction of
differentiation of GC B cells into plasma cells (top). GC TFH cells kill GC B
cells that fail to present cognate antigen (bottom). GC TFH cells may also signal
GC B cells to differentiate into memory B cells (right). See text for details.

compete with Fas-FasL interactions (Figure 8).
GC B cells constitutively express high levels of
Fas (Figure 8). In the absence of prosurvival
stimuli, GC TFH cells will kill GC B cells via
Fas-FasL. TFH cells provide proliferation sig-
nals to GC B cells via multiple pathways, includ-
ing CD40L and IL-21. Somatic hypermutation
is fully dependent on expression of activation-
induced cytidine deaminase (AID) (Aicda) by
GC B cells (186, 187). AID is frequently coex-
pressed with Bcl6, but it is unclear how AID
is regulated in the GC B cell (34) or what sig-
nals from TFH cells most directly regulate AID.
Overlaid on this process is CSR by the GC B
cells, which requires AID (34, 187) and class
switch factors produced by TFH cells or other
sources (34, 83).

The products of the GC reaction are mem-
ory B cells and high-affinity plasma cells (both
long-lived and short-lived). GC TFH cells con-
trol all these processes (Figure 8). Therefore,
GC TFH cells are not statically providing a
single input to GC B cells. GC TFH cells must
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GC TFH

GC B cell state

GC plasma cell

GC memory B cell

GC apoptosis

IL-4R

IL-4

Fas

FasL

?

IL-21R

STAT3

IL-6R

IL-21R

BCR

IL-21

AdhesionAdhesion
CD84

Ly108/
NTB-A

CD40 CD40L
Survival

Glycolysis

Proliferation

CXCR5

LTMigration

TCRMHCII

PD-1
PDL2

CXCL13
(human)

SLAMF

OX40

OX40L

Ig secretion

CD40L

CD40

Bcl6 Blimp-1

?
Bcl6

Bcl-XL

AID

SAP

Figure 8
Molecular mechanisms by which GC TFH cells control germinal center B cell differentiation processes (see text for details).

instead provide different signals to maintain the
GC B cell state and hypermutation, kill inap-
propriate GC B cells, and at some point signal
GC B cells of appropriately high affinity to stop
being GC B cells and instead differentiate into
either plasma cells or memory B cells and exit
the GC (Figure 8). Plasma cell differentiation
is well understood (188, 189). Memory B cell
differentiation is enigmatic (190, 191). Plasma
cell differentiation is heavily controlled by cy-
tokines, particularly those that induce Blimp-1
(Figure 8). IL-21 is a potent inducer of plasma

cell differentiation, particularly when CD40L
signals are reduced (discussed further below).
Numerous other cytokines enhance plasma
cell differentiation, including IL-10, IL-6, and
IL-4. Memory B cell differentiation is much less
clear. There are no known signals that directly
drive GC B cell to memory B cell differentiation
(Figure 8) (190, 191). Memory B cell differenti-
ation may occur as a default program in the ab-
sence of plasma cell differentiation signals (190,
191). Alternatively, plasma cell versus memory
B cell differentiation may be a bimodal fate
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decision for which the signals inducing memory
B cell differentiation have not yet been identi-
fied (165, 192).

Given that the ability to rapidly evolve high-
affinity antibodies via the GC process is the
only way the body can compete with the rapid
evolution of pathogens—particularly RNA
viruses with high mutation rates and multiple
generations per day (193)—and that the affinity
maturation process depends on rapid GC B cell
proliferation and abundant death, it is not
surprising that a large proportion of TFH

functions are dedicated to B cell survival and
proliferation. At the same time, the massive
proliferation and mutation of GC B cells
have immense potential for development of
autoimmunity or lymphoma, and therefore
both TFH and GC B cell processes must
be tightly regulated, with multiple layers of
regulation and counter-regulation.

Functions of TFH Proteins

TFH cells selectively express a wealth of surface
proteins (Figures 4, 8; Table 1). This is
reflective of the two key features of TFH cells:
selective localization (requiring expression of
specific chemokine receptors and absence of
others) and direct physical interactions with
B cells to provide B cell help. TFH cells also
exhibit a unique expression profile of cytokines
and soluble factors, most notably IL-21 and
IL-4 and the intriguing expression of CXCL13
by human TFH cells (Figure 8, Table 1).
The functions of these and other key TFH

molecules are discussed below. Importantly,
there are overlapping functions of multiple
TFH molecules at each stage of B cell help, and
therefore understanding TFH function requires
understanding the integration of multiple col-
laborative signaling processes that occur simul-
taneously or sequentially in T-B interactions.
Furthermore, many of the surface protein inter-
actions provide bidirectional signals to the GC
B cell and the GC TFH cell (Figures 4–8). CD4
T cells can also provide B cell help in extrafol-
licular regions and elsewhere (194), but those
processes are not extensively covered here.

CD40L-CD40. CD40 is central to multiple
stages and aspects of B cell activation and
differentiation. There is no surface molecule
more important to B cell function in mice
than the BCR itself. CD40L is the only ligand
for CD40, and CD40L is highly expressed
by activated CD4 T cells, although surface
expression is transient and can be difficult
to quantify, as CD40 engagement results in
immediate CD40L shedding or internalization
(195). In the absence of CD40L or CD40, the
block in GC development is absolute (196,
197). The block in plasma cell development
in vivo is also extreme (198–200). CD40 is
important for B cell activation, proliferation,
and survival in vitro and in vivo. Of particular
interest, CD40L-CD40 engagement is critical
for the maintenance of GC B cells (201). GC
B cells are highly proapoptotic and require
constant survival signals (Figure 8) (6, 34).
Provision of CD40L in vitro can rescue GC
B cells from apoptosis (202–204), possibly by
sustaining Bcl6 (205). Furthermore, CD40L
inhibits plasma cell differentiation (204–206).
GC B cell proliferation is maintained by
continuous CD40L and IL-21 (207, 208) or
CD40L and IL-4 (203–205, 209). Removal of
CD40L but maintenance of IL-21 or IL-10
results in a dramatic switch, where the B cell
differentiates to a plasma cell (204, 210; S.
Crotty, unpublished data). This is likely a
central signaling circuit for cell fate decisions
in GCs, and both the CD40L and cytokine
signals are provided by TFH cells (Figure 8).

While CD40L is required to sustain GCs,
CD40 signaling potently drives proliferation of
naive B cells in vitro without acquiring a GC B
cell phenotype (209, 211). Furthermore, CD40
ligation induces NF-κB and IRF4, which re-
duce Bcl6 expression (34). These differences in
biological outcomes have yet to be reconciled.
One possibility is that NF-κB and IRF4 are not
limiting factors for repression of Bcl6, though
they participate. As such, the primary outcome
of CD40 signaling would be proliferation, with-
out Bcl6 induction, while providing the capacity
to enhance Bcl6 repression signals from other
inputs, such as cytokines. A second possibility is
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that CD40 signals differently at different times
on the basis of the changing availability of dif-
ferent TRAF proteins (212).

CD40L-CD40 is a bidirectional signaling
complex. CD40L signaling to the CD4 T cell
is critical for T cell priming and maintenance
in most in vivo contexts (199, 213, 214), and
CD40-CD40L signaling between TFH and GC
B cells almost certainly has significant signal-
ing consequences within TFH cells. Note that
although CD40L is critical for TFH function,
murine GC TFH cells do not express signifi-
cantly higher levels of CD40L mRNA or in-
tracellular protein compared with other CD4
T cell subsets. Instead, it is TFH cells’ capacity
to colocalize with B cells and form extended T-
B conjugates that confers their specialized ca-
pacity to provide CD40L signals to GC B cells
and activated B cells.

SAP. SAP expression in CD4 T cells is in-
dispensible for GC development (80, 81, 124).
SAP performs at least three roles in TFH func-
tion, and likely more. First, SAP is critically
required for the formation of T-B conjugates
(81, 125). In the absence of T-B conjugates,
GC TFH differentiation is aborted, as discussed
above (in the subsection of TFH Differentiation,
“Full Polarization: Germinal Center Phase”).
In addition, sustained T-B conjugate formation
is a central feature and regulator of T cell help to
B cells. More extended conjugation time trans-
lates into more signals from TFH costimulatory
molecules and cytokines, which directly impact
B cell differentiation and survival. Therefore,
SAP signaling acts as an overall rheostat for the
magnitude of T cell help to GC B cells.

Second, SAP is required for induction of IL-
4 production by GC TFH cells. Strikingly, GC
TFH cells express IL-4 in a Th2-independent
manner. IL-4 synthesis by GC TFH cells
requires SLAM, the prototypic SAP signaling
receptor (25). SLAM is highly expressed by GC
B cells (25, 123), allowing for SLAM-SLAM
interactions between GC TFH and GC B cells.
The SLAM-dependent IL-4 production by
GC TFH cells requires signaling through SAP
(25) and PKCθ (215). GC TFH SAP-dependent

IL-4 production also almost certainly requires
Fyn (215–217) (Figure 6).

Third, SAP may modulate crosstalk be-
tween SLAM family receptors and the TCR
(Figure 4) (215, 217). Modulation of TCR sig-
naling may be particularly important for TFH

cells, as TFH cells are constantly reengaging
with APCs (B cells). Antigen recognition is crit-
ical to TFH function, as it is required for the T
cell to recognize a cognate GC B cell and pro-
vide the necessary signals for GC B cell survival
and/or differentiation. However, while massive
GC B cell proliferation is intrinsically impor-
tant for GC function—the purpose of a GC is
rapid evolution of the BCRs to high affinity for
the pathogen via massively parallel mutation,
proliferation, and selection—CD4 T cell pro-
liferation in the GC is not intrinsically impor-
tant, as the overall size of GCs does not vary
substantially over many days and the CD4 T
cell frequency does not need to vary. Therefore,
although massive GC B cell turnover occurs
on a daily basis (>80% replacement), GC TFH

must be able to survive high-dose TCR stim-
ulation without undergoing substantive prolif-
eration. Minimal proliferation of GC T cells
has been reported (218). This requires modula-
tion of TCR signaling and is an issue worthy of
substantial additional investigation. SAP is re-
viewed in detail by Schwartzberg and colleagues
in this volume (127).

SLAM family receptors. CD4 T cells can ex-
press four members of the SLAM family re-
ceptors that bind SAP: SLAM (CD150), CD84,
Ly108 (SLAMF6; NTB-A in humans), and Ly9
(CD229, SLAMF3). CD84 is a SAP-binding
SLAM family receptor that is upregulated on
activated murine CD4 T cells (125), activated
human CD4 T cells (85), and GC B cells (125).
CD84 forms high-affinity CD84-CD84 pairs
(219) and facilitates prolonged SAP-dependent
T-B conjugates (125). CD84−/− mice have a
partial defect in GCs, substantially less severe
than in SAP-deficient mice (125; S. Crotty and
P.L. Schwartzberg, unpublished data). CD84-
mediated adhesion therefore contributes to
GC TFH differentiation and function and
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collaborates with additional SLAM family re-
ceptors that also provide overlapping functions.

Ly108/SLAMF6 is a SAP-binding SLAM
family member with similarities to CD84, but
with somewhat lower binding affinity (220) and
two distinct isoforms. The SLAM family locus
has been identified as the SLE susceptibility lo-
cus sle1b in mice (221) and as a lupus susceptibil-
ity locus in humans as well. Differential Ly108
isoform expression in both CD4 T cells and
B cells is associated with a genetic disposition
for autoantibody production by B6.sle1b mice
(221). There is a role for Ly108 in B cell nega-
tive selection (222), and it is currently unknown
if Ly108 has a particular role in TFH function.
Ly108−/− mice do not have a gross defect in
GC or antibody responses (R. Kageyama and
S. Crotty, unpublished data), but Ly108 does
contribute to T-B adhesion (125). It remains
an open question whether Ly108 is redundant
with other SLAM family receptors for B cell
help functions (125).

Ly9 is constitutively expressed at high lev-
els on CD4 T cells. Ly9−/− mice have no de-
fect in TFH differentiation, GCs, or antibody
responses (223).

SLAM, the prototypic member of the
SLAM family of receptors, forms relatively low-
affinity SLAM-SLAM pairs (224) and may not
have a significant role in T-B adhesion. SLAM
is not required for TFH or GC TFH differen-
tiation (25, 123). Nevertheless, SLAM plays
an important nonredundant functional role in
TFH cells, as Th2-independent IL-4 produc-
tion by GC TFH cells is predominantly SLAM
dependent (25). As a result of the loss of IL-4,
SLAM−/− GC TFH cells have reduced B cell
help capability (25). Ly108 may also contribute
to TFH cells’ IL-4 production (225). The SLAM
family receptors are reviewed in greater detail
in Reference 127.

IL-21. IL-21 is highly expressed by TFH and
GC TFH cells (16, 25, 85, 86, 115), although
not exclusively expressed by TFH cells (27–
30). IL-21 is the most potent cytokine known
for driving plasma cell differentiation in both
mice (152) and humans (156, 207, 226, 227).

IL-21 induction of plasma cell differentiation
is STAT3 dependent (20, 163) and involves
induction of the plasma cell master regulator
transcription factor Blimp-1 (the product of the
Prdm1 gene) (33, 189, 228). Prdm1 is a STAT3
target gene induced by IL-21 (152, 153, 155).
In the absence of STAT3, Blimp-1 is not in-
duced, and plasma cell differentiation does not
occur (20, 163). IL-21 is also important for op-
timal GC B cell proliferation (17, 18). GC B
cell Bcl6 expression is somewhat reduced in the
absence of IL-21 (17, 18).

A complexity of IL-21 is that it induces both
Blimp-1 and Bcl6 in B cells (152, 153, 155).
IL-21 may signal through both STAT5 and
STAT3 to induce or sustain Bcl6 expression
(20, 153, 155, 164, 229). Whether IL-21
sustains GC B cell proliferation primarily via
Bcl6 or additional gene expression changes
is unknown. Because IL-21 stimulates Bcl6
and Blimp-1, the different outcomes of IL-21
signaling—GC B cell maintenance versus
plasma cell differentiation (Figure 8)—must
depend on a combination of IL-21 with addi-
tional signals from GC TFH cells to discrimi-
nate between these two pathways and cell fate
decision. Combinatorial inputs from GC TFH

cells may consist of several different cell surface
or cytokine signals (Figure 8) or may predom-
inantly consist of CD40L + IL-21 maintaining
the GC B cell state versus IL-21 alone driving
plasma cell differentiation. This is an important
issue and requires additional investigation.

In some conditions, IL-21 is not required
for initial GC development (22, 72, 230).
This implies substantial overlap between the
functions of IL-21 and other TFH cytokines for
initiating GC B cell differentiation. IL-6 and
IL-4 are two cytokines with overlapping GC B
cell biology to IL-21, and there may be others.
IL-6 also signals through STAT3 (151, 231)
and STAT5 (232). IL-21R−/− IL-4−/− mice
exhibit a much more severe GC defect than
do IL-21R−/− mice, indicating that IL-21 and
IL-4 possess partially overlapping functions
for GC B cells (230). The GC B cell proprolif-
erative effects of IL-21 and prosurvival effects
of IL-4 may intersect.
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IL-4. The relationship of CD4 T cell sub-
sets, IL-4 production, and B cell help has long
been a conundrum. IL-4 was recognized early
as a B cell survival and differentiation factor
(233). The subsequent identification of Th1
and Th2 differentiation programs, with IL-4
as the canonical Th2 cytokine (12), led to a
widespread association of Th2 cells with B cell
help (234). However, GC B cell numbers and
serum IgG responses were mostly unaffected in
mice with genetic defects blocking Th2 differ-
entiation, beyond alterations in Ig isotypes (5,
133, 235). It has now been determined that B
cell help requires TFH cells, not Th2 cells in vivo
(13–16). Nevertheless, TFH and GC TFH cells
have often been reported to produce IL-4 (2,
32, 44, 56, 57). It has now recently been deter-
mined that GC TFH cells specifically produce
IL-4 (25, 44), and this production depends on
SAP and SLAM and can be independent of Th2
differentiation (25, 215). Production of IL-4 by
GC TFH cells is required for optimal B cell help
(25, 57).

IL-4 has antiapoptotic activity on B cells
(236, 237), which may be particularly crucial
in GCs, as GC B cells are extremely susceptible
to apoptosis (202). GC B cells express low levels
of Bcl2 and high levels of Fas (238–241). IL-4
signaling in B cells prevents apoptosis by in-
ducing the Bcl2 family member Bcl-XL (237).
IL-4 signaling also potently increases glucose
uptake and metabolism, enhancing cell survival
and better poising GC B cells for additional
proliferation (242). While it has been challeng-
ing to identify a nonredundant requirement for
GC TFH cell–produced IL-4 in GCs for most
experimental systems (5, 14, 133, 235; S. Crotty,
unpublished data), IL-4 does contribute to sus-
taining GCs in some experimental models (57),
which may be due to the cumulative effects of
the antiapoptotic activity of IL-4 over many
rounds of GC B cell proliferation.

Class switch factors. Antibodies of different
isotypes have different functionalities that are
important for control of different classes of
pathogens. Class switch factors are required to
instruct isotype-specific B cell CSR. TFH cells

produce cytokines that are class switch factors.
As noted above, IL-4 is a class switch factor
for murine and human IgG1 and IgE. Expres-
sion of IL-4 by GC TFH cells is important for
IgG1 CSR (44). IL-21 is a class switch factor
for human IgG3, IgA, and IgG1 (243, 244) and
murine IgG1 (230). Additional cytokines such
as IFN-γ and IL-17 are expressed by GC TFH

cells in a context-dependent manner and con-
trol appropriate isotype switching to different
pathogens (13, 25, 44, 245).

ICOS-ICOSL. As discussed above (TFH Dif-
ferentiation), ICOS is important for GC forma-
tion. ICOS-ICOSL engagement provides sig-
nals to CD4 T cells (Figure 4) required for
initiation and maintenance of TFH differentia-
tion (Figure 3a). B cells express ICOSL, which
is required for GC formation (16). However,
whether ICOSL engagement provides any sig-
nals from TFH cells to GC B cells remains un-
known (Figure 8). ICOSL possesses a limited
cytoplasmic tail with a single tyrosine and no
known signaling motifs. There is no evidence
of ICOSL signaling capacity within a B cell.

PD-1. PD-1 is a potent inhibitory receptor
important for T cell tolerance and is associated
with CD8 T cell exhaustion during chronic viral
infections (246–248). PD-1 is highly expressed
on GC TFH cells (25, 73, 86, 112, 249). GC B
cells express PD-L1 and elevated PD-L2 (250).
PD-1 expression is induced by extended TCR
signaling, and PD-1 expression is high on most
activated CD4 and CD8 T cells (25, 246, 248,
251). As such, the high level of expression of
PD-1 on GC TFH cells is due in part to the re-
peated cognate T-B interactions that occur in
the GC, resulting in long-term TCR stimula-
tion. The strikingly high levels of PD-1 on GC
TFH cells may also be due to TFH-specific reg-
ulation of PD-1 in addition to TCR activation.

PD-1 is expected to provide an inhibitory
signal to GC TFH cells, preventing excess CD4
T cell proliferation in a GC. PD-1-deficient
(Pdcd1−/−) and PD-1 ligand–double deficient
(PD-L1 PD-L2, Cd274−/− Pdcd1lg2−/−) mice
had higher frequencies of TFH cells after
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protein immunization (250). Unexpectedly,
PD-1- or PD-1 ligand–deficient mice had wors-
ened B cell responses instead of enhanced B
cell responses. Although GCs formed normally,
they were not sustained optimally because of
increased GC B cell apoptosis (250). Reduced
numbers of long-lived plasma cells were pro-
duced (though of normal affinity) (250). These
outcomes were due either to reduced function-
ality of PD-1-deficient TFH cells or to loss of
signals to GC B cells via PD-1 ligands. Ab-
sence of PD-1 was associated with alterations
in TFH phenotypes such as reduced IL-4 and
IL-21 (250), but those alterations remain in-
conclusive until antigen-specific TFH studies
are completed. PD-1 can provide bidirectional
signaling through PD1-PDL1 or PD1-PDL2
complexes (248), and PD-1 may provide direct
inductive signals from GC TFH to GC B cells.
PD-1 may also affect the duration of T-B con-
jugates by disrupting TCR-induced stop signals
(252).

BTLA. BTLA is an inhibitory receptor ex-
pressed by B and T cells that binds HVEM
and competes with several other receptors, in-
cluding LIGHT (253). BTLA inhibits T cell
proliferation (253). BTLA−/− mice develop au-
toantibodies over time and fatal autoimmune
hepatitis (254). BTLA is upregulated on TFH

cells, whereas BTLA is stable or downregu-
lated on many other activated CD4 T cells
(Figure 4, Table 1) (13, 16, 25, 86, 255). GC B
cell numbers were increased in BTLA−/− mice
after protein immunization, as were serum an-
tibody titers (255). Development of CXCR5+

TFH cells in vivo was not altered in BTLA−/−

mice, indicating the T cell proliferation was
not grossly altered and BTLA did not control
TFH differentiation (255). Interestingly, how-
ever, BTLA deficiency was associated with in-
creased TFH function. In particular, IL-21 pro-
duction by CD4 T cells in vitro was increased
in the absence of BTLA (255) (Figure 4). The
mechanism by which BTLA influences IL-21
is unknown. BTLA on GC TFH cells may also
directly regulate GC B cells via HVEM or
LIGHT (253).

Chemokine receptors. Chemokine receptors
are important for appropriate localization of
TFH cells, a central attribute of this CD4 T cell
subset. CXCR5 is the canonical TFH marker,
and its role in TFH differentiation was discussed
above. Downregulation of CCR7 was also dis-
cussed. For GC TFH function within GCs,
maintenance of CXCR5 expression is critical,
as is lack of CCR7 expression to avoid relo-
calization to T cell areas. Furthermore, GC
TFH function in GCs may depend on the pre-
cise localization of the GC TFH cell within the
GC zones. In humans, GC TFH cells express
CXCR4 (1), which is important for localization
of GC B cells to the dark zone of the GC (cen-
troblasts) (256). GC TFH cells are enriched in
the light zone of GCs (4, 5, 73, 132), along with
the highest density of FDCs (6, 131). FDCs in-
duce CXCR4 expression on CD4 T cells (257)
but also induce RGS proteins to inhibit GC
TFH cell responsiveness to CXCL12 (SDF1)
(258), perhaps to transiently restrain GC TFH

cell migration to the dark zone until a second
signal is received. The classic model of selec-
tion posits that T cell help to GC B cells and
selection of GC B cells occurs in the light zone
(centrocytes) (4, 6). However, GC TFH cells
were found in conjugates with B cells through-
out GCs (81), and GC B cell proliferation is
observed in light and dark zones (135). Modu-
lation of CXCR4 expression on GC TFH cells
or modulation of CXCR4 functionality could
provide a mechanism to shuttle GC TFH cells
between the light and dark zones of the GC to
provide different help to GC B cells in each site,
either qualitatively or quantitatively. Murine
TFH cells are not reported to differentially ex-
press CXCR4 protein (19), although CXCR4
mRNA is high in TFH and GC TFH cells (88),
and CXCR4 is present on extrafollicular helpers
in MRLlpr mice (194).

TFH cells need to avoid expression of in-
flammatory chemokine receptors that would
recruit TFH cells away from B cells and GCs
and into the T cell zone, red pulp, or ex-
tralymphoid sites. TFH cells have limited ex-
pression of CCR5, CCR2, CX3CR1, and re-
lated inflammatory cytokine receptors (13, 25).
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Modulation of integrin expression and signal-
ing is also probably important for TFH cell lo-
calization, but this area of research has not been
explored.

Additional surface molecules. A wealth of
surface receptors expressed on TFH cells likely
have important functions in TFH differentiation
or TFH help to B cells and need additional study.
OX40 and CD30L are two that have received
some attention. OX40 is important for activated
T cell survival and is a potent inducer of an-
tiapoptotic molecules (see TFH Differentiation
section). OX40 is expressed on many activated
CD4 T cells (98), including GC TFH cells, al-
though levels vary depending on mouse strain
(103). The development of normal GCs and
long-term class switched antibody responses in
OX40−/− mice (102) is at least in part due to
collaboration between OX40 and CD30L anti-
apoptotic signals in CD4 T cells (259). TFH cells
express elevated amounts of CD30L in both
humans (85, 86) and mice (88). CD30−/− mice
form GCs but cannot sustain them, most likely
because of a defect in CD4 T cell survival that
was further exacerbated in CD30−/−OX40−/−

mice (259). Bidirectional OX40-OX40L and
CD30-CD30L signaling can occur (98, 260).
Engagement of OX40L on activated B cells was
reported to enhance Ig secretion by plasma cells
(Figure 8) (261). It appears that OX40L does
not increase the number of plasma cells but im-
proves their maturation.

HUMAN TFH CELLS

Mouse data are only useful insofar as they
model the human condition. Understanding
the generation of human GCs, memory B cells,
and memory plasma cells is essential for un-
derstanding how to rationally design vaccines
to generate immunological memory (177, 262,
263). Such an understanding is also important
for understanding major human cancers (34)
and autoimmune diseases (264).

TFH cells were first identified in humans by
studying CD4 T cell populations in tonsil and

identifying a large population of CXCR5+ CD4
T cells that predominantly localized within
GCs (1–3). Human TFH cells were demon-
strated to be highly activated and to possess in-
creased B cell help properties compared with
CXCR5− tonsillar CD4 T cells in vitro. A sub-
stantial population of CXCR5+ CD4 T cells
was also identified within the memory CD4 T
cell compartment (CD45RO+) in human pe-
ripheral blood (2, 3). However, the relationship
between TFH cells and blood CXCR5+ CD4 T
cells has remained unclear and contentious (see
below).

Human TFH Markers

Human TFH cells express markers that gen-
erally closely parallel murine TFH cell mark-
ers and were, in fact, usually first identified
in humans (85). The high percentage of close
matches between human and mouse gene ex-
pression profiles for TFH and GC TFH cells
bodes well for translating findings between the
two species. Most TFH markers directly cor-
relate between the two species (Table 1) (16,
25, 26, 85, 86, 115). Tonsillar CXCR5+ CD4
T cells are TFH cells (1, 3, 85). These TFH

cells can be subdivided into two populations,
CXCR5int and CXCR5hi (or CXCR5intICOSint

and CXCR5hiICOShi) (26, 86), which have gene
expression profiles and functionalities that cor-
respond well with those of murine TFH and GC
TFH cells (Table 1) (25, 26, 86; M. Kroenke and
S. Crotty, unpublished data).

Regarding in vitro studies with human CD4
T cells, as noted above, IL-21-producing cells
without further characterization are of inde-
terminate origin and should not be classified
as TFH cells without characterization of Bcl6,
CXCR5, and/or additional TFH differentiation
markers. This is because many CD4 T cells that
are not TFH cells can express substantial IL-21,
including human Th17 cells (95, 265, 266) and
some Th1 cells (26, 160). CXCR5 is also a chal-
lenging marker in vitro for human CD4 T cells.
Human TFH cells rapidly lose CXCR5 expres-
sion in vitro (1, 2, 110).
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The Genetics of Human TFH Cells

Human genetic deficiencies provide crucial in-
sights into human biology (186, 267, 268).
There are excellent genetic data supporting
central roles of SAP, CD40L, and ICOS in hu-
man TFH biology.

SAP/SH2D1A and XLP. The human genetic
disease XLP manifests as an increased suscepti-
bility to a range of pathogens during childhood,
with a particularly pronounced susceptibility to
Epstein-Barr virus (EBV), which is frequently
fatal in children with XLP. Sh2d1a, the gene
encoding SAP, was identified as the defective
gene causing XLP (127). Most human Sh2d1a
mutations result in loss of expression of SAP
(269). Using sh2d1a−/− mice, SAP was demon-
strated to be essential in CD4 T cells for GC
responses and the generation of memory B cells
and long-lived plasma cells (80). Subsequently,
it was confirmed in humans that absence of SAP
results in an extreme loss of GCs (in the two
patients available for analysis) (270), aberrant
CD4 T cell functions (271), and severe reduc-
tions in memory B cells (270–272). SAP binds to
SLAM family receptors, and the SLAM family
receptor locus has been identified as a murine
autoimmune autoantibody susceptibility locus
(221). Given the central role of SAP in anti-
body responses, it is likely that SAP-dependent
signaling by SLAM family receptors is respon-
sible for the increased autoantibody responses
associated with certain SLAM family receptor
alleles (221). However, additional mechanisms,
such as B cell central tolerance, are potentially
involved (222). These genetic findings support
a central role for SAP in human TFH cells. SAP
and the SLAM family receptor functions are
discussed further above (TFH Differentiation
and TFH Functions) and by Schwartzberg and
colleagues (127). Further studies are needed to
determine mechanistic roles of SAP in human
TFH differentiation and function.

X-linked inhibitor-of-apoptosis (XIAP) mu-
tations cause a human genetic disease with some
overlapping phenotypes to sh2d1a mutations,

including lymphoproliferation (273). Whether
XIAP patients have a defect in NKT cell devel-
opment (273, 274), which is a signature of SAP
deficiency in mice and humans, is controversial.
Although both are encoded on the X chromo-
some, XIAP and SAP do not appear to inter-
act in the same signaling pathways and appear
to be phenocopies at the level of lymphopro-
liferation. XIAP−/− mice have normal antibody
responses to T-dependent antigens and normal
NKT development (275).

CD40L and HIGM. CD40L is important
in numerous aspects of T cell differentiation
and function. A fraction of individuals with
hyper-IgM syndrome (HIGM) have mutations
in either CD40L or CD40 (186). The most
pronounced phenotype of these individuals
is the lack of circulating IgG and failure
to mount isotype switched antigen-specific
antibody responses, as the name implies (186).
CD40L-deficient patients have a severe lack
of memory B cells (276, 277), and the minimal
and aberrant somatic hypermutation observed
in those B cells indicates the absence of GCs
(277). This is consistent with the critical
requirement for CD40L at all T-dependent
stages of antigen-specific B cell responses.

Note that CD40L is widely expressed by ac-
tivated CD4 T cells and is not at all restricted to
TFH cells. This is consistent with murine CD4
T cell immunology and with the pleiotropic
roles of CD40L in the immune system. Pre-
sumably, CD40L expression by TFH cells un-
dergoes some degree of specialized regulation,
given the central importance of CD40-CD40L
interactions in GCs; however, that regulation
apparently does not occur at the transcriptional
level, as TFH cells express CD40L mRNA at lev-
els comparable to other activated human CD4
T cell subsets (85, 86).

Although the bulk of the human CD40L-
deficiency phenotype has been attributed to
CD40L expression by CD4 T cells (and now
presumably TFH cells) engaging with CD40
on B cells and inducing proliferation and dif-
ferentiation of B cells, it must be noted that
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CD40L-CD40 interactions induce bidirec-
tional signaling. In the absence of CD40L on
CD4 T cells, defects in CD4 priming and CD4
memory are observed in humans (278, 279).
This is consistent with comparable defects in
mice and is due primarily to the importance of
CD40 expression by DCs and B cells in priming
and sustaining T cell responses (212).

ICOS deficiency. ICOS was first identified
and cloned in humans (280) and was observed
to be highly expressed on GC CD4 T cells
(280). ICOS was then demonstrated to be
important for CD4 T cell help to B cells in
mice (281, 282). Based on those findings, ICOS
became a candidate gene for human immunod-
eficiencies. It was determined that a subset of
common variable immunodeficiency patients
possessed no ICOS, due to a 1.8-kb genomic
deletion (108, 283). Human ICOS deficiency
causes a severe loss of memory B cells (109) and
completely prevents all antigen-specific IgG
responses to vaccines (109). While ICOS defi-
ciency clearly affects human GCs, direct data
are limited (109), which is unsurprising given
the extreme rarity of individuals with ICOS
mutations. The near complete absence of
antigen-specific IgG responses, the occurrence
of defective IgM responses, and the absence
of memory B cells in ICOS-deficient patients
was consistent with the high susceptibility of
the individuals to various bacterial, viral, and
fungal infections (109), which were largely
treatable by regular injection of intravenous
immunoglobulin (109, 284). The clinical
features of ICOS deficiency also confirm
the central role of T-dependent antibody
responses in protective immunity in humans.

One interesting aspect of human ICOS-
deficient patients is that the genetic defect
is not a phenocopy of CD40L deficiency.
ICOS-deficient patients have severe memory
B cell, antigen-specific IgG, and total IgG de-
fects comparable to CD40L-deficient patients.
However, the canonical hyper-IgM phenotype
associated with CD40L deficiency does not oc-
cur in ICOS deficiency (109).

STAT3. The human genetic deficiency
hyper-IgE syndrome (HIES) is caused by
heterozygous STAT3 mutations that act in a
dominant-negative manner in STAT3 dimers
(285, 286). STAT3 does not appear to be
important for human TFH differentiation in
a cell-intrinsic manner. While STAT3 is
required in humans for IL-6-mediated Th17
differentiation (161, 287), CXCR5+ CD4 T
cells are present at normal frequencies in the
blood of HIES patients (161). Furthermore,
STAT4 has been implicated as the STAT
responsible for IL-21 induction in human
CD4 T cells (160). STAT3 signaling in B cells
is important for the generation of memory B
cells (20, 288) and long-lived plasma cells (20),
although T-dependent antibody responses
do occur in the absence of STAT3 (20, 288).
IL-21 is a potent inducer of human plasma cell
differentiation via STAT3-mediated Blimp-1
induction (152, 155, 156, 207, 226, 227).
IL-21 signaling in B cells from HIES humans
is severely reduced (20). This is consistent
with the importance of IL-21 for GC B cells
and plasma cells in mice (17, 18), although
STAT3’s role downstream of IL-21 may be
less critical for GCs and memory B cells in
mice (163). These data indicate that STAT3
is not needed for human TFH differentiation
or function, but STAT3 is important in the B
cells that are the target of IL-21 produced by
human TFH cells.

Human TFH Differentiation

The signals that specifically instruct the
differentiation of human TFH cells remain
unclear. One approach has been to focus on
the induction of IL-21 expression by CD4 T
cells, as IL-21 is the most important cytokine
expressed by TFH cells. Two recent studies
made the surprising finding that IL-12 induces
IL-21 production in a STAT4-dependent
manner (26, 160). In murine CD4 T cells, IL-6
(27, 69) or IL-21 (16, 27) signaling induces
IL-21 expression, which is presumed to be
STAT3 dependent, based on Th17 work (95)
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and in vivo data (16). IL-21 does induce some
expression of IL-21 in human CD4 T cells,
but the expression is not sustained in com-
parison to IL-12 (26, 160). These differences
are surprising given that mature human and
murine TFH cells have similar gene expression
profiles.

What is unclear is the relationship be-
tween IL-21 expression and TFH differentia-
tion. There is not a one-to-one relationship
between IL-21-expressing cells and TFH cells.
Therefore, while IL-21 is an important TFH

cytokine, expression of IL-21 is not exclusive
to TFH cells. One possibility is that IL-12-
induced IL-21 production represents the ear-
liest step of human TFH differentiation (26)
and that full TFH differentiation occurs in a
second stage following additional signals. In
agreement with that model, ICOS is upregu-
lated by IL-12 (26, 160). However, CXCR5
expression was not consistently enhanced by
IL-12 (26, 160), and Bcl6 change was mod-
est. Therefore, other signals may be involved. A
second possibility is that TFH differentiation is
modular—consisting of multiple gene expres-
sion modules—and requires multiple parallel
signals to induce the expression of each module
in parallel. Examples of potential gene expres-
sion modules include an IL-21 expression mod-
ule and a migration module (CXCR5, CXCR4,
reduced CCR7). Whether Bcl6’s role as a mas-
ter regulator of murine TFH differentiation (13–
15) is conserved in human TFH differentiation
is also unknown. Mechanisms regulating hu-
man TFH differentiation are an important issue
in human immunology for enhancing vaccine
development and for autoimmunity treatment.
Understanding the signals instructing TFH dif-
ferentiation both in mice and humans is worthy
of extensive further investigation to elucidate
the molecular mechanisms of this differentia-
tion process.

Compared with murine GC TFH cells, hu-
man GC TFH cells appear to be even more
fully distinct from Th1, Th2, and Th17. Few
Th1, Th2, or Th17 characteristics are evident
in GC TFH cells (15, 26, 86, 87), with the

exception of IL-4 (2, 26), which is likely made
in a TFH-specific (Th2-independent) manner
(25).

Tonsil TFH Cells, Blood CXCR5+

CD4 T Cells, and Memory TFH Cells

A large population of CXCR5+ CD4 T cells is
present within the memory CD4 T cell com-
partment (CD45RO+) in human peripheral
blood (1–3). However, the relationship between
TFH cells and blood CXCR5+ CD4 T cells has
remained unclear and controversial. Given that
both tissue TFH cells and blood CXCR5+ CD4
T cells express CXCR5, whereas tissue TFH

cells were highly activated and blood CXCR5+

CD4 T cells are resting cells with a memory
phenotype, the simplest interpretation was that
blood CXCR5+ CD4 T cells are memory TFH

cells (1). Three findings have cast doubt on
this relationship. First, while tonsil TFH cells
exhibit heightened B cell help activity in vitro,
blood CXCR5+ CD4 T cells do not (2). Sec-
ond, microarray-based gene expression analysis
shows large differences in gene expression
patterns between the two cell types (86). Third,
blood CXCR5+ CD4 T cells do not express
elevated levels of Bcl6 protein (M. Kroenke
and S. Crotty, unpublished data). An implied
counterargument to those observations has
been that tonsil TFH cells are highly activated
and are therefore not expected to be identical to
resting CXCR5+ CD4 T cells in the periphery
(1). More important evidence supporting the
argument that CD45RO+CXCR5+ CD4 T
cells are memory TFH cells is that humans with
genetic deficiencies in ICOS have severely re-
duced GC responses (109) and blood CXCR5+

CD4 T cells are absent from those individuals
(110). The loss of CXCR5+ memory CD4 T
cells is selective, as ICOS-deficient humans
have normal frequencies of CD4 T cells over-
all, whereas CD40L-deficient humans have
an overall loss of memory CD4 T cells (110).
Therefore, based on data from ICOS-deficient
humans, blood CXCR5+ CD4 T cells appear
to be memory TFH cells that have passed
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through a GC reaction (110). However, given
the contradictory findings discussed above,
the ontogeny of blood CXCR5+ CD4 T cells
remains an open issue.

A related question is: Are there memory
TFH cells at all? This was discussed earlier for
murine TFH cells (see the TFH Differentiation
section), and the question obviously has
greater implications in humans. In addition
to the CXCR5+CD45RO+PD-1−ICOS−

cells normally found in peripheral blood,
rare TFH cells with a GC TFH phenotype
(PD-1hiICOShi) are found in the periph-
eral blood of a subset of humans with SLE
(24).

Human TFH Functions

Human TFH functions largely parallel murine
TFH functions, to the extent that they have
been assessed in vitro and to the extent that
they can be inferred by their largely overlapping
gene expression pattern with murine TFH cells
(Table 1) (16, 25, 26, 85, 86, 115). One notable
exception is CXCL13, the ligand for CXCR5.
In mice, CXCL13 is expressed by stromal cells
(289) and is not expressed by murine TFH or GC
TFH cells (88). In humans, CXCL13 is made
at high levels by TFH cells (86–87) and not
by other CD4 T cells. CXCL13 is functional
and able to attract B cells (87). FDCs bind and
present large quantities of CXCL13 on their
surface in GCs (131). Expression of CXCL13
by TFH cells may enhance recruitment of GC B
cells to the light zone, where most TFH cells and
FDCs reside. Alternatively, CXCR5 binding of
CXCL13 can also provide signals to B cells dis-
tinct from migration, and so the expression of
CXCL13 by TFH cells may have multiple effects
on GC B cells. CXCL13 binding to CXCR5 on
naive B cells induces LTα1β2 expression (290)
(Figure 8).

IL-10 is primarily associated with strongly
immunosuppressive functions in mice, but in
humans IL-10 is also a cytokine that promotes
plasma cell differentiation (204). Human TFH

and GC TFH cells do not express elevated levels

of IL-10 compared with other activated CD4 T
cells (26, 85, 86).

OPEN ISSUES AND
FUTURE DIRECTIONS

Much remains to be understood about TFH cells
in both mice and humans. Now that these cells
are recognized as a clear subset of CD4 T cells
with the critical function of B cell help and
that Bcl6 is a central regulator of TFH differ-
entiation, it is important to understand the dif-
ferentiation of these cells and their functions
in detail. Regarding TFH differentiation, what
minimal signals are required to instruct TFH

differentiation? Are the critical signals from
both cytokines and cell surface receptors? How
would one enhance TFH differentiation after
immunization with a vaccine? How would one
best block TFH differentiation in the context
of autoimmunity? How is TFH differentiation
distinguished from, and interrelated to, other
CD4 T cell differentiation programs such as
Th1, Th2, Th17, and Treg? What signals regu-
late Bcl6 induction? What signals regulate Bcl6
maintenance? What transcription factors other
than Bcl6 are important for TFH differentia-
tion? What genes does Bcl6 regulate? What
TFH functions does Bcl6 directly regulate? Are
there multiple subsets of TFH cells? What do
they do?

Many functions of TFH cells have been iden-
tified or inferred from gene expression analysis.
Are major TFH B cell help functions still left
unidentified? Which signals from TFH cells are
most important for which attributes of the mul-
tiple B cell differentiation pathways and survival
and proliferation signals? What are the molecu-
lar mechanisms governing how those molecules
signal to B cells?

In humans, much remains unknown about
TFH cells. What signals induce TFH cells? Are
IL-21-secreting CD4 T cells equivalent to TFH

cells? What is the role of Bcl6 in human
CD4 T cells? Are there memory TFH cells?
Can TFH or memory TFH cells be identified
in human peripheral blood for analysis after
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vaccinations? Given the importance of T-
dependent B cell responses in protective immu-
nity to a staggering variety of pathogens, further

understanding TFH is necessary for improving
public health by development of new and better
vaccines.
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Abstract

The signaling lymphocyte activation molecule (SLAM)-associated pro-
tein, SAP, was first identified as the protein affected in most cases of
X-linked lymphoproliferative (XLP) syndrome, a rare genetic disorder
characterized by abnormal responses to Epstein-Barr virus infection,
lymphoproliferative syndromes, and dysgammaglobulinemia. SAP con-
sists almost entirely of a single SH2 protein domain that interacts with
the cytoplasmic tail of SLAM and related receptors, including 2B4,
Ly108, CD84, Ly9, and potentially CRACC. SLAM family members
are now recognized as important immunomodulatory receptors with
roles in cytotoxicity, humoral immunity, autoimmunity, cell survival,
lymphocyte development, and cell adhesion. In this review, we cover
recent findings on the roles of SLAM family receptors and the SAP
family of adaptors, with a focus on their regulation of the pathways
involved in the pathogenesis of XLP and other immune disorders.
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X-LINKED
LYMPHOPROLIFERATIVE
DISEASE

X-linked lymphoproliferative disease (XLP) is
a rare genetic disorder that is generally char-
acterized by a fatal response to infection with
the Epstein-Barr virus (EBV) (1–7). EBV in-
fects mature B lymphocytes, leading to a lym-
phocytosis characterized by a large expansion
of lymphocytes that are primarily reactive CD8
T cells. Patients with XLP fail to clear EBV-
infected B cells and have a massive lympho-
cytic expansion, which can lead to infiltration of
the liver, bone marrow, and other organs. XLP
patients also develop hemophagocytic lympho-
histiocytosis syndrome (HLH) in which innate
immune cells become hyperactivated and
phagocytic; these complications are often fatal
(8–11). Although EBV was initially identified as
the catalyst for the presentation of XLP (1, 3, 4),
it is now clear that several of the clinical features
of XLP are EBV independent (11). This con-
clusion has been strengthened by the discov-
ery of the gene responsible for most XLP cases,
SH2D1A, which encodes the adaptor molecule
SAP that binds to the SLAM family of cell sur-
face receptors (12–14). SAP-deficient patients
who survive EBV infection, or who have never
been infected by EBV, still develop lympho-
proliferative disorders, usually of B cell origin,
and dysgammaglobulinemias that can progress
to frank hypogammaglobulinemia with a sim-
ilar incidence (8, 10, 15, 16). More recently,
studies of gene-targeted mice and lymphocytes
from XLP patients have revealed that XLP is
associated with other immune abnormalities,
including impaired germinal center (GC) for-
mation and long-term humoral immunity (17–
21); defects in the development of innate-type
T lymphocyte subsets, including natural killer
T (NKT) cells (22–24); and impaired T cell
apoptosis (25–27). These findings underscore
the diverse nature of this disorder and highlight
its phenotypic overlap with other lymphoprolif-
erative and immunodeficiency states, including
common variable immunodeficiency (CVID),
autoimmune lymphoproliferative syndrome

(ALPS), and HLH (28–31). Indeed, several
male patients initially diagnosed with CVID,
primary HLH, or EBV− non-Hodgkin’s B
cell lymphoma were subsequently found to
have mutations in SH2D1A (28, 30–34). Thus,
XLP is increasingly recognized as part of the
differential diagnosis of a growing number
of primary immunodeficiencies and immune
disorders.

Despite the description of this disease over
35 years ago and the identification of the major
genetic cause over 10 years ago, much about
the broad nature of the pathogenesis of XLP
remained unknown, including the profoundly
abnormal responses to EBV, the predisposition
to lymphoproliferative disorders, and the na-
ture of the humoral defects. In this review, we
examine recent findings on SAP and the SLAM
family receptors that help provide insight
into disease pathogenesis. However, it should
be noted that SLAM family members have
diverse cell functions, including cells that do
not express SAP. Some of these are associated
with functions of the related adaptor molecules
EWS-Fli1-activated transcript-2 (EAT-2) and,
in mice, EAT-2-related transducer (ERT),
which are expressed in other hematopoietic
cells, while others may be related to functions
independent of these adaptors.

Although SAP has been implicated in
most XLP cases, patients with fatal infectious
mononucleosis and other XLP-like features
have been recently found to have mutations that
affect two additional proteins, XIAP (encoded
by BIRC4) (7, 35–37) and ITK (IL-2-inducible
T cell kinase) (38). XIAP deficiency is now des-
ignated XLP2 to distinguish it from SAP de-
ficiency (which is termed XLP1) and is associ-
ated with a high incidence of HLH and a lack of
lymphomas (36, 39). Mutations affecting ITK,
a tyrosine kinase involved in T cell receptor
(TCR) signaling, were reported in two sisters
with fatal infectious mononucleosis and im-
munodeficiency (38). How mutations affecting
XIAP and ITK lead to abnormal responses to
EBV remains unclear, as does whether these
mutations affect signaling from SLAM family
receptors.
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THE SAP FAMILY OF SH2
DOMAIN–CONTAINING
PROTEINS

In 1998, two groups used positional cloning to
identify a gene, SH2D1A (also called DSHP),
which was mutated in most XLP1 cases (12,
13). At the same time, a third group identified
SAP as a binding partner for the cytoplasmic
domain of the costimulatory receptor SLAM
and demonstrated that the gene encoding SAP
was deleted or otherwise mutated in patients
with XLP1 (14). Surprisingly, this gene en-
coded only a 128 amino acid protein (14 kDa),
consisting almost entirely of a single Src homol-
ogy 2 (SH2) interaction domain, which binds
phosphorylated tyrosine residues. SAP is ex-
pressed primarily in lymphocytes, specifically
T, NK, and NKT cells, as well as in eosinophils
and platelets (12–14, 23, 40–47). Expression in
transformed B cells and B cell lines has also
been reported; however, expression in normal B
cells has not been consistently observed (13, 20,
48–50).

The SAP SH2 domain has the great-
est homology to the SH2 domains of
EAT-2, SH2 domain–containing inositol-5-
phosphatase (SHIP), and Abl (13, 14). Like
SAP, EAT-2 (Sh2d1b) and ERT (Sh2d1c) are
composed of a single SH2 domain and a short
C terminus (51–53). EAT-2 has been detected
in NK cells, dendritic cells (DCs), human CD8
T cells, macrophages, and platelets (44, 52, 54).
Transcripts have also been detected in B cells
and activated T cells (51, 56, 57). In humans,
SH2D1C (ERT ) is a pseudogene and not ex-
pressed (51), whereas murine ERT is exclu-
sively found in NK cells (52).

SLAM FAMILY MEMBERS

Overview

It is now recognized that SLAM, the receptor
to which SAP binds, is a member of a family
of related proteins that broadly consists of
SLAM (CD150, Slamf1), CD48 (Slamf2),
2B4 (CD244, Slamf4), Ly9 (CD229, Slamf3),
CD84 (Slamf5), NK-T-B-antigen (NTB-A;

also known as SF2000 in human or Ly108 in
mouse, CD352, Slamf6), CD2-like receptor ac-
tivating cytotoxic cells (CRACC; also known as
CS1, CD319, Slamf7), B lymphocyte activator
macrophage expressed (BLAME, Slamf8), and
SF2001 (CD84H, Slamf9). These receptors are
considered to be a subset of the greater CD2
superfamily of immunoglobulin (Ig) domain–
containing molecules and are expressed on the
surface of a wide variety of hematopoietic cells
(Table 1). Cellular, biochemical, and genetic
data suggest that these immunomodulatory
receptors display diverse functions, including
roles in regulating costimulation (SLAM) (18,
58, 59); T cell cytokine production (SLAM,
Ly9, 2B4, CD84, Ly108) (58–68); NK cell–
and CD8 T cell–mediated cytotoxicity (2B4,
NTB-A/Ly108, and CRACC) (62, 69–81);
adhesion between hematopoietic cells (CD84,
Ly108, 2B4, and SLAM) (44, 82–85); T cell
reactivation-induced cell death, RICD (NTB-
A) (27); the development of innate T lympho-
cytes (SLAM and Ly108) (22–24, 86–91); as
well as functions of neutrophils (Ly108) (64)
and macrophages (SLAM) (67, 92) (Table 2).

The SLAM Receptor Gene Family

Most members of the SLAM family are en-
coded in a gene cluster on synteneic regions of
mouse and human chromosome 1: The human
and mouse genes encoding BLAME (93) and
SF2001 (94) as well as human SH2D1B (EAT-
2) (53) and mouse Sh2d1b (Eat-2) and Sh2d1c
(Ert) (52) are located close to the main SLAM
locus (Figure 1). The genomic organization,
location, and sequence suggest that the genes
encoding the SLAM family arose from duplica-
tions of a common ancestral precursor (95–97).
Multiple splice forms and polymorphisms have
been identified for many of the genes encod-
ing SLAM family members and in some cases
are associated with altered biology, particularly
predispositions to autoimmunity (see below).

The SLAM family members are type I gly-
coproteins characterized by an amino-terminal
Ig variable (V)–like domain lacking canonical
disulfide bonds and a membrane-proximal C2
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Table 1 Expression pattern of SLAM receptor family membersa

Receptor Ligand Expression pattern References
SLAMF1
SLAM
CD150

SLAM (CD150)
Measles virus (H)
Gram-negative OmpC and OmpF

HSCs, thymocytes (highest DP), B
cells, DCs, activated T,
macrophages, platelets, GC TFH

14, 40, 41, 44, 58, 68, 83,
87, 92, 96, 114, 120, 183,
238, 284, 286

SLAMF2 CD2 Widely expressed hematopoietic cells 105, 238, 288, 289
CD48 CD244 (2B4)

FimH
SLAMF3
Ly9
CD229

Ly9 (CD229) Thymocytes, T, TFH, NKT, B, NK
(low), macrophages, DC

99, 100, 125, 140, 184, 234

SLAMF4
2B4
CD244

CD48 MPP, NK, γδ, activated CD8 T,
CD8 iELs, monocytes, basophils,
eosinophils

41, 74, 80, 81, 191, 201,
238, 290–294

SLAMF5
CD84

CD84 NK, NKT, B, T, monocytes, platelets,
DC, eosinophils, neutrophils, TFH

41, 44, 65, 83, 125, 182,
183, 234, 235, 295, 296

SLAMF6 (CD352)
Human: NTB-A
Mouse: Ly108

Human: NTB-A
Mouse: Ly108

Thymocytes (highest DP), NK, T, B,
DC (low), eosinophils, neutrophils,
TFH

41, 73, 83, 87, 94, 112, 297

SLAMF7
CRACC, CS1, CD319

CRACC (CD319) NK, B, DC, plasma cells, activated
CD4 and CD8 T

70, 71, 113, 125, 136, 298

SLAMF8 No data 93
BLAME
SLAMF9 No data 94, 108, 109
SF2001
CD84-H1

aAbbreviations: DC: dendritic cell; FimH: lectin expressed by (type 1 fimbriated) Escherichia coli; GC: germinal center; H: hemagglutinin;
HSCs: hematopoietic stem cells; iELs, intraepithelial lymphocytes; MPP: multipotent hematopoietic progenitors; Omp: outer membrane protein;
SLAM: signaling lymphocyte activation molecule; TFH: T follicular helper cell.

domain containing two conserved disulfide
bonds (98). Ly9 is the exception, in which the
V-C2-like sequences are duplicated, resulting
in an extracellular domain containing four
Ig-like domains (99, 100). SLAM family mem-
bers contain one or more immunoreceptor
tyrosine-based switch motifs (ITSMs)—
TxYxxI/V (“x” denotes any amino acid)—in
their cytoplasmic domains (Figure 2) (14,
101), which have high affinity for SAP and/or
EAT-2 (14, 56, 102, 103) (Figure 2). Although
CD48 is encoded within the SLAM cluster
and has homology in its extracellular domain,
it is a glycosyl-phosphatidylinositol-anchored
protein (104, 105); we refer readers to other
reviews of its function (106). However, it is
important to note that CD48 is the ligand for

2B4 and, although it is expressed on nearly all
hematopoietic cells, it is highly upregulated
on B cells following EBV infection (107).
BLAME and SF2001 have short intracellular
tails that lack any tyrosine motifs and may
represent orphan ligands (93, 94, 108, 109).
In this review, we focus on the six core SLAM
family members that contain ITSMs: SLAM
(SLAMF1), Ly108/NTB-A (SLAMF6), CD84
(SLAMF5), Ly9 (SLAMF3), 2B4 (SLAMF4),
and CRACC (SLAMF7) (Figure 2).

Although SLAM family members share
characteristics with CD2 and CD58 (human),
the nucleotide and amino acid sequence
identity between these receptor subgroups
is low (<15%) (110). With the exception of
2B4, SLAM family members are homophilic
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Figure 1
Genomic organization of the mouse and human Slam locus. The genes encoding members of the SLAM receptor family (SLAM locus)
are located on human chromosome 1q23 and mouse chromosome 1H2. The genes encoding the SLAM family members are clustered
in a genomic segment of 359 kb in humans and 392 kb in mice. Two genes (SLAMF8 and SLAMF9) that belong to the SLAM family,
which do not bind to SAP and/or EAT-2, are located in the same chromosome region, but outside of the SLAM locus. Human
SH2D1B (EAT2) as well as mouse Sh2d1b (Eat2a) and Sh2d1c (Eat2b) are also located close to the Slam locus. The arrangement of the
SLAM gene family is identical in mouse and human genomes with the exception of the gene orientation relative to the centromere.
Black arrows signify the transcriptional direction of these genes.

receptors and thus are self-ligands (65, 73,
111–117). Data obtained from structural
analysis have indicated that, except for Ly9,
the homophilic and heterophilic interactions
of these receptors span a distance consistent
with localization within the T cell–antigen-
presenting cell (APC) or NK cell–target cell
interface (approximately 105 Å) (111, 114,
117–119). Despite the large binding interface
of these receptors, changes in a single residue
can significantly alter association (111, 116,
117, 119). Within the SLAM family, ligand
affinities span three orders of magnitude
(SLAM ∼200 μM, 2B4-CD48 ∼4 μM, NTB-
A ∼2 μM, CD84 sub-μM) (111, 114, 117,
119), which could contribute to functional
differences between the various receptors.

Differential Isoform Usage of SLAM
Family Members

Several different alternatively spliced isoforms
of SLAM (58, 120), CD84 (121), CRACC

(122), Ly108 (123, 124), Ly9 (125), and 2B4
(126) have been identified that differ in the
length of the cytoplasmic domain. Notably, al-
though Ly108 contains two ITSMs in its cy-
toplasmic domain, the Ly108.1 isoform has
one additional unique tyrosine motif, whereas
the Ly108.2 isoform contains two additional
unique tyrosines (123, 127). Additional iso-
forms have also been reported (124). These
isoforms are differentially expressed in mouse
strains that have high antinuclear antibod-
ies (ANAs) and can potentially elicit different
downstream signaling pathways (see the sec-
tions below on Signal Transduction and on Au-
toimmunity) (123, 127). Furthermore, murine
2B4 has two isoforms: a short activating form
(2B4-S) and a long inhibitory variant (2B4-L)
differing in the number of ITSMs (126, 128).
Because only 2B4-L is found in humans and is
activating, the relevance of these features is not
clear. Nonetheless, alterations in the number of
ITSMs influence SAP and EAT-2 recruitment
and thus affect signal transduction events. Two
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splice variants of human 2B4 have been iden-
tified: 2B4-B has five additional amino acids
between the V and C2 regions compared with
2B4-A (129, 130). However, whether this influ-
ences 2B4/CD48 receptor/ligand interactions
remains to be determined.

In addition to splicing variants, multiple
polymorphisms have been identified in the
SLAM locus that segregate into two major
haplotypes in inbred mouse strains. Murine
Ly9 was initially identified as an alloantigen
marker: The Ly9.1 allele is expressed in most in-
bred mouse strains, whereas Ly9.2 is expressed
in C57Bl/6 and related strains (99). Sequence
analysis of Balb/c and C57Bl/6 identified nine
differences, four of which are located in the
ligand-binding surface (131–133). 2B4 is also
polymorphic: The 2B4 monoclonal antibody
(mAb) recognizes 2B4 in C57Bl/6 and C58/J
mice, whereas the C9.1 mAb recognizes 2B4
in most other strains including NZB, SJL,
C3H, CBA, BALBc, DBA, A/J, and 129, which
possess four copies of the gene (134). More-
over, Wakeland and colleagues (135) found
that the ligand-binding domains of Ly9, CD48,
and CD84 were highly polymorphic in natu-
ral mouse populations, suggesting that selection
favored variability.

SIGNAL TRANSDUCTION BY
SLAM FAMILY MEMBERS

SAP Recruitment to SLAM
Family Members

A key feature of the SLAM family of surface
receptors is the presence of one or more SAP-
binding ITSMs in their cytoplasmic domains
(14, 101). The exception is CRACC: Although
one study showed binding of SAP to human
CRACC with low affinity (136), most studies
indicate that human and murine CRACC only
associate with EAT-2 (54, 70, 71) (see Table 2
and Figures 2 and 3).

Although most SH2 domains require
phosphorylated tyrosines for binding, SAP is
unusual in that it can bind to the membrane
proximal ITSM in the cytoplasmic tail of

SLAM via a three-pronged binding mecha-
nism. This structure stabilizes binding to the
nonphosphorylated tyrosine, although binding
is improved following phosphorylation (102,
103, 137, 138). In contrast, tyrosine phospho-
rylation of ITSMs is required for SAP binding
to other SLAM family members, including
2B4 (69, 78, 139), NTB-A (69), Ly108 (124),
Ly9 (140), and CD84 (57, 140).

When SAP was first identified, it was
unclear how a single SH2 domain could par-
ticipate in signal transduction and contribute
to the diverse range of XLP1 phenotypes.
SH2 protein interaction domains are usually
part of larger proteins—which contain other
interaction domains (adaptor proteins) or con-
tain enzymatic activity—that are regulated by
intra- or intermolecular interactions involving
the SH2 domain. Initial studies, including the
seminal cloning paper from the Terhorst group
(14), suggested that SAP functioned to compete
with binding of other SH2 domain–containing
proteins to SLAM, hence the naming of the
SAP-binding motif as a switch motif (ITSM) to
distinguish it from immunoreceptor tyrosine
activation motifs (ITAMs), which recruit
Syk kinases, and immunoreceptor tyrosine
inhibitory motifs (ITIMs), which recruit phos-
phatases (141). Consistent with this idea, SAP
expression blocked the recruitment of the SH2
domain–containing protein tyrosine phos-
phatase (SHP)-2 to tyrosine phosphorylated
SLAM residues (14), suggesting that SAP steri-
cally hindered recruitment. Analyses of primary
NK and CD8 cells, cell lines, and overexpres-
sion studies indicate that SAP also competes
with SHP-1 and/or SHP-2 for recruitment to
SLAM, CD84, 2B4, NTB-A, and Ly9 (14, 27,
69, 78, 101, 120, 139, 140, 142, 143).

Interestingly, both SAP and SLAM are re-
cruited to the immunological synapse (the site
of T cell–APC contact) (61, 144), and anti-CD3
stimulation was shown to increase SLAM phos-
phorylation (144). Similarly, 2B4 and NTB-A
are recruited to the cytolytic synapse in NK
and CD8 T cells (62, 145, 146). Moreover,
TCR engagement on CD8 T cell blasts induces
NTB-A recruitment to TCR/CD3 clusters
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and increases NTB-A/SAP association while
decreasing NTB-A/SHP-1 association (27).
It is notable that a negative feedback pathway
involving SHP-1 has been implicated in the
discrimination between weak and strong
ligands during TCR signaling and in activating
and inhibitory signaling of NK cell receptors
(147). Thus, SLAM/SAP signaling may pre-
vent inhibitory signals by altering phosphatase
recruitment, thereby enhancing TCR/NK
cell–mediated signal transduction at the site
of APC-target interaction and promoting cell
activation.

However, an alternative view of SAP-
mediated transduction arose from elegant
studies from the groups of Veillette, Terhorst,
and Eck, who demonstrated that SAP recruited
the Src family tyrosine kinase Fyn to SLAM.
Following ligation of SLAM, 2B4, or Ly108,
SAP interacts with and recruits Fyn, leading to
subsequent receptor tyrosine phosphorylation
and the recruitment of downstream signaling
intermediates (124, 148–150). Data suggest that
an inducible SAP-Fyn interaction is initiated
by a conformational change of SAP bound to
SLAM (151). This interaction occurs between
the SH3 domain of Fyn and an arginine-based
motif in SAP that lies outside of the phospho-
tyrosine binding pocket, thus allowing SAP to
simultaneously interact with a SLAM family
member and Fyn (143, 148, 152). Mutation of
a critical arginine (R78) of SAP dramatically
reduces the ability of SAP to recruit Fyn and
induce SLAM phosphorylation (143, 148, 152).
This interaction appears specific for Fyn: Ty-
rosine phosphorylation of SLAM, Ly108, and

2B4 is markedly impaired in thymocytes and
NK cells from either Sh2d1a−/− or Fyn−/− mice
(124, 148–150, 152). However, data from a two-
hybrid screen and glutathione S-transferase-
pulldowns demonstrated a potential interaction
of SAP with the kinase domain of Lck (153).
In some of the original work implicating Src
kinases in SLAM signal transduction, Fgr and
Lyn were also associated with SLAM in B cell
lines (154, 155). Interestingly, CD84 can be
tyrosine phosphorylated in T cells from XLP1
patients (57), indicating that CD84 does not
require SAP-mediated Fyn recruitment for
receptor tyrosine phosphorylation, while still
requiring SAP for downstream signal transduc-
tion. Thus, depending on the cell type, state of
activation, and specific SLAM family member
engaged, multiple mechanisms may exist for
recruitment of Src family kinases. Notably,
these two views of SAP-mediated signaling, in
which SAP either acts as a competitor or acts
as an adaptor to recruit Src kinases, may not
be mutually exclusive and thus may contribute
to varying effects of SLAM family signaling in
the presence or absence of SAP (143).

EAT-2-Mediated Signal Transduction

EAT-2 shares ∼50% amino acid identity with
SAP. Biochemical analysis of transfected cell
lines demonstrated that EAT-2 is recruited to
ITSMs of SLAM, Ly9 (56), CD84 (56, 57),
2B4 (54, 56), and CRACC (54). Despite their
sequence homology, SAP and EAT-2 exhibit
distinct features. Notably, the predominant
ITSMs in the cytoplasmic domains of NTB-A,

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 2
SLAM receptor family members. SLAM family members are type I glycoproteins characterized by an N-terminal Ig V-like domain
lacking canonical disulfide bonds and a membrane-proximal C2 domain containing two conserved disulfide bonds. The cytoplasmic
tails of (a) mouse and (b) human SLAM, 2B4, CD84, Ly108/NTB-A, Ly9, and CRACC contain at least one ITSM, the binding site for
SAP and EAT-2, as well as additional tyrosine residues. Only the mouse long 2B4 isoform is shown: The shorter variant contains only
the membrane-proximal ITSM (128). Multiple isoforms of CD84, SLAM, CRACC, and Ly108/NTB-A have also been found. The
numbers indicate the tyrosine position relative to the protein’s N-terminal amino acid. Accession numbers are indicated below the
protein name and correspond to Ensembl ID. Readers should note the difference between the NCBI and published sequence (71).
(Abbreviations: CRACC, CD2-like receptor activating cytotoxic cells; EAT-2, EWS-Fli1-activated transcript-2; ITSM,
immunoreceptor tyrosine-based switch motif; NTB-A, NK-T-B-antigen; SAP, SLAM-associated protein; SLAM, signaling
lymphocyte activation molecule.)
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2B4, and CD84 that bind SAP and EAT-2 are
different (56, 57, 62). This likely explains the
ability of NTB-A to associate simultaneously
with SAP and EAT-2 (72). Moreover, although
SAP can bind nonphosphorylated SLAM, asso-
ciation with EAT-2 is strictly phosphotyrosine
dependent (56). Lastly, although recruitment
of EAT-2 to CRACC increases upon receptor
tyrosine phosphorylation, data suggest that its
binding to 2B4 decreases (54). Thus, SLAM
receptors interact with adaptor proteins with
different affinities, and the quality of the
interaction can be modified by changes in the
phosphorylation state of SLAM receptors.

EAT-2 and ERT do not contain the arginine
motif found in SAP(R78) that is responsible
for Fyn binding. Rather, these molecules have
tyrosine residues (two in murine EAT-2 and
ERT, one in human EAT-2) in the C-terminal
domain that are phosphorylated and required
for mediating signaling (52). Overexpression
studies and Biacore binding analyses provided
evidence that Fyn can associate with the
phosphorylated tyrosine residues in EAT-2
(51, 156), while yeast two-hybrid analysis
indicated that EAT-2 directly binds to the
catalytic domain of Src family kinases (51).
These data suggest that EAT-2 and ERT
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couple Src family kinases to SLAM family
members via mechanisms distinct from SAP.

Signal Transduction Independent
of SLAM Family Members

Although SAP was initially identified as a
SLAM binding partner, evidence indicates that
SAP-related adaptors influence signaling from
other receptor families. SAP was shown to bind
the neurotrophic receptor TrkB and to medi-
ate signal transduction in the rat pheochromo-
cytoma cell line PC12 (157). More recently, as-
sociations between SAP and CD22 as well as
FcγRIIB were identified (158, 159). The physi-
ological relevance of these interactions remains
to be determined, as CD22 and FcγRIIB are
predominantly expressed by B cells, which may
not express SAP.

Interestingly, NK cells lacking EAT-2,
ERT, or all three SAP-related proteins
demonstrated enhanced activation in response
to nonhematopoietic target cells that do not
express SLAM family ligands (53, 160). Thus,
EAT-2 and ERT may provide inhibitory
signals downstream of other receptors. Alter-
natively, EAT-2 and ERT could signal via NK
cell–NK cell interactions, endowing the cells
with specific functions that influence other
receptor pathways.

Signal Transduction Downstream
of SLAM

SLAM family receptors have been shown to
associate with distinct downstream signaling
intermediates. SLAM ligation on thymocytes,
or a T cell line, enhances SAP recruitment,
SLAM tyrosine phosphorylation, and the re-
cruitment and phosphorylation of SHIP, dock-
ing protein 1 (Dok1), Dok2, and Ras-GTPase-
activating protein (Ras-GAP) (150) (Figure 3).
This signaling cascade is dependent on the gen-
eration of a ternary SLAM-SAP-Fyn complex
for SLAM phosphorylation and is defective
in SAP-deficient, SAP(R78A)-expressing, and
Fyn−/− thymocytes (148, 150, 152, 161).

However, SLAM-SAP interactions are
likely to mediate other signal transduction
pathways. SLAM cross-linking on B and T cells
results in AKT activation (59, 155), which is
activated downstream of phosphatidylinositol
3-kinase (PI3K). In CD4 T cells, SLAM en-
gagement also potentiates and prolongs PKCθ

recruitment to the site of APC contact in a SAP-
dependent manner, as well as influences Bcl-10
phosphorylation and patterns of NF-κB acti-
vation (61). Although this interaction requires
the R78 motif of SAP, SAP and PKCθ coim-
munoprecipitate in both wild-type and Fyn−/−

T cells (162). In overexpression studies, SAP

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 3
Signal transduction by SLAM family members. (a) SAP(R78)-dependent activation: SAP associates with the ITSM in the cytoplasmic
domain of SLAM. The arginine 78 (R78) of SAP binds the SH3 domain of Fyn and recruits Fyn to the SLAM/SAP complex; Fyn
subsequently phosphorylates tyrosine residues in the cytoplasmic domain of SLAM. These tyrosine-phosphorylated residues act as
docking sites for SHIP, leading to tyrosine phosphorylation of the adaptor proteins Dok1 and Dok2 and Ras-GAP. SAP also
contributes to signaling through the TCR by interacting with PKCθ and influencing Bcl-10 and patterns of NF-κB activation.
SLAM-mediated pathways dependent on SAP(R78) influence CD4 T cell cytokine production. In addition, SAP is recruited to 2B4 and
Ly108, leading to Vav1 and CBL phosphorylation, and is thought to affect NK cell– and CD8 T cell–mediated cytotoxicity.
(b) SAP(R78)-independent activation: GC formation is rescued in Sh2d1a−/− mice by the transfer of retrovirally reconstituted
SAP-deficient CD4 T cells expressing SAP or SAP(R78A). CD84 is tyrosine phosphorylated in the absence of SAP, and both CD84
and Ly108 participate in stable T-B cell conjugate pairing in vitro. (c–e) Inhibitory signaling in the absence of SAP. (c) SAP can block or
sterically hinder the recruitment of phosphatases (SHP-1 and SHP-2) to SLAM family members including SLAM, CD84, 2B4, Ly9,
and NTB-A. (d ) 2B4 and NTB-A can recruit CSK, leading to receptor phosphorylation and the subsequent recruitment of SHIP,
SHP-1, and SHP-2 phosphatases. (e) Sh2d1b−/− and/or Sh2d1c−/− mice revealed that EAT-2 and ERT can play either negative or
positive roles in 2B4-mediated NK cell cytotoxicity. In addition, in the absence of SAP, EAT-2, and ERT, 2B4 engagement results in
elevated SHIP phosphorylation. (Abbreviations: CSK, C-terminal Src kinase; Dok1/2, docking protein 1/2; EAT-2, EWS-Fli1-
activated transcript-2; ERT, EAT-2-related transducer; ITSM, immunoreceptor tyrosine-based switch motif; NK cell, natural killer
cell; NTB-A, NK-T-B-antigen; PKCθ, protein kinase Cθ; Ras-GAP, Ras-GTPase-activating protein; SAP, SLAM-associated protein;
SHIP, SH2 domain–containing inositol-5-phosphatase; SHP-1/2, SH2 domain–containing protein tyrosine phosphatase 1/2; SLAM,
signaling lymphocyte activation molecule; TCR, T cell receptor.)
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also bound to PAK-interacting exchange fac-
tor (PIX), leading to synergistic NFAT (nu-
clear factor of activated T cells) activation in
conjunction with ionomycin in Jurkat T cells
(163) and to NCK1 (noncatalytic region of ty-
rosine kinase 1) (158) via the R78 motif. Thus,
the R78 motif of SAP mediates several protein
interactions, which may not all require SAP’s
recruitment of Fyn.

In B cells lines, SLAM associates with Fgr
and/or Lyn (154, 155). B cell receptor (BCR)
ligation induced tyrosine phosphorylation
of SLAM, whereas anti-SLAM treatment
resulted in reduced SLAM phosphorylation
(154). SLAM ligation induced SHIP binding,
but unlike T cells, this was not SAP dependent
and resulted in reduced SHIP phosphorylation
(101, 154). In light of more recent data on
SLAM signal transduction, the antibody used
may have been inhibitory. SLAM phospho-
rylation has also been observed in Sh2d1a−/−

platelets (44). These data suggest that SLAM-
mediated signal transduction pathways differ
depending on the cell type examined.

Complexities of Signal Transduction
Events in NK Cells: 2B4,
Ly108/NTB-A, and CRACC

Engagement of 2B4 on murine NK cells
results in phosphorylation of all ITSMs (149,
164) and induces a distinct SAP-dependent
pathway. SAP can recruit Fyn to 2B4, leading
to increased 2B4 phosphorylation and down-
stream phosphorylation of Vav1 and c-Casitas
B-lineage lymphoma (c-CBL) (85, 149, 165).
Synergy between NKG2D and 2B4 engage-
ment on primary resting NK cells was required
for a strong Vav1 signal that could overcome
inhibition by c-CBL, resulting in Ca2+ flux,
Erk activation, and NK cell cytotoxicity (82,
118, 165–167). 2B4-mediated activation is de-
pendent on SAP-mediated recruitment of Fyn,
as receptor phosphorylation in SAP-deficient
and Fyn−/− murine NK cells and NK cells
from XLP1 patients is impaired (149, 168).
Interestingly, 2B4 associates with the adaptor
protein LAT (linker for activated T cells) in

membrane glycolipid–enriched microdomains
(167, 169, 170). In addition, following 2B4
ligation on human NK cells, the adaptor 3BP2
can associate with the fourth phosphorylated
ITSM (171). Phosphorylated 3BP2 can inter-
act with Vav1, LAT, and phospholipase Cγ

(PLCγ) (171–173) and potentially link 2B4 to
downstream events regulating cytotoxicity.

In addition to SAP, 2B4 and NTB-A can
recruit the inhibitory C-terminal Src kinase
(CSK) and the phosphatases SHP-1, SHP-2,
and SHIP-1; SAP prevents these interactions
(69, 78, 139, 174). It is possible that, in the
absence of SAP, phosphorylation of ITSMs by
CSK results in the recruitment of these phos-
phatases (174). Interestingly, Vav1 is a primary
substrate for dephosphorylation by SHP-1 dur-
ing inhibitory receptor engagement on NK
cells (175, 176). In addition, studies of SHIP-
deficient mice suggest that alterations in the
balance of phosphatases expressed in NK cells
influence 2B4 isoform expression and signal
transduction (177). The consequences of SAP,
EAT-2, and phosphatase recruitment to 2B4
are discussed below, in the Cytotoxicity section.

Analysis of primary human NK cells estab-
lished that NTB-A, 2B4, and CRACC asso-
ciate with both endogenous SAP and/or EAT-
2 (54, 72). Coexpression of EAT-2 increased
the Src kinase–induced phosphorylation of 2B4
and CRACC, suggesting that EAT-2 is re-
quired for the generation of activation signals
elicited by these receptors; recent data sup-
port a positive role for EAT-2 in both 2B4-
and CD84-mediated cytolysis and phosphory-
lation of Vav1 (54, 55). Recently, the tyrosines
in the C terminus of EAT-2 were also shown
to bind PLCγ (178), which is activated follow-
ing CRACC cross-linking (54). Thus, EAT-2
may mediate CRACC signaling in NK cells
both through recruitment of Src kinases and
through PLCγ-mediated pathways. Mutations
that abolish the ability of EAT-2 to associate
with NTB-A abrogated NK cell cytotoxicity
(72). In contrast, siRNA-mediated downregu-
lation of SAP or mutation of the SAP-binding
ITSM in NTB-A had minimal effect on NTB-
A-induced killing of target cells by transformed
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human NK cell lines in vitro (72). However,
this finding contradicts other studies using cells
from XLP1 patients, which revealed a depen-
dency on SAP for NTB-A-mediated NK cell
cytotoxicity (69) (see the section below on Ex-
pression and Function of SLAM Family Recep-
tors on Human and Murine NK Cells).

Ly108-Mediated Signal Transduction
in Lymphocytes

Ligation of Ly108 on thymocytes requires SAP
and Fyn for tyrosine phosphorylation and re-
sults in phosphorylation of Vav1 and CBL, sim-
ilar to 2B4 (124). However, in human CD8 T
cell blasts, NTB-A still associated with SAP
when Fyn expression was markedly reduced by
siRNA (27). Ly108 has multiple isoforms vary-
ing in the length of the cytoplasmic domain (see
Figure 2): Engagement of Ly108.1 resulted in
increased tyrosine phosphorylation of down-
stream proteins compared with Ly108.2. Al-
tered expression of Ly108 isoforms including
increased expression of Ly108.1 is associated
with the lupus-prone Sle.1b haplotype (see the
Autoimmunity section) (124). Anti-CD3 stimu-
lation of peripheral Sle.1b T cells that predom-
inantly express the Ly108.1 isoform revealed
mildly elevated Ca2+ flux compared with cells
expressing higher amounts of Ly108.2 (123). In
contrast, immature B cells expressing Ly108.1
stimulated with α-IgM demonstrated reduced
Ca2+ flux (127). This apparent discrepancy may
reflect the developmental profile of the cells,
the cell type examined, and the relative levels of
SAP. Although it is not understood how Ly108
isoforms influence TCR-induced Ca2+ flux,
Vav1 phosphorylation is induced by Ly108 en-
gagement (124), and Vav1 affects TCR-induced
Ca2+ mobilization (179).

Consequences of Ly9 Engagement

Similar to SLAM, Ly9 phosphorylation is re-
duced in SAP-deficient thymocytes (153). Ly9
ligation resulted in receptor phosphorylation
and Grb2 recruitment to a tyrosine motif
(YENF) distinct from the SAP-binding site (66,

140). Following TCR and Ly9 engagement,
the μ2 chain of the clathrin-associated adap-
tor complex (AP-2) associates with Ly9, and
the receptor is internalized (180). The conse-
quences of Grb2 association or Ly9 internal-
ization are not known. Ly9 ligation on human
T cells reduces CD3-mediated ERK activation
(66), suggesting that Ly9 could serve a negative
regulatory function in T cell activation. How-
ever, to date, phenotypes of Ly9−/− mice have
not revealed negative roles in T cell activation
(63).

Summary

The SLAM receptor family has emerged as a
complex series of immunomodulatory proteins
that activate multiple downstream signaling
molecules. The signals transduced down-
stream of this receptor family may depend
on the mode of stimulation (antibody versus
ligand), the receptor isoform expressed, and
the activation status and cell type examined.
Moreover, as discussed below, the relative
expression of adaptor proteins SAP and EAT-2
and phosphatases SHP-1/2 and SHIP can
influence the signals that are transduced and
can profoundly affect cell function (Figure 3).

PHENOTYPES ASSOCIATED
WITH DEFICIENCIES IN
SAP-RELATED ADAPTORS AND
SLAM FAMILY RECEPTORS

The cloning of SH2D1A and the recognition
that its product associated with SLAM family
receptors opened a new era in the understand-
ing of XLP1 and the roles of SLAM and SAP
in normal immune function. In particular, the
generation of Sh2d1a−/− mice by several inde-
pendent groups (18, 49, 50, 181) has provided
critical insight into the immunological defects
associated with XLP1 and revealed previously
unappreciated phenotypes, including defects
in the development of NKT and other cells
with innate-like characteristics (22–24, 88,
90) as well as impaired T-B cell interactions
and defective GC formation (83, 84). In the
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next section, we review the roles of SAP and
the SLAM family receptors in immune cell
function and development in the context of
these phenotypes.

CYTOTOXICITY

One of the salient features of XLP1 is the pro-
foundly impaired response to EBV: NK and
CD8 T cells from XLP1 patients exhibit defec-
tive cytolytic responses to EBV-infected B cell
lines, whereas cytotoxicity against non-EBV-
infected cells appears normal, highlighting the
specificity of this phenotype (62, 69, 75, 78, 79).
Impairment in cytolytic function is likely to lead
to the accumulation of virus-infected B cells as
well as the persistence of reactive inflammatory
cells, both of which lead to the exaggerated re-
sponses seen in XLP1.

Expression and Function of SLAM
Family Receptors on Human and
Murine NK Cells

All human NK cells express 2B4, NTB-A, and
CRACC (58, 69, 70, 182), and a subset ex-
presses Ly9 (183). Murine NK cells express
2B4, CRACC, and Ly9 (52, 71, 74, 184). In
contrast to human NK cells, murine NK cells
constitutively express CD84 but not Ly108
(52, 124).

The effects of engaging 2B4 with anti-
2B4 mAb or CD48-expressing targets on hu-
man NK cell effector function differ depending
on the activation state of the responding cell
(76–78, 80–82, 185). Although ligating 2B4
alone on activated NK cells or clones strongly
induces granule exocytosis, cytotoxicity, and
cytokine secretion (76–78, 80, 81, 185), resting
NK cells are largely unresponsive to the
stimulatory effects of anti-2B4 mAb or CD48
expressed on transfected target cells (82). It has
since been established that 2B4 acts largely as
a coreceptor on resting NK cells, such that its
function depends on concomitant engagement
of other activating receptors such as NKG2D,
NKp44, NKp46, DNAM-1, and/or CD16 (82,
186). Thus, integration of diverse signaling

pathways downstream of multiple stimulatory
receptors is required for the induction of the
stimulatory function of 2B4 on resting NK
cells, a requirement that may safeguard against
inappropriate activation of such cells. The
mechanism underlying the switch in the ability
of 2B4 to behave as a coreceptor in resting
cells versus an activating receptor in stimulated
cells remains incompletely understood but may
reflect induced changes in expression levels of
components of the 2B4 signaling pathways.
Indeed, human resting NK cells express little
SAP but abundant levels of EAT-2 (187).
Furthermore, expression of SAP, but not
EAT-2, markedly increases in human NK cells
stimulated in vitro with IL-2, IL-12, IFN-α,
or poly(I:C), and this correlates with the ability
of such NK cells to be activated following 2B4
engagement in the absence of coengagement
of additional stimulatory receptors (187).
Thus, SAP levels in resting NK cells may be
insufficient to endow 2B4 with an activating
function, and increased expression of SAP
following in vitro stimulation may convert 2B4
from a coreceptor to an activating receptor.

NTB-A/Ly108 and CRACC appear to play
a similar role to 2B4 on human and murine
NK cells: mAb- or homotypic ligand–mediated
cross-linking enhances cytotoxicity and cy-
tokine secretion in vitro (69–71, 73, 112). Fur-
thermore, the cytotoxic function of NTB-A
on human NK cells requires coengagement of
complementary activating receptors, particu-
larly NKp46 or NKG2D (69). It is yet to be de-
termined whether CRACC acts predominantly
as a coreceptor, as opposed to an activating re-
ceptor, on resting NK cells; in vitro studies that
examined CRACC function utilized human NK
cell clones (70) or populations of murine NK
cells stimulated in vitro with IL-2 or in vivo
with poly(I:C) (71). Nonetheless, CRACC may
have a potentially important role in NK cell–
mediated tumor surveillance because CRACC+

tumor cells generated fewer lung metastases us-
ing the B16 melanoma model (71). Thus, 2B4,
NTB-A, and CRACC have important roles in
regulating the effector functions of human and
murine NK cells.
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The availability of SAP-deficient NK cells
and polyclonal lines from XLP1 patients made
it possible to investigate the requirement of
SAP for 2B4, NTB-A, and CRACC function.
Engagement of 2B4 or NTB-A on XLP1 NK
cells failed to increase target cell lysis, thereby
revealing a requisite role for SAP (69, 76, 78, 80,
188). Indeed, the profound defects in responses
to EBV-infected B cells have been attributed
to these defects; CD48, the ligand for 2B4, is
highly induced on B cells upon EBV infection
(107). Studies using Sh2d1a−/− mice also con-
firmed an obligatory requirement for SAP in
2B4-mediated activation of murine NK cells in
vivo and in vitro (168); however, this finding
is not universal (see below). Studies suggesting
that EAT-2, but not SAP, is required for NTB-
A-mediated cytotoxicity in an NK cell line (72)
contrast with the inability of XLP1 NK cells
to be activated through NTB-A (69). Such dif-
ferences possibly reflect the use of primary NK
cells versus transformed NK cell lines in which
SAP expression is reduced by siRNA.

Interestingly, Moretta and colleagues found
that mAb-mediated engagement of 2B4 or
NTB-A on XLP1 NK cells actually inhib-
ited the basal level of target cell lysis (69,
78, 189, 190). 2B4 also functioned as an in-
hibitory, rather than activating, receptor on im-
mature NK cells derived from in vitro culture
of CD34+ progenitors (189) and on decidual
NK cells (190). The differential outcomes of
2B4 engagement partitioned with SAP expres-
sion; i.e., SAP was absent or expressed at low
levels in those NK cells where 2B4 exhibited an
inhibitory function (189, 190).

In contrast to the requirement of SAP in
the activating function of 2B4 and NTB-A,
CRACC remained functional on SAP-deficient
human and murine NK cells, consistent with re-
ports that CRACC does not associate with SAP
(54, 70, 71).

EAT-2 Acts to Suppress the Activation
of Murine NK Cells

Although EAT-2 was initially found to asso-
ciate only with 2B4 in primary murine NK cells

(52), a phosphotyrosine-dependent interaction
between murine CRACC and EAT-2 was sub-
sequently reported by the same group using sta-
bly transfected cell lines (71). NK cells lacking
EAT-2 exhibited increased lysis of xenogeneic,
but not allogeneic, target cells, and height-
ened production of IFN-γ following engage-
ment of 2B4, CD16, and Ly49D (52). A weaker
enhancement in the cytotoxicity and cytokine
production was observed in ERT-deficient NK
cells (52). EAT-2 and to a lesser extent ERT
therefore act to suppress the effector function of
activated murine NK cells. However, more re-
cent data examining EAT-2-deficient mice on a
C57Bl/6 background support a positive role for
EAT-2 downstream of 2B4 and CD84, suggest-
ing that EAT-2 signaling may vary, depending
on the strain of mice or other factors, such as
activation status of cells (55).

The inhibitory function of EAT-2 is depen-
dent on two C-terminal tyrosine residues that
become phosphorylated in activated NK cells
(52). Interestingly, human EAT-2 contains only
a single tyrosine residue in its C terminus (56,
182). Because human EAT-2 appears to medi-
ate positive signaling through human CRACC
(54) and potentially NTB-A (72), the additional
tyrosine in murine EAT-2 could confer its neg-
ative signaling function.

Nonetheless, the cytotoxic activity of wild-
type murine NK cells against CRACC+ tar-
gets was also strictly dependent on EAT-2
and independent of SAP (71). Similar to the in-
hibitory function of EAT-2 (presumably down-
stream of 2B4), the two C-terminal tyrosine
residues of EAT-2 were also required for
CRACC-mediated activation of murine NK
cells (71). These features are consistent with
studies showing intact CRACC function in NK
cells derived from XLP1 patients (70) and with
biochemistry, suggesting that EAT-2, via the
recruitment and/or activation of PLCγ, reg-
ulates the activating function of CRACC (54,
178). EAT-2 may therefore regulate NK cell
effector function downstream of different asso-
ciating receptors by distinct mechanisms.

Interestingly, in cells lacking EAT-2,
CRACC functioned as an inhibitory receptor
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(71). This scenario resembles the findings that,
depending on the presence or absence of SAP,
2B4 and NTB-A can function either as acti-
vating or inhibitory receptors, respectively, on
human NK cells (69, 78, 189, 190). The cy-
toplasmic domain of murine CRACC contains
three tyrosine residues: of these, Tyr281 within
an ITSM is responsible for EAT-2 recruit-
ment and the stimulatory function of CRACC,
whereas Tyr261 is required for CRACC’s in-
hibitory function (71). Thus, similar to 2B4,
CRACC may switch from an activating to an
inhibitory receptor by recruiting different sig-
naling molecules to distinct binding sites within
its cytoplasmic domain.

Gene Targeting Reveals that 2B4
Functions as an Inhibitory Receptor
on Murine NK Cells

In contrast to data demonstrating that 2B4
functions as a stimulatory receptor, 2b4−/− NK
cells display increased cytotoxicity and exag-
gerated IFN-γ production toward CD48+ tar-
get cells (191, 192). In addition, wild-type NK
cells lysed CD48+ target cells less efficiently
than they lysed CD48− target cells. Restoring
2B4 expression inhibited the ability of 2b4−/−

NK cells to kill CD48+ target cells. Similarly,
CD48− target cells transfected with CD48 were
protected against NK cell–mediated cytotox-
icity (191, 192). These observations suggest
that signals delivered through murine 2B4 re-
strained NK cell effector functions. Paradox-
ically, homotypic NK cell interactions medi-
ated by 2B4 and CD48 were necessary to license
NK cells for their acquisition of cytotoxic effec-
tor function (193). Thus, although the general
consensus is that 2B4 functions as an inhibitory
receptor on murine NK cells, scenarios exist
whereby it functions to activate cytolysis, con-
sistent with data from human NK cells.

Studies using 2b4−/−, Cd48−/−, and wild-
type NK cells demonstrated that, depending on
the context of activation, in the absence of 2B4-
CD48 interactions, murine NK cells could lyse
each other (194). Thus, 2B4 can inhibit NK-
NK fratricide, providing a potential explanation

for reduced cytotoxicity and proliferation in
the absence of an activating signal. In addition,
recent data indicate that 2b4−/− NK cells can
kill activated CD8 T cells in vitro and in vivo,
suggesting that 2B4 plays a pivotal role in
maintaining tolerance of activated NK cells in
the early stages of persistent infections (195).

Although investigators have made attempts
to explain the molecular mechanisms that un-
derlie the inhibitory function of 2B4 on murine
NK cells, these mechanisms remain unresolved.
One potential explanation lies in the expression
of two forms of 2B4 in murine cells—the short
form has been proposed to exhibit activating
function, whereas the long form was thought
to be inhibitory (126, 128). The Schatzle group
(126, 128) further found that the inhibitory
function of 2B4 was independent of SAP (192).
This would be consistent with the proposal that
the function of murine 2B4 is regulated by the
recruitment of distinct adaptor proteins, with
SAP being required for the activating function
of 2B4, while EAT-2 and/or ERT promote the
inhibitory function of 2B4 (52, 71, 168, 196).
In addition, murine NK cells overexpressing
EAT-2 exhibited reduced lysis of susceptible
target cells and impaired 2B4-induced tyrosine
phosphorylation (52), suggesting that EAT-2
controls inhibitory signals from 2B4 in murine
NK cells, in contrast to its role downstream of
CRACC (54, 71).

Another group proposed that the switch
in activating versus inhibitory function of
2B4 resulted from differences in levels of
expression of 2B4 on the surface of effector
cells, the degree of 2B4 engagement by a
specific mAb or by CD48, and the relative
availability of SAP within the responding
cells. Thus, the inhibitory function of 2B4 was
dominant under conditions of relatively high
surface expression of 2B4 and low intracellular
levels of SAP (197), consistent with data from
SAP-deficient human NK cells (78, 189, 190)
and SAP-deficient murine NK cells (168).
However, data from another group indicate
that the activating function of 2B4 on human
NK cells positively correlates with its level of
surface expression (198). Although differences
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may result from the use of a T cell hybridoma
engineered to express 2B4 in the Chlewicki
et al. (197) study in which the consequences
of 2B4 engagement on IL-2 production were
assessed following TCR ligation, overall, the
relative levels of SAP and 2B4 appear likely to
contribute to 2B4 functional outcomes.

Additional explanations for the inhibitory
activity of 2B4 and NTB-A can be gleaned
from biochemical studies that examined in-
teractions between these receptors and sev-
eral SH2 domain–containing proteins. 2B4 and
NTB-A can recruit the inhibitory kinase CSK
and phosphatases SHP-1, SHP-2, and SHIP-1,
and interactions with these mediators could be
prevented by the presence of SAP (69, 78, 139,
160, 174). Thus, these receptors could provide
a negative signal to NK cells in the absence
of SAP via a phosphatase-dependent mecha-
nism. Indeed, it has become increasingly evi-
dent that there may be alternative modes of sig-
naling in the presence and absence of SAP (see
Figure 3e). Finally, recent data raise the in-
teresting possibility that interpretation of 2B4
function in murine cells is complicated by the
fact that CD48 can also bind CD2 in murine but
not in human cells (178). Thus, competition be-
tween receptors may contribute to phenotypes
elicited by engagement of 2B4.

CD8 T Cell–Mediated Cytotoxicity
and Cytokine Production

Activated CD8 T cells express SLAM, 2B4, and
Ly108, which have been associated with CD8
T cell effector function. Anti-SLAM stimula-
tion of human CD8 T cells augmented TCR-
mediated IFN-γ production, granule release,
and cytotoxicity (199, 200). However, because
SLAM mAbs can block homophilic interac-
tions, it will be important to evaluate SLAM
function in CD8 T cell–mediated cytotoxicity
using targets expressing or lacking SLAM.

Initial experiments suggested that 2B4-
CD48 interactions provide a costimulatory
function augmenting TCR-mediated CD8 T
cell proliferation and IL-2 production (201).
In addition, 2B4-expressing CD8 T cells

exhibit increased killing of both CD48-positive
and CD48-negative targets, suggesting that
2B4-CD48 interactions occurred between
CD8 T cells themselves as well as between
CD8 T cells and target cells (81, 202). In-
terestingly, EBV-specific CD8 T cell lines
from XLP1 patients exhibit decreased IFN-γ
production and lytic activity in response to
autologous EBV-transformed lymphoblastoid
cell line stimulation, suggesting that defects
in CD8 T cell cytotoxicity also contribute
to defective responses to EBV in XLP1 (62,
79). This defect correlated with impaired 2B4
and perforin polarization at the contact site
between the CTL and the CD48-expressing
target (62). SAP also localizes to the NK
cell–target cell contact site (146), suggesting
that SAP expression is critical for facilitating
2B4 localization for efficient target lysis.

Recent data suggest that SAP specifically af-
fects CD8 T cell cytolysis of B cell targets.
XLP1-derived EBV-specific T cell clones killed
EBV antigen–expressing fibroblasts yet exhib-
ited reduced lysis of EBV antigen–expressing
B lymphoblastic cell lines compared with con-
trol T cell clones. In addition, XLP1-derived
EBV-specific CD8 T cell clones produced con-
siderably more IFN-γ when incubated with
EBV peptide–pulsed fibroblasts compared with
B cell targets. The use of anti-NTB-A and anti-
2B4 reagents synergistically increased IFN-γ
production in response to antigen-expressing
B cells (75). Although it is not clear whether
these antibodies block receptor-ligand interac-
tions or stimulate receptors, the impaired CD8
T cell effector function likely reflects a broader
functional inability to effectively interact with
and lyse B cell targets that may contribute to
phenotypes of XLP1 (see below).

RESPONSES TO INFECTIONS

Although EBV does not infect murine cells,
Sh2d1a−/− mice have been challenged with nu-
merous pathogens. These studies have been
useful in dissecting specific defects associated
with SAP deficiency. Following lymphocytic
choriomeningitis virus (LCMV) or Toxoplasma
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gondii infection, Sh2d1a−/− mice developed in-
creased numbers of antigen-specific CD8 T
cells and a heightened effector response (18,
181). Sh2d1a−/− mice survive an acute LCMV
infection yet fail to resolve a chronic infection
and die (181, 203). Although the cause of death
was not fully delineated, it is likely due to CD8
T cell–mediated immunopathology along with
impaired antibody-mediated responses. In con-
trast, acute LCMV infection of Slam−/− mice
generated normal numbers of antigen-specific
CD8 T cells producing IFN-γ (204), although
chronic LCMV infection was not examined.

Sh2d1a−/− mice have also been infected with
murine gammaherpesvirus-68 (γHV-68) as a
model for EBV infection in XLP1. γHV-68 es-
tablishes a lytic infection in the oropharynx and
respiratory tract, followed by latency in B cells
(205). γHV-68 infection established latency in
Sh2d1a−/− mice, although there were reduced
memory B cell numbers that translated into a
reduced latent load (206). Interestingly, two
reports demonstrated elevated percentages of
splenic CD8 T cells as well as T cell infiltration
of the lung and liver associated with increased
tissue damage due to γHV-68 infection (49,
207). The accumulation of antigen-specific
CD8 T cells postinfection correlated with a
defect in RICD associated with reduced p73
expression (which can influence a mitochon-
drial cell death pathway) (208). These studies
suggest that SAP-deficient mice recapitulate
the CD8 T cell hyperproliferation and tissue
infiltration–mediated immune pathology seen
in XLP1 and propose a role for defective T cell
apoptosis in this process. Recently, defective
RICD, associated with decreased Bim expres-
sion, was observed in activated T cells from
XLP1 patients, as well as in peripheral blood
T cells in which SAP expression was reduced
by RNAi (27). These data further suggested
that SAP influenced RICD by affecting the
strength of TCR signaling. Similar results
were obtained by disruption of NTB-A ex-
pression, implicating NTB-A as an important
SAP-associated receptor mediating cell death
(27). In addition, studies using cell lines suggest
that SAP inhibits the antiapoptotic function

of valosin-containing protein (26). Although
the mechanism of cell death differed between
these reports, they support the premise that
hyperactivation of CD8 T cells in XLP1 results
from a failure of these cells to undergo RICD.

ALTERED T CELL
CYTOKINE PRODUCTION

Engagement of SLAM Family
Members on CD4 T Cells

One of the first recognized features of SLAM
was its ability to affect T cell cytokine pro-
duction. Stimulation with anti-SLAM mAbs
mediated TCR-independent proliferation and
IFN-γ production from previously activated
human CD4 T cells (58) and further polarized
human Th1 clones (60). Moreover, stimula-
tion with antimurine SLAM mAb (59, 120),
antihuman CD84 mAb (57), human CD84-Fc
(65), anti-NTB-A mAb, and NTB-A Fc (209)
all enhanced IFN-γ production in CD4 T cells
in conjunction with TCR ligation. In contrast,
homophilic SLAM interactions on a murine
thymoma cell line (150) and homophilic SLAM
associations between T cells and an artificial
APC line that expressed SLAM reduced
IFN-γ expression (61). These results suggest
that the antibody(ies) used in these earlier
studies blocked, rather than promoted, SLAM
function. T cells from Sh2d1a−/− mice show
increased IFN-γ production upon stimulation,
supporting a negative role for SLAM in the
regulation of IFN-γ (18, 61, 181).

However, perhaps more striking is the find-
ing that SAP-deficient CD4 T cells exhibit
a pronounced defect in IL-4 production, de-
spite normal proliferation and IL-2 production
(18, 61, 181). The defect in IL-4 expression
was also shown in T cells from Sh2d1a−/−Ifn-
γ−/− mice, uncoupling the IL-4 defect from
increased IFN-γ expression (61). Consistent
with an intrinsic defect in Th2 cytokine expres-
sion, Sh2d1a−/− mice have low levels of serum
IgE (18, 181) and are resistant to Leishmania
major infection, a parasitic infection requiring
Th2 cytokines for disease progression in the
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Balb/c background (181). Nonetheless, when
SAP-deficient CD4 T cells were activated in the
presence of Th2 polarizing cytokines, produc-
tion of IL-4, IL-13, and IL-10 was comparable
to wild-type cells (18, 61, 181), indicating that
responses to polarizing Th2 cytokines are in-
tact. Supporting this, Sh2d1a−/− mice mounted
a Th2 response to Schistosoma mansoni egg injec-
tion, a model in which IL-4 is initially produced
by cells other than T cells (210).

Consistent with the idea that SLAM family
members influence cytokine production, stim-
ulation of wild-type CD4 T cells with APCs
expressing SLAM leads to increased IL-4 (and
decreased IFN-γ) production (162). Moreover,
Slam−/− CD4 T cells exhibit reduced IL-4 pro-
duction (67, 161) and impaired responses in an
allergic asthma model (211). Recently, a newly
described subpopulation of CD4 T follicular
helper (TFH) cells located in the GC (212) was
found to require SLAM expression for IL-4
production, suggesting an important role for
SLAM in the regulation of TFH cytokine ex-
pression (68). In vitro, the IL-4 production de-
fect observed in Sh2d1a−/− CD4 T cells is more
pronounced than that in Slam−/− cells (67, 161),
suggesting that other receptors are involved.
Indeed, CD4 T cells from Ly108�exon2-3/�exon2-3

mice and Ly9−/− also exhibit impaired IL-4
production, although not to the same extent as
Slam−/− T cells (63, 64). However, although
SLAM, Ly108, and Ly9 may all contribute
to optimal CD4 T cell IL-4 production, the
Ly108�exon2-3/�exon2-3, Ly9−/−, and Slam−/−

mice were all generated on the 129 background
and backcrossed to B6 and thus still have the
129 SLAM locus. Thus, these effects may
need to be further evaluated on a pure genetic
background (see the section on Autoimmunity).

Retroviral reconstitution of SAP-deficient
CD4 T cells with the SAP(R78A) mutant
or CD4 T cells from SAP(R78A) knock-in
mice established that a SAP(R78)-dependent
pathway is important for TCR-mediated IL-4
production (61, 161). Although this domain
is critical for SAP-mediated Fyn binding and
recruitment to SLAM (143, 148, 152), it can
also mediate binding to PIX (163), NCK1

(158), and PKCθ; recent data support a role
for PKCθ in SLAM-mediated IL-4 production
(162). Indeed, even though Fyn has been
implicated in SAP-mediated pathways leading
to IL-4 expression, there are conflicting reports
as to how Fyn affects Th2 cytokine produc-
tion (213–215), and it is not entirely clear
which SAP(R78)-dependent pathway(s) are
instrumental in CD4 T cell IL-4 production.

HUMORAL RESPONSES

A cardinal feature of XLP1 is the development
of dysgammaglobulinemias that can progress
to frank hypogammaglobulinemia over time.
Although the nature of the humoral defects
in XLP1 has been enigmatic, the study of
Sh2d1a−/− mice has recently provided insight
into this phenotype.

Defects in Antibody-Mediated
Immunity

Examination of serum immunoglobulins
revealed that Sh2d1a−/− mice have low levels
of IgE (18, 181) but either normal or variably
reduced basal levels of IgM, IgG, and IgA
(48, 49), perhaps reflecting the cleanliness
of various animal facilities, the infectious
history of the mice, and the age of the animals
examined. Immunization with T-independent
antigens also gave relatively normal results
(210, 216). However, following immunization
with T-dependent antigens (50, 210, 216, 217)
or infection with various pathogens (17, 18,
49, 181, 203, 210, 217–219), Sh2d1a−/− mice
exhibit striking defects in long-term antigen-
specific antibody production. These results
are in accordance with an early study showing
defective responses to immunization with
the bacteriophage PhiX178 (a T-dependent
antigen) in XLP1 patients (220).

Sh2d1a−/− mice develop short-lived plasma
cells, albeit at reduced levels (17, 18, 219) yet ex-
hibit a striking defect in GC formation (17, 210,
216, 217, 219). As a consequence, Sh2d1a−/−

mice have markedly reduced numbers of
memory B cells and long-lived plasma cells
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(17, 18, 210, 219). It is now appreciated that
XLP1 patients also exhibit a paucity of GCs
in their lymphoid organs and have an absence
of IgG+ and IgA+ CD27+ memory B cells
(19–21).

Mechanisms for Humoral
Immune Defects

Many lines of evidence indicate a T cell–
intrinsic component to the humoral immune
and GC defects in Sh2d1a−/− mice, including
(a) analyses of T-dependent and -independent
immunizations; (b) lymphocyte transfers into
Rag2−/− (lymphocyte-deficient), SAP-deficient
(204, 210, 217), or irradiated C57Bl/6 mice
(17); (c) the generation of conditional gene-
targeted mice in which Sh2d1a is selectively
deleted in T or B cells (50); and (d ) the demon-
stration of normal in vitro behavior of B cells
from XLP1 patients (19, 20). Although several
groups have reported that SAP is expressed
in B cells, whether expression is limited to a
particular subset is not apparent (48, 101, 159,
217). Some data suggest that SAP expression
in B cells is required for humoral responses
(48, 217), but this has been controversial. The
nature of these differences is ambiguous but
could reflect the variation in genetic back-
ground of the mice as well as the assay systems
used. Interestingly, XLP1, some CVID, and
hypogammaglobulinemia patients show an
increase in transitional B cell populations (221).
Although these findings are not observed in
Sh2d1a−/− mice, they could be indicative of
B cell–intrinsic defects. Alternatively, this
phenotype may result from compensatory
mechanisms in these primary immunodefi-
ciencies, as reduced frequencies of memory B
cells and increased frequencies of transitional
B cells are also observed in immune-deficient
conditions unrelated to XLP1, such as HIV
infection (222) and STAT3 deficiency (223).

Considerable effort has been taken to as-
certain the T cell–intrinsic defect in antibody-
mediated responses in Sh2d1a−/− mice. The
production of Th2 cytokines by CD4 T cells

can influence humoral immunity, particularly
the generation of IgG1- and IgE-producing
cells in mice. However, in response to Schis-
tosoma mansoni egg immunization, Sh2d1a−/−

mice mounted a robust Th2 response yet failed
to generate GC B cells and displayed reduced
serum S. mansoni–specific antibody titers (210).
Although the SAP(R78A) mutant failed to im-
prove IL-4 production in vitro, GCs were res-
cued by the transfer of SAP-deficient antigen-
specific CD4 T cells that were retrovirally
reconstituted with either wild-type SAP or the
SAP(R78A) mutant (204, 210). Thus, the SAP-
dependent pathways required for GC forma-
tion appear independent of proteins that bind
SAP(R78). Nonetheless, the humoral defects
may not be completely distinct from the cy-
tokine defects associated with SAP deficiency.
T cells from XLP1 patients show decreased
production of IL-10, which has been shown
to affect antibody production (19). Similarly,
in mice, IL-4 can influence GC formation in
conjunction with IL-21 (224, 225): In vivo SAP-
deficient CD4 T cells exhibit reduced IL-21
production (83, 226, 227) as well as an absence
of IL-4-producing TFH cells in the GC (68).

SAP Deficiency Affects CD4 T Cell
Contacts with Cognate B Cells

The use of intravital imaging has recently pro-
vided insight into the nature of the GC defects
associated with SAP deficiency. Postimmuniza-
tion, SAP-deficient CD4 T cells were found
to interact with antigen-presenting DCs, pro-
liferate, upregulate markers of activation, and
migrate toward the T-B cell border comparably
to wild-type CD4 T cells (84). In striking con-
trast, whereas wild-type CD4 T cells formed
long-lasting mobile conjugate pairs with
antigen-presenting cognate B cells (84, 228),
SAP-deficient CD4 T cells primarily formed
short-lived conjugates (84). These data were
confirmed using an in vitro conjugation system
in which SAP-deficient T cells were unable
to maintain adhesion to antigen-presenting
B cells while sustaining conjugation to

684 Cannons · Tangye · Schwartzberg

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:6
65

-7
05

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH22-Schwartzberg ARI 7 February 2011 22:42

antigen-presenting DCs (84). Thus, although
SAP-deficient CD4 T cells become activated,
they are unable to deliver signals for GC
formation and maintenance. Consistent with
these observations, SAP expression was crucial
for later stages of T cell help for B cells (229),
although the timing may be antigen dependent
(218).

TFH cells are activated, antigen-specific
CD4 T cells that reside in the GC to help ini-
tiate and maintain a GC reaction. TFH cells
are characterized by the elevated expression of
CXCR5, PD-1 (programmed death-1), ICOS
(inducible costimulator), BTLA (B and T lym-
phocyte attenuator), SAP, CD84, Ly108, and
the transcription factor Bcl-6 as well as high
secretion of IL-21 (212, 230). SAP-deficient
CD4 T cells initially upregulate TFH markers
postimmunization (83, 84); however, TFH cell
markers are not sustained, and IL-21 produc-
tion is reduced (68, 83, 226, 227). Despite the
detection of some SAP-deficient T cells in GCs
(17, 229), intravital imaging provided evidence
that SAP-deficient CD4 T cells are neither ef-
ficiently recruited nor retained within the GC
(processes dependent on cognate T-B cell in-
teractions) and fail to become functional TFH

cells in the GC (84). Data suggest that sus-
tained B cell contact is required for efficient
development of the TFH effector cell lineage
(84, 231–233). Impaired T-B cell adhesion may
therefore prevent a final stage of TFH cell mat-
uration in SAP-deficient mice. However, a re-
cent study has demonstrated that the nature of
immunization can dictate the B cell require-
ment for TFH cell development. Repeated de-
livery of peptide antigen permitted the genera-
tion of cells expressing TFH markers not only in
Sh2d1a−/− mice, but also in mice whose B cells
were unable to present antigen (MHC class II
deficient) or receive cognate T cell help (CD40
deficient) (226). Thus, final TFH differentia-
tion may require prolonged antigen stimulation
rather than B cell–specific signals per se.

Transcriptional profiling and phenotypic
analyses indicate that TFH cells express ele-
vated levels of SAP and SLAM family members

including CD84, Ly108/NTB-A, and Ly9
(83, 226, 230, 234, 235). CD84 and Ly108 are
also upregulated on GC B cells (83). Indeed,
CD84 plays a key role in sustaining T-B cell
contacts, TFH cell function, as well as optimal
GC formation, as these processes are defective
in Cd84−/− mice, although not to the same
extent as seen with SAP deficiency (83).
Moreover, in vitro conjugation experiments
revealed that both CD84 and Ly108 contribute
to T-B cell adhesion (83).

Additional data suggest that although
the integrins LFA-1 (lymphocyte function–
associated antigen-1) and VLA-4 (very late
antigen-4) are the primary adhesive receptors
implicated in T cell–DC interactions and early
T-B cell contacts, sustained T-B cell interac-
tions also require SAP, CD84, and Ly108. CD4
T cells adhere to CD84 and Ly108 in a SAP-
dependent manner, providing further support
that these SLAM family members act as ad-
hesion receptors (83). Intriguingly, CD84 and
Ly108 are two SLAM family members with the
strongest interactions (lowest Kds) (111, 117),
perhaps contributing to their roles in the highly
dynamic process of T-B cell interactions.

However, T-B cell adhesion may not be
the only SAP-mediated contribution to GC
formation. Recently, Crotty and colleagues
(68) described a phenotypically distinct GC
TFH subset that was dependent on SLAM
expression for IL-4 production during a viral
infection. Whether SLAM family members
contribute to other aspects of humoral im-
mune responses beyond GC formation, and
the potential contribution of B cells to such
processes, will be of interest.

Nonetheless, data from other systems also
support the role of SLAM family members as
adhesive receptors. NK cells exhibit synergistic
binding to target cells expressing intercellular
adhesion molecule (ICAM)-1 and CD48 (82,
85). T cells overexpressing SLAM exhibited
increased clumping (144), and T cell lines
from XLP1 patients did not efficiently form
aggregates upon PMA treatment (237). Inter-
estingly, these XLP1 cells were maintained in

www.annualreviews.org • SLAM Family Receptors and SAP Adaptors 685

A
nn

u.
 R

ev
. I

m
m

un
ol

. 2
01

1.
29

:6
65

-7
05

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

ity
 o

f 
Io

w
a 

on
 0

5/
26

/1
1.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



IY29CH22-Schwartzberg ARI 7 February 2011 22:42

culture by stimulation with EBV-transformed
B cells—whether this exacerbated this potential
adhesion phenotype is not known. Finally,
CD84 participates in platelet spreading,
whereas SLAM contributes to stability of
platelet aggregates in vitro and thrombus for-
mation in vivo (44). Thus, platelet, NK/CD8
T cell–target cell, and T-B cell interactions
provide examples in which cell-cell interac-
tions mediated by integrins are associated with
secondary contacts mediated by SLAM family
members.

Notably, this selective defect in T cell in-
teractions with B cells, but not with DCs, also
provides intriguing insight into the phenotypes
of XLP1: T cells from XLP1 patients become

activated or even overactivated, but CD8 T
cells fail to effectively kill EBV-infected B
cells (75), and CD4 T cells fail to provide help
to B cells for GC formation (19). Moreover,
XLP1 patients have a high incidence of B cell
lymphomas (34, 237), which could reflect a
defect in immunosurveillance toward B cells
(Figure 4). Thus, the phenotypes of XLP1 may
be interpreted in the context of global defects
associated with B cell interactions. Even the
defect in NKT cell development has interesting
parallels (see the Hematopoietic Development
section), because NKT cells are selected
through lymphocyte-lymphocyte interactions.
Whether direct lymphocyte-lymphocyte
interactions contribute to RICD is less clear.

 

? cell

 
XLP

Development of NKT cells and
innate T cell populations:

SLAM, Ly108

Impaired germinal center
responses, TFH development;

CD84, Ly108, TFH IL-4 production:
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2B4, NTB-A
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Figure 4
Cellular defects in XLP1 patients and the SLAM receptor family member implicated in the phenotype. The
phenotypes of XLP1 are shown in the context of the lymphocyte-lymphocyte interactions affected. XLP1
patients exhibit impaired NK- and CD8-mediated killing of EBV-infected B cell targets, diminished
humoral responses (reduced numbers of memory B cells) due to impaired T-B cell interactions, impaired
development of NKT cells, and reduced sensitivity to reactivation-induced cell death (RICD). Whether
RICD involves direct lymphocyte-lymphocyte interactions is unknown. SAP-deficient mice recapitulate
several features of XLP1 and have revealed previously unappreciated XLP1 characteristics, providing insight
into the B cell–centric phenotypes of this disease as well as a further understanding of normal immune
physiology. (Abbreviations: EBV, Epstein-Barr virus; NK, natural killer; NKT, natural killer T; RICD,
reactivation-induced cell death; SAP, SLAM-associated protein; SLAM, signaling lymphocyte activation
molecule; TFH, T follicular helper cell; XLP, X-linked lymphoproliferative syndrome.)
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HEMATOPOIETIC
DEVELOPMENT

Expression of SLAM Family Members
on Hematopoietic Stem Cells

The selective expression of SLAM and
2B4 on long-term reconstituting hematopoi-
etic stem cells, multipotent progenitors, and
oligolineage-restricted progenitors in the bone
marrow and fetal liver of mice has refined
the isolation of specific progenitor populations
(238–240). However, as hematopoiesis appears
to be globally intact in the absence of SAP,
SLAM, or 2B4, the relevance of this expres-
sion is not clear. Nonetheless, Sh2d1a−/− mice
do show defects in the development of certain
lymphocyte lineages.

Development of T Cells with
Innate-Like Characteristics

Conventional thymocytes undergo positive
selection by interacting with cortical epithelial
cells. However, there are subsets of thymocytes
with unconventional properties that are se-
lected by hematopoietic cells, most likely other
double-positive (DP) cells (241). Cells selected
in this manner tend to traffic to nonlymphoid
tissues and demonstrate phenotypic and func-
tional characteristics similar to cells of the
innate immune system, including expression
of invariant antigen receptors, memory cell
markers, and robust effector function. Perhaps
the best recognized of these populations are
NKT cells, which are selected by lipid antigens
presented by CD1d on other DP thymocytes,
express an invariant TCR (Vα24+Vβ11+ in hu-
mans, Vα14+ in mice), and rapidly secrete high
levels of cytokine following stimulation (241).
Previous data demonstrated that Fyn−/− mice
display reduced NKT cell numbers (242, 243).
Strikingly, both Sh2d1a−/− mice and XLP1
patients exhibit an almost complete absence of
these cells (22–24, 241). In Sh2d1a−/− mice, the
block in NKT cell development occurs early
following rearrangement of the canonical Vα14
TCR and initiation of TCR signaling for posi-

tive selection (86, 244, 245). SAP(R78A) knock-
in mice, competitive bone marrow chimeras us-
ing SAP(R78A) bone marrow, and SAP(R78A)
cells cultured on OP9-delta cells also generated
reduced numbers of NKT cells. Nonetheless,
the SAP(R78)-mutant NKT cells that devel-
oped were still able to produce cytokines rapidly
(245), indicating that a SAP(R78) pathway is
required for optimal NKT cell development
but not for functional cytokine responses.

Evaluation of the development of these
innate-like T cells in gene-targeted mice has
provided some of the strongest evidence for re-
dundancy between SLAM family members con-
tributing to phenotypes associated with SAP
deficiency. Although Slam−/− and Ly108−/−

mice have either normal or only slightly
reduced NKT cell numbers (64, 67, 87),
mixed bone marrow chimeras using cells from
Slam−/− mice and Ly108−/−Cd1d−/− mice or
from Ly108−/− and Slam−/−Cd1d−/− mice pro-
vided evidence that the combined lack of SLAM
and Ly108 caused a striking reduction of NKT
cells. These “pseudo double knockouts” of
SLAM and Ly108 forced selection so that nei-
ther receptor could be engaged in trans (87).
Recently, investigators found that the tran-
scription factor c-Myb plays a selective role in
NKT cell development by regulating cell sur-
vival and expression of CD1d, SAP, SLAM, and
Ly108 (246). Interestingly, polymorphisms in
the SLAM locus, specifically SLAM and Ly108,
in the NOD background correlate with reduced
NKT cell numbers (247) and impaired cytokine
secretion (248). Introgression of the B6 Nk1
allele (SLAM locus) from B6 onto the NOD
background improved NKT cell number and
function, although it did not alter the course of
spontaneous diabetes (249). More recent data
have provided evidence that the Slam haplo-
type also influences liver NKT cell number and
function (250).

SAP is also important for the differentiation
of other innate T cells, including an unusual
subpopulation of CD4 T cells (90). Human
CD4 T cells can be selected on MHC class
II+ hematopoietic cells in the thymus (251,
252). Although this does not occur in mice,
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transgenic expression of MHC class II trans-
activator in T cells permits the generation of
thymocyte-selected CD4 T cells that display
innate-like cell characteristics, including rapid
expression of cytokines. Like NKT cells (253,
254), these thymocyte-selected innate CD4 T
cells express the transcription factor promye-
locytic leukemia zinc finger (PLZF) (255).
Notably, thymocyte-selected innate CD4 T
cells are dependent on SAP and partially on
Ly108 for their development (90, 256).

Reduced PLZF expression also severely
affects NKT cell maturation and function
(253, 254). Nonetheless, transgenic PLZF
expression did not rescue NKT cell differ-
entiation in Sh2d1a−/− and Fyn−/− mice.
Furthermore, PLZF-mediated acquisition
of effector/memory phenotypic changes in
conventional T cells was not dependent on
either SAP or Fyn (257), consistent with the
notion that PLZF affects a different, later stage
of NKT cell maturation involving acquisition
of effector function.

Mice with TCR signaling defects due to a
lack of the tyrosine kinase Itk or a mutation
that affects the Itk-binding site of SLP-76, as
well as mice deficient in Inhibitor of differentia-
tion gene 3 (Id3), develop a population of CD8
T cells that exhibit characteristics of innate-
like cells including the expression of memory
cell markers and rapid production of cytokines
(258–261). SAP is also required for the devel-
opment of these innate-like T cells in Itk−/−

and Id3−/− mice, although the requirements for
SLAM family members have not been evalu-
ated (88, 262). Interestingly, recent data sug-
gest that this CD8 T cell population found in
Itk−/−, Kruppel-like factor2−/−, and Id3−/− mice
develop by a non–cell autonomous mechanism
that results from IL-4 produced by increased
numbers of innate-type PLZF+ CD4 T cells
that also arise in these mice (262, 263). These
data argue that it is the CD4-innate T cell pop-
ulation that requires SAP for its selection or
development, parallel to findings for invariant
NKT cells.

Itk−/− and Id3−/− mice, as well as mice
with SLP-76 tyrosine mutations, also have an

increased percentage of Vγ1.1+Vδ6.3+ γδ T
cells that display increased PLZF and IL-4 ex-
pression (86, 89, 91, 262, 264, 265). These cells
are responsible for the increased IgE levels and
GCs in Itk−/− mice (264). This subset is also re-
duced in Sh2d1a−/− and Id3−/−Sh2d1a−/− mice
(86, 89, 91). Whether these innate-type lym-
phocytes influence phenotypes observed in the
absence of SAP is unknown.

B Cell Development

Within the bone marrow, when B cells ex-
pressing an autoreactive BCR encounter self-
antigen, they either are deleted via apoptosis
or undergo receptor editing to select for BCR
specificities that no longer react strongly with
self-antigen (266). Interestingly, expression of
the NZW Sle.1b locus on the B6 background
impaired normal tolerance mechanisms so that
autoreactive B cells now entered the periphery
(127). Given the link to altered Ly108 isoform
usage, these findings suggest that Ly108 iso-
forms or other polymorphisms in genes encod-
ing SLAM family members influence the B cell
response to BCR ligation during development,
thereby altering critical steps of tolerance in-
duction. Whether SAP contributes to this pro-
cess is unknown.

AUTOIMMUNITY

A less frequent manifestation of XLP1 is the
development of autoimmune disorders, includ-
ing vasculitis (16). Nonetheless, SAP deficiency
has been shown to ameliorate autoimmune
disease models associated with autoantibody
production, including pristine-induced lupus
(216), Faslpr mutation (267), and mutation
of Roquin (227). In contrast, Sh2d1a−/−

mice demonstrated enhanced susceptibility
to a murine model of multiple sclerosis,
EAE (experimental allergic encephalomyeli-
tis), induced by immunization with myelin
oligodendrocyte glycoprotein38-50 peptide in
complete Freund’s adjuvant (216). Given the
decreased interactions between T and B cells
resulting from SAP deficiency, it is of interest
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that a population of IL-10-producing “regula-
tory B cells” has recently been described that
decreases EAE manifestations (268). In other
studies, infusion of NTB-A Fc delayed onset
of EAE in susceptible mice (209); however, it
is unclear if this protein blocked homophilic
interactions or resulted in Ly108 signaling.

Altered Expression of SLAM
Family Members in Human
Autoimmune Disorders

Human studies have demonstrated altered ex-
pression of SLAM family members in different
autoimmune states, including elevated SLAM
expression on monocytes and macrophages
within the inflamed colon from Crohn’s disease
patients (269) and on synovial tissue lympho-
cytes (270) and increased CRACC expression
on B cells from patients with systemic lupus ery-
thematosus (SLE) (271). Although alteration in
receptor expression could reflect the chronic
activation status of the cells and the inflam-
matory environment, genome-wide association
studies have also demonstrated association of
certain SLAM haplotypes with increased sus-
ceptibility to autoimmune disorders (272). Re-
cently, a LY9 variant [with a nonsynonymous
change Val/Ile in the consensus ITSM, which
may affect SAP and SHP-1 binding and stability
(273)] has been proposed to contribute to SLE
susceptibility (274). Variants in 2B4 have also
been identified as genetic risk factors for SLE
and rheumatoid arthritis (275).

Murine Models of Autoimmunity

Murine models have provided further evidence
that polymorphic variations in the SLAM
family of receptors contribute to the devel-
opment of autoimmunity. Genetic studies of
lupus susceptibility in crosses between the
NZW and C57Bl/6 strains revealed that a
locus that predisposes to the development of
ANAs (Sle.1b) maps to the SLAM gene cluster:
A C57Bl/6 congenic strain with NZW-derived
SLAM locus (Sle.1b) was sufficient to mediate
loss of tolerance and generate high ANAs (123,

276–278). Mouse genomic sequences indicate
that two haplotypes exist in the region encom-
passing the Slam locus: One haplotype occurs
in C57Bl/6 and the second in most other labo-
ratory strains, including 129, NOD, and NZW
(123, 276). Because many mouse gene-targeting
experiments are performed in embryonic stem
cells derived from the 129 strain and then
backcrossed to C57Bl/6, this association is an
important consideration for evaluating autoim-
mune phenotypes. Extensive polymorphisms
in SLAM family members exist between lupus-
susceptible and -nonsusceptible mouse strains,
including the expansion of the 2b4 gene from
one to four copies. Following antigen-receptor
engagement, the Ly108.1 splice isoform that
is preferentially expressed in lupus-susceptible
strains demonstrates increased phosphory-
lation compared with Ly108.2 (Figure 2)
(124). Thus, altered expression of Ly108
isoforms may contribute to both enhanced
TCR-mediated responses and impaired B cell
tolerance, predisposing the immune system
for self-reactivity (123, 127). In addition, the
Sle.1b haplotype exacerbates the autoimmune
phenotype associated with either the Yaa
translocation (TLR7 duplication) (279) or the
Faslpr mutation (280). The lymphoproliferative
disease in the B6.Sle1b.Faslpr mice was asso-
ciated with an imbalance in the PI3K/PTEN
signaling axis leading to elevated mTOR acti-
vation (280). Notably, SLAM cross-linking on
B and T cells activated AKT (59, 155), a com-
ponent of the PI3K-mTOR cascade. These
data complement observations that SAP defi-
ciency ameliorates disease in models associated
with autoantibody production and decreases
autoantibody production in Sle.1b mice (281).

Within the natural mouse population,
SLAM family members CD48, CD229 (Ly9),
and CD84 display extensive polymorphisms
in the ligand-binding domain (135, 282) and
thus could influence stability and duration
of homophilic interactions. Polymorphisms in
SLAM family members may have been se-
lected as advantageous for responses to infec-
tious agents, with the unfortunate consequence
of increased susceptibility to autoimmunity.
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Differences Between SAP and SLAM
Receptor Deficiencies

The data reviewed here provide clear evidence
that SAP not only is recruited to SLAM fam-
ily members to mediate signal transduction but
also prevents the coupling of receptors to in-
hibitory phosphatases. Therefore, the pheno-
types associated with the SAP deficiency may
be due to alternate (phosphatase and/or EAT-
2/ERT) signals rather than to a loss of signal,
as seen in deficiencies of individual SLAM fam-
ily members. Indeed, loss of a single SLAM
family member has not fully recapitulated a
SAP-deficient phenotype. However, functional
redundancy between family members has been
documented in NKT cell development (87)
and in T-B cell adhesion (83). Thus, multi-
ple SLAM family members likely contribute
to SAP-mediated and SAP-independent events
within a given cell. Moreover, as discussed be-
low, SLAM family members can signal in cells,
such as in the myeloid lineages, that do not ex-
press SAP.

LINK BETWEEN INNATE AND
ADAPTIVE IMMUNITY

SLAM Is a Receptor for Measles Virus

CD46 is expressed on all nucleated cells and
was initially identified as a receptor for measles
virus (MV), yet several strains can infect cells in-
dependently of CD46 expression (283). SLAM
has been found to interact with MV hemag-
glutinin protein and to permit entry into the
host cell (284). The generation of transgenic
mice expressing SLAM under the control of the
mouse Lck or CD11c promoter, as well as the
creation of a SLAM knock-in mouse (by replac-
ing the murine V with the human V domain),
has established MV infection in mice and repro-
duced the lymphotropism and immunosuppres-
sion that is observed in human infection (285).
Because some XLP1 patients have perturbed
anti-MV immunity (9), it will be of interest to
examine MV infection in SLAM knock-in mice
on a SAP-deficient background.

Neutrophils

Although Sh2d1a−/− mice and XLP1 patients
do not exhibit any defects in neutrophils, a
striking feature of Ly108�exon2-3/�exon2-3 mice
is aberrant neutrophil function associated with
elevated IL-12, TNF-α, and IL-6 production
with reduced production of reactive oxygen
species and bacterial killing (64). As a result,
Ly108�exon2-3/�exon2-3 mice are highly suscep-
tible to Salmonella typhimurium infection (64),
indicating that Ly108 is involved in the oxida-
tive burst in neutrophils. It remains to be de-
termined how Ly108 transmits signals within
neutrophils. Although human neutrophils do
not appear to express NTB-A, it will be inter-
esting to ascertain if these cells alter receptor
expression following activation.

Macrophages and Dendritic Cells

DCs are important APCs critical for T-
dependent immune responses. DCs express
EAT-2 but not SAP and also express
Ly108/NTB-A, Ly9, and SLAM (40, 56, 183,
286). Stimulation of human CD40L-activated
DCs with anti-SLAM mAb augmented secre-
tion of IL-8 and IL-12 but had no effect on
IL-10 (286). However, SLAM-SLAM engage-
ment reduced IL-12 production from CD40L-
stimulated DCs and impaired Th1 CD4 T cell
differentiation (45), suggesting that the anti-
SLAM reagent blocked homophilic association.
Using a fibroblast cell line as the APC, re-
searchers also found that SLAM expression de-
creased the amount of CD40L expressed on T
cells (210).

Macrophages express Ly9, Ly108, CD84,
and SLAM. Recent data suggest that CD84
engagement may influence cytokine produc-
tion by LPS-activated bone marrow–derived
macrophages (287). LPS, but not CpG, stim-
ulation of Slam−/− macrophages resulted in
reduced nitric oxide, IL-12, and TNF-α yet
increased IL-6 production, whereas treatment
with an antimurine SLAM antibody increased
IL-12 production (67). Slam−/− mice also
showed enhanced susceptibility to Leishmania
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and impaired clearance associated with re-
duced IL-12 production by macrophages (67).
Recently, SLAM was shown to function as
a bacterial receptor recognizing the outer
membrane proteins OmpC and OmpE from
gram-negative bacteria (92). This study also
provided evidence that SLAM regulates phago-
some maturation and the production of free
radicals by the NOX2 complex in macrophages,
suggesting interesting parallels with Ly108 in
neutrophils (92). CD48 is one of the receptors
for FimH, a lectin on the pili of some En-
terobacteriaceae (288). Thus, SLAM-related
receptors may have dual functions as microbial
sensors, providing further links between innate
and adaptive immune responses.

CONCLUSIONS

The past several years have seen an explosion
of data uncovering the roles of SLAM fam-
ily members in immune cell function and their
roles in the diverse phenotypes of XLP1. Many
of these insights are derived from gene-targeted
mice. In particular, the role of SLAM family
members in lymphocyte-lymphocyte interac-

tions has shed substantial light on the pheno-
types of humoral immunodeficiency and the se-
lective nature of the cytolytic defects against
EBV-infected B cells. Studies of cells from
XLP1 patients have also revealed new insights
into the disease, particularly the effects of SAP
on lymphocyte survival and on cytolysis of
EBV-infected B cell targets. Together, these
studies suggest that XLP1 is a disease mediated
by defective interactions between lymphocytes.

In parallel, studies of XLP1 and mouse
models have revealed new insight into basic
immune cell function, contributing to knowl-
edge regarding TFH cells and their roles in GC
formation, as well as delineating requirements
for the development of subclasses of innate
type T lymphocytes. The study of SAP and the
related adaptor EAT-2 has furthered mech-
anistic analyses of NK cell cytolysis and the
dual nature of signaling through SLAM family
members in the presence or absence of these
adaptors. Together, these studies highlight
the importance of the SLAM family members
and SAP-related adaptors and their profound
influence on immune system development and
function.
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Abstract

Inflammasome activation leads to caspase-1 activation, which causes
the maturation and secretion of pro-IL-1β and pro-IL-18 among
other substrates. A subgroup of the NLR (nucleotide-binding domain,
leucine-rich repeat containing) proteins are key mediators of the
inflammasome. Studies of gene-deficient mice and cells have impli-
cated NLR inflammasomes in a host of responses to a wide range of
microbial pathogens, inflammatory diseases, cancer, and metabolic and
autoimmune disorders. Determining exactly how the inflammasome
is activated in these diseases and disease models remains a challenge.
This review presents and integrates recent progress in the field.
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PRR: pattern-
recognition receptor

TLR: Toll-like
receptor

CLR: C-type lectin
receptor

RLR: RIG-I-like
receptor

NLR: nucleotide-
binding domain,
leucine-rich repeat
containing

INTRODUCTION AND
OVERVIEW

Discrimination by the vertebrate host of molec-
ular moieties derived from pathogenic insult
requires the coordination of manifold systems
of receptors and sensors that affect transcrip-
tional and post-translational programs that are
necessary for host defense and resolution of in-
fection. Coordinately, pathogens have evolved
mechanisms to counteract host surveillance and
effector responses in a constant give and take in
host-parasite interactions. In contrast, stimula-
tion of the immune system in response to sterile
insults can result in chronic debilitating condi-
tions. Therefore, coordination of recognition,
initiation, and elaboration of signals results in
resolution, whereas dysregulation results in
disease.

Germ-line encoded pattern-recognition
receptors (PRRs) of the innate immune system
recognize invariant molecular patterns that are
conserved across Linnaean borders. The PRRs
of the innate immune system fall into at least
four distinct genetic and functional clades:
Toll-like receptors (TLRs), C-type lectin
receptors (CLRs), retinoic acid–inducible
gene (RIG)-I-like receptors (RLRs), and
the nucleotide-binding domain, leucine-rich
repeat–containing (NBD-LRR) proteins
(NLRs). The NLRs have not been shown to
bind or receive any specific microbial product,
but the members of the other families have
been shown definitively to bind their cognate
ligands. In fact, mounting evidence suggests
that the NLRs serve as modulators of the TLR,
RLR, and CLR signaling pathways.

THE NLRs

Genomic mining led to the discovery and
characterization of the NLR gene family
(reviewed in 1). Despite the fact that members
of the NLR family share structural and some
functional similarities with plant R proteins,
the evolutionary history of these two fami-
lies appears separate and convergent (2, 3).
Nonetheless, evidence that NLR-like genes

are found in at least one nonvertebrate species,
the echinoderm sea urchin, suggests that these
genes have an ancient history (4), though
representation is inconsistent given that other
metazoan genomes such as Drosophila and
Caenorhabditis do not have these genes.

NLRs are generally composed of three sepa-
rate domains, all of which are found throughout
metazoan evolution. At the N terminus, NLRs
either have a pyrin domain, a caspase recruit-
ment domain, or a baculovirus inhibitory
repeat domain. The exception is the NLRX1
protein, which has an N terminus that contains
a domain that does not align well against
any of these three domains, but it appears to
have a similar three-dimensional fold. The N-
terminal domain has been used as a structural
subclassification for the NLR family and is
supported by phylogenetic analysis (2, 5). The
central NBD or NACHT (nucleotide-binding
domain or NAIP, CIITA, HET-E and TP1)
domain is responsible for dNTPase activity and
oligomerization. The NBD, in the presence
of nucleotides, primarily ATP, is thought to
form a signal-receptive state. The C terminus
of NLR proteins is composed of a manifold
series of LRRs. All three of these domains
are implicated in protein-protein interactions
and networks. As such, several NLRs have
been associated with large macromolecular
complexes.

THE INFLAMMASOME

Activation of caspase-1 is regulated by the
inflammasome, a large multimeric structure
that is formed when each component is
overexpressed in the cytosol (6). Activation of
caspase-1 leads to the processing of IL-1β and
IL-18 as well as to the unconventional secre-
tion of a subset of leaderless proteins which
might facilitate tissue repair (7). This process
is thought to be analogous to apoptosome
formation in response to apoptotic stimuli.
Indeed, inflammasome structures, as shown
by nuclear magnetic resonance spectroscopy
(NMR), have shown striking structural sim-
ilarities to the apoptosome (8). A significant
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CAPS: cryopyrin-
associated periodic
fever syndromes

FCAS: familial
cold-induced
autoinflammatory
syndrome

MWS: Muckle-Wells
syndrome

NOMID/CINDA:
neonatal onset
multisystem
inflammatory disorder
or chronic infantile
neurologic cutaneous
and articular syndrome

subset of NLRs can activate the inflammasome
in vitro. Several studies have demonstrated that
NLRP1, 2, 3, 6, 12, NLRC4, NOD2 when
ectopically overexpressed with caspase-1, and
ASC (apoptosis-associated speck-like protein
containing a caspase recruitment domain) can
facilitate activation of caspase-1 and IL-1β

processing (6, 9–12). However, the physiologic
role for inflammasome function has only been
characterized for a minority of these proteins,
for example NLRP3, NLRC4, and NAIP5. It
is unclear if the remaining NLRs act in a sup-
porting or specialized manner during inflam-
masome assembly. AIM2 (absent in melanoma
2), though not structurally related to the NLRs,
can also serve as a keystone in inflammasome
activation and is briefly mentioned.

THE NLRP3 INFLAMMASOME

NLRP3 (also known as cryopyrin and NALP3)
is expressed by myeloid cells and is upregulated
in response to the stimulation of macrophages
with pathogen-associated molecule patterns
(PAMPs) (13). The gene encodes an N-
terminal pyrin domain, a central NBD, and a
C-terminal LRR (14). NLRP3 lacks a caspase
recruitment domain (CARD) and cannot re-
cruit procaspase-1 except in the presence of the
adaptor molecule ASC. NLRP3 interacts with
ASC via pyrin domain homophilic interac-
tions. NLRP3 also interacts with CARD8 (also
known as CARDINAL and TUCAN), but the
role of CARD8 is not currently understood
because its elimination in a human monocytic
cell line has not altered inflammasome function
(15). HSP90 and SGT1 have been shown to
interact with NLRP3 LRRs to maintain an
inactive but stabilized structure (16). The
interaction of chaperones with NLRs is not
specific for NLRP3, as it occurs with NLRC4,
NOD2, NOD1, and NLRP12 (16–18). In
vitro ectopic expression systems have demon-
strated that NLRP3 can activate caspase-1
in the presence of ASC (9). Activation of the
NLRP3 inflammasome results in IL-1β/IL-18
processing, and various conditions can induce
forms of programmed inflammatory cell death.

Activation of the NLRP3
Inflammasome

The NLRP3 inflammasome is activated by a di-
verse series of endogenous and exogenous ago-
nists (Figure 1); however, there is no evidence
of direct ligand binding, thus challenging the
concept that this is a receptor. This has led
to the general hypothesis that NLRP3 senses
changes in the cellular milieu. Activators of the
NLRP3 inflammasome are divided into two
separate categories: self and foreign.

Self-Activators of the Inflammasome

Genetic activation or predisposition for activa-
tion of the NLRP3 inflammasome is associated
with cryopyrinopathies or cryopyrin-associated
periodic fever syndromes (CAPS): FCAS
(familial cold-induced autoinflammatory syn-
drome), MWS (Muckle-Wells syndrome), and
NOMID/CINCA (neonatal onset multisystem
inflammatory disorder or chronic infantile
neurologic cutaneous and articular syndrome)
(19). Despite the separate classifications, FCAS,
MWS, and NOMID/CINCA represent a con-
tinuum of disease severity, with FCAS the most
mild and NOMID/CINCA the most severe.
All three of the cryopyrinopathies, despite phe-
notypic variability, are associated with periodic
fevers and rashes, arthralgia, and conjunc-
tivitis associated with neutrophil-dependent
inflammation. NOMID/CINCA manifests a
neurological involvement, including aseptic
meningitis and deafness.

More than 70 separate inherited and de
novo mutations have been identified. A prepon-
derance of mutations in the gene is clustered in
the NBD domain, although a small percentage
is located in the LRR. Single mutations are
associated with multiple clinical syndromes,
suggesting either additional modifying loci or
environmental factors (20). This distribution
might reflect a relaxed requirement of binding
to ATP/dATP, a process that regulates assem-
bly of the inflammasome (21). Indeed, PBMCs
from patients with NOMID secrete signifi-
cantly more spontaneous and induced IL-1β
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PYR NBD LRR

NLR

ASC

IL-1β
IL-18

Pyroptosis
Pyronecrosis

Pathogen activators

Bacteria-derived
 Pore-forming toxins
 Lethal toxin
 Flagellin/rod proteins
 MDP
 RNA
 DNA

Virus-derived
 RNA
 M2 protein

Fungus-derived
 β-glucans
 Hyphae
 Mannan
 Zymosan

Protozoa-derived
 Hemozoin

Sterile activators

Self-derived
 ATP
 Cholesterol crystals
 MSU/CPPD crystals
 Glucose
 Amyloid β
 Hyaluronan

Environment-derived
 Alum
 Asbestos
 Silica
 Alloy particles
 UV radiation
 Skin irritants

Caspase-1

Figure 1
Activators of the inflammasome. Activators of the inflammasome are divided into two categories: Sterile
activators include host- and environment-derived molecules, and pathogen-associated activators include
PAMPs derived from bacteria, virus, fungus, and protozoa. Assembly of the NLRs, ASC, and caspase-1 leads
to the formation of a penta- or heptamer structure: the inflammasome. Activation of the inflammasome leads
to maturation and secretion of IL-1β and IL-18 as well as inflammatory cell death, by either pyroptosis or
pyronecrosis. (Abbreviations: ASC, apoptosis-associated speck-like protein containing a caspase recruitment
domain; CPPD, calcium pyrophosphate dihydrate; MDP, muramyl dipeptide; MSU, monosodium urate;
NLR, nucleotide-binding domain, leucine-rich repeat containing; PAMP, pathogen-associated molecule
patterns.)

(22). Patient monocytes are also susceptible
to spontaneous cell death associated with the
release of proinflammatory mediators, thereby
propagating the inflammatory response (22,
23). Symptoms are abrogated with treatment
with Anakinra and other IL-1β-targeted thera-
pies (20). Nonetheless, a cohort of patients with
CAPS, especially NOMID patients, encode no
mutations in NLRP3, suggesting additional
loci involved in disease. Notwithstanding,
these non-NLRP3 cryopyrinopathies respond
similarly to IL-1β pathway inhibition.

To model these human diseases in mice,
two groups generated knock-in mice with
mutations associated with FCAS and MWS
(24, 25). These mice strains exhibited severe
phenotypes, more than what was expected

from the clinical manifestations seen with hu-
man patients. A common phenotype among
all the strains was the development of ery-
thema and abscesses, with marked inflamma-
tion that might model the urticarial rashes seen
in human patients. Both groups demonstrated
that expressing the mutant allele within the
hematopoietic lineage replicated the pheno-
type. IL-1β, tumor necrosis factor (TNF)-α,
and IL-17 were elevated at sites of inflamma-
tion. Pharmacological treatment of these mice
with IL-1β pathway inhibitors or genetic cross-
ing to an Il1r−/− strain demonstrated a partial
role for IL-1β in the onset and progression of
disease seen in mice, further implicating IL-1β

in the pathophysiology of disease. Myeloid cells
derived from these mice do not spontaneously
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secrete IL-1β but instead have a lower thresh-
old in response to PAMPs. Additionally, cells
with the activating mutation do not require the
addition of exogenous ATP. These data sup-
port the hypothesis that CAPS-associated mu-
tations are gain-of-function mutants that affect
myeloid-monocytic functions by lowering the
threshold for IL-1β production.

The inflammasome can be activated by
host-derived moieties that are typically crys-
talline or polymer in structure and are associ-
ated with danger, damage, or cell death. Self
NLRP3 activators include ATP, monosodium
urate (MSU), calcium pyrophosphate dihy-
drate (CPPD), cholesterol crystals, amyloid β,
hyaluronan, and possibly glucose (26). The
NLRP3 inflammasome appears to sense the
mislocalization of these endogenous molecules.
For example, ATP, MSU, and CPPD are nor-
mally cytosolic constituents; however, if they
are sensed in the extracellular environment,
an inflammatory response is initiated (inside-
out). Likewise, if extracellular cholesterol crys-
tals, hyaluronan, or amyloid β are internalized
(outside-in), a similar response is initiated.

Extracellular ATP, possibly derived from
mitochondria (27), constitutes a damage-
associated molecular pattern (DAMP) recog-
nized by NLRP3. Exposure of LPS-primed
macrophages to extracellular ATP activates
caspase-1 in an NLRP3-dependent manner
(28) that is mediated by the purinergic receptor
P2X7 in combination with pannexin-1 (29).
Uric acid is the by-product of homeostatic
purine catabolism during normal cellular
processes. Free uric acid derived from necrotic
or infected cells and tissues is thought to
form crystalline structures upon exposure
to the extracellular space. The presence of
ATP or MSU (as well as the related CPPD)
activates the NLRP3 inflammasome (28, 30)
and contributes to several disease pathologies
directly and indirectly.

Chronic hyperuricemia and deposition of
MSU crystals within joints are characteristic of
gout. The deposition within the joints induces
a strong inflammatory response characterized
by IL-1β, TNF-α, and IL-8 (31). Crystals

are phagocytosed by resident macrophages
via a process termed frustrated phagocytosis.
The internalization of these crystals activates
the NLRP3 inflammasome, which results in
neutrophil-dependent inflammation of the
joint and causes severe pain. Macrophages
from Nlrp3−/− mice do not activate caspase-1
in response to MSU in vitro. Injection of MSU
crystals into the peritoneum of mice induces
a strong neutrophil-dependent inflammatory
response that depends on either NLRP3 or the
IL-1 receptor (30). The role of IL-1β in human
disease is underscored by the recent therapies
aimed at this pathway. Most significantly, in
clinical trials with patients suffering acute gout,
treatment with Anakinra improved clinical
symptoms (32).

Insoluble aggregates of amyloid β are asso-
ciated with neurodegenerative diseases such as
Alzheimer’s disease. The presence of extracel-
lular and misfolded amyloid β protein in senile
plaques induces an inflammatory response by
resident macrophages. Engulfment of these
particles induces an inflammatory response
that is NLRP3 dependent (33). The response
is also dependent on the fibrillar amyoid β

because nonfibrillar amyloid β does not induce
a proinflammatory response in vitro. Injection
of fibrillar amyloid β into the brains of mice
leads to an inflammatory response in vivo, sug-
gesting that these misfolded protein aggregates
contribute to disease pathology. However,
the role of the inflammasome in such disease
models of Alzheimer’s has not been assessed.

Additional examples of inducers of sterile
inflammation are cholesterol crystals and
hyaluronan. Both can be sensed by surveilling
macrophages as DAMPs. Rock and colleagues
(34) observed that cholesterol crystal deposition
coincides with macrophage infiltration in ar-
terial walls and within atherosclerotic plaques.
Indeed, macrophages induced IL-1β in
response to cholesterol crystals in an NLRP3-
dependent manner (34). Hyaluronan is a
glycosaminoglycan that is an essential com-
ponent of the extracellular matrix but is
also found in bacterial cell walls. It exists
as a large polymer that can induce sterile
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inflammation during tissue injury. Purified
high molecular weight hyaluronan can induce
an NLRP3-dependent IL-1β secretion in
peritoneal macrophages (35). Using a liquid
nitrogen tissue injury model, Yamasaki et al.
(35) demonstrated a modest decrease in IL-1β

secretion in Nlrp3−/− mice.
Cell death can be sensed by the innate

immune system via the elaboration of DAMPs
that are sensed by various pathways (36);
however, the precise molecular moieties that
are sensed are not clearly defined. During
traumatic injuries such as fibrosis or ischemia,
a cascade of NLRP3 agonists is released.
Extracellular ATP, uric acid, P2X7 receptor,
and IL-1β are involved in chronic and atopic
lung inflammation (37–41), whereas ATP,
P2X7 receptor, mitochondria, and hyaluronan
are associated with ischemia-reperfusion injury
activation of the NLRP3 inflammasome (27).
Using a bleomycin-induced lung injury in mice
to model pulmonary fibrosis in humans, Riteau
et al. (37) demonstrated a role for this pathway
in airway inflammation and tissue remodeling.
Additionally, bronchoalveolar lavage fluid
from patients suffering from idiopathic lung
fibrosis contained high levels of ATP, pro-
viding an in vivo correlate for human disease
(37). A similar scenario is seen in allergic or
asthmatic inflammation (41), where selective
inhibition of the P2X7 receptor or inhibition
of uric acid formation in mice decreased the
inflammatory pathology seen in allergic models
(40). Targeting this pathway might represent
a useful modality in treating asthmatic patients
that are refractory to inhalative therapy with
corticosteroids or β2-agonists (38).

Foreign Activators of the
NLRP3 Inflammasome

The NLRP3 inflammasome is also activated
by many foreign molecules that are occupa-
tional or pathogenic in nature. Crystalline or
particulate structures from exogenous sources
also activate the NLRP3 inflammasome dur-
ing sterile inflammation. Occupational expo-
sure to asbestos or silica induces inflammation

in the lungs and can lead to chronic and de-
bilitating diseases. In response to these parti-
cles, macrophages secrete robust amounts of
IL-1β and IL-18 via caspase-1 activation in an
NLRP3-dependent manner (42–44). Nlrp3−/−

animals are less sensitive to both silica- and
asbestos-induced lung injury as measured by
infiltrating neutrophils and inflammatory cy-
tokines. Recently, investigators demonstrated
that the NLRP3 inflammasome can be acti-
vated by metal alloy particles derived from a
prosthetic joint (45) and that this inflammation
contributes to aseptic osteolysis (46).

In addition to occupational exposure to crys-
talline structures, people are subjected to rou-
tine vaccinations that contain adjuvants. One
particulate adjuvant often used in vaccine for-
mulations for humans is alum. Alum’s adjuvant
effect is mediated in part by its ability to activate
IL-1β. Several groups have shown that alum-
dependent caspase-1 activation is mediated by
NLRP3 (47–51). Nlrp3−/− mice demonstrate
decreased vaccine efficacy as measured by an-
tibody production. These data indicate that,
by sensing alum, the NLRP3 inflammasome
can affect the adaptive immune response. How-
ever, the finding is somewhat controversial. Al-
though the NLRP3 inflammasome is involved
in IgE induction by antigen and alum adjuvant
(48, 50), its involvement in IgG1 induction is
reported by some (47, 48) but not by others
(49–51). The reason for this discrepancy is not
clear.

Environmental exposure to ultraviolet ra-
diation and skin irritants in keratinocytes can
activate the NLRP3 inflammasome (52, 53).
How these processes induce cellular damage
and inflammation is unclear. The damage in-
duced might activate the inflammasome indi-
rectly, possibly by the release of endogenous
NLRP3 agonists or alternatively by disrupt-
ing the integument barrier, allowing exogenous
bacterial moieties to be sensed.

Pathogens are robust activators of caspase-
1 and IL-1β/IL-18 processing. Indeed, IL-
1β/IL-18 are necessary in pathogen infections.
Pathogens or PAMPs that gain access to the
host cell cytosol can be sensed by resident
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NLRs. NLRP3 can sense bacterial, viral, and
fungal pathogens that enter the cytosol, most
likely via virulence factors, PAMPs, or DAMPs.
Indeed, NLRP3 has been implicated in re-
sponses to the following bacteria: Staphylococ-
cus aureus, Listeria monocytogenes, Klebsiella pneu-
moniae, Neisseria gonorrhoeae, Escherichia coli,
Porphyromonas gingivalis, Shigella flexneri, and
Chlamydia spp. Additionally, NLRP3 is in-
volved in the immune responses to adenovirus,
influenza A, sendai, and vaccinia viruses and
the fungi Candida albicans, Saccharomyces cere-
visiae, and Aspergillus fumigatus. Attributing ac-
tivation of the NLRP3 inflammasome to a sin-
gle pathogen moiety or conversely attributing
pathogen sensing to a single NLR locus is likely
an oversimplification. Recent publications have
illustrated the dynamic and cooperative role of
multiple NLR responses to pathogens (54, 55).

Nonetheless, several pore-forming toxins
from bacteria have been shown to activate the
NLRP3 inflammasome. Notably, hemolysins
from Staphylococcus aureus (56, 57), listerialysin
O from Listeria monocytogenes (58), toxin A
from Clostridium difficile (59), tetanolysin O
from Clostridium tetani (60), and aerolysin from
Aeromonas hydrophila (61) have all been shown
to activate NLRP3. In certain cases, disease
pathologies can be attributed to these toxins;
for example, administration of toxin A from
Clostridium can recapitulate the disease seen
with whole bacteria.

A role for NLRs in viral immunity is emerg-
ing. Double-stranded RNA from influenza
and sendai viruses and adenoviral DNA can
stimulate the inflammasome in an NLRP3-
dependent fashion. During in vivo infection
with low doses of influenza A, NLRP3 is dis-
pensable for host survival (62); however, at
high doses of influenza A, NLRP3 is central
in recruiting inflammatory cells to the lungs
(15, 63). Nlrp3−/− mice have increased mor-
tality and morbidity during influenza infec-
tion that is associated with increased necro-
sis and collagen deposition (63). In addition
to NLRP3 recognition of viral nucleic acids,
pore formation and ion flux via the M2 chan-
nel of influenza A are necessary for the NLRP3

inflammasome activation, as demonstrated by a
recent study (64). The NLRP3 inflammasome
activation triggered by influenza virus involves
many of the same pathways that are necessary
for activation by DAMPs, suggesting a unifying
pathway (15). The role of the NLRP3 inflam-
masome in response to DNA viruses is less well
documented. A role for NLRP3 in response to
adenovirus, herpes virus, and vaccinia virus was
suggested by in vitro experiments (65, 66). In
response to adenoviral DNA, herpes simplex
virus, or modified vaccinia virus, the NLRP3
inflammasome was necessary for caspase-1 ac-
tivation (65, 66). However, NLRP3 likely plays
a minor role, given that AIM2 has emerged as
a bona fide cytosolic receptor for pathogenic
DNA that activates an inflammasome (67).

The caspase-1 pathway is essential for host
response to fungal pathogens (68). In response
to Saccharomyces cerevisiae (69), Aspergillus fumi-
gatus (70), and Candida albicans (71), NLRP3
is necessary for host survival and for the con-
trol of C. albicans dissemination in a mouse
model of candidiasis (72). The response to
C. albicans depends on the kinase activity of SYK
(71) and possibly of hyphae (73). The mecha-
nism by which SYK regulates NLRP3 activ-
ity is independent of its transcriptional regula-
tion of Il1β. Interestingly, SYK is also involved
in NLRP3-dependent activation in response to
malarial hemozoin (74), although the in vivo
relevance of NLRP3 in malarial infection or re-
sponse to parasite extract or hemozoin has not
been demonstrated (75, 76).

THE NLRC4 INFLAMMASOME

NLRC4 is expressed predominantly in
hematopoietic tissues and cells (12). The gene
encodes an N-terminal CARD, a central NBD
domain, and C-terminal LRRs. It interacts di-
rectly with procaspase-1 via homotypic CARD
interactions, which leads to the processing of
caspase-1 in overexpression systems. Deletion
of the LRR allows for dysregulated processing
of caspase-1, presumably removing the autoin-
hibitory function of the LRR (12). The LRR
of NLRC4 has also been shown to interact
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directly with HSP90 and SGT1 to form an
inhibited but receptive oligomeric state (16).
Activation of the NLRC4 inflammasome leads
to IL-1β and IL-18 secretion and a rapid cell
death, termed pyroptosis.

Activation of the NLRC4
Inflammasome

Gene ablation experiments have demonstrated
a role for NLRC4 in host defense against
Salmonella, Shigella, Pseudomonas, and Legionella
(5). During these bacterial infections, caspase-1
activation leads to processing of IL-1β and
IL-18, followed by a caspase-1-dependent
cell death. Bone marrow–derived macrophages
(BMDM) infected with Salmonella demonstrate
a paucity of IL-1β and IL-18 secretion and
are refractory to pathogen-induced cell death
(77). Contrary to the in vitro effects seen
in Salmonella-infected macrophages, mice in-
fected with Salmonella are not more susceptible.
Casp1−/− mice, however, are clearly susceptible.
This result suggests that additional NLRs may
have a role in caspase-1 activation during in vivo
infection with Salmonella.

Infection of mouse macrophages with
Shigella demonstrates both an NLRC4- and
NLRP3-dependent activation of caspase-1
and IL-1β/IL-18 processing and cell death
(22, 78). Interestingly, Nlrc4−/− and Casp1−/−

macrophages demonstrated an increase in au-
tophagy in response to Shigella, suggesting that
the inflammasome might negatively regulate
pathogen-induced autophagy. The biological
significance of inflammasome inhibition of au-
tophagy might be a generalized mechanism,
given that other NLRs affect autophagy (79,
80). In human transformed monocytic cell lines
and in mouse macrophages, inflammasome re-
sponse to a high dose of Shigella is controlled
by NLRP3, reiterating the theme that multi-
ple NLRs respond to the same bacteria but
likely sense divergent bacterial products. Inter-
estingly, the accompanying cell death associ-
ated with Shigella infection is independent of
caspase-1 but dependent on cathepsin B (22).

Several groups have illustrated the role of
NLRC4 in response to Pseudomonas infection
(81, 82). BMDM from Nlrc4−/− mice show
a similar decrease in caspase-1 activity, IL-
1β/IL-18 secretion, and cell death to that seen
with Salmonella. However, unlike mice infected
with Salmonella, mice infected with Pseudomonas
are more susceptible in both oral and peri-
toneal infection models, possibly because of an
increased bacterial burden. Additionally, cell
death associated with Pseudomonas is indepen-
dent of NLRC4.

Legionella pneumophila also induces caspase-
1 activation, IL-1β/IL-18 secretion, and cell
death in macrophages. These responses are
mediated at least in part by NLRC4. Indeed,
Nlrc4−/− mice do not secrete IL-1β or IL-18
or exhibit the rapid pronounced cell death seen
in wild-type macrophages. In addition to cell
death, NLRC4 has been implicated in phago-
some maturation during Legionella infection. As
a consequence, Nlrc4−/− macrophages are sus-
ceptible to bacteria replication. A related NLR
protein, NAIP5, has been genetically linked to
Legionella replication in mice (83) and humans
(84) and has been shown to sense an additional
epitope found within flagellin (85, 86). This
association coupled with the observation that
NLRC4 can interact with NAIP5 in ectopic
overexpression systems led researchers to in-
vestigate the cooperative role of these two pro-
teins in Legionella infection. Indeed, restriction
of Legionella replication relies on NLRC4 and
NAIP5 (87). How these two proteins interact to
affect Legionella growth is not currently under-
stood, but NAIP5 is apparently not required for
caspase-1 activation in response to Salmonella,
Pseudomonas, or Listeria.

An NLRC4-dependent response to these
pathogens requires ASC. ASC-deficient
macrophages secrete significantly less caspase-
1-dependent IL-1β/IL-18 in response to
Salmonella, Shigella, or Pseudomonas (5).
However, ASC is not necessary for NLRC4-
dependent cell death (77, 78, 81). This
bifurcation point suggests that NLRC4 might
utilize ASC in specific contexts, such as IL-1β

processing, but not in others, such as cell death.
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Activators of the NLRC4
Inflammasome

Intracellular flagellin was first shown to ac-
tivate the NLRC4 inflammasome (88, 89).
Additionally, Salmonella and Legionella mutant
strains that do not express flagellin do not
activate caspase-1, suggesting that NLRC4 is
the cytosolic sentinel for flagellin. NLRC4-
dependent responses to flagellin depend on in-
tact type III or IV secretion systems (T3SS or
T4SS) (90). Together, these data suggest that
flagellin gains entry to the host cytosol via T3SS
or T4SS. Indeed, flagellin from Salmonella is in-
jected into the host cytosol by T3SS; however,
caspase-1 responses to Shigella are NLRC4-
dependent, while Shigella does not express
flagellin. In addition, some Pseudomonas mu-
tants that lack flagellin activate caspase-1 in
an NLRC4-dependent manner. A resolution to
this paradox is supplied by a recent paper that
showed that the rod protein components of the
T3SS can serve as NLRC4 agonists (90). Rod
proteins are highly conserved in bacteria, and
as such recognition by NLRC4 would provide
a generalized surveillance mechanism. It is pro-
posed that rod proteins are injected into the cy-
tosol of host cells via the T3SS, thus activating
the NLRC4 inflammasome.

Similar to NLRP3, the mechanism by
which the NLRC4 inflammasome senses these
PAMPs is largely unknown. There has been
no direct evidence of a ligand-receptor rela-
tionship between NLRC4 and flagellin or rod
proteins. Initial experiments suggested that K+

efflux was not a requisite for NLRC4-
dependent inflammasome activation (91).
However, one recent publication demonstrates
that NLRC4 is inhibited by higher concentra-
tions of extracellular K+ levels than is NLRP3
(92) in response to nonflagellated Pseudomonas.

THE NLRP1 INFLAMMASOME

NLRP1 has less restricted expression than
NLRP3 or NLRC4. It is expressed in adap-
tive immune cells and tissues as well as in non-
hematopoietic tissues (93). The human NLRP1

gene encodes an N-terminal CARD, a cen-
tral NACHT, LRR, FIIND, and a C-terminal
CARD. This structural layout is unique to
NLRP1. In cell-free lysates, NLRP1 interacts
with caspase-1 and -5 and possibly ASC to form
a macromolecular complex (6). This complex is
necessary for IL-1β/IL-18 processing and py-
roptosis. Additionally, NLRP1 interacts with
caspase-2 and -9 to facilitate cell death via the
apoptosome (94). The physiological relevance
of these interactions is unknown owing to the
lack of an Nlrp1−/− mouse.

Activation of the NLRP1
Inflammasome

Lethal toxin (LT) is considered the major viru-
lence factor from Bacillus anthracis, given that
treatment with the toxin alone is sufficient
to cause disease. The observation that certain
mouse strains susceptible to LT are linked to
polymorphisms of Nlrp1b led to speculation
that it might sense the bacterial toxin. Human
NLRP1 is encoded by a single locus, whereas
there are three loci in the mouse genome, none
of which encode an N-terminal pyrin domain.
Infection of a 129S1 strain or infection of mice
expressing a transgene that encodes the sensi-
tive Nlrp1b allele from 129S1 with B. anthracis
(95) induces the formation of a membrane-
associated inflammasome that processes IL-
1β/IL-18 and induces caspase-1-dependent cell
death (96). How IL-1β/IL-18 and macrophage
cell death contribute to disease pathogenesis is
controversial because some reports suggest that
macrophage lysis contributes to pathology (97),
whereas others indicate that it is protective to
the host (98).

In biochemical reconstitution experiments
with purified NLRP1, the absolute require-
ment for caspase-1 activation depends on
NLRP1, procaspase-1, dNTPs, and muramyl
dipeptide (MDP). ASC is not required but
augments the enzymatic activity of the NLRP1
complex (8). In contrast to other related
AAA ATPases such as NLRP3, NLRC4,
and NLRP12, which demonstrate exquisite
specificity for ATP/dATP, NLRP1 can bind
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promiscuously to dNTPs in vitro, although
validation by others is needed to support this
unique feature (21). Additionally, NMR struc-
tural analysis demonstrates penta- and hep-
tameric complexes of NLRP1 that are struc-
turally similar to the apoptosome. Deletion of
the LRR allows for binding of dNTP and sub-
sequent activation of caspase-1 in the absence
of MDP, suggesting that the LRR is autoin-
hibitory (8). Hydrolysis of dNTPs is required
for oligomerization and activation of caspase-1,
suggesting a two-step model (8). However, the
role of MDP in vivo in NLRP1-dependent
inflammasome activation is not clearly un-
derstood. Additionally, ectopically expressing
NLRP1 and procaspase-1 in human epithelial
cell lines confers sensitivity to LT. In vitro
reconstitution experiments do not require ASC
(99), nor does ASC associate with the NLRP1
inflammasome in mouse macrophage cell lines.
How NLRP1 senses LT and MDP is not
well defined. One study has shown that MDP
together with purified NLRP1 activate the
inflammasome (8). LT-dependent activation of
caspase-1 in macrophages depends on translo-
cation of lethal factor into the cytosol, hence
representing cytosolic sensing. Cell death and
IL-1β secretion by NLRP1 depend on K+

efflux and the lysosomal protein cathepsin B
in a manner analogous to particulate uptake in
NLRP3-dependent inflammasome activation.

AIM2

AIM2 [also known as PYHIN4, part of the
PYHIN (Pyrin and HIN200) family] is an in-
terferon inducible gene, the protein of which
localizes to the cytosol. Initially, AIM2 was
identified during a functional screen for tumor
suppressor genes in melanoma (100). Although
not an NLR protein, several groups identified
AIM2 as an inflammasome component by vari-
ous modalities (reviewed in 101). The gene en-
codes an N-terminal pyrin domain and a C-
terminal HIN200 domain. The pyrin domain
of AIM2 is hypothesized to interact with the
pyrin domain of ASC. Caspase-1 is recruited

to the complex to form a stable and competent
inflammasome.

Activation of the AIM2 Inflammasome

AIM2 as well as other members of the
PYHIN family bind dsDNA via their HIN200
domain. AIM2 is the only member to encode a
pyrin domain. Activation of the AIM2 inflam-
masome is mediated by DNA binding where the
DNA:protein heteroduplex then recruits ASC
and caspase-1. Similar to NLR inflammasomes,
the AIM2 inflammasome results in IL-1β and
IL-18 secretion and cell death. AIM2 does not
discriminate between the origins of DNA; in-
stead it relies on its presence in the cytosol to
initiate a response. The role of AIM2 has re-
cently been suggested by in vivo studies using
mice deficient in Aim2. AIM2 is hypothesized
to play a role in responses to cytosolic bacte-
ria and DNA viruses. Indeed, in BMDM from
Aim2−/− there is a paucity of IL-1β and IL-18
in response to certain DNA viruses such as vac-
cinia virus and mouse cytomegalovirus but not
herpes simplex virus-1 (102, 103). Additionally
cell death associated with AIM2-specific viral
infection is decreased. The decrease in IL-18
in response to mCMV led to a decrease natu-
ral killer (NK) cell–dependent IFN-γ secretion
and increased viral titers (103). These results
are consistent with the observation that repli-
cation of the viral genome occurs within the
cytoplasm, coincident with AIM2 localization,
and that the recognition of viral dsDNA is nec-
essary for an effective immune response.

Francisella is a facultative intracellular
pathogen that infects macrophages. Infec-
tion is mediated by the phagocytic pathway,
but the bacteria quickly escape the phago-
some/endosome compartment to replicate in
the cytosol. Francisella novicida infection is
known to induce IL-1β and IL-18; however,
the response is independent of NLRP3 and
NLRC4 but dependent upon ASC. Subcuta-
neous Francisella infection of Aim2−/− mice
results in decreased IL-1β/IL-18 secretion and
cell death, which leads to increased mortality;
therefore, AIM2 appears to be a sensor during
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Francisella infection (102). How DNA from
intact bacteria is leached into the cytosol is cur-
rently unknown. However, phagosomal acid-
ification might induce bacterial lysis of a small
percentage of bacteria. A similar phenomenon
has been documented with Listeria monocyto-
genes (104). In theory the DNA would have
access to the cytosol (and hence AIM2) during
the normal infection cycle of the bacteria.

MODELS OF ACTIVATION
OF THE INFLAMMASOMES

How inflammasomes are activated is not clearly
understood. Because of the diverse nature of
PAMPs, DAMPs, and pathogens that activate
inflammasomes, it is likely that multiple path-
ways exist. In addition, the transcriptional up-
regulation of limiting factors such as pro-IL1β

and -IL18, which constitute signal 1, is a prereq-
uisite for inflammasome activation. In addition
to induced transcription of genes encoding pro-
cytokines, activation of NLRP3 transcription is
also induced by NF-κB activators such as TLR
ligands (13, 105, 106). Three models have been
put forth to explain mechanisms of inflamma-
some activation, once components of the in-
flammasome are available (Figure 2); however,
no single model accounts for the various means
by which inflammasomes are activated.

The first model posits that the generation
of reactive oxygen species (ROS) by PAMPs
and DAMPs can activate the NLRP3 in-
flammasome. This model is supported by the
observation that many of the NLRP3-specific
agonists induce ROS and that adding reactive
oxygen compounds such as hydrogen peroxide
can induce inflammasome formation. How-
ever, many biological pathways activate ROS,
but not all activate inflammasomes. In addition,
inhibition or scavenging of ROS can suppress
NLRP3 inflammasome activation (107). How-
ever, the source of ROS remains a matter of
debate, given that mice deficient in NADPH
oxidase subunits and humans with chronic
granulomatous disease (108) (characterized by
defects in NADH-oxidase subunits) are compe-
tent for inflammasome activation. A recent pa-

per demonstrated that thioredoxin-interacting
protein (TXNIP), a redox-sensitive protein,
links the ROS pathway to the inflammasome
(109), although this remains controversial
as well (see below). Therefore, the detailed
mechanism by which ROS mediates NLRP3
activation requires further clarification (110).

The second model suggests that pore for-
mation in the plasma membrane either by en-
gagement of the P2X7 receptor or by pore-
forming toxins facilitates the efflux of K+ and
the possible influx of small DAMPs or PAMPs.
Potassium efflux appears to be a common ini-
tiator for the inflammasome, as all three NLR
inflammasomes are inhibited by hyperosmotic
extracellular K+, albeit to different degrees. For
example, the NLRP1 inflammasome can form
spontaneously in the presence of hypoosmotic
K+ levels during lysis. Additionally, activation
of the NLRP1 inflammasome by anthrax LT is
inhibited by hyperosmotic extracellular K+. In-
terestingly, the T3SS that injects virulence fac-
tors such as flagellin and rod protein monomers
(NLRC4 agonists) into the host cytosol might
serve as a leaky channel for K+ efflux.

A third model speculates that inflamma-
somes are activated in response to lysosomal
damage, specifically cathepsin B leakage. Phar-
macological inhibition of cathepsin B has been
shown to inhibit inflammasome activation in re-
sponse to DAMP stimulation. Mice deficient
in cathepsin B are only partially impaired in
inflammasome activation in response to some
NLRP3 agonists. These data suggest either off-
target effects of the inhibitor or genetic redun-
dancy of the cathepsins. Indeed, either cathep-
sin B or L deficiency decreased inflammasome
activation in response to cholesterol crystals in
vivo. Future research will need to determine
whether these pathways act in concert or inde-
pendently in stimulation-dependent contexts.

INHIBITION OF THE
INFLAMMASOME BY HOST
AND MICROBES

Inhibition of inflammation (Figure 3) by the
host or pathogen is a common mechanism to
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Figure 2
Models of inflammasome activation. Coordination of a manifold series of signals culminates in the activation
of the inflammasome. Three models have been put forth to explain mechanisms of inflammasome activation.
The observation that inflammasomes are activated by a diverse array of biological molecules suggests an
indirect mechanism of sensing as opposed to a direct interaction with a receptor ligand pair. Reactive oxygen
species (ROS) are induced by many of the known activators of inflammasomes. It is postulated that the
generation of ROS, possibly via the phagosomal NADH-oxidase, releases thioredoxin-interacting protein
(TXNIP) from thioredoxin (TRX). TXNIP, which is free from TRX, can bind to NLRP3, possibly by
competing with HSP90 and SGT1, which retain NLRP3 in an inactive state. The NLRP3 TXNIP complex
facilitates inflammasome formation through an unknown mechanism that might relate to the activity of
superoxide dismutase (SOD1). Alternatively, the release of cathepsin B (and possibly other cathepsins) due to
lysosomal destabilization activates the inflammasome during phagocytosis. How cathepsin B activates the
inflammasome is currently unknown, but activation requires its enzymatic activity. The final model posits
pore formation at the plasma membrane that allows for K+ efflux. Pore formation can occur via the P2X7
receptor/pannexin-1 oligo-structure via pathogen toxins or ion channels. A modification to the last model
suggests that small PAMPs can gain cytosolic access via the P2X7 receptor/pannexin-1 hemichannel and
activate the inflammasome.

limit damage or to facilitate infection. Autoin-
hibition of the inflammasome is a key element
in limiting aberrant inflammatory responses
to sterile insults and to cell death. The het-
erogeneity of the NLR isoform expression al-
lows for intra-allelic inhibition of responses.
To date, investigators have found that most
NLRs exhibit alternative splicing to generate
isotypic variants. ASC has recently been shown

to have multiple isoforms, one of which ap-
pears to have inhibitory functions on caspase-
1 activation (111). For example, NLRP1 and
NOD2 are alternatively spliced (94, 112). The
significance of these isoforms is not currently
understood, but there is some evidence that
they can serve as either positive, negative, or
neoregulators of function to their full-length
isoforms.
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Figure 3
Inhibitors of the inflammasome. Inhibitors of the inflammasome are divided into two categories:
endogenous and exogenous. The inhibitors of the inflammasome are dynamic in nature. The molecular
mechanisms that facilitate inhibition are poorly understood. Nonetheless, their existence underscores the
importance of this pathway in controlling inflammation.

Outside of possible intra-allelic suppression
of the inflammasome, the vertebrate host en-
codes several putative dominant-negative reg-
ulators of inflammasome activity. The pyrin-
only proteins (POPs) and the CARD-only
proteins (COPs) are two examples. The POPs
are encoded by two loci in humans, cPOP1 and
cPOP2. As the name implies, by virtue of having
a pyrin domain these proteins can squelch ASC,
thereby inhibiting ASC-dependent processes
(113). COPs are hypothesized to function in
a manner analogous to that of POPs. They
are encoded by four loci, ICEBERG, INCA,
COP, and CASP12, on human chromosome
11. These proteins serve as decoy proteins for
caspase-1 (113). For example, ICEBERG is in-
duced in monocytic cells to dampen pathogen-
induced caspase-1 activation. The MEFV
encodes the pyrin protein, which is associated
with familial Mediterranean fever (FMF). Puta-
tive loss-of-function mutations in this gene are
associated with autoinflammatory fevers such
as FMF in humans, and mice deficient in Mefv
are hypersensitive to LPS by secreting excess
IL-1β (114).

The mechanism of action of pyrin is not
well defined. Depending on the system, pyrin
can act as either a positive or negative regu-
lator of the inflammasome. One model pro-
poses that pyrin via homotypic pyrin domain
interactions with ASC can inhibit inflamma-
some oligomerization. Additionally, the B30.2
domain of pyrin, which is the location of many
FMF-associated mutations, has been shown to
interact directly with the catalytic domain of
caspase-1 to prevent autoactivation (115). An
opposing model based on biochemical data sug-
gests that pyrin activates the inflammasome
(116, 117). The role of pyrin in IL-1β reg-
ulation is supported by both models; how-
ever, the molecular mechanisms that mediate
pyrin-dependent IL-1β regulation remain elu-
sive. Serpin proteinase inhibitor 9 transcrip-
tion is induced by IL-1β. Upon induction, it
binds to caspase-1 and granzyme B to inhibit
proteolysis (118). The Bcl-2 family members
Bcl-2 and Bcl-xL, which are prototypic anti-
apoptotic proteins, have been shown to specif-
ically interact with NLRP1 to inhibit ATP
binding and subsequent oligomerization (119).
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These examples of cell autonomous inhibition
provide evidence that the host has evolved mul-
tiple mechanisms to inhibit inflammation. An
intriguing study demonstrated paracrine inhi-
bition of both NLRP1 and NLRP3 inflamma-
somes by mouse effector and memory CD4 T
cells in vivo. In vitro suppression was mediated
by TNF family ligands such as CD40L (120);
however, the mechanism of inhibition is cur-
rently not understood.

Pathogen-encoded inhibitors of the inflam-
masome are found in several different types
of virus and bacteria and are reviewed in de-
tail elsewhere (121). Members of the poxvirus
family encode several examples of inhibitors of
the host immune response. The prototypic vi-
ral inhibitor of the inflammasome is cytokine
response modifier A, CrmA. CrmA is related to
mammalian serpin proteins and acts as a spe-
cific inhibitor of caspase-1 (122). The mech-
anism of inhibition may reflect the ability of
CrmA to covalently bind to the p20 subunit of
caspase-1 and inhibit the assembly of the ac-
tive tetrameric caspase-1 enzyme (123). Addi-
tional poxviruses, such as vaccinia and myxoma
viruses as well as ectromelia virus express CrmA
orthologs. Vaccinia virus encodes B13R, which
shares 92% amino acid identity with CrmA.
B13R has been shown to inhibit caspase-1 acti-
vation and IL-1β secretion (124). Myxoma and
Shope fibroma viruses target ASC. The myx-
oma virus M013L protein is an essential vi-
ral protein that targets both the inflammasome
and NF-κB pathways. Loss of M013L results
in attenuated virulence, associated with a more
robust innate immune response. M013L binds
to ASC to prevent inflammasome formation.
Additionally M013L can interact with NF-κB
to inhibit transcription of proinflammatory cy-
tokines IL-1β, TNF-α, IL-6, and CCL2 (125,
126). The Shope fibroma virus protein gp013L
can inhibit IL-1β secretion in an in vitro recon-
stituted inflammasome. Additionally, overex-
pressed gp013L can inhibit NF-κB-dependent
transcription of cytokine genes (127).

NS1, one of the ten influenza viral genes,
encodes a nonstructural protein that is critical
for evasion of cytosolic host immune responses.

The NS1 protein has pleiotropic functions
in inhibiting different immune pathways. In
particular, viruses expressing mutations in the
RNA-binding domain induce significantly
more active caspase-1 and secrete more IL-1β

and IL-18 in human macrophages and display
decreased virulence in vivo (128).

Baculovirus can inhibit caspase-1 via a
p35-dependent mechanism. In an ectopic
overexpression system, addition of p35 re-
duced IL-1β processing. Additionally, purified
p35 was shown to retard caspase-1 activity
(129). The ability of p35 to inhibit caspase-1
might be attributable to its ability to inhibit a
range of initiator caspases by virtue of being a
promiscuous substrate.

Bacterial inhibition of the inflammasome
has been demonstrated by Yersinia, Pseu-
domonas, Mycobacterium spp., and Francisella.
Yersinia enterocolitica infection activates both
the NLRP3 and NLRC4 inflammasomes (130).
Yersinia encodes a family of outer proteins
(Yops) that are injected into the host cytosol by
T3SS. These proteins manipulate several key
host responses. YopE, YopT, and YopK inhibit
inflammasome activity (130, 131), and YopP in-
hibits NF-κB-dependent IL-1β transcription.
Yersinia strains deficient in YopE, YopP, or
YopT induce more robust IL-1β secretion dur-
ing infection of mouse macrophage cell lines,
whereas strains deficient in YopK are defective
in bacterial clearance in vivo. The mechanism
of inhibition of these proteins requires further
study.

Pseudomonas aeruginosa is a potent activa-
tor of the NLRC4 inflammasome. This acti-
vation is mediated by flagellin-dependent and
-independent mechanisms. The PA103 strain
fails to induce robust IL-1β secretion in vivo.
Sutterwala et al. (132) demonstrate that ExoU
is responsible for this phenotype. An isogenic
strain deficient in ExoU induces robust IL-1β

(132). Although the mechanism by which ExoU
inhibits the inflammasome is not currently un-
derstood, the phospholipase activity of ExoU is
necessary for inflammasome inhibition.

The role of IL-1β in mycobacterial in-
fections has recently been investigated. The
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mechanism by which IL-1β is activated during
mycobacterial infection remains controversial
as Casp1−/− mice secrete equivalent amounts
of IL-1β in vivo and have an increased mean
survival time relative to IL-1β-deficient ani-
mals (133). However, small interfering RNA
(siRNA) silencing of NLRP3 and ASC, in a hu-
man transformed cell line, results in diminished
caspase-1 activation and IL-1β secretion (134).
The BCG strain of Mycobacterium tuberculosis
encodes Zmp1, a Zn2+ metalloprotease, and
suppresses inflammasome function, and strains
deficient in this gene are attenuated in their
ability to inhibit caspase-1. Zmp1 suppression
is not limited to BCG; it also acts across
multiple NLRP3 agonists (135).

Francisella tularensis does not provoke a sub-
stantial proinflammatory response, unlike other
gram-negative bacterial pathogens. The live
vaccine strain of Francisella tularensis encodes
two loci that inhibit inflammasome activation:
ripA and mviN (136, 137). Although the func-
tion of RipA is unknown, it can inhibit the
MAPK pathway as well. MviN is a flippase
that inhibits caspase-1 activation in an AIM2-
dependent manner. The mechanisms by which
these proteins inhibit inflammation are not
currently understood.

Streptococcus pneumoniae expresses pneu-
molysin, a pore-forming exotoxin. Strains defi-
cient in pneumolysin have decreased virulence
in mice, and pneumolysin has been shown to
induce IL-1β and TNF-α in human mononu-
clear cells, possibly in a similar mechanism to
other pore-forming toxins. It is noteworthy that
during infection of human dendritic cells (DCs)
with pneumolysin-deficient S. pneumoniae,
caspase-1 activation is decreased, and, paradox-
ically, secretion of IL-1β is increased, suggest-
ing a dynamic role for pneumolysin in IL-1β

maturation (138). Caspase-1-independent acti-
vation of IL-1β has been described. However,
the role of caspase-1-independent IL-1β pro-
duction in vivo is poorly understood.

Overall, the host-pathogen interactome is
dynamic in nature. Viruses have co-opted ver-
tebrate genes and use them to circumvent
the immune system. Bacteria have evolved

elaborate mechanisms as well. The specific tar-
geting of the inflammasome by pathogens un-
derscores its importance in innate immunity.

THE INFLAMMASOME
IN METABOLIC DISORDERS
AND CANCER

The NLRP3 Inflammasome
and Metabolic Disorders

The incidences of metabolic disorders such
as obesity, type 2 diabetes mellitus (T2DM),
and atherosclerosis have increased dramat-
ically in recent decades, and these diseases
constitute serious threats to human health.
According to estimates from the World Health
Organization, more than one billion adults
worldwide are overweight, and 300 million of
them are clinically obese (139). Furthermore,
estimates suggest that T2DM will affect at least
350 million people by 2030 (140). During the
past decade, it has become clear that chronic
inflammation is a key predictor of metabolic
disorders. For example, obesity is associated
with upregulated cytokine production and
activation of inflammatory signaling pathways
(141). TNF, interleukins, and cytokine-like
proteins known as adipokines have been linked
to the development of insulin resistance associ-
ated with T2DM (142). Atherosclerosis has also
been associated with chronic inflammation. Ac-
cumulation of immune cells and cytokine pro-
duction are hallmarks of atherosclerotic plaques
(143).

IL-1β is one of the proinflammatory
cytokines involved in the pathogenesis of
metabolic disorders. For example, prolonged
IL-1β treatment reduces glucose transporter
type 4 (GLUT4) expression and translocation
to the plasma membrane in 3T3-L1 adipocytes
and human adipocytes, which lead to a de-
creased insulin-stimulated glucose uptake
and lipogenesis (144). IL-1β has also been
implicated as an effector molecule involved
in inflammation-promoted β cell destruction
leading to type 1 diabetes mellitus (T1DM)
(145). High levels of glucose induce IL-1β
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secretion in vitro and promote functional
impairment and apoptosis of β cells in an
autocrine manner (109). In Apoe−/− mice that
spontaneously develop atherosclerosis owing
to hypercholesterolemia, IL-1β deficiency
results in an attenuated development of
atherosclerotic lesions, indicating that IL-1β

plays an essential role in the pathogenesis of
atherosclerosis (146).

Findings from experimental studies suggest
that IL-1β blockade may serve as a therapeutic
regimen for metabolic diseases. Indeed, two
recent clinical studies reported protective roles
for either IL-1 receptor antagonist (IL-1ra) or
IL-1β antibody in treating T2DM (145, 147).
In a double-blind, parallel-group trial involving
70 patients with T2DM, Anakinra improved
glycemia and β cell secretory function and re-
duced markers of systemic inflammation (147).
Another study reported that a single injection
of anti-IL-1β antibody could improve insulin
secretion (145). In summary, both clinical
and experimental findings suggest that IL-1β

impairs insulin signaling and induces the
development and/or maintenance of insulin re-
sistance. Interestingly, glyburide, a widely used
T2DM drug, inhibits NLRP3 inflammasome–
mediated caspase-1 activation and IL-1β/IL-18
secretion, raising the possibility that IL-1β

inhibition potentially contributes to the
antidiabetic effects of glyburide (148).

Despite the extensive investigation of
the role of IL-1β in metabolic diseases, the
mechanisms whereby IL-1β is generated and
released during metabolic stress conditions
remain elusive. Two recent studies reported
that a high level of glucose (109) and islet
amyloid polypeptide (IAPP) (110) are key
inducers of IL-1β generation and the NLRP3
inflammasome activation. The former (109)
suggests that a high level of glucose induces
ROS generation, which subsequently activates
the NLRP3 inflammasome by mediating the
direct binding of NLRP3 and TXNIP in β

cells. The latter (110) reported that neither
glucose nor TXNIP mediates the NLRP3 in-
flammasome activation and IL-1β processing.

Instead, they found that IAPP induced the
NLRP3 inflammasome activation and IL-1β

maturation. IAPP is a hormone secreted
together with insulin and deposited in the islet
interstitium in the patients with T2DM. It is
known that IAPP exhibits a cytotoxic effect on
β cells and induces cell dysfunction and apop-
tosis (149). Therefore, these studies provide a
mechanistic insight into the link between the
NLRP3 inflammasome and T2DM.

A recent study also indicates a cen-
tral role for the NLRP3 inflammasome in
atherosclerosis (34). Atherosclerosis is a
chronic inflammatory disease characteristic of
the accumulation of lipid components and the
recruitment of immune cells in atherosclerotic
lesions (143). Despite the intensive investiga-
tion of the involvement of immune cell types
such as macrophages, DCs, lymphocytes, and
NK cells in the development of atherosclerotic
plaque, agents that promote inflammation and
recruit other immune cells in an early phase
of atherosclerosis remain largely undescribed.
Duewell et al. (34) observed a deposition
of minute cholesterol crystals in early diet-
induced atherosclerotic lesions, which was
associated with macrophage recruitment.
Cholesterol crystals generated in vitro induced
NLRP3/ASC inflammasome activation and
caspase-1/IL-1β/IL-18 cleavage in LPS-
primed human peripheral blood mononuclear
cells and mouse macrophages. Mechanistically,
cholesterol crystal–induced NLRP3 inflamma-
some activation was sensitive to cytochalasin
D and bafilomycin treatment, suggesting the
requirement of phagocytosis and lysosome
acidification in this process (34). This is con-
sistent with the common theme that NLRP3
inflammasome activation can be induced by
crystals such as MSU, silica, or asbestos (30, 42,
44). Furthermore, in vivo experiments using
bone marrow chimera suggest a critical role
for myeloid cell–derived NLRP3, ASC, and
IL-1α/β in the development of atherosclerotic
lesions. Because ROS also promotes the
development of atherosclerosis (150), it will be
of interest to test the involvement of ROS in
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cholesterol crystal–induced NLRP3 inflam-
masome activation.

The NLRP3 Inflammasome
in Intestinal Inflammation
and Tumorigenesis

Colorectal cancer is a leading contributor to
cancer-related deaths in the United States and
is a major complication of inflammatory bowel
diseases such as ulcerative colitis and Crohn’s
disease (151). Inflammatory bowel disease and
colorectal cancer are commonly associated with
the exaggerated production of inflammatory cy-
tokines. Inflammatory cytokines such as IL-
1α/β, IL-6, and TNF-α play an essential role in
inflammation-promoted tumorigenesis (152).
Based on the key role of the caspase-1 in-
flammasome in IL-1β processing, we and oth-
ers studied the role of the NLRP3 inflam-
masome in colitis and colitis-associated cancer
(CAC).

Using dextran sulfate sodium (DSS)-
induced colitis and DSS+azoxymethane-
induced CAC animal models, several groups
unexpectedly found that a protective role is
played by components of the inflammasome
in controlling intestinal homeostasis and
preventing tumorigenesis (153–155). Mice
deficient in NLRP3, ASC, or caspase-1 were
more susceptible to colitis and CAC. This
phenotype was associated with decreased
secretion of IL-1β and IL-18 locally and
systemically. Our data suggest that NLRP3
derived from the hematopoietic compartment,
rather than from intestinal epithelial cells or
stromal cells, is responsible for protection
against increased intestinal inflammation and
tumorigenesis. Similarly, ASC and caspase-1
are also protective against inflammation-driven
intestinal tumorigenesis (153). Kanneganti and
colleagues (154) focused on the DSS-induced
acute colitis model and showed that NLRP3
signaling is critical for protection against
DSS-induced colitis but that NLRP3 signaling
in nonhematopoietic cells is more important
for protection against DSS-induced colitis

than NLRP3 expression in the hematopoietic
compartment. Furthermore, Saleh and col-
leagues (155) observed a similar protective
role played by caspase-1 against DSS-induced
colitis. Casp1−/− mice exhibited enhanced
intestinal inflammation and NF-κB activation
and impaired tissue repair after DSS treatment
(155). Because IL-1β induces the activation of
NF-κB and MAPK pathways by binding to the
IL-1 receptor and promoting the production
of other proinflammatory cytokines (156),
it is unlikely that IL-1β is responsible for
the NLRP3-mediated protective function in
colitis and CAC animal models, although the
usage of IL-1β-deficient mice is required to
test the hypothesis. Instead, IL-18 is required
for intestinal homeostasis and inflammation.
Using Il18−/− and Il18r1−/− mice, one group
(157) found that IL-18 signaling protects
against tissue damage in DSS-induced colitis
and DSS+azoxymethane-induced CAC ani-
mal models. Furthermore, exogenous IL-18
rescued Casp1−/− mice from the loss of body
weight in colitis-induced colitis (154). There-
fore, IL-18 seems to be responsible for the
NLRP3 inflammasome–mediated protective
role against intestinal inflammation, tissue
damage, and tumorigenesis.

In addition to the inflammation-driven CAC
tumor model, mice injected with EL4 or EG7
thymoma cells have also been used to in-
vestigate the role of the NLRP3 inflamma-
some in tumorigenesis; thus, injecting mice
induces a cytotoxic T lymphocyte (CTL)-
mediated antitumor response (158). The study
reported that the NLRP3 inflammasome is
required for a chemotherapy-mediated anti-
tumor response. Mechanistically, the NLRP3
inflammasome is activated by ATP released
from chemotherapy-induced dying tumor cells
and further activates IFN-γ-producing CTLs
through IL-1β secretion. Given that the con-
centration of exogenous ATP used to acti-
vate the NLRP3 inflammasome is much higher
than that of ATP released from chemotherapy-
induced dying tumor cells (mM versus μM),
other endogenous NLRP3 activators, such as
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uric acid, may be released during chemother-
apy to activate the NLRP3 inflammasome
in vivo.

The NLRP3 Inflammasome
and Liver Injury

Although the NLRP3 inflammasome plays a
protective role in tissue damage during DSS-
induced colitis, a study of the acetaminophen
(APAP)-induced liver injury animal model indi-
cates that the NLRP3 inflammasome amplifies
the immune response and exacerbates liver
damage (159). APAP treatment induces hepato-
toxicity through a toxic metabolic intermediate
product, leading to hepatocyte cell death. In
response to the initial hepatocytic cell death,
the activation of an innate immune response,
including inflammatory cytokine production
and the recruitment and activation of immune
cells such as macrophages, neutrophils, and NK
cells, results in sustained sterile inflammation
and liver dysfunction. A recent study identified
TLR9 and the NLRP3 inflammasome as key
mediators in APAP-induced liver injury and in-
flammation. TLR9 detects endogenous DNA
released after APAP-induced liver cell death
and upregulates the production of pro-IL-1β

and pro-IL-18, which are further cleaved by the
NLRP3 inflammasome. Therefore, TLR9 and
the NLRP3 inflammasome play nonredundant
roles during APAP-induced liver injury and
inflammation. However, the stimulus that acti-
vates the NLRP3 inflammasome in this model
has not been fully investigated. Based on acute
and intensive cell death induced by APAP
treatment, uric acid, ATP, mitochondria,
and/or hyaluronan that are released from dead
cells may activate the NLRP3 inflammasome
in TLR9-activated macrophages. Further-
more, AIM2 has recently been identified as a
cytosolic DNA sensor that mediates caspase-1
activation and IL-1β/IL-18 processing (102,
103). Further studies are warranted to test the
role of AIM2 in liver injury and other disease
models that involve extensive cell death such as
sepsis.

The NLRP3 Inflammasome
and Adaptive Immune Responses

Besides the proinflammatory role of the
NLRP3 inflammasome in innate immune
responses, recent studies strongly suggest that
NLRP3 inflammasome–mediated cytokines
such as IL-1β and IL-18 play an essential
role in shaping adaptive immune responses.
Several immunogenic T cell–mediated disease
models have been employed to investigate the
role of the NLRP3 inflammasome, including
experimental autoimmune encephalomyelitis
(EAE), arthritis, and CTL-mediated antitumor
responses.

IL-1 signaling reportedly regulates early
Th17 cell differentiation and plays an essential
role for EAE induction (160). Mechanistically,
IL-1 signaling induces the expression of IFN
response factor (IRF) 4 and RORγt, two
essential transcription factors involved in
Th17 differentiation. IL-1β has also been
shown to cooperate with IL-23 by inducing
the development of IL-17-producing γδ T
cells and thereby promoting EAE development
(161). More importantly, the differentiation
of human Th17 cells requires the presence of
IL-1β (162, 163). Therefore, IL-1β promotes
Th17 cell differentiation in both humans and
mice. Although IL-1β and IL-18 activate
similar signaling pathways such as NF-κB,
JNK, and p38 MAPK by recruiting similar in-
tracellular adaptor molecules (MyD88, IRAK,
and TRAF6), clear differences exist between
IL-1β and IL-18 in mediating T cell differen-
tiation. In contrast to IL-1β, the role of IL-18
signaling in Th cell differentiation depends
on other cooperative cytokines. For example,
the synergy of IL-18 with IL-12 induces IFN-
γ-producing Th1 cells (164), whereas IL-18
in combination with IL-2 enhances the pro-
duction of IL-13, a Th2 cytokine. Finally, by
cooperating with IL-23, IL-18 amplifies IL-17
production from polarized Th17 cells. Thus,
compared with IL-1β, IL-18 exhibits more
flexible functions in shaping adaptive T cell
responses, which may explain the distinct func-
tions between IL-1β and IL-18 in some disease
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models such as intestinal inflammation and
T2DM.

Based on the role of IL-1β and IL-18 in T
cell differentiation and autoimmune diseases,
several groups investigated the role of the
inflammasome in T cell–mediated disease
models. Our data indicate a strong role for
NLRP3 in exacerbating EAE development.
This is attributed to the requirement of
NLRP3 in antigen-presenting macrophages
and DCs to optimally activate naive T cells to
form Th1 and Th17 effector cells. Surprisingly,
only differences in IL-18 but not in IL-1β

were detected in the absence of NLRP3.
Verification of an important role for IL-18
was provided by a study of Il18−/− mice, which
exhibited a protective phenotype against EAE
similar to that of Nlrp3−/− mice, accompanied
by reduced IFN-γ and IL-17 (165). Another
study also reported that ASC and caspase-1 are
required for EAE development by mediating
Th1 and Th17 responses; however, they did
not find a role for NLRP3 (166). In another
study, ASC exacerbated antigen-induced
arthritis in an inflammasome-independent and
T cell–intrinsic role (167, 168). However, the
mechanism of ASC-mediated intrinsic T cell
activation was not shown. The reason for this
discrepancy is not clear but is probably due to
different animal models.

Early work has shown that NLRP3 and
ASC mediate contact hypersensitivity, which is
composed of T cell–mediated cellular immune
responses to contact allergens (132). As men-
tioned above, more recent work using mice
bearing mutant Nlrp3 gene variants equivalent
to those found in MWS showed that the mice
exhibited a skin inflammation that is character-
ized by a dominant Th17 response (24). Also
mentioned above, in a CTL-mediated antitu-
mor response, the NLRP3 inflammasome in
DCs is essential for CTL induction and tumor
killing during chemotherapy, which is depen-
dent on IL-1β-mediated IFN-γ production
(158). In summary, the NLRP3 inflammasome
mediates the production of IL-1β and IL-18,
which cooperate with other inflammatory cy-
tokines to regulate the generation of T effector

cells and influence disease progression. These
studies expand the role of the inflammasome
to the regulation of adaptive immunity.

The NLR and Signaling Pathways
Other than the Inflammasome

Although the focus of this review is on NLRs
that regulate inflammasome activation, it is
notable that there are other NLR-regulated
pathways. As our group has reviewed these
other NLRs in a recent review (169), these
findings are only briefly summarized here.
Key pathways that are controlled by NLRs are
NF-κB/MAP kinase activation and type I IFN
(IFN-α/β) induction. The NOD1 and NOD2
proteins were the first NLRs found to regulate
NF-κB and MAPK and have been extensively
reviewed elsewhere. Our own studies suggest
that NLRP12 (also known as Monarch-1 or
PYPAF7) suppresses the activation of the
noncanonical NF-κB pathway by reducing the
level of NIK via a proteasome-dependent path-
way by using both overexpression and siRNA
approaches (170). Another NLR, NLRC5,
has been recently characterized as a negative
regulator in both NF-κB and type I IFN
signaling pathways (171). NLRC5 contains an
N-terminal CARD-like domain and is widely
expressed in various tissues and cell types in
both human and mouse. Cui et al. (171) showed
that NLRC5 negatively regulates canonical
NF-κB activation and directly interacts with
IKKα and IKKβ to inhibit their phosphory-
lation. However, NF-κB activation was not
affected by NLRC5 in two other studies (172,
173). Considering the limitation of overex-
pression and siRNA approaches, generation of
Nlrc5−/− mice is required to fully understand
the function of NLRC5 in the immune system.

Several recent reports have also identified
the intersection of NLRs with IFN-α/β
production. The first NLR found to play
such a role is NLRX1 (174). NLRX1 is
specifically located at the mitochondria by
a mitochondrial-targeting sequence at its N
terminus. It interacts with the mitochondrial
antiviral signaling protein (MAVS; also known
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Figure 4
In vivo activation of inflammasomes. During infection, injury, or sterile
inflammation, the inflammasome becomes directly and indirectly activated.
The initial event leads to caspase-1 activation, IL-1β and IL-18 secretion, and
cell death. Cell death can release a second series of inflammasome agonists such
as ATP, hyaluronan, and uric acid that can activate the inflammasome in a
paracrine manner to augment the response. The elaboration of IL-1β and
IL-18 contributes to the recruitment of additional effector cell populations.
The perpetuation of the inflammatory cascade culminates either in resolution
of inflammation and infection or in chronic inflammatory diseases.

as IPS-1, VISA, and Cardif ), which serves as
an immune-activating adaptor for type I IFN
production. MAVS activates the transcription
factors IRF3 and NF-κB signaling pathways,
leading to the production of IFN-α/β and
proinflammatory cytokines such as IL-6.
During viral infection, MAVS interacts with
members of the RLR family, which are RNA
helicases that can interact with viral RNA to
cause IRF3 and NF-κB activation, leading
to Ifna/b gene transcription. MAVS-RIG-I
interaction is impeded by NLRX1, thus the
latter serves as a negative regulator of IFN-α/β
induction. In contrast, NOD2 uses MAVS to
activate an anti-viral IRF3 response, leading to
enhanced IFN-α/β induction (175). Finally,
one report has shown that NLRC5 can inhibit
RIG-I/MDA5-mediated type I IFN production
by directly interacting with the two molecules,
but not with MAVS (171). However, two
other studies reported different functions of
NLRC5 in the immune system (172, 173)
and found that NLRC5 positively mediates
the generation of type I IFN and anti-viral
target genes. The biologic relevance of these
less-studied NLRs in IFN-α/β remains to be
validated in physiologically relevant systems.

CONCLUDING REMARKS

A key function of a subgroup of NLR pro-
teins is to mediate inflammasome function.
NLR-mediated inflammasome activation is im-
portant in host response not only to bacteria,
fungi, viruses, and possibly parasites, but also
to DAMPs (Figure 4). In addition, the roles of
these NLRs have been extended to metabolic
disorders, tumorigenesis, cancer treatment, and
autoimmune disorders. Despite this wealth of
information, the exact mode by which the NLR
inflammasome is activated is still unclear and
awaits the identification of other mediators and
interacting partners to fully elucidate the mech-
anism of its action.
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SUMMARY POINTS

1. The inflammasome is activated by a diverse battery of self- and foreign entities.

2. Host- and pathogen-derived inhibitors of the inflammasome act either to control inflam-
mation or to facilitate infection.

3. There are three models to explain inflammasome activation: (a) induction by reactive
oxygen species, (b) lysosomal destabilization, or (c) pore formation and K+ efflux and
possibly PAMP influx.

4. Inflammasome activation and chronic inflammation drive metabolic disease progression,
contribute to carcinogenesis, and instruct the adaptive immune response.
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