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Foreword

george benston was my friend for much of our lives. He was a master of 
economics, fi nance, and accounting. No one surpassed him at this combination 
of disciplines.

George made many contributions. As we think about the use of mark-to-mar-
ket accounting in the current economic crisis, we recognize how rare his skills 
were and how valuable his analysis of that issue would be.

George was a skeptic, a very good one. He did not accept popular arguments; 
he always wanted to evaluate the evidence to see whether it supported popular 
claims. Often he showed that the facts did not support popular beliefs.

I fi rst met George about 1962 when he was a graduate student at Chicago. I think 
he came to a job interview at the University of Pittsburgh. He came over to visit and 
talk. We ended by having dinner. That was the start of our long friendship.

At the time, George was working on two landmark papers. One was his study 
of the antecedents of the Glass-Steagall Act. He showed that most of the case for 
the act was based on repeated reference to an unsupported allegation. There was 
no evidence that the combination of investment and commercial banking con-
tributed to the Great Depression, as the proponents claimed. The second paper 
was an analysis of the case for banning payment of interest on demand deposits. 
Again, the proponents supported their charges with unsupported claims that his 
examination dismissed as incorrect and unfounded.

George’s research covered a very large range of issues. Much of it remains highly 
relevant today. He did careful and valuable work on banking structure, economies 
of scale, discrimination in lending, deposit insurance, safety and soundness, and 
much more.

At one point, he was named to the Home Loan Bank Board. His research record 
frightened key members of Congress, who had to approve his appointment. They 
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did not want a skeptical George Benston looking closely at the regulation of sav-
ings and loans or their relation with members of Congress.

One of George’s major successes is FDICIA, the Federal Deposit Insurance 
Corporation Improvement Act. At a conference on banking problems, George 
Benston and George Kaufman proposed a way to reduce or possibly eliminate 
the cost to the public of fi nancial failures. They called it “early intervention” and 
proposed steps that regulators should take to reorganize failing fi nancial fi rms. 
The presentation was timely. Lenient Federal Reserve policies allowed banks to 
function long past the point at which their capital was exhausted. The result was 
higher claims and payments by the FDIC. To avoid the need for a possible bailout 
of the FDIC, Congress adopted a weaker version of early intervention.

George’s life had three centers of interest: work, art, and family. He was great at 
each of them. We will miss him.

Allan H. Meltzer



Preface

it is an honor to be the editor of a two-volume collection of George 
Benston’s academic work. The selection of these essays was no small task. George 
was a remarkable scholar in both the range of his interests and the breadth of his 
accomplishments. Simply put, he was a world-class scholar in the fi elds of bank-
ing, economics, accounting, and fi nance, with more than 100 articles published 
in the professional journals. In addition, George authored or coauthored 7 books 
and 14 monographs. It was therefore necessary to assemble a group of people in 
each of these areas to assist me in the selection process.

For volume 2, which comprises his major work in accounting and fi nance, 
we enlisted the services of Greg Waymire (Emory University) and Rashad Abdel-
Khalik (University of Illinois) to select essays from the accounting literature. 
Similar to volume 1, we do not have a special section on policy matters, since 
the selected essays incorporate most of these issues. This is best demonstrated in 
his essay titled “Required Disclosure and the Stock Market: An Evaluation of the 
Securities Exchange Act of 1934” (American Economic Review, 1973). In this essay, 
George conducted empirical work on major policy issues concerning the Securi-
ties Exchange Act of 1934. His essay on “Published Corporate Accounting Data 
and Stock Prices” ( Journal of Accounting Research, 1967) was a groundbreaking 
article that showed the relationship between corporate earnings and stock prices. 
It was the fi rst major publication in the accounting literature on this important 
topic, a fact that many accounting scholars are unaware of. George’s essay “Multi-
ple Regression Analysis of Cost Behavior” (Accounting Review, 1966), which shows 
how a sophisticated statistical tool can be used to estimate cost functions and eval-
uate corporate performance, further demonstrates the breadth of his academic 
interests. George was naturally drawn to controversial issues, so we include his 
essay “Fair-Value Accounting: A Cautionary Tale from Enron” ( Journal of Account-
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ing and Public Policy, 2006). He points out that Enron’s use (or misuse) of fair-
value accounting rules was primarily responsible for its demise. His essay “DAAM: 
The Demand for Alternative Accounting Measurements” ( Journal of Accounting 
Research, 1978) was chosen because George was adamant about the selection bias 
in survey data, a view he held his entire academic career. George wrote extensively 
on issues relating to accounting and fi nancial disclosures. Accordingly, we include 
“Public (U.S.) Compared to Private (U.K.) Regulation of Corporate Financial Dis-
closure” (Accounting Review, 1976) and another publication titled “The Value of 
the SEC’s Accounting Disclosure Requirements” (Accounting Review, 1969). His 
fi nal essays in this part, “Financial Reporting of Derivatives: An Analysis of the 
Issues, Evaluation of Proposals, and a Suggested Solution” ( Journal of Financial 
Engineering, 1995) and “Principles- versus Rules-Based Accounting Standards: 
The FASB’s Standard Setting Strategy” (Abacus, 2006) further demonstrate his 
research versatility.

The second part of volume 2 is devoted to George’s publications in the fi nance 
literature. The selectors include Lemma Senbet (University of Maryland) and 
myself. Similar to his scholarly work in banking and accounting, George’s research 
interests in fi nance were broad and dealt with issues that were quite controver-
sial. In the area of consumer fi nance, he published a number of articles that were 
well cited in the literature. “Risk on Consumer Finance Company Personal Loans” 
( Journal of Finance, 1977) investigates the principal factors responsible for the 
loan losses experienced by consumer fi nance companies. He wrote a companion 
essay titled “Rate Ceiling Implications of the Cost Structure of Consumer Finance 
Companies” ( Journal of Finance, 1977), where he shows that the ceiling rates of 
interest permitted by state small loan laws for consumer cash loans are inversely 
rated to the loan size. This fi nding suggests that the size-of-loan method of stat-
ing ceiling rates is inappropriate. George’s work in the area of security transaction 
costs was also quite extensive. “Determinants of Bid–Asked Spreads in the Over-
the-Counter Market” ( Journal of Financial Economics, 1974) explored the causal 
factors impacting on the bid–ask spreads of unlisted common stocks. George’s last 
publication was “Why Effective Spreads on NASDAQ Were Higher Than on the 
New York Stock Exchange in the 1990s” ( Journal of Empirical Finance, 2008). In it, 
he challenged the widespread belief that the wider bid–ask spreads on over-the-
counter stocks were primarily due to collusion among the NASDAQ market mak-
ers. He shows quite convincingly that the principal cause can instead be attributed 
to the trading activities of a sophisticated group of traders (known as SOES ban-
dits) and that any collusion that took place was of a secondary cause. In the area of 
bank regulation, we chose two of his essays: “A Transactions Cost Approach to the 
Theory of Financial Intermediation” ( Journal of Finance, 1976) and “The Impact 
of Maturity Regulation on High Interest Rate Lenders and Borrowers” ( Journal 
of Financial Economics, 1977). His essay “The Self-Serving Management Hypoth-
esis: Some Evidence” ( Journal of Accounting and Economics, 1985) showed that 
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corporate managers of conglomerates in the 1970s appeared to act in the best 
interests of their shareholders. This conclusion was contrary to the popular belief 
that managers of highly diversifi ed fi rms were primarily concerned with benefi t-
ing themselves at the expense of their shareholders.

Overall, we think that this collection provides the reader with a fairly complete 
representation of George’s academic work in these areas. It is unfortunate that we 
will never know which future research projects he would have pursued. However, we 
do know that the issues would have been timely, important, and, above all, extremely 
challenging. It is an understatement to say that George will be greatly missed by both 
the academic profession and everyone who was fortunate to know him.

James Rosenfeld
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3

1
Multiple Regression Analysis 

of Cost Behavior

1. The use of statistical analysis for auditing and control is outside the scope of this essay. Excel-
lent discussions of these uses of statistics may be found in Richard N. Cyert and H. Justin Davidson, 
Statistical Sampling for Accounting Information (Prentice Hall, 1962), and Herbert Arkin, Handbook of 
Sampling for Auditing and Accounting, Volume I: Methods (McGraw-Hill, 1963).

accountants probably have always been concerned with measuring
and reporting the relationship between cost and output. The preeminence of 
fi nancial accounting in this century resulted in directing much of our attention 
toward attaching costs to inventories. However, the recent emphasis on decision 
making is causing us to consider ways of measuring the variability of cost with 
output and other decisions variables. In this essay, the application, use, and limi-
tations of multiple regression analysis, a valuable tool for measuring costs, are 
discussed.1

A valid objection to multiple regression analysis in the past has been that its 
computational diffi culty often rendered it too costly. Today, with high-speed com-
puters and library programs, this objection is no longer valid: most regression 
problems ought to cost less than $30 to run. Unfortunately, this new ease and 
low cost of using regression analysis may prove to be its undoing. Analysts may 
be tempted to use the technique without adequately realizing its technical data 
requirements and limitations. The GI-GO adage, “garbage in, garbage out,” always 
must be kept in mind. A major purpose of this essay is to state these requirements 
and limitations explicitly and to indicate how they may be handled.

The general problem of cost measurement is discussed in the fi rst section of 
this essay. Multiple regression analysis is considered fi rst in relation to other meth-
ods of cost analysis. Then its applicability to cost decision problems is delineated. 
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Second, the method of multiple regression is discussed in nonmathematical terms 
so that its uses can be understood better. The third section represents the “heart” of 
the essay. Here the technical requirements of multiple regression are outlined, and 
the implications of these requirements for the recording of cost data in the fi rm’s 
accounting records are outlined. The functional form of the regression equation 
is then considered. In the fi nal section, we discuss some applications for multiple 
regression analysis.

The General Problem

In his attempts to determine the factors that cause costs to be incurred and the 
magnitudes of their effects, the accountant is faced with a formidable task. Engi-
neers, foremen, and others who are familiar with the production process being 
studied usually can provide a list of cost-causing factors, such as the number of 
different units produced, the lot sizes in which units were made, and so forth. 
Other factors that affect costs, such as the season of the year, may be important, 
though they are more subtle than production factors. The accountant must sepa-
rate and measure the effects of many different causal factors whose importance 
may vary in different periods.

Commonly Used Methods of Cost Analysis

Perhaps the most pervasive method of analyzing cost variability is separation of 
costs into two or three categories: variable, fi xed, and sometimes semivariable. But 
this method does not provide a solution to the problem of measuring the costs 
caused by each of many factors operating simultaneously. In this “direct costing” 
type of procedure, output is considered to be the sole cause of costs. Another objec-
tion to this method is that there is no way to determine whether the accountant’s 
subjective separation of costs into variable and fi xed is reasonably accurate. Divid-
ing output during a period into variable cost during that period yields a single 
number (unit variable cost) whose accuracy cannot be assessed. If the procedure 
is repeated for several periods, it is likely that different unit variable costs will 
be computed. But the accountant cannot determine whether the average of these 
numbers (or some other summary statistic) is a useful number. Another impor-
tant shortcoming of this method is the assumption of linearity between cost and 
output. While linearity may be found, it should not be assumed automatically.

A variant of the fi xed-variable method is one in which cost and output data 
for many periods are plotted on a two-dimensional graph. A line is then fi tted 
to the data, the slope being taken as variable cost per unit of output. When the 
least-squares method of fi tting the line is used, the procedure is called simple 
linear regression. Until the recent advent of computers, simple regression was 
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 considered to be quite sophisticated.2 While it was recognized that its use neglects 
the effects on cost of factors other than output, it was defended on the then rea-
sonable grounds that multiple regression with more than two or three variables is 
too diffi cult computationally to be considered economically feasible.

Multiple Regression

Multiple regression can allow the accountant to estimate the amount by which the 
various cost-causing factors affect costs. A very rough description is that it mea-
sures the cost of a change in one variable, say, output, while holding the effects on 
cost of other variables, say, the season of the year or the size of batches, constant. 
For example, consider the problem of analyzing the costs incurred by the shipping 
department of a department store. The manager of the department believes that 
his costs are primarily a function of the number of orders processed. However, 
heavier packages are more costly to handle than are lighter ones. He also considers 
the weather an important factor; rain or extreme cold slows down delivery time. 
We might want to eliminate the effect of the weather, since it is not controllable. 
But we would like to know how much each order costs to process and what the 
cost of heavier against lighter packages is. If we can make these estimates, we can 
(1) prepare a fl exible budget for the shipping department that takes account of 
changes in operating conditions, (2) make better pricing decisions, and (3) plan 
for capital budgeting more effectively. A properly specifi ed multiple regression 
equation can provide the required estimates.

A criticism of multiple regression analysis is that it is complicated, and so 
would be diffi cult to “sell” to lower management and supervisory personnel. How-
ever, the method allows for a more complete specifi cation of “reality” than do 
simple regression or the fi xed-variable dichotomy. Studies have shown that super-
visors tend to disregard data that they believe are “unrealistic,” such as those based 
on the simplifi cation that costs incurred are a function of units of output only.3

Therefore, multiple regression analysis should prove more acceptable to supervi-
sors than procedures that require gross simplifi cation of reality.

The regression technique also can allow the accountant to make probability 
statements concerning the reliability of the estimates made.4 For example, he may 
fi nd that the marginal cost of processing a package of average weight is $0.756, when 

2. National Association of Accountants, Separating and Using Costs as Fixed and Variable, June 
1960.

3. H. A. Simon, H. Guetzkow, G. Kozmetsky, and G. Tyndall, Centralization versus Decentralization 
in Organizing the Controllers Department (New York: Controllership Foundation, 1954).

4. This and the following statements are made in the context of a Bayesian analysis, in which the 
decision maker combines sample information with his prior judgment concerning unknown param-
eters. In the examples given, a jointly diffuse prior distribution is assumed for all parameters.
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the effects on cost of different weather conditions and other factors are accounted 
for. If the properties underlying regression analysis (discussed below) are met, the 
reliability of this cost estimate may be determined from the standard error of the 
coeffi cient (say, $0.032) from which the accountant may assess a probability of .95 
that the marginal cost per package is between $0.692 and $0.820 (0.756 ± 0.064).

Multiple regression analysis, then, is a very powerful tool; however, it is not 
applicable to all cost situations. To decide the situations for which it is best used, 
let us fi rst consider the problem of cost estimation in general and then consider 
the subclass of problems for which multiple regression analysis is useful.

Types of Cost Decision Problems

In general, cost is a function of many variables, including time. For example, 
the cost of output may be affected by such conditions as whether production is 
increasing or decreasing, the lot sizes are large or small, the plant is new or old, the 
White Sox are losing or winning, and so forth. Since there is some change in the 
environment of different time periods or in the circumstances affecting different 
decisions, it would seem that the accountant must make an individual cost analysis 
for every decision considered.

However, the maximization rule of economics also applies to information tech-
nology: the marginal cost of the information must not exceed the marginal rev-
enue gained from it. The marginal revenue from cost information is the additional 
revenue that accrues or the losses that are avoided from not making mistakes, such 
as accepting contracts where the marginal costs exceed the marginal revenue from 
the work, or rejecting contracts where the reverse situation obtains. The marginal 
cost of information is the cost of gathering and presenting the information, plus 
the opportunity cost of delay, since measurement and presentation are not instan-
taneous.5 Since these costs can be expected to exceed the marginal revenue from 
information for many decisions, it usually is not economical to estimate different 
costs for each different decision. Thus, it is desirable to group decision problems 
into categories that can be served by the same basic cost information. Two such 
categories are proposed here: (1) recurring problems and (2) one-time problems.

Recurring decision problems are those for which the data required for analysis 
are used with some regularity. Examples are determining the prices that will be 
published in a catalog, preparation of output schedules for expected production, 
the setting of budgets and production cost standards, and the formulation of fore-
casts. These decisions require cost data in the form of schedules of expected costs 
due to various levels of activity over an expected range.

5. These two costs are related since delay can be reduced by expending more resources on the 
information system.
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One-time problems are those which occur infrequently, unpredictably, or are 
of such a magnitude as to require individual cost estimates. Examples of these 
problems are cost-profi t-volume decisions, such as whether the fi rm should take 
a one-time special order; make, buy, or lease equipment; develop a new product; 
or close a plant. These decisions require that cost estimates be made which refl ect 
conditions especially relevant to the problem at hand.

These categories present different requirements for cost estimation. Recurring 
problems require a schedule of expected costs and activity. Since these problems 
are repetitive, the marginal cost of gathering and presenting data each time usually 
is expected to be greater than the marginal revenue from the data. Thus, while the 
marginal cost of additional production, for example, will differ depending on such 
factors as whether overtime is required or excess capacity is available, in general it 
is more profi table to estimate the amount that the marginal cost of the additional 
production may be, on the average, rather than to take account of every special 
factor that may exist in individual circumstances.

In contrast, one-time problems are characterized by the economic desirability 
of making individual cost estimates. We do not rely on average marginal costs 
because the more accurate information is worth its cost. This situation may occur 
when the problem is unique, and average cost data are therefore not applicable. 
Or the decision may involve a substantial commitment of resources, making the 
marginal revenue from avoiding wrong decisions quite high.

Multiple Regression Analysis

Regression analysis is particularly useful in estimating costs for recurring deci-
sions.6 The procedure essentially consists of estimating mathematically the average
relationship between costs (the “dependent” variable) and the factors that cause 
cost incurrences (the “independent” variables). The analysis provides the accoun-
tant with an estimate of the expected marginal cost of a unit change in output, for 
example, with the effects on total cost of other factors accounted for. These are the 
data he requires for costing recurring decisions.

The usefulness of multiple regression analysis for recurring decisions of costs 
can be appreciated best when the essential nature of the technique is understood. 
It is not necessary that the mathematical proofs of least squares or the methods of 
inverting matrices be learned since library computer programs do all the work.7

6. Indeed, its use requires the assumption that the past costs used for a regressions analysis are a 
sample from a universe of possible costs generated by a continuing, stationary, normal process.

7. The mathematics of multiple regression is described in many statistics and econometrics texts.
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However, it is necessary that the assumptions underlying use of multiple regres-
sion be fully understood so that this valuable tool is not misused.

Multiple regression analysis presupposes a linear relationship between the 
contributive factors and costs.8  The functional relationship between these factors, 
x

1
, x

2
, . . . , x

n
, and cost, C, is assumed in multiple regression analysis to be of the 

following form:

0 0, 1 1, 2 2, , ,t t t t n n t tC x x x x= + + + ⋅⋅⋅+ +b b b b m  (1.1)

where

b
0
 is a constant term (x

0
 = 1 for all observations and time periods),

the b ’s are fi xed coeffi cients that express the marginal contribution of each x
i

to C, and
m is the sum of unspecifi ed factors, the disturbances, that are assumed to be 

randomly distributed with a zero mean and constant variance, and t = 1, 
2, . . . , m = time periods.

The b coeffi cients are estimated from a sample of C’s and x’s from time periods 1 
through m. For example, assume that the cost recorded in a week is a function of 
such specifi ed factors as x

1
 = units of output, x

2
 = number of units in a batch, and 

x
3
 = the ratio of the number of “deluxe” units to total units produced. Then the 

right-hand side of equation (1.2) is an estimate of the right-hand side of equation 
(1.1), obtained from a sample of weekly observations, where the b ’s are estimates 
of the b’s and u is the residual, the estimate of m, the disturbance term:

= + + + +0, 1 1, 2 2, 3 3, .t t t t t tC b b x b x b x u  (1.2)

If the values estimated for coeffi cients of the three independent variables, x
1
, x

2
,

and x
3
, are b

0
 = 100, b

1
 = 30, b

2
 = −20, and b

3
 = 500, the expected cost (Ĉ) for any 

given week (t) is estimated by:

= + − +1 2 3
ˆ 100 30 20 500 .C x x x

Given estimates of the b’s, one has, in effect, estimates of the marginal cost associ-
ated with each of the determining factors. In the example given above, the marginal 
cost of producing an additional unit of output, x

1
, is estimated to be $30, with the 

effects or costs of the size of batch (x
2
) and the ratio of the number of deluxe to total 

units (x
3
) accounted for. Or, b

2
, the marginal reduction in total cost of increasing 

the batches by three units, given fi xed values of the number of units and the relative 
proportions of deluxe units produced, is estimated to be −$60 (−$20 times 3).

8. A curvilinear or exponential relationship also can be expressed as a linear relationship. This 
technique is discussed below.
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It is tempting to interpret the constant term, b
0
, as fi xed cost. But this is not 

correct unless the linear relationship found in the range of observations obtains 
back to zero output.9 This can be seen best in the following two-dimensional graph 
of cost on output (fi gure 1.1). The line was fi tted with the equation C = b

0
 + b

1
x

1
,

where the dots are the observed values of cost and output. The slope of the line is 
the coeffi cient, b

1
, an estimate of the marginal change in total cost (C) with a unit 

change (z) in output (x
1
). The intercept on the C axis is b

0
, the constant term. It 

would be an estimate of fi xed cost if the range of observations included the point 
where output were zero, and the relationship between total cost and output were 
linear. However, if more observations of cost and output (the x’s) were available, 
it might be that the dashed curve would be fi tted and b

0
 would be zero. Thus the 

value of the constant term, b
0
, is not the costs that would be expected if there were 

no output; it is only the value that is calculated as a result of the regression line 
computed from the available data.

9. Fixed cost is defi ned here as avoidable cost related to time periods and not to output 
 variables.

OUTPUT x1

COST
(C)

bo

b1

z

fi gure 1.1



10 accounting

The data for the calculations are taken from the accounting and production 
records of past time periods. The coeffi cients estimated from these data are aver-
ages of past experience. Therefore, the b’s calculated are best suited for recurring 
cost decisions. The fact that the b’s are averages of past data must be emphasized, 
because their use for decisions is based on the assumption that the future will be 
like an average of past experience.

The mathematical method usually used for estimating the b’s is the least-
squares technique. It has the properties of providing best, linear, unbiased esti-
mates of the b’s. These properties are desirable because they tend “to yield a series 
of estimates whose average would coincide with the true value being estimated and 
whose variance about that true value is smaller than that of any other unbiased 
estimators.”10 While these properties are not always of paramount importance, 
they are very valuable for making estimates of the expected average costs required 
for recurring problems.

Another important advantage of the least-squares technique is that when it is 
combined with the assumptions about the disturbance term (m

t
) that are discussed 

below, the reliability of the relations between the explanatory variables and costs 
can be determined. Two types of reliability estimates may be computed. One, the 
standard error of estimate, shows how well the equation fi ts the data. The second, 
the standard error of the regression coeffi cients, assesses the probability that the 
b’s estimated are within a range of values. For example, if a linear cost function is 
used, the coeffi cient (b

1
) of output (x

1
) is the estimated marginal cost of output. 

With an estimate of the standard error of the coeffi cient, 1bs , we can say that the 
true marginal cost, b

1
, is within the range ± 11 bb s , with a given probability.11

Requirements of Multiple Regression and Cost 
Recording Implications

Although multiple regression is an excellent tool for estimating recurring costs, it 
does have several requirements that make its use hazardous without careful plan-
ning.12 Most of the data requirements of multiple regressions analysis depend on 
the way cost-accounting records are maintained. If the data are simply taken from 
the ordinary cost-accounting records of the company, it is unlikely that the out-
put of the regression model will be meaningful. Therefore, careful planning of 

10. J. Johnston, Statistical Cost Analysis (New York: McGraw-Hill, 1960), p. 31.
11. The interpretation of the confi dence interval is admittedly Bayesian.
12. Proofs of the requirements described may be found in many econometrics textbooks, such 

as Arthur S. Goldberger, Econometric Theory (Wiley, 1964), and J. Johnston, Econometric Methods
(McGraw-Hill, 1963).
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the extent to which the initial accounting data are coded and recorded is neces-
sary before regression analysis can be used successfully. This section of the essay 
is organized into four groupings that include several numbered subsections in 
which the principal technical requirements are described, after which the implica-
tions for the cost system are discussed. In the fi rst group, (1) the length and (2) 
number of time periods, (3) the range of observations, and (4) the specifi cation 
of cost-related factors are described, following which their implications for cost 
recording are outlined. In the second group, (5) errors of measurement and their 
cost recording implication are considered. The third group deals with (6) cor-
relations among the explanatory variables and the important contribution that 
accounting analysis can make to this problem. Finally, (7) the requirements for the 
distribution of the nonspecifi ed factors (disturbances) are given. The implications 
of these requirements for the functional form of the variables are taken up in the 
last section.

1. Length of Time Periods

(a) The time periods (1, 2, 3, . . . , m) chosen should be long enough to allow 
the bookkeeping procedures to pair output produced in a period with the cost 
incurred because of that production. For example, if 500 units are produced in a 
day, but records of supplies used are kept on a weekly basis, an analysis of the cost 
of supplies used cannot be made with shorter than weekly periods. Lags in record-
ing costs must be corrected or adjusted. Thus, production should not be recorded 
as occurring in one week while indirect labor is recorded a week later when the 
paychecks are written.

(b) The time periods chosen should be short enough to avoid variations in 
production within the period. Otherwise, the variations that occur during the 
period will be averaged out, possibly obscuring the true relationship between cost 
and output.

2. Number of Time Periods (Observations)

For a time series, each observation covers a time period in which data on costs and 
output and other explanatory variables are collected for analysis. As a minimum, 
there must be one more observation than there are independent variables to make 
regression analysis possible. (The excess number is called “degrees of freedom.”) 
Of course, many more observations must be available before one could have any 
confi dence that the relationship estimated from the sample refl ects the “true” 
underlying relationship. The standard errors, from which one may determine the 
range within which the true coeffi cients lie (given some probability of error), are 
reduced by the square root of the number of observations.
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3. Range of Observations

The observations on cost and output should cover as wide a range as possible. If 
there is very little variation from period to period in cost and output, the func-
tional relationship between the two cannot be estimated effectively by regression 
analysis.

4. Specifi cation of Cost-Related Factors

All factors that affect cost should be specifi ed and included in the analysis.13 This is 
a very important requirement that is often diffi cult to meet. For example, observa-
tions may have been taken over a period when input prices changed. The true rela-
tionship between cost and output may be obscured if high output coincided with 
high input due to price-level effects. If the higher costs related to higher price levels 
are not accounted for (by inclusion of a price index as an independent variable) or 
adjusted for (by stating the dependent variable, cost, in constant dollars), the mar-
ginal cost of additional output estimated will be meaningful only if changes input 
prices are proportional to changes in output and are expected to remain so.

Implications for Cost Recording of 1, 2, 3, and 4

In general, the time period requirements (1a, 1b, and 2) call for the recording of 
production data for periods no longer than one month and preferably as short 
as one week in length. If longer periods are chosen, it is unlikely that there will 
be a suffi cient number of observations available for analysis because, as a bare 
minimum, one more period than the number of explanatory variables is needed. 
Even if it is believed that only one explanatory variable (such as units of output) is 
needed to specify the cost function in any one period, requirement 4 (that all cost-
related factors be specifi ed) demands consideration of differences among time 
periods. Thus, such events as changes in factor prices and production methods, 
whether production is increasing or decreasing, and the seasons of the year might 
have to be specifi ed as explanatory variables.

The necessity of identifying all relevant explanatory variables such as those just 
mentioned, can be met by having a journal kept in which the values or the behavior 
of these variables in specifi c time periods is noted. If such a record is not kept, it will 
be diffi cult (if not impossible) to recall unusual events and to identify them with 
the relevant time periods, especially when short time periods are used. For example, 
it is necessary to note whether production increased or decreased substantially in 

13. Complete specifi cation is not mandatory if requirement 7 (below) is met. However, require-
ment 7 is not likely to be fulfi lled if the specifi cation is seriously incomplete.
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each period. Increases in production may be met by overtime. However, decreases 
may be accompanied by idle time or slower operations. Thus, we would expect the 
additional costs of increases to be greater than the cost savings from decreases.14

Other commonly found factors that affect costs are changes in technology, 
changes in capacity, periods of adjustment to new processes or types of output, 
and seasonal differences. The effect of these factors may be accounted for by 
including variables in the regression equation, by specifi c adjustment of the data, 
or by excluding data that are thought to be “contaminated.”

The wide range of observations needed for effective analysis also argues against 
observation periods of longer than one month. With long periods, variations in 
production would more likely be averaged out than if shorter periods were used 
(which violates requirement 1b). In addition, if stability of conditions limits the 
number of explanatory variables other than output that otherwise would reduce 
the degrees of freedom, this same stability probably would not produce a suffi cient 
range of output to make regression analysis worthwhile. Thus, weekly or monthly 
data usually are required for multiple regression.

5. Errors of Measurement

It is diffi cult to believe that data from a “real-life” production situation will be 
reported without error. The nature of the errors is important since some kinds 
will affect the usefulness of regression analysis more than others will. Errors in the 
dependent variable, cost, are not fatal since they affect the disturbance term, m.15

The predictive value of the equation is lessened, but the estimate of marginal cost 
(b

1
) is not affected.
But where there are errors in measuring output or the other independent vari-

able (x’s), the disturbance term, m, will be correlated with the independent vari-
ables.16 If this condition exists, the sample coeffi cient estimated by the  least-squares 

14. A dummy variable can be used to represent qualitative variables, such as P = 1 when produc-
tion increased and P = 0 when production decreased. From the coeffi cient of P, we can estimate the 
cost effect of differences in the direction of output change and also reduce contamination of the coef-
fi cient estimated for output.

15. Let g stand for the measurement errors in C:

C + g = b0+ b1x1
+ m

 C = b0 + b1x1
+ m – g.

16. In this event, where y stands for the measurement error in x
1
:

C = b0 + b1(x1
+ y) + m

C = b0 + b1x1
+ b1y + m.

The new disturbance term b
1
y + m is not independent of x

1
 because of the covariance between these 

variables.
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procedure will be an underestimate of the true marginal cost. Thus, it is very 
important that the independent variables be measured accurately.

The possibility of measurement errors is intensifi ed by the number of observa-
tions requirement. Short reporting periods increase the necessity for careful clas-
sifi cation. For example, if a cost caused by production in week 1 is not recorded 
until week 2, the dependent variable (cost) of both observations will be measured 
incorrectly. This error is most serious when production fl uctuates between obser-
vations. However, when production is increasing or decreasing steadily, the mea-
surement error tends to be constant (either in absolute or proportional terms) and 
hence will affect only the constant term. The regression coeffi cients estimated, and 
hence the estimates of average marginal cost, will not be affected.17

Another important type of measurement error is the failure to charge the 
period in which production occurs with future costs caused by that production. 
For example, overtime pay for production workers may be paid for in the week 
following their work. This can be adjusted for easily. However, the foreman may 
not be paid for his overtime directly. Rather, many months after his work he might 
get a year-end bonus or a raise in pay. These costs cannot easily be associated with 
the production that caused them but will be charged in another period, thus mak-
ing both periods’ costs incorrect.18 This type of error is diffi cult to correct. Usually, 
all that one can do is eliminate the bonus payment from the data of the period in 
which it is paid and realize that the estimated coeffi cient of output will be biased 
downward. Average marginal costs, then, will be understated.

A somewhat similar situation follows from the high cost of the careful record 
keeping required to charge such input factors as production supplies to short time 
periods. In this event, these items of cost should be deducted from the other cost 
items and not included in the analysis. If these amounts are large enough, specifi c 
analysis may be required, or the decision not to account for them carefully may 
be reevaluated.

This separation of specifi c cost items also is desirable where the accountant 
knows that their allocation to time periods bears no relation to production. For 
example, such costs as insurance or rent may be allocated to departments on a 
monthly basis. There is no point in including these costs in the dependent vari-
able because it is known that they do not vary with the independent variables. At 
best, their inclusion will only increase the constant term. However, if by chance 
they are correlated with an independent variable, they will bias the estimates made 
(requirement 7a). This type of error may be built into the accounting system if 
fi xed costs are allocated to time periods on the basis of production. For example, 

17. If the error is proportionally constant (i.e., 10 percent of production), transformation of the 
variables (such as to logarithms) is necessary.

18. Actually, the present value of the future payment should be included as a current period cost.
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depreciation may be charged on a per unit basis. The variance of this cost, then, 
may be a function of the accounting method and not of the underlying economic 
relationships.19

6. Correlations among the Explanatory 
(Independent) Variables

When the explanatory variables are highly correlated with one another, it is very 
diffi cult, and often impossible, to estimate the separate relationships of each to the 
dependent variable. This condition is called multicollinearity, and it is a severe prob-
lem for cost studies. When we compute marginal costs, we usually want to estimate 
the marginal cost of each of the different types of output produced in a multiprod-
uct fi rm. However, this is not always possible. For example, consider a manufac-
turer who makes refrigerators, freezers, washing machines, and other major home 
appliances. If the demand for all home appliances is highly correlated, the number 
of refrigerators, freezers, and washing machines produced will move together, all 
being high in one week and low in another. In this situation it will be impossible to 
disentangle the marginal cost of producing refrigerators from the marginal cost of 
producing freezers and washing machines by means of multiple regression.20

Problems similar to that of our manufacturer can be alleviated by disaggrega-
tion of total cost into several subgroups that are independent of each other. Pre-
analysis and preliminary allocations of cost and output data may accomplish this 
disaggregation. This is one of the most important contributions the accountant 
can make to regression analysis.

If the total costs of the entire plant are regressed on outputs of different types, 
it is likely that the computed coeffi cients will have very large standard errors and, 
hence, will not be reliable. This situation may be avoided by fi rst allocating costs 
to cost centers where a single output is likely to be produced. This allows a set 
of multiple regressions to be computed, one for each cost center. The procedure 
(which may be followed anyway for inventory costing) also reduces the number of 
explanatory variables that need be specifi ed in any one regression.21 Care must be 
taken to ensure that the allocation of costs to cost centers is not arbitrary or unre-
lated to output. For example, allocation of electricity or rent on a square footage 
basis can serve no useful purpose. However, allocation of the salary of the foremen 

19. Depreciation is assumed to be time, not user, depreciation.
20. However, the computed regression can provide useful predictions of total costs if the past 

relationships of production among the different outputs are maintained.
21. The author used this procedure with considerable success in estimating the marginal costs of 

banking operations. See “Economies of Scale and Marginal Costs in Banking Operations,” National 
Banking Review, 1965, pp. 507–49.
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on a time basis is necessary when they spend varying amounts of time per period 
supervising different cost centers.

A further complication arises if several different types of outputs are produced 
within the cost centers. For example, the assembly department may work on dif-
ferent models of television sets at the same time. In most instances, it is neither 
feasible nor desirable to allocate the cost center’s costs to each type of output. Cost, 
then, should be regressed on several output variables, one for the quantity of each 
type of output. If these independent variables are multicollinear, the standard 
errors of their regression coeffi cients will be so large relative to the coeffi cients as to 
make the estimates useless. In this event, an index of output may be constructed, in 
which the different types of output are weighted by a factor (such as labor hours) 
that serves to describe their relationship to cost. Cost then may be regressed on this 
weighted index. The regression coeffi cient computed expresses the average rela-
tionship between the “bundle” of outputs and cost and cannot be decomposed to 
give the relationship between one output element and cost. However, since the out-
puts were collinear in the past, it is likely that they will be collinear in the future, so 
that knowledge about the cost of the “bundle” of outputs may be suffi cient.

A valid objection to the allocation of costs to cost centers is that one can never 
be sure that the allocations are accurate. Nevertheless, some allocations must be 
made for multicollinearity to be overcome. Therefore, the statistical method can-
not be free from the accountant’s subjective judgment; in fact, it depends on it.

A limitation of analysis of costs by cost centers also is that cost externalities among 
cost centers may be ignored. For example, the directly chargeable costs of the milling 
department may be a function of the level of operations of other departments. The 
existence and magnitude of operations outside of a particular cost center may be esti-
mated by including an appropriate independent variable in the cost center regression. 
An overall index of production, such as total direct labor hours on total sales is one 
such variable. Or, if a cost element is allocated between two cost centers, the output of 
one cost center may be included as an independent variable in the other cost center’s 
regressions. The existence and effect of these possible intercost center elements may be 
determined from the standard error of the coeffi cient and sign of this variable.

Some types of costs that vary with activity cannot be associated with specifi c 
cost centers because it is diffi cult to make meaningful allocations or because of 
bookkeeping problems (as discussed above). In this event, individual regression 
analyses of these costs probably will prove valuable. For example, electricity may 
be diffi cult to allocate to cost centers although it varies with machine hours.22

A regression can be computed such as the following:

22. Machine hours may not be recorded by cost center although direct labor hours are. If machine 
hours (M) are believed to be proportional to direct labor hours (L), so that M

i
 = k

i
L

i
, where k is a con-

stant multiplier that may vary among cost centers, i, k
i
L

i
 is a perfect substitute for M

i
.
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0 1 2 1 3 2 4 3E b b M b S b S b S= + + + +  (1.3)

where

E = electricity cost
M = total machine hours in the plant
S = seasonal dummy variables
S

1
 = 1 for summer, 0 for other seasons

S
2
 = 1 for spring, 0 for other seasons

S
3
 = 1 for winter, 0 for other seasons

b
0
, b

1
, b

2
, b

3
, and b

4
 are the computed constants and coeffi cients.

If the regression is fully specifi ed, with all factors that cause the use of electricity 
included (such as the season of the year), the regression coeffi cient of M, b

1
, is the 

estimate of the average marginal cost of electricity per machine hour. This cost can 
be added to the other costs (such as materials and labor) to estimate the marginal 
cost of specifi c outputs.

For some activities, physical units, such as labor hours, can be used as the 
dependent variable instead of costs. This procedure is desirable where most of 
the activity’s costs are a function of such physical units and where factor prices 
are expected to vary. Thus, in a shipping department, it may be best to regress 
hours worked on pounds shipped, percentage of units shipped by truck, the aver-
age number of pounds per sale, and other explanatory variables. Then, with the 
coeffi cients estimated, the number of labor hours can be estimated for various 
situations. These hours then can be costed at the current labor rate.

7. Distribution of the Nonspecifi ed Factors (Disturbances)

(a) Serial correlation of the disturbances. A very important requirement of least 
squares that affects the coeffi cients and the estimates made about their reliability 
is that the disturbances not be serially correlated. For a time series (in which the 
observations are taken at successive periods of time), this means that the distur-
bances that arose in a period t are independent from the disturbances that arose 
in previous periods, t−1, t−2, and so on. The consequences of serial correlation of 
the disturbances are that (1) the standard errors of the regression coeffi cients (b’s) 
will be seriously underestimated, (2) the sampling variances of the coeffi cients 
will be very large, and (3) predictions of cost made from the regression equation 
will be more variable than is ordinarily expected from least-squares estimators. 
Hence, the tests measuring the probability that the true marginal costs and total 
costs are within a range around the estimates computed from the regression are 
not valid.

(b) Independence from explanatory variables. The disturbances which 
reflect the factors affecting cost that cannot be specified must be uncorrelated 
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with the explanatory (independent) variables. (x
1
, x

2
, . . . , x

n
). If the unspeci-

fied factors are correlated with the explanatory variables, the coefficients will 
be biased and inconsistent estimates of the true values. Such correlation often 
is the result of bookkeeping procedures. For example, repairs to equipment in 
a machine shop is a cost-causing activity that often is not specified because of 
quantification difficulties. However, these repairs may be made when output 
is low because the machines can be taken out of service at these times. Thus, 
repair costs will be negatively correlated with output. If these costs are not 
separated from other costs, the estimated coefficient of output will be biased 
downward, so that the true extent of variableness of cost with output will be 
masked.

(c) Variance of the disturbances. A basic assumption underlying use of least 
squares is that the variance of the disturbance term is constant; it should not be 
a function of the level of the dependent or independent variables.23 If the vari-
ance of the disturbance is nonconstant, the standard errors of the coeffi cients 
estimated are not correct, and the reliability of the coeffi cients cannot be deter-
mined.

When the relationship estimated is between only one independent variable 
(output) and the dependent variable (cost), the presence of nonconstant vari-
ance of the disturbances can be detected by plotting the independent against 
the dependent variable. However, where more than one independent variable is 
required, such observations cannot be easily made. In this event, the accountant 
must attempt to estimate the nature of the variance from other information and 
then transform the data to a form in which constant variance is achieved. At the 
least, he should decide whether the disturbances are likely to bear a proportional 
relationship to the other variables (as is commonly the situation with economic 
data). If they do, it may be desirable to transform the variables to logarithms. The 
effi cacy of the transformations may be tested by plotting the independent vari-
ables against the residuals (the estimates of the disturbances).

(d) Normal distribution of the disturbances. For the traditional statistical tests 
of the regression coeffi cients and equations to be strictly valid, the disturbances 
should be normally distributed. Tests of normality can be made by plotting the 
residuals on normal probability paper, an option available in many library regres-
sion programs. While requirement 7 does not have implications for the account-
ing system, it does determine the form in which the variables are specifi ed. These 
considerations are discussed in the following section.

23. Constant variance is known as homoskedasticity. Nonconstant variance is called heteroske-
dasticity.
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Functional Form of the Regression Equation

Thus far we have been concerned with correct specifi cation of the regression equa-
tion rather than with its functional form. However, the form of the variables must 
fi t the underlying data well and be of such a nature that the residuals are distrib-
uted according to requirement 7 above.

The form chosen fi rst should follow the underlying relationship that is 
thought to exist. Consider, for example, an analysis of the costs (C) of a ship-
ping department. Costs may be a function of pounds shipped (P), percentage of 
pounds shipped by truck (T), and the average number of pounds per sale (A). If 
the accountant believes that the change in cost due to a change of each explanatory 
variable is unaffected by the levels of the other explanatory variables, a linear form 
could be used, as follows:

= + + + .C a bP cT dA  (1.4)

In this form, the estimated marginal cost of a unit change in pounds shipped (P)
is ∂C/∂P or b.

However, if the marginal cost of each explanatory variable is thought to be a 
function of the levels of the other explanatory variables, the following form would 
be better:

= .b c dC aP T A  (1.5)

In this case, a linear form could be achieved by converting the variable to loga-
rithms:

= + + +log log log log log .C a b P c T d A  (1.6)

Now, an approximation to the expected marginal cost of a unit change in pounds 
shipped (P) is ∂C/∂P = baPb–1T̄cĀd, where the other explanatory variables are held 
constant at some average values (denoted by bars over the letters). Thus, the esti-
mated marginal cost of P is a function of the levels of the other variables.

The logarithmic form of the variables also allows for estimates of non-
linear relationships between cost and the explanatory variables. The form of 
the relationships may be approximated by graphing the dependent variable 
against the independent variable. (The most important independent variable 
should be chosen where there is more than one, although in this event the 
simple two-dimensional plotting can only be suggestive.) If the plot indicates 
that a nonlinear rather than a linear form will fit the data best, the effect of 
using logarithms may be determined by plotting the data on semi-log and log-
log ruled paper.
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If the data seem curvilinear even in logarithms, or if an additive rather than a 
multiplicative form describes the underlying relationships best, polynomial forms 
of the variables may be used. Thus, for an additive relationship between cost (C)
and quantity of output (Q), the form fi tted may be C = a + bQ + cQ2 + cQ3. If a 
multiplicative relationship is assumed, the form may be log C = log a + log Q + 
(log Q)2. Either form describes a large family of curves with two bends.

When choosing the form of the variables, attention must always be paid to the 
effect of the form on the residuals, the estimates of the disturbances. Unless the 
variance of the residuals is constant, not subject to serial correlation, and approxi-
mately normally distributed (requirement 5), inferences about the reliability of 
the coeffi cients estimated cannot be made. Graphing is a valuable method for 
determining whether or not these requirements are met. (The graphs mentioned 
usually can be produced by the computers.) Three graphs are suggested. First, the 
residuals should be plotted in time sequence. They should appear to be randomly 
distributed, with no cycles or trends.24 Second, the residuals can be plotted against 
the predicted value of the dependent variable. There should be as many positive 
or negative residuals scattered evenly about a zero line, with the variance of the 
residuals about the same at any value of the predicted dependent variable. Finally, 
the residuals should be plotted on normal probability paper to test for normality.

If the graphs show that the residuals do not meet the requirements of least 
squares, the data must be transformed. If serial correlation of the residuals is a 
problem, transformation of the variables may help. A commonly used method is 
to compute fi rst differences, in which the observation from period t, t − 1, t − 2, 
t − 3, and so on, are replaced with t – (t − 1), (t − 1) – (t − 2), (t − 2) – (t − 3), 
and so forth. With fi rst difference data, one is regressing the change in cost on the 
change in output, and so on, a procedure which in many instances may be descrip-
tively superior to other methods of stating the data. However, the residuals from 
fi rst difference data also must be subjected to serial correlation tests, since taking 
fi rst differences often results in negative serial correlations.25

Where nonconstant variance of the residuals is a problem, the residuals 
may increase proportionally to the predicted dependent variables. In this event 
 transformation of the dependent variable to logarithms will be effective in achiev-
ing constant variance. If the residuals increase more than proportionately, the 
square root of the dependent variable may be a better transformation.

24. A more formal test for serial correlation is provided by the Durbin-Watson statistic, which is 
built into many library regression computer programs. (J. Durbin, and G. J. Watson, “Testing for Serial 
Correlation in Least-Squares Regression,” Parts I and II, Biometrica, 1950 and 1951.)

25. If there are random measurement errors in the data, observations from period t − 1 might 
be increased by a positive error. Then t – (t − 1) will be lower and (t − 1) – (t − 2) will be higher than 
if the error were not present. Consequently, t – (t − 1) and (t − 1) – (t − 2) will be negatively serially 
correlated.
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An Illustration

Assume that a fi rm manufactures a widget and several other products, in which 
the services of several departments are used. Analysis of the costs of the assembly 
department will provide us with an illustration. In this department, widgets and 
another product, digits, are produced. The widgets are assembled in batches while 
the larger digits are assembled singly. Weekly observations on cost and output are 
taken and punched on cards. A graph is prepared, from which it appears that a lin-
ear relationship is present. Further, the cost of producing widgets is not believed to 
be a function of the production of digits or other explanatory variables. Therefore, 
the following regression is computed:

Ĉ = 110.3 + 8.21N − 7.83B + 12.32D
  (40.8) (.53) (1.69) (2.10)

 + 235S + 523W − 136A
 (100) (204) (154) (1.7)

where

Ĉ = expected cost
N = number of widgets
B = average number of widgets in a batch
D = number of digits
S = summer dummy variable, where S = 1 for summer, 0 for other seasons
W = winter dummy variable, where W = 1 for winter, 0 for other seasons
A = autumn dummy variable, where A = 1 for autumn, 0 for other seasons
R2 = .892 (the coeffi cient of multiple determination)
Standard error of estimate = 420.83, which is 5% of the dependent variable, cost.
Number of observations = 156.

The numbers in parentheses beneath the coeffi cients are the standard errors of 
the coeffi cients. These results may be used for such purposes as price and output 
decisions, analysis of effi ciency, and capital budgeting.

For price and output decisions, we would want to estimate the average mar-
ginal cost expected if an additional widget is produced. From the regression we 
see that the estimated average marginal cost, ∂C/∂N is 8.21, with the other factors 
affecting costs accounted for. The standard error of the coeffi cient, 0.53, allows us 
to assess a probability of .67 that the “true” marginal cost is between 7.68 and 8.74 
(8.21 ± 0.53) and .95 that it is between 7.15 and 9.27 (8.21 ± 1.06).26

26. The statements about probability are based on a Bayesian approach, with normality and dif-
fuse prior distributions assumed.
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The regression also can be used for fl exible budgeting and analysis of perfor-
mance. For example, assume that the following production is reported for a given 
week:

W = 532
B = 20
D = 321
S = summer = 1

Then we expect that, if this week is like an average of the experience for past weeks, 
total costs would be:

100.3 + 8.21(532) – 7.83(20) + 12.32(321) + 235.3(1) = 8511.14.

The actual costs incurred can be compared to this expected amount. Of course, we 
do not expect the actual amount to equal the predicted amount, if only because 
we could not specify all of the cost-causing variables in the regression equation. 
However, we can calculate the probability that the actual cost is within some range 
around the expected cost. This range can be computed from the standard error 
of estimate and a rather complicated set of relationships that refl ect uncertainty 
about the height and tilt of the regression plane. These calculations also refl ect 
the difference between the production reported for a given week and the means 
of the production data from which the regression was computed. The greater the 
difference between given output and the mean output, the less confi dence we have 
in the prediction of the regression equation. For this example, the adjusted stan-
dard error of estimate for the values of the independent variables given is 592.61. 
Thus, we assess a probability of .67 that the actual costs incurred will be between 
2,918.53 and 9,103.75 (8,511.14 ± 592.61) and probability .95 that they will be 
between 9,696.36 and 7,325.92 (8,511.14 ± 2,592.61). With these fi gures, manage-
ment can decide how unusual the actual production costs are in the light of past 
experience.

The regression results may be useful for capital budgeting, if the company is 
considering replacing the present widget assembly procedure with a new machine. 
While the cash fl ow expected from using the new machine must be estimated from 
engineering analyses, they are compared with the cash fl ows that would otherwise 
take place if the present machines were kept. These future expected fl ows may 
be estimated by “plugging” the expected output into the regression equation and 
calculating the expected costs. While these estimates may be statistically unreliable 
for data beyond the range of those used to calculate the regression, the estimates 
may still be the best that can be obtained.
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Conclusion

The assertion has been made throughout this essay that regression analysis is not 
only a valuable tool but a method made available, inexpensive, and easy to use by 
computers. The reader may be inclined to accept all but the last point, having read 
through the list of technical and bookkeeping problems. Actually it is the case of 
computation that the library computer programs afford which makes it necessary 
to stress precautions and care: it is all too easy to “crank out” numbers that seem 
useful but actually render the whole program, if not deceptive, worthless.

But when one considers that costs often are caused by many different factors 
whose effects are not obvious, one recognizes the great possibilities of regression 
analysis, limited as it may be. Nevertheless, it is necessary to remember that it is a 
tool, not a cure-all. The method must not be used in cost situations where there is 
not an ongoing stationary relationship between cost and the variables upon which 
cost depend. Where the desired conditions prevail, multiple regression can provide 
valuable information for solving necessary decision problems, information that 
can put “life” into the economic models that accountants are now embracing.



24

The Problem

Published accounting reports—the balance sheet, income statement, and funds 
statement—are prepared for the use of investors, creditors, and others with whom 
the accountant is not in direct contact. It is therefore diffi cult for him to determine 
which data they fi nd useful. Consequently, several arguments have arisen as to 
which data are the “best.” Examples of these competing theories are the current 
operating performance concept versus clean surplus, price level versus historical 
cost depreciation, and sales versus cash fl ow versus net income.

Even if accountants knew which constructs were best, other questions would 
remain. For example, are the annual data published in corporate reports used by 
investors to make decisions? Do quarterly reports add useful information? Most 
corporations publish comparative data that date back many years. Do stockhold-
ers use these past data?

This essay seeks to answer some of these questions by determining, empirically, 
which published data are used by investors, as refl ected by changes in the market price 
of common stocks. To provide a meaningful test, the relationship between common 
stock prices, published accounting information, and other factors is specifi ed fi rst. 
Then models are developed that describe how investors may use published accounting 
data. Finally the model is tested with relevant data, and conclusions are drawn.

The Method of Investigation

Several methods can be used to determine how accounting data are used by read-
ers of fi nancial statements. The interview or questionnaire approach was used by 

2
Published Corporate Accounting 

Data and Stock Prices
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Horngren (1957), Cerf (1961), and Roper (1948). This method can provide valu-
able insights, but it is limited because one cannot know whether the persons inter-
viewed are “representative,” in some sense, whether they tell interviewers what 
they really want or whether their actions have a measurable effect on stock prices 
or some other variable.

Simulation was used by Bruns (1965) and Dyckman (1964a, b) to construct 
the earnings and other data for “fi rms” using alternative inventory and deprecia-
tion rules. Samples of students were given the data and asked to make manage-
ment and investment decisions. Jensen (1966) simulated similar data and asked 
security analysts by mail to make investment decisions based on these data. Bonini 
(1963) constructed the data for a hypothetical fi rm and contrasted the results 
determined by alternative accounting procedures with a set of managerial decision 
rules derived from interviews and “the literature.” Greenball (1965) developed a 
somewhat similar simulation and compared the data with investment rules. These 
simulations can be valuable in assessing the sensitivity of net income to different 
accounting methods and the effect on some price determination models of differ-
ent concepts of income. Their great advantage is that “laboratory” conditions can 
be specifi ed. However, this also is their weakness, for one does not know whether 
the simulation models are valid representations of reality.

The method of this essay is empirical.1 The published accounting data for 
companies are related to market prices for the companies’ common stock to assess 
which accounting data are used by investors (present and potential). If investors 
use the accounting statements of a corporation, it is to evaluate their expectations 
of the corporation. The change in their expectations caused by the data, ceteris 
paribus, should be refl ected in a change in the price of corporation’s stock. For 
example, investors may use the data contained in the fi nancial reports to evaluate 
management’s performance. In most instances, if they gather from the reports 
that the management is better or worse than they previously believed, the inves-
tors’ only alternatives are to buy or sell the corporation’s stock. If investors use 
the accounting reports to predict the future economic course of the corporation, 
again they can react to a change in their expectations by buying, selling, or holding 
the stock. In these and other situations, investors’ reactions to published account-
ing reports should be refl ected in changes in the market price of the stock.

1. The only other empirical studies of accounting data and stock prices of which I am aware, other 
than studies that seek to test whether retained earnings or dividends are superior determinants of stock 
prices, are O’Donnell (1965), Staubus (1965), and Ashley (1962). O’Donnell’s study (1965) examines 
the price earnings ratios of 37 electric utilities—grouped according to their method of reporting 
depreciation. Staubus’s paper (1965) relates net earnings, fund and cash fl ow, dividends, and book 
value at the beginning of a period to the discounted market value and dividends at the end of and 
throughout the period of several years. These studies differ from the present study both in method and 
basic approach. Ashley’s (1962) method is somewhat similar to the method adopted in this essay: he 
associates changes in stock prices with preceding changes in earnings.
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Some doubts concerning the effectiveness of the procedure must be admitted. 
First, a “signifi cant” correlation between accounting data and stock prices may not 
be found for many reasons other than that investors disregard published account-
ing statements. The model by which the accounting data are related to stock 
prices may be incorrect. Or, it may not be aggregative or stable for investors at 
the margin. The accounting information may be used in combinations not tested. 
Or, the information may affect stock prices, but its effects may be “swamped” by 
the effects of other factors or inadequately measured by the available data. Addi-
tionally, the effect of the information contained in the published statements may 
 predate the time of their publication. The data, when published, simply may con-
fi rm the knowledge gained by investors some other way. Many other limitations 
could be cited. Consequently, it should be clear that this procedure, like the inter-
view and simulation approaches described above, suffers from serious inadequa-
cies. Perhaps all three can make contributions which, together, will enable us to 
understand how accounting statements are used.

The Model

It is not necessary to specify a complete model of stock valuation to analyze the 
use made of accounting data. It is only necessary to consider the change in the 
investors’ expectations due to receipt of accounting information. These changed 
expectations presumably are discounted by investors and, hence, are measured by 
changes in the market price of the corporations’ stock in the time period when the 
information became known.

Other variables also affect the change in stock prices during the period when 
accounting data are published. Prominent among these, in terms of current con-
troversy, is cash dividends declared. The distribution of dividends decreases the 
ownership of assets by stockholders. In addition, changes in dividends are thought 
to convey information about the corporation’s prospects (Fama et al., 1969). Since 
these changes often occur at the same time that the accounting statements are 
published, their effects on stock prices should be accounted for. Other factors 
are changes in general market conditions that affect all stocks. Examples of such 
events are changes in the structure of interest rates, expectations about infl ation, 
an illness of the president, and the prospect of war or peace. This information may 
affect individual companies differently, and so must be accounted for company by 
company. However, some information, such as a change in the demand for steel 
or automobiles, may affect all companies in an industry. These variables also must 
be accounted for. Finally, the economic income generated by a company during a 
period increases the value of its shares by that amount. The effect of this variable 
could be important for periods as long as a year, but probably is not very impor-
tant for short periods such as a month.
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The variables mentioned above must be specifi ed so that their effects can be 
measured. The model that has been described can be summarized as follows:

− = ∆ = ∆ ∆-1 ( , , , , , , ),j j jt j j j t kt jt jtP P P f A D D M I Y Ut t t t t  (2.1)

where

P
jt
 = stock prices of the common shares of company j in period t,

A
jt
 =  published accounting data of company j in period t, when the data 

became “known” (as discussed further below),
D

jt
 =  distributions to stockholders of company j of assets or claims over 

assets (such as cash dividends) during period t,
DD

jt
 =  changes in dividends of company j in period t, that affect investors’ 

expectations,
DM

t
 =  changes in general market conditions in period t, that affect the 

market valuations of companies during this period,
I

kt
 =  information that affects the market valuations of all fi rms in a given 

industry, k, that becomes “known” in period t,
Y

jt
 =  economic income generated by the assets of the company j during 

period t, that change the present value of the company,
U

jt
 =  other information about company j that becomes “known” in period t,

that affects investors’ expectations.

The variables given in equation (2.1) are stated in terms of levels. A regression 
computed from these variables would most likely be dominated by scale (corpora-
tions with large absolute price changes are likely to have large changes in account-
ing data), giving rise to an unfounded conclusion that “signifi cant” relationships 
were measured.2 Therefore, it is desirable that the data be defl ated.

A form of the market price change variable, DP
jt
, that accomplishes the required 

defl ation and that has been found useful in a variety of studies,3 is rates of return. 
In effect, the variable is measured as PR

jt
 = log

e
 (P

jt
/P

jt−1
), the rate of return with 

continuous compounding provided by a security held during time t. A measure-
ment advantage of the logarithmic, rate of change, form is that the distribution of 
monthly values (which are used for this study) of the variable has been found to be 
fairly symmetric (Fama et al., 1969). Models that use symmetrically distributed data 
present fewer estimation problems than those that must use skewed distributions.

Some of the variables on the right-hand side of equation (2.1) also must be 
defl ated. One reason is to maintain consistency. Another reason for  transforming 

2. Staubus’s study (1965) is particularly subject to this criticism.
3. Some examples are the studies published in Cootner (1964) and Fama (1965).
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the independent variables to their rates of change is that their joint relation-
ship with respect to the dependent variable is more likely to be multiplicative 
than additive. The residuals from the regressions are also likely to be propor-
tionally homoskedastic. Therefore, the following variables in equation (2.1) 
are converted to their rates of change, and are symbolically represented, as 
follows:

price of common stock (dependent variable): PR
jt
 = log

a
 (P

jt
/P

jt−1
)

accounting data (principal independent variable): AR
jt
 = log

a
 (A

jt
/A

jt−1
)

change in dividends (other information variable): DDR
jt
 = log

e
 (DD

jt
).

The economic income generated by the jth firm’s assets during period 
t(Y

jt
) can be disregarded, because it is likely either to be relatively small (the 

price change period that is used in the study is one month) or is accounted 
for by the AR

jt
 variable. However, several studies (cited below) have shown 

that D
jt
, DM

t
, I

kt
, and DDR

jt
 are likely to be important. In the next section, a 

procedure for eliminating the effects of D
jt
 and DM

t
 is described. Following 

this is a discussion of specification of the AR
jt
 variables. Finally, variables that 

may account for I
kt

 and DDR
jt
 will be described and included in the estimation 

equations.

Adjustment for Cash Dividends and for General 
Market Conditions

The nominal effect on price of cash dividends, D
jt
, is adjusted by adding the 

amount of the dividend back to the price of the stock at the end of the period dur-
ing which the stock was sold ex-dividend,4 yielding

.jt jt itP P D= +′

This method was used and tested by Moore (1964) who found that it was effective 
in removing the reduction in price that follows when a security goes ex-dividend. 
(The “information” effect on security prices of a change in dividends, which is 
discussed below, is not adjusted for at this time.) Next the price of the stock at the 
end of a month is adjusted for capital changes in the following month, t + 1, by a 
method developed by Fisher (1966), yielding

jt jtP P=′′ ′, adjusted for capital changes in month t + 1.

4. This section follows the description given in Fama et al. (1969).
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The rate of change of security prices for the jth security in time period t now is 
measured as5

, 1log log ( ).e jt e jt j tR P P −= ′ ′′  (2.2)

The change in general market conditions during period t, DM
t
, can now be 

accounted for by a method used and tested by Fama, Fisher, Jensen, and Roll 
(1969). They used the following model to express the relationship between an 
individual security and general market conditions:

log log a
e jt j j e t jtR L Pα β= + +  (2.3)

where

L
t
 =  the measure of general market conditions. It is the link relative 

developed by Fisher (1965) (“L
t
 is a complicated average of the R

jt

for all securities that were on the N.Y.S.E. at the end of months t
and t − 1”),6

a
j
 and b

j
 =  parameters that can vary from security to security, and 

a
jtP  =  a disturbance term which estimates the rate of change of security 

prices adjusted for the average effect of changes in general 
market conditions during period t. a

jtP  is uncorrelated with L
t
, its 

variance is uncorrelated with t, and E( a
jtP ) = 0. However, E( a

jtP |
AR

jt
 ) may be different from 0. This is what is tested in this chapter.

They found that, for their sample of 940 securities covering the period 1926 
through 1960, the disturbance terms, a

jtP , met all of the requirements for linear 
regression, except that they were not normally distributed.7

Since the individual security and market index variables are measured as rates 
of return for a given month, the model (2.3) represents the monthly rate of return 
of a security as a linear function of the corresponding rate of return for the mar-
ket. As such, it provides a means by which the change resulting from changed gen-
eral market conditions in the return of an individual security can be accounted for 
and removed from the data. Fama et al. (1969) present tests and conclude: “In sum 
we fi nd that regressions of security returns on market returns over time are a sat-
isfactory method for abstracting from the effects of general market conditions 
on the monthly rates of return on individual securities.”8 The residuals ( )a

j tP  from 

5. The symbol R
jt
 is used in the literature cited above to refer to the “price relative” of securities.

6. Fama et al. (1969), p. 5.
7. Fama et al. (1969) point out that least squares estimating procedures may be used even though 

the distribution of the residuals may be stable non-Gaussian. They state that least squares estimates are 
unbiased and consistent, even though they are not “effi cient.”

8. Fama et al. (1969), p. 9.
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the regressions encompass the effects on security prices of other factors, such as 
published accounting data.9 Thus, equation (2.1) can be restated as:

( , , , )a
jt jt jt kt jtP f AR DR I U= ∆  (2.4)

(The symbols are measured as natural logarithms of ratios, as discussed above 
with the exception of I

kt
, which is discussed below.)

Specifi cations of AR
jt
: Accounting Data 

and Expectations

The accounting data made available to the public should affect the market price of 
stock only to the extent they lead to changes in expectations. If stockholders (pres-
ent or potential) discover that earnings per share, for example, are $10.32 for the 
present year, and they expected these earnings to be $9.00 per share, it is reason-
able to predict that this unexpected increase will be refl ected in an increase in the 
market price of the stock. Conversely, if actual and expected earnings are the same, 
there is no reason to predict that the market price of the stock will change. There-
fore, some specifi cation of expected accounting information is required before 
relating the published accounting data to stock price changes.

The questions of how individual stockholders form their expectations and 
whether the individual expectations of stockholders can be aggregated into a gen-
eral expectations model have not been solved. At this stage, one can only try vari-
ous plausible expectations models to see if they will be consistent with the data 
and hope that a general model will serve to describe adequately the expectations 
of stockholders at the margin. However, it should be noted that the general class 
of expectations models that are described and tested have been used successfully in 
a variety of economic investigations (Cagan, 1956; Friedman, 1957; Koyck, 1954; 
Nerlove, 1958; Palda, 1965).

To forecast the use of the expectations models developed below, equation (2.5) 
shows how the data are used in the estimating equations. For simplicity, only the 
effects of annual accounting data on adjusted price changes are shown.

α δ ∗= + −( )a
jt jt jtP AR AR  (2.5)

9. The a
j
 and b

j
 coeffi cients should be computed only from the observations that do not include 

the periods in which accounting data may have affected stock prices. The coeffi cients then are used 
to compute the residuals. However, Fama et al. (1969), n. 8 report that for their study they compared 
the residuals computed from all observations with those computed from observations with stock-
split months omitted and found that there was little measurable difference in the distribution of the 
residuals.
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where

a
jtP  =  the rate of change of market prices of the securities of the jth fi rm 

in period t,
AR

jt
 =  the published accounting data of fi rm j made known in time period 

t, measured as a rate of change (for the present, the accounting data 
refer to the fi rms’ operations for a year ended just prior to period t.
Quarterly data are discussed later),

*
jtAR  = AR expected for fi rm j in time t.

This model may be interpreted as specifying that market price changes in period 
t by a constant (a), plus a multiple (d) of the unexpected change in published 
accounting data.

In constructing an expectations model to estimate *
jtAR , it is reasonable 

to assume that the accounting data that people expect to see in a published 
report is a function, in large part, of the data that were published in previous 
reports.10 (An empirical test of this assumption is made.) Some support for 
this assumption can be cited in the publication by some firms of balance sheets 
and income statements that present the figures for several years (often 10 to 
20), the AICPA requirement that comparative figures be given and the often 
repeated admonition that a single year’s accounting data can be interpreted 
meaningfully only by comparison with those of previous years.

It is reasonable, then, to assume that investors’ expectations of published 
accounting data are a function of past data:

− − −= 1 2 3
* ( , , ,...t t t tAR f AR AR AR  (2.6)

where

*
tAR  = expected accounting data at time t,

t =  1, 2, 3, …, T fi scal years for which data are available (the j subscripts 
are dropped in this section for convenience, since the models refer to 
all companies individually).

A linear form usually is assumed:11

− − −

−
=

= + +

= ∑
1 1 2 2 3 3

1

* . . .

.
t t t t

T

i t i
i

AR b AR b AR b AR

b AR
 (2.7)

10. The effect of information that becomes available between published accounting statement 
dates is considered below.

11. Nonlinear forms can be approximated by the use of transformations. Such is the situation 
in this study where logarithms of the variables are used. Since the data are in logarithmic form, the 
constant term equals zero and, therefore, is not shown in equation (2.7).
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The b’s may be estimated in several ways. Among these, the following cases are 
tried:

1. Previous year forecast: this year’s rate of change of accounting data is the 
same as last year’s. In this event, b

1
 = 1 and b

2
 = b

3
 … = b

T
 = 0.12

2. Average of several past years: simple averages of the past three and fi ve 
years’ rates of change are computed. For this version b

1
 = b

2
 = b

3
 = 1/3 

and b
1
 = b

2
 = b

3
 = b

4
 = b

5
 = 1/5.

3. Declining distributed lags: the most recent rates of change are weighted 
most heavily, with the weights (b’s) declining geometrically. This version 
has been used successfully in several economic studies, as noted above, 
and is consistent with theoretical constructs of rational behavior (Muth, 
1961). It allows for a drastic reduction in the number of parameters that 
have to be estimated or assumed.

The expectation form for this version becomes:
∞

−
=

= ∑0
1

* i
jt t i

i

AR b ARw  (2.8)

where

b
0
 = the general coeffi cient,

ω  = the weights, 0 ≤ ω < 1, and 
1

1,i

i

∞

=

=∑w
i     = 1, . . . , ¥ (time periods are assumed to run to ¥).

By specifying ω � 0, it is asserted that a period’s data cannot have a negative 
effect and that the coeffi cient will not alternate in sign. For the present problem, 
these are reasonable assumptions. (If ω = 0, the weight for the fi rst period is 1 
and that for the preceding periods is 0, in which case the model is equivalent to 
case 1.)

The geometrically declining distributed lag equation (2.8) still requires esti-
mation of a very large number of parameters. But by assuming that the number of 
periods is infi nite, or very large, some simplifying substitutions may be made that 
result in the following equation:13

0 1 1(1 ) ( 1) .a a
t t t tP AR b AR Pα δ δ − −= − + − + +w w w  (2.9)

Thus the reduced form, equation (2.9), requires specifi cation only of the current 
period’s accounting data, (AR

t
), and the previous period’s accounting data (AR

t−1
)

and price change ( 1
a
tP − ).

12. It should be recalled that AR
t
 is log

a
 (A

t
/A

t−1
), and so is a function of the accounting data of 

year t and the previous year. Thus, the previous year’s forecast really uses two years’ data.
13. The derivation of equation (2.9) is given in note 16.
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The models described above specify that prior accounting data forms the basis 
for the formation of expectations. This need not be true. The following model may 
serve to test this assumption:

α δ= +a
t tP AR , (2.10)

Thus, the accounting data is specifi ed only as the current rate of change. If this 
model is “best,” one might conclude either that investors formed their expecta-
tions about rates of change of the accounting data from sources other than previ-
ous reports or that they held no expectations at all.

Specifi cation of Other Factors

A serious complication affecting the analysis is the presence of information made 
available to the public between the dates of annual reports. This information may 
alter the public’s expectations of the annual published data such that a model con-
structed with annual data only is seriously misspecifi ed. Unfortunately, informa-
tion in the form of rumors, speeches by the company offi cers, reports made by 
security analysts and others, and so on, cannot be adequately determined. This 
limitation may prove troublesome.

However, one important source of information that intervenes between the 
annual reports can be specifi ed: interim reports. For this study, only the third quarter 
report has to be considered since it includes all the information made available in 
the fi rst two quarter reports.14 The third quarter interim report accounting data, Q

3
,

are specifi ed in expectational form, as are the annual accounting data, AR, and for 
the same reasons. The models used to estimate the expected annual accounting data, 
AR

t
*, are used to estimate the expected third quarter data, QR

3t
*.15 The inclusion of 

third quarter information changes equations (2.5) and (2.9). However, before these 
equations are rewritten, the effect of other independent variables is discussed. The 
effect on stock market prices caused by changes in dividends (DDR) that occur within 
the stock price change period t and industry effects (I

k
) must also be considered.

An important fi nding of Fama et al. (1969) is that dividend changes have a large 
effect on stock prices. Most of these effects take place prior to the time the dividend 
change is announced, but some effect is measured in the period to the change. Hence, 
a variable that measures a dividend change (as described below) should be specifi ed.

14. The change in third quarter reports between years is accounted for by measuring the variable 
as rates of change. However, the information content of the differences in the rate at which third quar-
ter data were accumulated is not accounted for. Some model that used fi rst and second quarter data 
might provide better specifi cation, if this information were meaningful.

15. The 3t subscript refers to third quarter before time t and after time t − 1. QR refers to log
e

(Q
3t
/Q

2t−1
).
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King (1966) found that the rate of change of prices (log
e

R
jt
) of stocks move 

together according to familiar industry groupings. Thus, a source of variation of 
the prices of individual securities may be due to industry effects. The industry 
effect could be allowed for in a manner similar to that employed for the general 
market effects. However, computer programming problems make it desirable, at 
this time, to adjust for this factor by including dummy variables in the regressions 
which account for industry differences. The symbol I

k
 is used, where k refers to 1, 

2, … 24 industries.
To summarize, the following models are estimated. (For simplicity, the j’s are 

left out and a’s are used for the coeffi cients. The u
t
’s are random disturbance terms, 

assumed to be uncorrelated serially or with the independent variables, having 
mean = 0 and constant variance.)

No Forecast Model (from equation 2.10):

1 2 3 3 4 5 1 28 24
a
t t t t tP a a AR a QR a DR a I a I u= + − + ∆ + + ⋅⋅⋅ +  (2.11)

Previous Ratio Forecase Model:

1 2 1 3 3 3 1

4 5 1 28 24

( ) ( )
.

a
t t t t t

t t

P a a AR AR a QR QR
a DR a I a I u

− −= + − + −
+ ∆ + + ⋅⋅⋅ +

 (2.12)

Three-Year Forecast Model:

1 2 1 2 3

3 3 3 1 3 2 3 3 4

5 1 28 24

( [ ]/ 3)
( [ ]/ 3)

.

a
t t t t t

t t t t t

t

P a a AR AR AR AR
a QR QR QR QR a DR
a I a I u

− − −

− − −

= + − + +
+ − + + + ∆
+ + ⋅⋅⋅+ +

 (2.13)

Five-Year Forecast Model:

1 2 1 5

3 3 3 1 3 3 4

5 1 28 24

( [ ]/ 5)
( [ ]/ 5)

.

a
t t t t

t t t t

t

P a a AR AR AR
a QR QR QR a DR
a I a I u

− −

− −

= + − + ⋅⋅⋅ +
+ − + ⋅⋅⋅ + + ∆
+ + ⋅⋅⋅+ +

 (2.14)

Geometrically Distributed Lags Model:16

1 2 3 1 4 3 5 3 1

6 7 1 8 1 31 24 32 1 .

a
t t t t t

a
t t t t

P a a AR a AR a QR a QR
a DR a DR a I a I a P u

− −

− −

= + − − +
+ ∆ − ∆ + + ⋅⋅⋅+ + +

 (2.15)

16. The reduced form of the geometrically distributed declining weights model is derived as 
f ollows:

1.  equation (2.5) expanded to include third quarter data, change in dividends, and industry 
variables:

33
* *( ) ( )
t t

a

t t t t t
P AR AR QR QR DR Iδ α= + − − − + ∆ +a  (a)
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To test the question whether quarterly data are used by investors, the models 
also are tested with the quarterly accounting ratios, QR

3t
, omitted.

The Data

The data used for this study came from three sources. Market price data (P
jt
) were 

gathered by the Center for Research in Security Prices (CRSP) of the University of 
Chicago. Beginning and end of month prices of all the common stocks on the New 
York Stock Exchange for the period January 1926 through December 1964 were 
gathered and carefully checked. The data were adjusted for capital changes such as 
stock splits, mergers, and so on, as discussed in (Fama et al., 1969). While data for 
shorter periods than a month would have been desirable, it is doubtful if such data 
could be gathered with anything like the accuracy of the CRSP data.

The accounting data (A
jt
) were recorded by the Standard Securities Corpora-

tion, a subsidiary of Standard and Poor’s.17 They organize the data into categories, 
which makes a comparison among companies possible. The sample used for this 

2. substitute formulation of equation (2.8) for expected accounting data:
α δ

α

∞

−

=
∞

−

=

= + −

− − + ∆ +

∑

∑

0
1

3 0 3
1

( )

( )

t t t i
i

t t i t t
i

i

i

P AR b AR

QR c QR DR I

a w

w
 (b)

3. lag (b) one period and multiply by w:
α

δ δ

δ

α

∞

− − −

=
∞

− − −

=

= + −

− − + ∆ +

∑

∑

1 1 0
1

0 1 1
1

( )

( )t

t t t t i
i

t t i t t
i

P AR b AR

QR c QR DR I

w w a w w

w w w w
 (c)

4. subtract (c) from (b):
α α

δ

α δ α
− − −

− − −

−

− = + − − −
− − + ∆ − ∆
+ −

1 0 1 1 3

0 3 1 3 1 1

1

( ) (
)

t t t t t t

t t t t

t

P P AR b AR AR QR
c QR QR DR DR
I I

w a - w w w
w w w

w  (d)

5. solve for P
i
a and consolidate:

α

α

δ δ α α
− −

− − −

= − − + − + +

+∆ − ∆ + − +
0 1 3 0 3 1

1 1 1

(1 ) ( 1) ( 1)
t t t t t

t t t t t

P AR b AR QR c QR

DR DR I I P

a w + w w

w w w  (e)

Since the industry variables, I
k
, are measured in dummy variable form, both the current period and 

lagged form are the same. Therefore only one of the two is used in the model. It should be noted that 
estimation of the coeffi cients of the lagged annual and quarterly accounting variables will not serve to 
measure the lag operator, w. However, the coeffi cient of the lagged price change variable, Pa

t−1
, should 

provide an estimate of the extent by which previous data are used: the larger is w, the greater the impor-
tance of previous data in current price formation.

17. The data were generously made available without charge by the Standard Statistics Corp.
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study consists of almost all companies (483 for 1964) that are on the CRSP and the 
Standard and Poor computer tapes.18 Data from 1964 were used because these are 
the latest available from both sources.

One purpose of the study is to discover which specifi c accounting data investors 
use. The test by which this is determined is the computing of regressions (as speci-
fi ed by the models described above) in which alternative accounting data, in rate of 
change form, are used as the AR

jt
 and QR

j,2t
 variables. The data that provide the best 

fi t, as discussed below, are considered the data found most useful by investors.
The following alternative constructs of accounting data are tested:19

1. Sales, net (Compustat item 12);
2. Net income, before deduction of depreciation and amortization, income 

taxes, and nonrecurring items (Compustat item 13);
3. Net income, before deduction or addition of nonrecurring expense or 

income (Compustat item 18 less item 17);
4. Net income, before deduction or addition of nonrecurring expense 

or income that is stated in the published reports as being “net of tax” 
(Compustat item 18);

5. Net income, after all deduction and additions (Compustat item 18 less 
item 48).

Table 2.1 shows the correlation between the annual accounting data variables, 
in rate of change form (AR), for each of four models.20 In general, all the variables 
are positively correlated: if a random, multivariate normal distribution could be 
assumed, almost all are “signifi cantly” correlated at the .01 level (R � .12). This 
correlation is not unexpected, because it is unlikely that many companies would 
have, say, a declining rate of sales and an increasing rate of net profi t.

The net income before nonrecurring items and before and after extraordinary 
items variables (3, 4, and 5) are quite highly correlated. Indeed, net income before 
nonrecurring items and before extraordinary items (3 and 4) are almost perfectly 
correlated. It appears, then, that the companies sampled experienced similar high 
or low rates of change in the three constructs of net income. Therefore, it is unlikely 
that much difference between these alternative constructs can be found (especially 
3 and 4), although such a difference might exist in another, more extreme sample 
of companies.

18. A few companies had to be omitted because of a programming error.
19. The Compustat term numbers given below in parenthesis refer to the categories used by Com-

pustat. Detailed descriptions of the data are given in Standard Statistics (1966).
20. The Geometrically Distributed Lags model is excluded because the variables are AR

62
 and AR

63
:

AR
62

 is the same variable used in the No Forecast Model and there seemed to be no point in showing 
the correlation of AR

62
 with the other variables. The time period symbols, 63 and 62, refer to years 

where AR
63

 = log
e
 (A

63
/A

62
).
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Table 2.2 shows the correlation of the accounting data variables (AR) among 
the models. As in table 2.1, the correlations are all positive and fairly high. These 
correlations indicate that, while the models used are different, they do not result 
in radically different independent variables.21 This fi nding may indicate that addi-
tional alternative forms of expectations models would not give results that are 
much different from those presented below.

Quarterly data are available only for sales (1) and net income before nonre-
curring items or net income before extraordinary items (3 and 4). The distinction 
between nonrecurring and ordinary income and expense was not consistently fol-
lowed. Therefore, the quarterly variable used for the net income before nonrecurring 
items and before extraordinary items is the same. However, since these constructs are 
highly correlated (table 2.1), this procedure probably does not make much difference. 

21. Again, note that the Geometrically Distributed Lags model is excluded.

table 2.1 Correlation of Annual Accounting Data Variables within Models

Models

Annual Accounting Variables

Sales

Net Income 
before 

Depreciation

Net Income 
before 

Nonrecurring 
Items

Net Income 
before 

Extraordinary 
Items

(1) (2) (3) (4)

a. No Forecast
2 0.36
3 0.26 0.44
4 0.25 0.44 0.99
5 0.25 0.40 0.81 0.80

b. Previous Year
2 0.40
3 0.06 0.23
4 0.06 0.24 0.98
5 0.09 0.32 0.73 0.72

c. Three-Year Average
2 0.40
3 0.25 0.40
4 0.20 0.40 0.96
5 0.22 0.35 0.78 0.75

d. Five-Year Average
2 0.53
3 0.47 0.56
4 0.46 0.56 0.99
5 0.40 0.50 0.83 0.81
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Quarterly data are not available for years as early as 1959. Therefore, the Three-Year 
Average and Five-Year Average models cannot be tested with quarterly data.

The dating of the periods (months) in which the accounting data became available 
to the public represents the greatest data collection problem. The months in which 
earnings were announced in the Wall Street Journal are used for this purpose. The 
dates of the fi nal and preliminary reports are recorded to identify the month of the 
rate of change of stock price (Pa

jt
) that is used as the dependent variable. To test for the 

presence of   “leakage” of information, the price changes (Pa
jt
) one month, two months, 

and the sum of the three months (preliminary through two months previous) prior 
to the release of preliminary data are used as alternative dependent variables.

The information to quantify the dividend change variable (DD
jt
) also is taken 

from the Wall Street Journal. The variable used in the regressions, DDR
jt
, is mea-

sured as log
e
 (D

jt
/D

jt−1
) where D

jt
 is the dividend per share declared for fi rm j in 

the period when the accounting data are thought to have become available, and 
D

jt−1
 is the previous dividend declared. Thus, if there is no change in the dividend, 

or no dividend ordinarily declared, DDR
jt
 = 0. Where the dividend declined (D

jt
/

table 2.2 Correlation of Annual Accounting Data Variables among Models

Accounting Variables and Models

Models

No Forecast 
(a)

Previous Years
(b)

Three-Year
Average (c)

1. Sales
 Previous year (b) 0.65
 Three-year average (c) 0.30 0.70
 Five-year average (d) 0.37 0.30 0.37

2. Net income before depreciation
 Previous year (b) 0.80
 Three-year average (c) 0.40 0.80
 Five-year average (d) 0.86 0.72 0.84

3. Net income before nonrecurring item
 Previous year (b) 0.70
 Three-year average (c) 0.94 0.73
 Five-year average (d) 0.88 0.64 0.84

4. Net income before extraordinary items
 Previous year (b) 0.72
 Three-year average (c) 0.92 0.75
 Five-year average (d) 0.88 0.66 0.86

5. Net income including all items
 Previous year (b) 0.79
 Three-year average (c) 0.96 0.82
 Five-year average (d) 0.92 0.76 0.90

(a) No forecast = AR
63

.
(b) Previous year = AR

63
 − AR

62
.

(c) Three-year average = AR
63

 − [(AR
62

 + AR
61

 + AR
60

)/3].
(d) Five-year average = AR

62
 − [(AR

62
 + AR

61
 + AR

60
 + AR

59
 + AR

58
)/5].
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D
jt−1

 = negative), the logarithm of the absolute value was taken and the resulting 
number was multiplied by −1. The announcement date, not the ex-dividend date, 
is used. Care is taken to measure the present and the previous dividend on the 
same basis. For example, if the dividend announced when the annual reports were 
made public includes an “extra” that was declared in the previous year, but not in 
the previous quarter, the “previous” dividend is measured as the previous annual 
amount, including the extra. In the regressions, dividend changes in a given time 
period are regressed on the price changes in that same time period.

The companies are identifi ed as belonging to industries according to the indus-
try classifi cations used by Compustat. However, several Compustat industries are 
grouped to provide at least 10 companies for each industry. Basically, the fi rst two 
digits of the four-digit Compustat industry code are used to identify industries. 
Twenty-four such industries are identifi ed. Dummy variables are used that equal 
log

e
 2.718 . . . = 1 when a company is in a given industry, and log

e
 1 = 0 when it is 

not in that industry.

The Findings

Tables 2.3 through 2.10 present the estimates derived from the regressions com-
puted for each of the models. The coeffi cients of the change in dividends (DDR

t
)

and industry dummy (I
1
, . . . , I

24
) variables and the constant term are not shown. 

Generally, about a fi fth of the industry dummy variables have partial regression 
coeffi cients that are larger than the standard errors of the coeffi cients. The divi-
dend change similarly is “signifi cant” in somewhat less than half the regressions.

Some overall observations on the regressions are made fi rst, followed by a more 
detailed analysis. First, note that since the variables are measured as natural loga-
rithms, the coeffi cients are estimates of elasticities of the relative (rate of change) 
accounting data with respect to the rate of change in stock prices. The largest of 
these elasticities is 0.18, for the “sales” construct (No Forecast model, sales con-
struct—table 2.4). Most of the elasticities measured for the “net income” constructs 
are around 0.02. Thus, a 100 percent change in the rate of change of accounting data 
is associated with a 2 percent or at most an 18 percent change in the monthly rate 
of change of stock prices. The fi ndings indicate that the effects (as measured here) 
of published accounting data on stock prices are not very great, especially when one 
considers that the market is capitalizing the future expected changes in net income.

Second, the tables show some differences among the models and alternative 
accounting constructs—but these are not striking or consistent. Some constructs fi t 
one model “better” than others, but not for all time periods. Some models are “bet-
ter” than others, but not for all constructs or time periods. Analyses of the differences 
among the constructs, models, and time periods are presented below. However, the 
conclusions of the analyses are tentative, due to the lack of large differences.



table 2.3 No Forecast Model (Annual Accounting Data Only) [AR
62

]

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R3 of 
Regression

F
Statistic

A. Month in which fi nal data are 
announced

1. Sales, net 0.0422 0.0349 1.21 0.1064 2.09*
2. Net operating income before 

depreciation 0.0138 0.0076 1.83* 0.1101 2.17**
3. Net operating income before 

nonrecurring items 0.0191 0.0069 2.76** 0.1183 2.35**
4. Net operating income before 

extraordinary items 0.0173 0.0071 2.42** 0.1150 2.28**
5. Net operating income including all 

income and expense 0.0100 0.0058 1.73* 0.1094 2.15**

B. Month in which preliminary data 
are announced

1. Sales, net 0.0112 0.0346 0.32 0.0562 1.05
2. Net operating income before 

depreciation 0.0017 0.0075 0.23 0.0561 1.04
3. Net operating income before 

nonrecurring items 0.0093 0.0069 1.35 0.0598 1.12
4. Net operating income before 

extraordinary items 0.0090 0.0071 1.27 0.0594 1.11
5. Net operating income including all 

income and expense 0.0017 0.0055 0.30 0.0562 1.04

C. Month before preliminary data 
month

1. Sales, net 0.0445 0.0304 1.46 0.1457 2.99**
2. Net operating income before 

depreciation −0.0114 0.0066 1.72* 0.1473 3.03**
3. Net operating income before 

nonrecurring items −0.0005 0.0061 0.08 0.1417 2.90**
4. Net operating income before 

extraordinary items −0.0003 0.0063 0.05 0.1417 2.90**
5. Net operating income including all 

income and expense 0.0015 0.0049 0.30 0.1419 2.90**

D. Two months before preliminary data 
month

1. Sales, net 0.0192 0.0313 0.61 0.0858 1.65
2. Net operating income before 

depreciation −0.0158 0.0068 2.34** 0.0960 1.86*
3. Net operating income before 

nonrecurring items 0.0024 0.0063 0.38 0.0854 1.64
4. Net operating income before 

extraordinary items −0.0003 0.0064 0.05 0.0851 1.63
5. Net operating income including all 

income and expense 0.0005 0.0050 0.10 0.0851 1.63



E. Cumulative, two months before 
through preliminary data month

1. Sales, net 0.0729 0.0550 1.33 0.1555 3.23**
2. Net operating income before 

depreciation −0.0257 0.0119 2.16* 0.1608 3.36**
3. Net operating income before 

nonrecurring items 0.0112 0.0110 1.01 0.1541 3.20**
4. Net operating income before 

extraordinary items 0.0083 0.0113 0.74 0.1532 3.17**
5. Net operating income including all 

income and expense 0.0034 0.0088 0.39 0.1525 3.16**

All dependent variables are the relative change of stock prices ( )ajP in months as stated (A, B, C, D, and E) 
below.
 Coeffi cients and standard errors are not reported for the change in dividends (DR

j
) and the industry 

dummy (I
jk
) variables and the constant term, which are included in the regressions.

 Number of observations = 483
 Degrees of freedom   = 456
*   = “Signifi cant” at .05 level (one tail t ³ 1.65, F ³ 1.68).
** = “Signifi cant” at .01 level (one tail t ³ 2.34, F ³ 2.12).

table 2.4 No Forecast Model (Annual and Third Quarter Accounting Data) [AR
62

, QR
63

]

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regres-

sion
F

Statistic

A. Month in which fi nal data are 
announced

1. Sales, net
  Annual AR

62
0.1042 0.0488 2.13** 0.1128

  Third quarter QR
63

−0.0624 0.0345 1.81*

⎫
⎪
⎬
⎪
⎭ 2.14**

3. Net operating income before 
nonrecurring items

  Annual 0.0192 0.0069 2.76**⎫
⎪
⎬
⎪
⎭

0.1183
  Third quarter −0.0005 0.0033 0.16 2.26**
4. Net operating income including 

nonrecurring items
  Annual 0.0173 0.0071 2.43** 0.1150
  Third quarter −0.0005 0.0033 0.16 2.19**

B. Month in which preliminary data are 
announced

1. Sales, net
  Annual 0.1288 0.0478 2.69**⎫

⎪
⎬
⎪
⎭

0.0811
  Third quarter −0.1184 0.0338 3.51** 1.49
3. Net operating income before 

nonrecurring items
  Annual 0.0088 0.0069 1.27   ⎫⎪

⎬
⎪
⎭

0.0683
  Third quarter 0.0067 0.0033 2.04* 1.24
4. Net operating income including 

nonrecurring items
  Annual 0.0084 0.0071 1.19 0.0679
  Third quarter 0.0067 0.0033 2.04* 1.23

(continued)



table 2.4 Continued

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regres-

sion
F

Statistic

C. Month before preliminary data month
1. Sales, net
  Annual 0.0289 0.0426 0.68   ⎫⎪

⎬
⎪
⎭

0.1462
  Third quarter 0.0157 0.0301 0.52 2.89**
3. Net operating income before 

nonrecurring items
  Annual −0.0005 0.0061 0.09   ⎫⎪

⎬
⎪
⎭

0.1419
  Third quarter 0.0008 0.0029 0.29 2.79**
4. Net operating income including 

nonrecurring items
  Annual −0.0004 0.0063 0.06 0.1419
  Third quarter 0.0008 0.0029 0.29 2.79**

D. Two months before preliminary data 
month

1. Sales, net
  Annual 0.0226 0.0439 0.52   ⎫⎪

⎬
⎪
⎭

0.0859
  Third quarter 0.0035 0.0310 0.11 1.58
3. Net operating income before 

nonrecurring items
  Annual −0.0018 0.0062 0.29   ⎫⎪

⎬
⎪
⎭

0.0975
  Third quarter 0.0073 0.0030 2.47** 1.82*
4. Net operating income including 

nonrecurring items
  Annual −0.0010 0.0064 0.15 0.0974
  Third quarter 0.0074 0.0030 2.49** 1.82*

E. Cumulative, two months before through 
preliminary data month

1. Sales, net
  Annual 0.1798 0.0769 2.34**⎫

⎪
⎬
⎪
⎭

0.1627
  Third quarter −0.1077 0.0543 1.99* 3.28**
3. Net operating income before 

nonrecurring items
  Annual 0.0099 0.0109 0.91   ⎫⎪

⎬
⎪
⎭

0.1689
  Third quarter 0.0148 0.0052 2.84** 3.42**
4. Net operating income including 

nonrecurring items
  Annual 0.0070 0.0112 0.62 0.1681
  Third quarter 0.0148 0.0052 2.84** 3.40**

All dependent variables are the relative change of stock prices ( )ajP in months as stated (A, B, C, D and E) 
below.
 Coeffi cients and standard errors are not reported for the change in dividends (DR

j
) and the industry 

dummy (I
jk
) variables and the constant term, which are included in the regressions.

 Number of observations = 483
 Degrees of freedom   = 455
*   = “Signifi cant” at .05 level (one tail t ³ 1.65, F ³ 1.67).
** = “Signifi cant” at .01 level (one tail t ³ 2.34, F ³ 2.09).



table 2.5 Previous Ratio Forecast Model (Annual Accounting Data Only) [AR*
63

 = AR
62

]

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regres-

sion
F

Statistic

A. Month in which fi nal data are 
announced

1. Sales, net 0.0285 0.0249 1.15 0.1061 2.08*
2. Net operating income before 

depreciation 0.0107 0.0054 1.99* 0.1113 2.20**
3. Net operating income before 

nonrecurring items 0.0070 0.0036 1.97* 0.1112 2.19**
4. Net operating income before 

extraordinary items 0.0058 0.0036 1.63 0.1087 2.14**
5. Net operating income including all 

income and expense 0.0021 0.0033 0.64 0.1044 2.04*

B. Month in which preliminary data 
are announced

1. Sales, net −0.0050 0.0246 0.20 0.0561 1.04
2. Net operating income before 

depreciation 0.0022 0.0053 0.42 0.0564 1.05
3. Net operating income before 

nonrecurring items 0.0080 0.0035 2.26* 0.0665 1.25
4. Net operating income before 

extraordinary items 0.0073 0.0035 2.07* 0.0648 1.22
5. Net operating income including all 

income and expense 0.0022 0.0032 0.69 0.0570 1.06

C. Month before preliminary data month
1. Sales, net −0.0227 0.0217 1.05 0.1438 2.94**
2. Net operating income before 

depreciation −0.0162 0.0046 3.49** 0.1641 3.44**
3. Net operating income before 

nonrecurring items −0.0043 0.0031 1.39 0.1453 2.98**
4. Net operating income before 

extraordinary items −0.0041 0.0031 1.30 0.1449 2.97**
5. Net operating income including all 

income and expense −0.0050 0.0028 1.76* 0.1475 3.04**

D. Two months before preliminary data 
month

1. Sales, net −0.0187 0.0223 0.84 0.0865 1.66
2. Net operating income before 

depreciation −0.0171 0.0048 3.59** 0.1102 2.17**
3. Net operating income before 

nonrecurring items 0.0008 0.0032 0.23 0.0852 1.63
4. Net operating income before 

extraordinary items 0.0003 0.0032 0.08 0.0851 1.63
5. Net operating income including all 

income and expense −0.0013 0.0029 0.45 0.0855 1.64

E. Cumulative, two months before 
through preliminary data month

1. Sales, net −0.0478 0.0392 1.22 0.1550 3.22**
2. Net operating income before 

depreciation −0.0312 0.0084 3.72** 0.1772 3.78**

(continued)



table 2.5 Continued

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regres-

sion
F

Statistic

3. Net operating income before 
nonrecurring items 0.0044 0.0056 0.78 0.1533 3.18**

4. Net operating income before 
extraordinary items 0.0030 0.0057 0.53 0.1527 3.16**

5. Net operating income including all 
income and expense −0.0041 0.0051 0.80 0.1534 3.18**

All dependent variables are the relative change of stock prices ( )ajP in months as stated (A, B, C, D, and E) 
below.
 Coeffi cients and standard errors are not reported for the change in dividends (DR

j
) and the industry 

dummy (I
jk
) variables and the constant term, which are included in the regressions.

 Number of observations = 483
 Degrees of freedom   = 456
*   = “Signifi cant” at .05 level (one tail t ³ 1.65, F ³ 1.68).
** = “Signifi cant” at .01 level (one tail t ³ 2.34, F ³ 2.12).

table 2.6 Previous Ratio Forecast Model (Annual and Third Quarter Accounting Data) 

[AR*
63

 = AR
62

,    QR*
63

 = QR
62

]

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regression

F
Statistic

A. Month in which fi nal data are 
announced

1. Sales, net
  Annual 0.0422 0.0330 1.28 ⎫

⎪
⎬
⎪
⎭

0.1069
  Third quarter −0.0128 0.0204 0.63 2.02*
3. Net income before nonrecurring 

items
  Annual 0.0058 0.0036 1.62 ⎫

⎪
⎬
⎪
⎭

0.1088
  Third quarter 0.0004 0.0019 0.19 2.06*
4. Net income before extraordinary 

items
  Annual 0.0070 0.0036 1.97*⎫

⎪
⎬
⎪
⎭

0.1112
  Third quarter 0.0003 0.0019 0.18 2.11**

B. Month in which preliminary data 
are announced

1. Sales, net
  Annual 0.0534 0.0324 1.65* 0.0714
  Third quarter −0.0548 0.0200 2.74** 1.30
3. Net income before nonrecurring 

items
  Annual 0.0073 0.0035 2.07* 0.0681
  Third quarter 0.0024 0.0019 1.27 1.23
4. Net income before extraordinary 

items
  Annual 0.0079 0.0035 2.25* 0.0697
  Third quarter 0.0024 0.0019 1.26 1.26



C. Month before preliminary data 
month

1. Sales, net
  Annual −0.0314 0.0288 1.09 0.1442
  Third quarter 0.0082 0.0178 0.46 2.84**
3. Net income before nonrecurring 

items
  Annual −0.0041 0.0031 1.30 0.1452
  Third quarter 0.0007 0.0017 0.42 2.86**
4. Net income before extraordinary 

items
  Annual −0.0043 0.0031 1.39 0.1457
  Third quarter 0.0007 0.0017 0.43 2.87**

D. Two months before preliminary data 
month

1. Sales, net
  Annual −0.0384 0.0296 1.30 0.0886
  Third quarter 0.0185 0.0182 1.01 1.64
3. Net income before nonrecurring 

items
  Annual −0.0003 0.0032 0.09 0.0995
  Third quarter 0.0046 0.0017 2.70** 1.86*
4. Net income before extraordinary 

items
  Annual 0.0007 0.0032 0.21 0.0996
  Third quarter 0.0046 0.0017 2.69** 1.86*

E. Cumulative, two months before 
through preliminary data month

1. Sales, net
  Annual −0.0173 0.0520 0.33 0.1564
  Third quarter −0.0286 0.0321 0.89 3.13**
3. Net income before nonrecurring 

items
  Annual 0.0029 0.0056 0.52 0.1646
  Third quarter 0.0077 0.0030 2.54 3.32**
4. Net income before extraordinary 

items
  Annual 0.0042 0.0056 0.75 0.1651
  Third quarter 0.0077 0.0030 2.54* 3.33*

All dependent variables are the relative change of stock prices ( )ajP in months as stated (A, B, C, D, and 
E) below.
 Coeffi cients and standard errors are not reported for the change in dividends (DR

j
) and the industry 

dummy (I
jb
) variables and the constant term, which are included in the regressions.

Number of observations = 483
Degrees of freedom   = 455

*   = “Signifi cant” at .05 level (one tail t ³ 1.65, F ³ 1.67).
** = “Signifi cant” at .01 level (one tail t ³ 2.34, F ³ 2.09).



table 2.7 Average of Past Three-Year Forecast Model (Annual Data Only) 

= + +63 62 61 60
*[ ( ) / 3]AR AR AR AR

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regression

F
Statistic

A. Month in which fi nal data are 
announced

1. Sales, net 0.0380 0.0285 1.33 0.1070 2.10*
2. Net operating income before 

depreciation 0.0092 0.0063 1.45 0.1077 2.12**
3. Net operating income before 

nonrecurring items 0.0148 0.0059 2.50** 0.1157 2.30**
4. Net operating income before 

extraordinary items 0.0153 0.0061 2.52** 0.1159 2.30**
5. Net operating income including 

all income and expense 0.0083 0.0050 1.64 0.1088 2.14**

B. Month in which preliminary data 
are announced

1. Sales, net 0.0095 0.0283 0.34 0.0562 1.05
2. Net operating income before 

depreciation −0.0002 0.0063 0.03 0.0560 1.04
3. Net operating income before 

nonrecurring items 0.0051 0.0059 0.87 0.0576 1.07
4. Net operating income before 

extraordinary items 0.0069 0.0060 1.15 0.0588 1.09
5. Net operating income including 

all income and expense −0.0004 0.0049 0.08 0.0560 1.04

C. Month before preliminary data 
month

1. Sales, net 0.0485 0.0248 1.95* 0.1488 3.07**
2. Net operating income before 

depreciation −0.0066 0.0055 1.19 0.1444 2.96**
3. Net operating income before 

nonrecurring items 0.0023 0.0052 0.44 0.1421 2.90**
4. Net operating income before 

extraordinary items 0.0009 0.0053 0.17 0.1418 2.90**
5. Net operating income including 

all income and expense 0.0026 0.0043 0.61 0.1424 2.91**

D. Two months before preliminary data 
month

1. Sales, net 0.0184 0.0256 0.72 0.0861 1.65
2. Net operating income before 

depreciation −0.0128 0.0057 2.26* 0.0952 1.85*
3. Net operating income before 

nonrecurring items 0.0045 0.0053 0.85 0.0865 1.66
4. Net operating income before 

extraordinary items 0.0023 0.0055 0.43 0.0855 1.64
5. Net operating income including 

all income and expense 0.0007 0.0044 0.16 0.0851 1.63



E. Cumulative, two months before 
through preliminary data month

1. Sales, net 0.0750 0.0449 1.67* 0.1574 3.28**
2. Net operating income before 

depreciation −0.0197 0.0100 1.98* 0.1594 3.33**
3. Net operating income before 

nonrecurring items 0.0119 0.0094 1.28 0.1552 3.22**
4. Net operating income before 

extraordinary items 0.0102 0.0096 1.06 0.1543 3.20**
5. Net operating income including 

all income and expense 0.0028 0.0078 0.36 0.1525 3.15**

All dependent variables are the relative change of stock prices ( )ajP in months as stated (A, B, C, D, and E) 
below.
 Coeffi cients and standard errors are not reported for the change in dividends (DR

j
) and the industry 

dummy (I
jk
) variables and the constant term, which are included in the regressions.

Number of observations = 483
Degrees of freedom   = 456

*   = “Signifi cant” at .05 level (one tail t ³ 1.65, F ³ 1.68).
** = “Signifi cant” at .01 level (one tail t ³ 2.34, F ³ 2.12).

table 2.8 Average of Past Five Years Forecast Model (Annual Data Only) 

= + +63 62 61 53
* . . .[ ( ) / 5]AR AR AR AR

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regression

F
Statistic

A. Month in which fi nal data are 
announced

1. Sales, net −0.0043 0.0116 0.37 0.1038 2.03*
2. Net operating income before 

depreciation 0.0082 0.0057 1.45 0.1077 2.12**
3. Net operating income before 

nonrecurring items 0.0123 0.0057 2.15* 0.1126 2.22**
4. Net operating income before 

extraordinary items 0.0106 0.0059 1.80* 0.1099 2.17**
5. Net operating income including 

all income and expense 0.0056 0.0049 1.13 0.1061 2.08*

B. Month in which preliminary data 
are announced

1. Sales, net −0.0131 0.0114 1.15 0.0587 1.09
2. Net operating income before 

depreciation −0.0008 0.0056 0.14 0.0561 1.04
3. Net operating income before 

nonrecurring items 0.0037 0.0057 0.66 0.0569 1.06
4. Net operating income before 

extraordinary items 0.0034 0.0058 0.58 0.0567 1.05
5. Net operating income including 

all income and expense −0.0017 0.0047 0.35 0.0563 1.05

(continued)



table 2.8 Continued

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regression

F
Statistic

C. Month before preliminary data 
month

1. Sales, net 0.0043 0.0101 0.43 0.1421 2.90**
2. Net operating income before 

depreciation −0.0075 0.0049 1.53 0.1461 3.00**
3. Net operating income before 

nonrecurring items −0.0019 0.0050 0.38 0.1420 2.90**
4. Net operating income before 

extraordinary items −0.0017 0.0051 0.34 0.1419 2.90**
5. Net operating income including 

all income and expense 0.0004 0.0042 0.09 0.1417 2.90**

D. Two months before preliminary data 
month

1. Sales, net 0.0016 0.0104 0.15 0.0851 1.63
2. Net operating income before 

depreciation −0.0100 0.0051 1.97* 0.0928 1.79*
3. Net operating income before 

nonrecurring items 0.0032 0.0052 0.61 0.0858 1.65
4. Net operating income before 

extraordinary items 0.0009 0.0053 0.17 0.0851 1.63
5. Net operating income including 

all income and expense 0.0002 0.0043 0.06 0.0851 1.63

E. Cumulative, two months before 
through preliminary data month

1. Sales, net −0.0074 0.0183 0.40 0.1525 3.16**
2. Net operating income before 

depreciation −0.0183 0.0089 2.06* 0.1600 3.34**
3. Net operating income before 

nonrecurring items 0.0050 0.0091 0.55 0.1528 3.16**
4. Net operating income before 

extraordinary items 0.0025 0.0093 0.27 0.1523 3.15**
5. Net operating income including 

all income and expense −0.0012 0.0076 0.15 0.1523 3.15**

All dependent variables are the relative change of stock prices ( )ajP in months as stated (A, B, C, D, and E) 
below.
 Coeffi cients and standard errors are not reported for the change in dividends (DR

j
) and the industry 

dummy (I
jk
) variables and the constant term, which are included in the regressions.

Number of observations = 483
Degrees of Freedom  = 456

*   = “Signifi cant” at .05 level (one tail t ³ 1.65, F ³ 1.68).
** = “Signifi cant” at .01 level (one tail t ³ 2.34, F ³ 2.12).



table 2.9 Geometrically Declining Distributed Lags Model (Annual Data Only) 

63 62 62[ , , ]aAR AR P

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regression

F
Statistic

A. Month in which fi nal data are 
announced

1. Sales, net, AR
63

0.0413 0.0353 1.17 0.1073
 Sales, net, AR

62
–0.0143 0.0341 0.42 1.88*

 Relative stock price change 
previous year, 1

a
tP − 0.0215 0.0522 0.42

⎫
⎪
⎪
⎬
⎪
⎪
⎭

2. Net operating income before 
depreciation, AR

62
0.0124 0.0078 1.60 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

 Net operating income before 
depreciation, AR

62
–0.0080 0.0091 0.89 0.1120 1.97*

 Relative stock price change 
previous year, 62

aP 0.0188 0.0523 0.36
3. Net operating income before 

nonrecurring items, AR
63

0.0189 0.0074 2.56**
 Net operating income before 

nonrecurring items, AR
62

−0.0002 0.0052 0.03

⎫
⎪
⎪
⎬
⎪
⎪
⎭

0.1185 2.10**
 Relative stock price change 

previous year, 62
aP 0.0100 0.0525 0.19

4. Net operating income before 
extraordinary items, AR

63
0.0172 0.0075 2.28*

 Net operating income before 
extraordinary items, AR

62
0.0003 0.0051 0.07

⎫
⎪
⎪
⎬
⎪
⎪
⎭

0.1153 2.03**
 Relative stock price change 

previous year, 62
aP 0.0113 0.0525 0.21

5. Net operating income including 
all income and expense, AR

62
0.0123 0.0062 1.97* 0.1124

 Net operating income including 
all income and expense, AR

62
0.0061 0.0054 1.14

⎫
⎪
⎪
⎬
⎪
⎪
⎭

1.98*
 Relative stock price change 

previous year, 62
aP 0.0102 0.0526 0.19

B. Month in which preliminary data 
are announced

1. Sales, net, AR
63

−0.0016 0.0351 0.04 0.0685
 Sales, net, AR

62
0.0219 0.0337 0.65

⎫
⎪
⎬
⎪
⎭

1.15
 Relative stock price change 

previous year, 1
a
tP − 0.0738 0.0541 1.36

2. Net operating income before 
depreciation, AR

62
−0.0006 0.0076 0.08

 Net operating income before 
depreciation, AR

62
−0.0070 0.0092 0.76

⎫
⎪
⎪
⎬
⎪
⎪
⎭

0.0689
 Relative stock price change 

previous year, 62
aP 0.0851 0.0548 1.55 1.16

3. Net operating income before 
nonrecurring items, AR

62
0.0048 0.0072 0.67 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.0786
 Net operating income before 

nonrecurring items, AR
62

−0.0097 0.0050 1.93* 1.33
 Relative stock price change 

previous year, 62
aP 0.0799 0.0530 1.51

(continued)



table 2.9 Continued

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regression

F
Statistic

4. Net operating income before 
extraordinary items, AR

62
0.0052 0.0073 0.71 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.0767
 Net operating income before 

extraordinary items, AR
62

−0.0085 0.0049 1.72* 1.50
 Relative stock price change 

previous year, 62
aP 0.0786 0.0530 1.48

5. Net operating income including 
all income and expense, AR

62
0.0000 0.0058 0.01

 Net operating income including 
all income and expense, AR

62
−0.0048 0.0053 0.91

⎫
⎪
⎪
⎬
⎪
⎪
⎭

0.0696
 Relative stock price change 

previous year, 62
aP 0.0822 0.0535 1.54 1.17

C. Month before preliminary data month
1. Sales, net, AR

63
0.0346 0.0303 1.14 ⎫

⎪
⎬
⎪
⎭

0.1695
 Sales, net, AR

62
0.0842 0.0293 2.87** 3.19**

 Relative stock price change 
previous year, 1

a
tP − 0.0099 0.0455 0.22

2. Net operating income before 
depreciation, AR

63
−0.0096 0.0066 1.45 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1812
 Net operating income before 

depreciation, AR
62

0.0273 0.0078 3.52** 3.46**
 Relative stock price change 

previous year, 62
aP 0.0138 0.0451 0.31

3. Net operating income before 
non-recurring items, AR

63
0.0027 0.0063 0.42 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1586
 Net operating income before 

non-recurring items, AR
62

0.0087 0.0044 1.95* 2.94**
 Relative stock price change 

previous year, 62
aP 0.0196 0.0457 0.43

4. Net operating income before 
extraordinary items, AR

63
0.0024 0.0065 0.38 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1575
 Net operating income before 

extraordinary items, AR
62

0.0079 0.0044 1.80* 2.92**
 Relative stock price change 

previous year, 62
aP 0.0181 0.0457 0.40

5. Net operating income including 
all income and expense, AR

62
0.0067 0.0051 1.32 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1721
 Net operating income including 

all income and expense, AR
62

0.0152 0.0046 3.35** 3.25**
 Relative stock price change 

previous year, 62
aP 0.0178 0.0454 0.39

D. Two months before preliminary data 
month

1. Sales, net, AR
63

0.0192 0.0310 .062 ⎫
⎪
⎬
⎪
⎭

0.1117
 Sales, net, AR

62
0.0576 0.0302 1.91* 1.97*

 Relative stock price change 
previous year, 1

a
tP − 0.1320 0.0436 3.03**

2. Net operating income before 
depreciation, AR

63
−0.0152 0.0068 2.24* 0.1356

 Net operating income before 
depreciation, AR

62
0.0241 0.0080

3.03**
⎫
⎪
⎪
⎬
⎪
⎪
⎭

2.45**
 Relative stock price change 

previous year, 62
aP 0.1428 0.0431 3.32**



3. Net operating income before 
nonrecurring items, AR

63
0.0013 0.0065 0.20 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1038
 Net operating income before 

nonrecurring items, AR
62

0.0007 0.0046 0.15 1.81*
 Relative stock price change 

previous year, 62
aP 0.1234 0.0438 2.87**

4. Net operating income before 
extraordinary items, AR

63
−0.0010 0.0066 0.15 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1038 1.81*
 Net operating income before 

extraordinary items, AR
62

0.0009 0.0045 0.20
 Relative stock price change 

previous year, 62
aP 0.1264 0.0437 2.89**

5. Net operating income including 
all income and expense, AR

63
0.0008 0.0053 0.15 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1057 1.85*
 Net operating income including 

all income and expense, AR
62

0.0047 0.0047 1.00
 Relative stock price change 

previous year, 62
aP 0.1294 0.0438 2.95**

E. Cumulative, two months before 
through preliminary data month

1. Sales, net, AR
63

0.0569 0.0557 1.02 ⎫
⎪
⎬
⎪
⎭

0.1732
 Sales, net, AR

62
0.1568 0.0535 2.93** 3.27**

 Relative stock price change 
previous year, 1

a
tP − 0.0355 0.0628 0.57

2. Net operating income before 
depreciation, AR

63
−0.0211 0.0120 1.75* ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1826
 Net operating income before 

depreciation, AR
62

0.0449 0.0144 3.12** 3.49**
 Relative stock price change 

previous year, 62
aP 0.0347 0.0628 0.55

3. Net operating income before 
nonrecurring items, AR

63
0.0099 0.0115 0.86 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1569 2.91**
 Net operating income before 

nonrecurring items, AR
62

−0.0010 0.0081 0.12
 Relative stock price change 

previous year, 62
aP 0.0597 0.0625 0.96

4. Net operating income before 
extraordinary items, AR

63
0.0072 0.0118 0.61 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1561 2.89**
 Net operating income before 

extraordinary items, AR
62

−0.0006 0.0080 0.08
 Relative stock price change 

previous year 62
aP 0.0610 0.0625 0.98

5. Net operating income including 
all income and expense, AR

62
0.0084 0.0093 0.90 ⎫

⎪
⎪
⎬
⎪
⎪
⎭

0.1611
 Net operating income including 

all income and expense, AR
62

0.0146 0.0084 1.74* 3.00**
 Relative stock price change 

previous year, 62
aP 0.0509 0.0624 0.82

All dependent variables are the relative change of stock prices ( )ajP in months as stated 
(A, B, C, D, and E) below.
 Coeffi cients and standard errors are not reported for the change in dividends (DR

j
) and the industry 

dummy (I
jk
) variables and the constant term, which are included in the regressions.

Number of observations = 483
Degrees of freedom   = 453

*   = “Signifi cant” at .05 level (one tail t ³ 1.65, F ³ 1.64).
** = “Signifi cant” at .01 level (one tail t ³ 2.34, F ³ 2.03).



table 2.10 Geometrically Distributed Lags Model (Annual and Third Quarter Data) 

[AR
62

, AR
62

, 62
aP , QR

62
, QR

62
]

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regression

F
Statistic

A. Month in which fi nal data are 
announced

1. Sales, net
  Annual (AR

63
) 0.1293 0.0514 2.52**

  Annual lagged (AR
62

) 0.0334 0.0480 0.69
⎫
⎪
⎪
⎬
⎪
⎪
⎭

0.1196 1.98**
  Third quarter (QR

62
) −0.0883 0.0375 2.36**

  Third quarter lagged (QR
62

) −0.0594 0.0353 1.68*
   Relative price change 

lagged ( 62
aP ) 0.0261 0.0522 0.50

3. Net operating income before 
nonrecurring items

  Annual (AR
63

) 0.0198 0.0075 2.65**
  Annual lagged (AR

62
) 0.0009 0.0053 0.17

⎫
⎪
⎪
⎬
⎪
⎪
⎭

0.1198
  Third quarter (QR

62
) −0.0022 0.0040 0.56 1.98**

  Third quarter lagged (QR
62

) 0.0032 0.0041 0.79
   Relative price change 

lagged ( 62
aP ) 0.0129 0.0527 0.25

4. Net operating income before 
extraordinary items

  Annual (AR
62

) 0.0183 0.0077 2.39**
  Annual lagged (AR

62
) 0.0014 0.0052 0.26 0.1167 1.92*

  Third quarter (QR
62

) −0.0023 0.0040 0.59
  Third quarter lagged (QR

62
) −0.0034 0.0041 0.83

   Relative price change 
lagged ( 62

aP ) 0.0145 0.0528 0.28

⎫
⎪
⎪
⎬
⎪
⎪
⎭

B. Month in which preliminary data are 
announced

1. Sales, net
  Annual (AR

62
) 0.1164 0.0505 2.30*

  Annual lagged (AR
62

) 0.0152 0.0469 0.32 0.0912 1.46
  Third quarter (QR

63
) −0.1185 0.0369 3.21**

  Third quarter lagged (QR
62

) −0.0104 0.0346 0.30
   Relative price change 

lagged ( 62
aP ) 0.0810 0.0538 1.50

⎫
⎪
⎪
⎬
⎪
⎪
⎭

3. Net operating income before 
nonrecurring items

  Annual (AR
63

) 0.0020 0.0072 0.28
  Annual lagged (AR

62
) −0.0128 0.0052 2.47** 0.0930

  Third quarter (QR
62

) 0.0103 0.0039 2.68** 1.49
  Third quarter lagged (QR

62
) 0.0060 0.0041 1.47

   Relative price change 
lagged ( 62

aP ) 0.0754 0.0531 1.42

⎫
⎪
⎪
⎬
⎪
⎪
⎭

4. Net operating income before 
extraordinary items

  Annual (AR
63

) 0.0024 0.0074 0.32
  Annual lagged (AR

62
) −0.0111 0.0051 2.19* 0.0901 1.44

  Third quarter (QR
63

) 0.0099 0.0039 2.57**
  Third quarter lagged (QR

62
) 0.0054 0.0041 1.34

   Relative price change 
lagged ( 62

aP ) 0.0741 0.0531 1.40

⎫
⎪
⎪
⎬
⎪
⎪
⎭



C. Month before preliminary data 
month

1. Sales, net
  Annual (AR

63
) 0.0064 0.0443 0.15 0.1710

  Annual lagged (AR
62

) 0.0848 0.0413 2.05* 3.00**
  Third quarter (QR

63
) 0.0282 0.0324 0.87

  Third quarter lagged (QR
62

) 0.0032 0.0305 0.10
   Relative price change 

lagged ( 62
aP ) 0.0111 0.0457 0.24

⎫
⎪
⎪
⎬
⎪
⎪
⎭

3. Net operating income before 
nonrecurring items

  Annual (AR
63

) 0.0034 0.0064 0.53 0.1596
  Annual lagged (AR

62
) 0.0095 0.0046 2.06* 2.76**

  Third quarter (QR
63

) −0.0012 0.0034 0.35
  Third quarter lagged (QR

62
) −0.0026 0.0035 0.74

   Relative price change 
lagged ( 62

aP ) 0.0169 0.0459 0.37

⎫
⎪
⎪
⎬
⎪
⎪
⎭

4. Net operating income before 
extraordinary items

  Annual (AR
63

) 0.0032 0.0066 0.48 0.1583
  Annual lagged (AR

62
) 0.0085 0.0045 1.88* 2.74**

  Third quarter (QR
63

) −0.0010 0.0034 0.28
  Third quarter lagged (QR

62
) −0.0023 0.0035 0.66

   Relative price change 
lagged ( 62

aP ) 0.0155 0.0460 0.34

⎫
⎪
⎪
⎬
⎪
⎪
⎭

D. Two months before preliminary data 
month

1. Sales, net
  Annual (AR

63
) 0.0328 0.0455 0.72 0.1160

  Annual lagged (AR
62

) 0.1015 0.0425 2.39** 1.91*
  Third quarter (QR

62
) −0.0137 0.0333 0.41

  Third quarter lagged (QR
62

) −0.0461 0.0315 1.46

⎫
⎪
⎪
⎬
⎪
⎪
⎭

   Relative price change 
lagged ( 62

aP ) 0.1243 0.0439 2.83**
3. Net operating income before 

nonrecurring items
  Annual (AR

62
) 0.0014 0.0065 0.22 0.1206

  Annual lagged (AR
62

) 0.0009 0.0047 0.20 2.00**
  Third quarter (QR

63
) 0.0054 0.0035 1.54

  Third quarter lagged (QR
62

) −0.0047 0.0036 1.32

⎫
⎪
⎪
⎬
⎪
⎪
⎭

   Relative price change 
lagged ( 62

aP ) 0.1333 0.0436 3.06**
4. Net operating income before 

extraordinary items
  Annual (AR

62
) −0.0008 0.0067 0.11 0.1207

  Annual lagged (AR
62

) 0.0011 0.0046 0.24 2.00**
  Third quarter (QR

63
) 0.0054 0.0035 1.57

  Third quarter lagged (QR
62

) −0.0046 0.0035 1.29

⎫
⎪
⎪
⎬
⎪
⎪
⎭

   Relative price change 
lagged ( 62

aP ) 0.1343 0.0435 3.08**

(continued)
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The conclusions are based upon an evaluation of the relative size of the partial 
regression coeffi cients, t statistics, and F ratios given in tables 2.3 through 2.10, as 
summarized in tables 2.11, 2.12, and 2.13.

The partial regression coeffi cients (table 2.11) are elasticities, and as such pro-
vide a measure of the percentage change in the rate of change of stock prices related 
to a doubling of the rate of change of the accounting data. The larger the  elasticities, 
the greater the magnitude of the relationship. The t statistic (table 2.12) indicates 
the degree of confi dence one might have that a coeffi cient is not  simply the result 

table 2.10 Continued

Accounting Data Variable (AR)

Partial 
Regression 
Coeffi cient

Standard 
Error

t
Statistic

R2 of 
Regression

F
Statistic

E. Cumulative two months before 
through preliminary data month

1. Sales, net
  Annual (AR

62
) 0.1645 0.0809 2.03* 0.1797

  Annual lagged (AR
62

) 0.2021 0.0750 2.70** 3.19**
  Third quarter (QR

62
) −0.1081 0.0588 1.84*

  Third quarter lagged (QR
62

) −0.0609 0.0555 1.10
   Relative price change 

lagged ( 62
aP ) 0.0430 0.0631 0.68

⎫
⎪
⎪
⎬
⎪
⎪
⎭

3. Net operating income before 
nonrecurring items

  Annual (AR
62

) 0.0078 0.0116 0.67 0.1718
  Annual lagged (AR

62
) −0.0033 0.0084 0.39 3.02**

  Third quarter (QR
62

) 0.0146 0.0062 2.36**
  Third quarter lagged (QR

62
) −0.0006 0.0064 0.10

   Relative price change 
lagged ( 62

aP ) 0.0630 0.0621 1.01

⎫
⎪
⎪
⎬
⎪
⎪
⎭

4. Net operating income before 
extraordinary items

  Annual (AR
62

) 0.0052 0.0119 0.44 0.1710
  Annual lagged (AR

62
) −0.0027 0.0082 0.33 3.00**

  Third quarter (QR
62

) 0.0145 0.0062 2.36**
  Third quarter lagged (QR

62
) −0.0007 0.0064 0.11

   Relative price change 
lagged ( 62

aP ) 0.0643 0.0621 1.03

⎫
⎪
⎪
⎬
⎪
⎪
⎭

All dependent variables are the relative change of stock prices ( )ajP in months as stated (A, B, C, D, and E) 
below.
 Coeffi cients and standard errors are not reported for the change in dividends (DR

j
) and the industry 

dummy (I
jk

) variables and the constant term, which are included in the regressions.
Number of observations = 483
Degrees of freedom   = 451

*   = “Signifi cant” at .05 level (one tail t ³ 1.65, F ³ 1.59).
** = “Signifi cant” at .01 level (one tail t ³ 2.34, F ³ 1.94).



table 2.11 Summary of Partial Regression Coeffi cients of the Annual Accounting Data 

Variable Shown in Tables 2.3 through 2.10

Models

No Forecast Previous Forecast Three-
Year 

Average, 
AR

Five-
Year 

Average, 
AR

Geometrically 
Dist. Lags

AR
AR + 
QR AR

AR + 
QR AR

AR + 
QR

1. Sales
  A 0.042 0.104** 0.029 0.042 0.038 −0.004 0.041 0.129**
  B 0.011 0.129** −0.005 0.053* 0.010 −0.013 −0.003 0.115*
  C 0.045 0.029 −0.023 −0.031 0.049* −0.004 0.035 0.006
  D 0.019 0.023 −0.019 −0.038 0.018 0.002 0.019 0.033
  E 0.073 0.180** −0.048 −0.017 0.075* −0.007 0.057 0.165*
2. Net income 

before 
depreciation

  A 0.014* 0.011* 0.009 0.008 0.012
  B 0.002 0.002 −0.000 −0.001 −0.001
  C −0.011* −0.016** −0.007 −0.008 −0.001
  D −0.016** −0.171** −0.013* −0.010* −0.015*
  E −0.026* −0.031** −0.020* −0.018* −0.021*
3. Net income 

before 
nonrecurring 
items

  A 0.019** 0.019** 0.007* 0.006 0.015** 0.012* 0.019** 0.020**
  B 0.009 0.009 0.008* 0.007* 0.005 0.004 0.005 0.002
  C −0.001 −0.001 −0.004 −0.004 0.002 −0.002 0.003 0.003
  D 0.002 −0.002 0.001 −0.000 0.005 0.003 0.001 0.001
  E 0.011 0.010 0.004 0.003 0.012 0.005 0.001 0.008
4. Net income 

before 
extraordinary 
items

  A 0.017** 0.017** 0.008 0.007* 0.015** 0.011* 0.017* 0.018**
  B 0.009 0.008 0.007* 0.008* 0.007 0.003 0.005 0.002
  C −0.000 −0.000 −0.004 −0.004 0.001 −0.002 0.002 0.003
  D −0.000 −0.001 0.000 −0.001 0.002 0.001 −0.001 −0.001
  E 0.008 0.007 0.008 0.004 0.010 0.003 0.007 0.005
5. Net income 

including all 
items

  A 0.010* 0.002 0.008 0.006 0.012*
  B 0.002 0.002 −0.000 −0.002 0.000
  C 0.002 −0.005* 0.003 0.000 0.007
  D 0.001 −0.001 0.001 0.000 0.007
  E 0.003 −0.004 0.002 −0.001 0.008

A = Month in which fi nal data are announced; B = Month in which preliminary data are announced; C = 
Month before preliminary data month; D = Two months before preliminary data month; E = Cumulative, 
two months before through preliminary; AR = annual accounting data only regression; AR + QR = annual 
and third quarter data regression.
*   = “Signifi cant” at .05 level.
** = “Signifi cant” at .01 level.



table 2.12 Summary of t Statistics Shown in Tables 2.3 through 2.10

Models

No Forecast
Previous 
Forecast

Three-Year 
Average, 

AR

Five-Year 
Average, 

AR

Geometrically 
Dist. Lags

AR
AR + 
QR AR

AR + 
QR AR

AR + 
QR

1. Sales
  A 1.2 2.1** 1.2 1.3 1.3 0.4 1.2 2.5**
  B 0.3 2.7** 0.2 1.7* 0.3 1.2 0.0 2.3*
  C 1.5 0.7 1.1 1.1 2.0* 0.4 1.1 0.2
  D 0.6 0.5 0.8 1.3 0.7 0.2 0.6 0.7
  E 1.3 2.3** 1.2 0.3 1.7* 0.4 1.0 2.0*
2. Net income before 

depreciation
  A 1.8* 2.0* 1.5 1.5 1.6
  B 0.2 0.4 0.0 0.1 0.1
  C 1.7* 3.5** 1.2 1.5 1.5
  D 2.3** 3.6** 2.3* 2.0* 2.2*
  E 2.2* 3.7** 2.0* 2.1* 1.8*
3. Net income before 

nonrecurring items
  A 2.8** 2.8** 2.0* 1.6 2.5** 2.2* 2.6** 2.7**
  B 1.4 1.3 2.3* 2.1* 0.9 0.7 0.7 0.3
  C 0.1 0.1 1.4 0.4 0.4 0.4 0.4 0.5
  D 0.4 0.3 0.2 0.1 0.9 0.6 0.2 0.2
  E 1.0 0.9 0.8 0.5 1.3 0.6 0.9 0.4
4. Net income before 

extraordinary items
  A 2.4** 2.4** 1.6 2.0* 2.5** 1.8* 2.3* 2.4**
  B 1.3 1.2 2.1* 2.3* 1.2 0.6 0.7 0.3
  C 0.1 0.1 1.3 0.4 0.2 0.3 0.4 0.5
  D 0.1 0.2 0.1 0.2 0.4 0.2 0.2 0.2
  E 0.7 0.6 0.5 0.8 1.1 0.3 0.6 0.4
5. Net income 

including all items
  A 1.7* 0.6 1.6 1.1 2.0*
  B 0.3 0.7 0.1 0.4 0.0
  C 0.3 1.8* 0.6 0.1 1.3
  D 0.1 0.5 0.2 0.1 0.2
  E 0.4 0.8 0.4 0.2 0.9

A = Month in which fi nal data are announced; B = Month in which preliminary data are announced; C = 
Month before preliminary data month; D = Two months before preliminary data month; E = Cumulative, 
two months before through preliminary; AR = annual accounting data only regression; AR + QR = annual 
and third quarter data regression.
*   = “Signifi cant” at .05 level.
** = “Signifi cant” at .01 level.



table 2.13 Summary of F Statistics Shown in Tables 2.3 through 2.10

Models

No Forecast
Previous 
Forecast

Three-Year 
Average, 

AR

Five-Year 
Average, 

AR

Geometrically 
Dist. Lags

AR
AR + 
QR AR

AR + 
QR AR

AR + 
QR

1. Sales
  A 2.1** 2.1** 2.1* 2.0* 2.1* 2.0* 1.9* 2.0**
  B 1.1 1.5 1.0 1.3 1.1 1.1 1.2 1.5
  C 3.0** 2.9** 2.9** 2.8** 3.1** 2.9** 3.2** 3.0**
  D 1.7* 1.6 1.7* 1.6 1.7 1.6 2.0* 1.9*
  E 3.2** 3.3** 3.2** 3.1** 3.3** 3.2** 3.3** 3.2**
2. Net income before 

depreciation
  A 2.2** 2.2** 2.1** 2.1** 2.0*
  B 1.0 1.1 1.0 1.0 1.2
  C 3.0** 3.4** 3.0** 3.0** 3.5**
  D 1.9* 2.2** 1.9* 1.8* 2.5**
  E 3.4** 3.8** 3.3** 3.3** 3.5**
3. Net income before 

nonrecurring items
  A 2.4** 2.3** 2.2** 2.1* 2.3** 2.2** 2.1** 2.0**
  B 1.1 1.5 1.3 1.2 1.1 1.1 1.3 1.5
  C 2.9** 2.8** 3.0** 2.9** 2.9** 2.9** 2.9** 2.8**
  D 1.6 1.8* 1.6 1.9* 1.7 1.7 1.8* 2.0**
  E 3.2** 3.4** 3.2** 3.3** 3.2** 3.2** 2.9** 3.0**
4. Net income before 

extraordinary items
  A 2.3** 2.2** 2.1** 2.1** 2.3** 2.2** 2.0** 1.9*
  B 1.1 1.2 1.2 1.3 1.1 1.1 1.5 1.4
  C 2.9** 2.8** 3.0** 2.9** 2.9** 2.9** 2.9** 2.8**
  D 1.6 1.8* 1.6 1.9* 1.6 1.6 1.8* 2.0**
  E 3.2** 3.4** 3.2** 3.3** 3.2** 3.2** 2.9** 3.0**
5. Net income 

including all items
  A 2.2** 2.0* 2.1* 2.1* 2.0*
  B 1.0 1.1 1.0 1.1 1.2
  C 2.9** 3.0** 2.9** 2.9** 3.3**
  D 1.6 1.6 1.6 1.6 1.9*
  E 3.2** 3.2** 3.2** 3.2** 3.0**

A = Month in which fi nal data are announced; B = Month in which preliminary data are announced; C = 
Month before preliminary data month; D = Two months before preliminary data month; E = Cumulative, 
two months before through preliminary; AR = annual accounting data only regression; AR + QR = annual 
and third quarter data regression.
*   = “Signifi cant” at .05 level.
** = “Signifi cant” at .01 level.
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of a chance deviation from a “true” value of zero.22 The F statistic (table 2.13) is 
a measure of the “goodness of fi t” of the model to the data, that is, F expresses 
the degree of confi dence one might have in the fi t. The levels of “signifi cance” 
denoted in the tables by asterisks indicate the probabilities that the coeffi cients 
and goodness of fi t of the regressions are the result of chance alone. Rigorous tests 
were not made to determine whether the data meet the requirements of these 
signifi cance tests. Although it is believed that the sample does not seriously violate 
their requirements, the signifi cance levels indicated by asterisks should be taken 
as suggestive only.

The Period in Which Accounting Data Are “Known”

The month in which accounting reports are made public, either in preliminary 
or fi nal form, may not be the time at which the information they contain is acted 
upon by investors. A month may be too long a period to measure the effect of 
the data on investors’ expectations. Alternatively, the information content of the 
data may have been known and acted upon by astute investors as a result of leak-
age of inside information or analysis of other sources of information. To test for 
information leakage, the accounting data were related to price changes in earlier 
months (assuming, again, that a month is not too long a period). The independent 
variables were regressed on the rate of stock price change in the month in which 
fi nal data are announced (A), the month in which preliminary data are announced 
(B), one month prior to the preliminary data month (C), two months prior to the 
preliminary data month (D), and the sum of the month prior to the preliminary 
data month and the two months previous (E). (To save space, the letters A through 
E are used here and in the tables to identify these periods.)

The dependent variables are not completely independent as table 2.14 shows. 
Often, preliminary data are announced in the same month as is the fi nal data, or 
no preliminary data are announced at all. The sum of three months (E) is not 
independent of (B), (C), or (D), since it is composed of them. The other variables 
are essentially uncorrelated.

One generalization can be made about which period is most highly related to 
the independent variables. Table 2.13, which summarizes the F statistics, shows 
that the cumulative period (E) has the highest F statistics for all models and all 
accounting constructs. The month before the preliminary month (C) consistently 
shows the next highest F statistics; this indicates that the relatively high F’s for E

22. The following descriptions of the statistics are brief and nonrigorous and therefore are some-
what inaccurate. A statistics text should be consulted for complete descriptions.
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23. The means of DDR in periods A, B, C, and D are 0.024, 0.016, 0.020, and 0.002. But the simple 
correlation coeffi cient of DDR and P a in period C is 0.10 as against 0.04 or less in the other periods. The 
relatively high correlation coeffi cient in period C may be evidence of the information effect of dividend 
changes that precede, and possibly forecast, the information content of the preliminary accounting 
data published in the following month.

table 2.14 Correlation of the Dependent Variables, a
tP

B C D E

A. Month in which fi nal data are announced 0.372 −0.035 −0.060 0.169
B. Month in which preliminary data are announced 1.000 0.011 0.004 0.603
C. Month before preliminary data month 0.011 1.000 0.060 0.589
D. Two months before preliminary data month 0.004 0.060 1.000 0.583
E. Cumulative, two months before through preliminary data 

month 0.603 0.589 0.582 1.000

are due to large measure to C. These fi ndings could be due either to the accounting 
variables or to the other independent variables. Analysis of the simple correlation 
coeffi cients of the industry dummy variables with the dependent variables and of 
the coeffi cients of the dummy variables in the regressions indicates that, for some 
reason, a few industries are strongly related to the cumulative (E) and month prior 
to the preliminary month (C) dependent variables. The principal industries so 
related are the air transport industry (positively correlated), and the electronics, 
textile apparel manufacturers, and offi ce and business equipment industries (neg-
atively correlated). The change in dividend variable (DDR) is much more highly 
(positively) correlated to the dependent variable in period C.23 The industry and 
dividend change variables, then, probably account for most of the higher F statis-
tics in periods C and E. However, the differences in the magnitude and signifi cance 
of the accounting variables for different periods warrant analysis. Since these dif-
ferences are not the same for all of the accounting data constructs, a discussion 
of each follows. (The Five-Year Average model is discarded below: therefore the 
discussion excludes consideration of data from this model.)

The coeffi cients of the “sales” construct is highest in magnitude and in sta-
tistical signifi cance for the cumulative period, E, for all of the models except one. 
However, the preliminary data month, B, generally is the only important one of 
the three months that comprise period E. This is especially true for the mod-
els which include third quarter data. For the models using only annual data the 
month before the preliminary data are released, C, is more important. The fi nal 
data period, A, is of next greatest importance. Therefore, it appears that the sales 
data have their greatest impact in the month in which they are formally made 
public, although there is some evidence of leakage in the previous month, and to a 
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much lesser extent over the period between the close of the year and the publica-
tion of the annual report.

The “net income before depreciation” construct also has its greatest effect in the 
cumulative period, E, for most of the models. This fi nding is curious, because 
one would expect much less knowledge of this information prior to the month in 
which the fi nal reports are published. Further, the coeffi cients in period E are neg-
ative; this indicates that an increase in the rate of net income before  depreciation is 
associated with a decrease in the rate of change of stock prices. (This is considered 
further below.) The only signifi cant positive  coeffi cients are in the fi nal report 
period, A, a fi nding that is consistent with expectations.

The most signifi cant coeffi cients of the income constructs, “net income before 
nonrecurring items,” “before extraordinary items,” and “after extraordinary items” 
are almost all in period A. This result conforms to expectations since these data 
usually are not made public except in the fi nal reports.

In summary, the month when the fi nal data are announced (A) appears to 
be most important, with some exceptions for the “sales” and “net income before 
depreciation” constructs.

The Information Content of Third Quarter Data

Third quarter accounting data are included in the No Forecast, Previous Ratio, 
and Geometrically Distributed Lags models for the “sales,” and “net income before 
nonrecurring items” and “net income before extraordinary items” constructs. A 
comparison of the regressions with and without the third quarter data reveals the 
following. First, in all three models “sales” show predominantly larger coeffi cients 
for the annual accounting variable when the third quarter variable is included. 
The t statistics of the coeffi cients also are predominantly higher when the third 
quarter variables are included. Second, “net income before nonrecurring items” 
and “before extraordinary items” show almost no difference in the magnitude of 
partial regression coeffi cients or t statistics of the annual accounting data variable, 
whether the third quarter data are included or not.

Hence, it is concluded that the third quarter data are useful only for the “sales” 
construct of income. This is a somewhat unexpected fi nding, since sales data often 
are available from sources other than published accounting reports while income 
data are not as readily available. As discussed above, the fi nal (A) and preliminary 
(B) data months are the most important for the “sales” construct regressions that 
include the third quarter data. A further analysis of the Geometrically Distributed 
Lags model (tables 2.9 and 2.10) reveals that for periods A and B the coeffi cients 
of the lagged values of the annual variable are insignifi cant and relatively small. 
The No Forecast model, then, would seem to fi t the sales data better. In this model, 
the investor’s expectations are presumed to be derived from sources other than 
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past years’ accounting data. (Recall that the “current” year’s data are logarithms of 
the ratios of the current and prior years’ published data.)

Therefore it appears that quarterly published sales fi gures are used by inves-
tors, along with other sources of data, to evaluate the annual data, but that prior 
year’s data are not so used. A shortcoming of the present study may be that insuf-
fi cient attention was given to the specifi cation of quarterly data. A comparison of 
results of the fi nal quarter’s data with those of the previous three quarters may 
have proved more fruitful than the comparison made between the third quarter 
and annual results of succeeding years.

Evaluation of the Models: Implications for 
Determining How Much Data Investors Use

No one model is “best” for all of the accounting data constructs or all of the time 
periods. Further, the F statistics summarized in table 2.13 are almost the same for 
a given time period, regardless of the model. Hence, it appears that the choice of 
model is not very important in explaining the rate of change of stock prices. How-
ever, differences do exist among the models in estimating the relationship between 
the accounting data variables and stock prices. The Five-Year Average model can 
be rejected immediately. All except one of the coeffi cients for all of the account-
ing data variables round to 0.01 and the standard errors of most coeffi cients are 
as large or larger. The other models appear to be inconsistently better for some 
accounting data constructs than for others.

The “sales” construct has the largest and most statistically signifi cant coeffi -
cients when used in the No Forecast and Geometrically Distributed Lags mod-
els that include third quarter data (as is discussed above). There is evidence that 
investors do not use prior years’ sales data in forming their expectations as shown 
by the fact that the coeffi cients are lowest for the Five-Year Forecast and small 
and insignifi cant for the lagged variables in the Geometrically Distributed Lags 
model.

The “net income before depreciation” construct also appears to do best in the 
No Forecast model, although the differences between the models are small. Nev-
ertheless, it is interesting to note that for the fi nal data month, A (the only period 
with positive and signifi cant coeffi cients), the Three- and Five-Year Average mod-
els are least signifi cant and the coeffi cients of the lagged variables in the Geometri-
cally Distributed Lags model are small and insignifi cant. Hence, it appears that 
investors do not use past years’ ratios, if they use the “net income before deprecia-
tion” construct of income at all.

The “net income before nonrecurring items” and “net income before extraor-
dinary items” constructs show the largest and most signifi cant coeffi cients in the 
No Forecast and Geometrically Distributed Lags models. However, the  advantage 
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over the other models is not striking. As with the “sales” and “net income before 
depreciation” constructs, the coeffi cients of the lagged variables in the Geomet-
rically Distributed Lags model are small and quite insignifi cant. If it were not 
for the fact that the coeffi cients in the Three- and Five-Year Average models are 
almost as great and signifi cant as those in the No Forecast models, one could 
conclude that investors do not seem to use past years’ ratios at all in forming their 
expectations.

The No Forecast and Geometrically Distributed Lags models are the most 
important models for the “net income after extraordinary items” construct. For 
the important fi nal data month, A, the coeffi cients of the lag variables are small 
and insignifi cant. Interestingly, the coeffi cients of the lagged variables are impor-
tant in the preliminary data month, B. This may signify that investors use past 
years’ information when they do not have access to the current data.

To summarize, the No Forecast model, which uses the least prior data, appears 
to be generally the most useful in explaining the relationship between accounting 
data and stock prices. There is evidence that investors do not use past changes in 
rates of change of accounting data in forming their expectations, except for the 
months prior to those in which the preliminary and fi nal data are made public. 
If this fi nding is verifi ed in future research, it may be concluded that the tables of 
past data presented in many annual reports are not used by investors.

The Accounting Construct Used by Investors

From the relative size of the coeffi cients, it appears that the “sales” construct is 
used more by investors than are the other constructs tested. The highest value of 
the “sales” coeffi cients is 0.18 while the highest of the other constructs is 0.019.

The coeffi cients of “net income before depreciation” construct are positive in 
all of the models only for the fi nal data month, A. In two models positive, though 
relatively small, coeffi cients are found for the preliminary data month, B. That the 
coeffi cients otherwise are negative and largely statistically signifi cant is evidence 
that this construct is not used by investors in periods other than the month in 
which fi nal data are published, or if used, is used in some perverse manner. It also 
may be evidence that the signifi cant positive coeffi cients found for period A are 
spurious.

The least important of the “net income” constructs, by the size of coeffi cient 
test, is “net income after extraordinary items.” Its highest coeffi cient is 0.012. The 
coeffi cients of the “net income before nonrecurring items” and “net income before 
extraordinary items” are the highest of the group and so alike that the two con-
structs cannot be distinguished. But the coeffi cients of the four “net income” con-
structs are not so different that one can conclude that investors use one rather 
than another.
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Conclusions and Suggestions for Future Research

The conclusions offered in this section must be taken as tentative, because the 
differences among the time periods, models, and accounting constraints are not 
great. In addition, although many of the coeffi cients and regressions are statisti-
cally signifi cant, they cannot be accepted with great confi dence until the experi-
ment has been replicated.

However, one fi nding is striking. Only a relatively small, though signifi cant, 
relationship was found between the rates of change of data found in corporate 
published reports and rates of change of stock prices. At most, the positive elastici-
ties are 0.18 for sales data and 0.02 for one of the net income constructs. Thus, as 
measured in this study, the information contained in published accounting reports 
is a relatively small portion of the information used by investors.

Within this limited use, it appears that (1) the information is used primar-
ily in the period in which it is made public; (2) third quarter data are used only 
for the “sales” construct, except that the third quarter data are important for the 
“net income constructs” in the months before the preliminary and fi nal data are 
made public; (3) the importance of the No Forecast model and the small size and 
nonsignifi cance of the coeffi cients of the lagged variables indicate that past annual 
ratios are not used by investors; and (4) “sales” is the construct most highly related 
to the rate of change in stock prices.

The fi nding that it does not make a great deal of difference which accounting 
construct of net income or model is used may be interpreted to mean that the 
accounting data are used only to confi rm information otherwise gathered from 
news sources, interviews, inside information, and so on, and that the arguments 
within the accounting profession of which concept of income is “best” are beside 
the point. Alternatively, the fi ndings may indicate that the data and/or models 
used are not adequate for the purpose of the research. Therefore, before the dis-
putes within the profession can be dismissed as “much ado about nothing,” some 
improvement in the methods described should be undertaken.

First, the procedure used above can be replicated as soon as the Center for 
Research on Security Prices makes available data more current than 1964. Second, it 
may be that a period of a month is too long for the effect of accounting data on stock 
prices to be measured. Weekly or even daily stock price data could be substituted for 
the monthly dependent variable. However, it is interesting to note that Ashley (1962) 
used daily price changes in his study, which utilized a model that is similar to the No 
Forecast model. He measured the effect on daily stock prices of large changes in net 
earnings that followed publication of the accounting information. His fi ndings are 
very similar to those reported above. Third, a better specifi cation of the quarterly data 
could be made. A shortcoming of the present study may be that insuffi cient attention 
was given to the specifi cation of quarterly data. A comparison of fi nal quarter’s data 
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with those of the previous three quarters may have proved more fruitful than the 
comparison made between the third quarter and annual results of succeeding years. 
Fourth, the aggregative models used may not be correct. An alternative procedure is 
to use the stock price and accounting data for individual companies over a period of 
years. Companies that experienced large changes in their sales and income would be 
preferable. Finally, some detailed studies could be made to determine how investors 
use published accounting data. Interviews could be taken from which hypotheses 
may be developed that could be tested further in laboratory studies. These stud-
ies may give rise to better models than those used in the present study.
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3
Required Disclosure and the Stock 

Market: An Evaluation of the 
Securities Exchange Act of 1934

Thanks are due to Robert Hagerman and Stanley Engerman for their criticisms, some of which 
I agree with.

1. A recent history by Ralph DeBedts (1964) reviews these events uncritically.
2. George Stigler (1964a,b) and Irwin Friend and Edward Herman (1964) provide the fi rst quan-

titative analysis of the Securities Act of 1933 of which I am aware. The only other analyses are in two 
papers which I published in 1969.

the securities exchange act of 1934 was one of the earliest and, some believe, 
one of the most successful laws enacted by the New Deal. The stock market crash 
in 1929 and the Great Depression provided the impetus for reform of the stock 
markets in the belief that weaknesses of the institutions and ineptitude and/or 
chicanery among brokers and bankers were partially responsible for the losses 
incurred by stockholders. Although many critics, reformers, and Congressmen 
wanted Congress to enact “blue skies” legislation that would require all securities 
sold and traded to be approved by the federal government, President Franklin 
Roosevelt preferred the concept of “disclosure” (see Wheat, 1967). Rather than 
having the government approve or disapprove securities, corporations whose 
securities are publicly sold and traded are required to disclose a large amount of 
predominantly fi nancial information to the Securities and Exchange Commission 
(SEC) who make these data available to the public. Indeed, the Securities Exchange 
Act is described in its title and usually referred to as a “disclosure statute.”

Although the fi nancial community generally opposed this legislation and the 
preceding Securities Act of 1933,1 most brokers, investors, and government offi -
cials probably would fi nd it diffi cult to conceive of the successful operation of the 
stock markets without the Securities Acts. Yet the economic rationale for the regu-
lation of the securities markets was not examined carefully before the legislation 
was passed (which is not surprising, given turbulent times) nor has it been since,2
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even though the Securities Act of 1934 was extended in 1964 to include most cor-
porations whose stock is publicly owned. Such an examination of one important 
part of the law—the fi nancial disclosure requirements—is presented here. This 
analysis is particularly timely because the SEC appears to be shifting its emphasis 
toward increasing the disclosure requirements of almost all corporations whose 
stock is traded in the markets.3

I. The Disclosure Requirements of the 
Securities Exchange Act of 1934

The 1934 act requires that a corporation whose stock is traded on a registered 
stock exchange or who registered a stock issue:

a. fi le detailed balance sheets, income statements, and supporting 
substatements (form 10K) within 120 days after the close of its fi scal year;

b. fi le a much less detailed semiannual report (form 9K) within 45 days after 
the fi rst half of the fi scal year;

c. fi le a “current report” (form 8K) 10 days after the end of any month in 
which certain “signifi cant” events occurred (such as a change of control of 
the corporation, material legal proceedings undertaken, material change 
of securities outstanding, and revaluation of assets).

In 1964, the disclosure requirements were extended to almost all corporations with 
at least 500 stockholders or $1 million in assets. (Exceptions are regulated compa-
nies whose statements were prescribed, such as banks and insurance companies). 
Thus, all but the smallest corporations now are covered by the act.

Section 13(b) of the 1934 act (and section 19(a) of the 1933 act) gives the 
SEC the power to prescribe the form and content of the fi nancial statements fi led 
under the act. In general, the SEC has followed generally accepted accounting pro-
cedures, although it has infl uenced these procedures by insisting that assets not be 
revalued upward, goodwill be amortized rapidly, and other “conservative” biases 
be reinforced. In this regard, the SEC has not followed the “disclosure rather than 
approval” philosophy of the Securities Exchange Act. This policy was established 
by Accounting Series Release No. 4 in 1938, which states that

3. A rather detailed “Report and Recommendations to the Securities and Exchange Commission” 
from the Disclosure Policy Study headed by Wheat recommends “that for the future, greater attention 
be paid to those continuing disclosures which benefi t the trading markets in securities. Prior to 1964 
the continuing disclosure reached only those issues whose securities were listed on exchanges and those 
which had voluntarily registered securities under the ’33 Act. Full exercise of that authority might have 
deterred listing. This is no longer the case, and a serious impediment to progress in disclosure policy 
has been removed” (Wheat Report, 1969, p. 11).
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where fi nancial statements fi led . . . are prepared in accordance with account-
ing principles for which there is no substantial authoritative support, such 
fi nancial statements will be presumed to be misleading or inaccurate despite 
disclosures contained in the certifi cate of the accountant or in footnotes to the 
statements provided the matters involved are material. (emphasis added)

Whether disclosure, as defi ned and required by the SEC, has been meaning-
ful and benefi cial, is the question asked here—not whether disclosure, as such, is 
good or bad.4

II. The Rationale Underlying the Legislation

It would seem that any argument against disclosure is equivalent to an argument 
for secrecy. But such is not the case. Prior to the passage of the Securities Exchange 
Act, corporations could disclose what they wished to their current and potential 
stockholders and, if they were listed on the New York Stock Exchange (NYSE), 
American, Chicago (Midwest), or other regional exchanges, had to submit balance 
sheets and income statements to the exchange. For the year ended December 31, 
1933, all NYSE corporations were audited by CPA fi rms, all listed current assets 
and liabilities in their balance sheets, 62 percent gave their sales, 54 percent the 
cost of goods sold, and 93 percent disclosed the amount of depreciation expense. 
These percentages had been increasing fairly steadily prior to 1933, although there 
was little change after 1928. (See Benston, 1969b, p. 519.) One could argue (as did 
the NYSE) that the legislation was not needed.

One could also argue that the disclosure policy followed by corporations in the 
absence of legislation is in the best interests of their stockholders. If management 
believed that the marginal revenue to the stockholders as a group from disclosure 
would exceed the marginal cost of preparing and supplying the information, they 
would disclose their fi nancial and other data. The marginal revenue might include 
the savings to stockholders of not having to gather the data privately, the reduced 
cost of capital to the fi rm if prospective stockholders’ uncertainty about the fi rm 
were reduced, improvement in the marketability of the fi rms’ shares if investors 
desired fi nancial information, and so on. The marginal costs of disclosure might 
include the cost of preparing and distributing the statements; the costs incurred 
in informing competitors, suppliers, customers, and government offi cials; and the 
cost of misinforming stockholders when accounting statements report economic 

4. The possible detrimental effect of the SEC’s defi nition of disclosure on the development of 
improved and innovative accounting procedure has been argued elsewhere (Benston, 1969b). While 
the issue is important to the question of the effi cient operation of securities market, it is not empha-
sized in this essay.
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events incorrectly or inadequately (as when all research and development and 
advertising expenditures are charged to expense currently).

However, management might not issue fi nancial statements (or might issue 
incomplete statements) if they underestimate the value of these statements to their 
current or potential investors, mismanage the corporation, intend to defraud inves-
tors, or if there are positive externalities in the effi cient allocation of resources when 
all (or most) companies disclose fi nancial data. Thus, one cannot immediately dis-
miss the argument that there is need for required disclosure solely by reference 
to the invisible hand of the market. Rather the question must be examined with 
respect to the rationale upon which the Securities Exchange Act of 1934 is based.

Underlying the disclosure requirements of the 1934 act is the belief that 
required disclosure of fi nancial data is necessary for the fair and effi cient opera-
tion of capital markets. The SEC’s 1969 Wheat Report (and most other writings 
on the subject) views disclosure as necessary to (1) prevent fi nancial manipula-
tion and (2) provide investors and speculators with enough information to enable 
them to arrive at their own rational decisions (Wheat Report, p. 10).5 Perhaps even 
more important is the concept of “fairness,” the belief that all investors, big and 
small, insiders and outsiders, should have equal access to relevant information. 
Whether these objectives can be achieved, a priori, by disclosure of fi nancial data, 
and if they can, whether or not the evidence supports or rejects the hypothesis that 
they were, is considered in the balance of the chapter. To facilitate the presentation 
of the material, fraud and manipulation are discussed fi rst in section III, followed 
by an empirical analysis of information and investors’ decisions in section IV, and 
the effects of the 1934 act on traded securities in section V, on losses by stockhold-
ers in section VI, and on investors’ confi dence in the market in section VII.

III. Fraud and Manipulation

Fraud and manipulation may be of two different types with respect to disclosure. 
Published statements may contain false or misleading data or desired data may not 
be published at all but may be released in the form of news stories, rumors, and 
so on, to manipulate the public’s expectations and so affect stock prices. These are 
discussed in turn.

It is very diffi cult to determine whether the 1934 act prevented the publica-
tion of fraudulent or misleading fi nancial statements or even whether much fraud 

5. Also mentioned is “the belief that appropriate publicity tends to deter questionable practices 
and to elevate standards of business conduct” (p. 10). These goals are inherently nonoperational, except 
as they refer to the prevention of fraud and manipulation, which is discussed below, or perhaps to 
insider stock dealings, which is not affected by the disclosure of fi nancial data and hence is outside the 
scope of this essay. However, see Henry Manne (1966) for one view contrary to the SEC’s position.
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existed to any greater extent before or after the passage of the act. In a situation 
of personal fraud by self-dealing or simple defalcation, required disclosure is of 
little value. Certifi ed public accountants insist that they do not audit explicitly for 
fraud nor does the SEC ask them to do this, although I believe a good case could be 
made for this requirement. With respect to fraudulently prepared fi nancial state-
ments, I have reviewed such evidence as exists in another article (Benston, 1969a, 
pp. 51–55). A search of the available literature, including the Senate and House 
hearings on the proposed securities legislation, fails to reveal much evidence of 
fraud in the preparation or dissemination of fi nancial statements prior to 1934. 
For example, Wiley Rich, the author of a comprehensive survey of the legal respon-
sibilities of accountants (1935), states that “an extensive search has revealed not a 
single American case in which a public accountant has been held liable in a crime 
for fraud” (p. 100). It appears that the feeling in the early 1930s that published 
accounting statements were fraudulent or misleading was based on the “exposés” 
of William Ripley (1916, 1927) and others of the behavior of some large corpora-
tions at the turn of the century. Further, the recent BarChris, Yale Transport, Green 
Department Store, Continental Vending, and other cases show that fraud in fi nan-
cial statements, while relatively rare, has not been banished from the land.

The lack of evidence on fraudulent fi nancial statements does not imply that 
published fi nancial statements were or were not misleading. Prior to the passage of 
the Securities Act, it was very diffi cult for third parties, such as prospective stock-
holders, to sue accounting fi rms for negligently prepared fi nancial statements. The 
courts held, under the rule of privity, that these reports were prepared for manage-
ment only (see Landell v. Lybrand).

However, accountants were (and still are) liable for fraud “if their audit has been 
so negligent as to justify a fi nding that they had no genuine belief in its adequacy 
for this again is fraud” (see Ultramares Corp. v. Touche, Niven and Co., p. 488). The 
Securities Act changed accountants’ liability dramatically, and now an investor may 
sue an accountant if, having relied on false or misleading statements, he “shall have 
purchased or sold a security at a price which was affected by such statement” (sec-
tion 18). It is important to note that the accountant must prove that the investor’s 
loss was not a consequence of the fi nancial statements rather than that the investor 
prove that he actually was misled by or even saw the statements.

In contrast to the lawmakers’ expectations, an important consequence of this 
change in the law and of the SEC’s administration of the acts appears to be that 
fi nancial statements are more misleading than they were. The considerable liabil-
ity of accountants under section 18 has contributed to accountants following con-
servative, often worthless practice, since it is diffi cult to sue them successfully for 
preparing misleading statements if they follow traditional procedures. In addition, 
the SEC has insisted on historically based accounting, discouraging price level 
and other revaluation of assets and liabilities, refusing to permit  publication of 
sales and income projections and other valuable economic data, and so on. Thus 
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 published fi nancial statements are more misleading than they otherwise might 
have been. Although accountants might not have made much progress in report-
ing the economic position and progress of corporations had there been no Securi-
ties Act, there is no empirical or a priori basis for an assertion that the 1934 act has 
had a net positive effect on the publication of fraudulent or misleading fi nancial 
statements.

While there is little direct evidence that corporate managers issued fraudulent 
fi nancial statements, they may have refused to disclose information to create a climate 
in which they could manipulate stock prices by means of “pools” and “bear raids.” At 
least such is the opinion of the SEC. In their booklet, A 25 Year Summary of the Activities 
of the Securities and Exchange Commission, 1934–1959 (1959), they say these practices

resulted in a situation in which no one could be sure that market prices for 
securities bore any reasonable relation to intrinsic values or refl ected the 

table 3.1 Disclosure of Financial Data by Corporations Whose Securities were Subject 

to Pools

Percentage Disclosinga

Pool Year Statement Year Sales Cost of Goods Sold

1929 pools
(103 corporations)b

1927 58 47
1928 58 48
1929 61 50
1930 60 52

1930 pools 
(30 companies)c

1928 70 50
1929 70 53
1930 70 60
1931 63 70

1931 pools 
(6 companies)

1929 67 50
1930 67 50
1931 67 50
1932 33 50

1932 pools 
(2 companies)

1930 100 100
1931 100 100
1932 50 100
1933 50 100

1933 pools 
(12 companies)d

1931 67 42
1932 67 42
1933 67 42

Source: Pools: U.S. Senate Committee on Banking and Currency, part 17, pp. 7948–50, Financial Data: 
Moody’s Investors Service, various years.
aCorporations whose statements were not in Moody’s (four of the 1929 pools and two of the 1930 pools) are 
included as “nondisclosure.”
bNumber of securities = 105; 2 securities of two corporations were listed.
cNumber of securities = 31; 2 securities of one corporation were listed.
dNumber of securities = 13; 2 securities of one corporation were listed.
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impersonal forces of supply and demand. In fact, the investigation record 
demonstrated that during 1929 the prices of over 100 stocks on the New York 
Stock Exchange were subject to manipulation by massive pool operations. 
One of the principal contributing factors to the success of the manipulator 
was the inability of investors and their advisers to obtain reliable fi nancial 
and other information upon which to evaluate securities. (pp. xv–xvi)

To test this assertion, the fi nancial statements (as published in Moody’s Inves-
tors Services, various years) of those over 100 corporations whose securities were 
subject to pools, as revealed by the Senate Committee on Banking and Currency, 
were examined for years before, during, and after the pools. Table 3.1 gives the 
percentage that disclosed such important information as sales and cost of goods 
sold. (All except four corporations included in the 1929 pools and two included 
in the 1930 pools had otherwise complete balance sheets and income statements 
published in Moody’s.) The percentages with respect to sales were almost the same 
as those found for all companies listed on the NYSE and a little lower with respect 
to cost of goods sold. Thus, while “pools” and “bear raids” may or may not have 
been unfair to investors, it is clear that their operations (successful or not) owed 
little to the nondisclosure of accounting data.

IV. Information and Rational Decisions 
of Investors and Speculators

The second rationale for the disclosure requirements is to allow “investors [to] make a 
realistic appraisal of the merits of securities and thus exercise an informed judgment 
in determining whether to purchase them” (Securities Exchange Commission, 1967, 
p. 1). This rationale is based on a belief that the data required by the SEC are “infor-
mation.” That is, the fi nancial statements must provide data about a corporation that 
affect investors’ expectations about its future prospects and relative riskiness and that 
were not previously known, such that the information was completely discounted 
and impounded in the market price of the securities before the time of disclosure.

There is serious question whether the fi nancial data approved by the SEC can 
provide the investor with information. The SEC does not allow current market 
valuation of assets, estimates of future sales, or projection of the effects of discov-
eries, favorable regulatory rulings, public acceptance of new products, and other 
economic events. Additionally, the present value of many important occurrences 
such as management changes, styling, advertising campaigns and other market-
ing strategies, changes in the competitive environment, and the like cannot be 
estimated very well even if the SEC allowed accountants or others to publish their 
efforts. While this information need not come to the public through the fi nancial 
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statements, the SEC’s requirement that these statements be prepared in a specifi ed 
form implies that they include some relevant quantitative fi nancial information.

But even if fi nancial statements do contain information that is of value to inves-
tors, the data may not be made available to the public before insiders (including 
bookkeepers, secretaries, accountants, typists, and printers) see and take advan-
tage of them. In requiring the fi ling of fi nancial statements, the SEC is caught in 
a choice between speed and accuracy (in the sense of reporting to the letter of the 
formal and informal regulations), a choice which is resolved in favor of accuracy. 
As is noted above, the annual reports (10K) need not be fi led with the SEC until 
120 days after the close of a corporation’s fi scal year. Whether the statements that 
have been fi led are meaningful to investors and suffi ciently timely to be of value is, 
of course, an empirical question, to which I now turn.

A. The Information Content of Published Financial Data: 
Financial Statements and Stock Prices

If the SEC’s disclosure requirements are meaningful, the statements they require 
should contain information, and thus investors’ expectations about a corpora-
tion’s earnings and prospects, riskiness, relationship to other fi rms, and so on, 
should be affected by the information. Since numerous studies show that the mar-
ket adjusts rapidly to new information,6 the effect, if any, of previously unexpected 
data published in the fi nancial reports of a corporation ( j) should be refl ected in 
changes in its stock prices (DP

jt
) in the period t when these unexpected fi nancial 

data ( t
*
jF ) become publicly available. Other factors also may occur during the 

same period and must be accounted for. Principal among these are changes in 
general market conditions (DM

t
), changes in expected dividend payments (which 

often are announced at the same time that earnings data are announced) (DD
jt
), 

and changes specifi c to the corporation’s industry (DI
kt
). In summary,

( ),jt jt t jt kt jt
*P = f F , M , D , I ,U∆ ∆ ∆ ∆  (3.1)

where U
jt
 are other unspecifi ed factors. This model was specifi ed and tested, and 

the results were reported in a paper I published in 1967. They are summarized very 
briefl y here. The specifi ed model whose description follows was used for these 
tests, used in another study reviewed below (Ball and Brown, 1968) and in further 
tests described below in section V.

A two-stage estimating procedure was used that is based on a “market model” 
originally suggested by Markowitz and fi rst applied in a context similar to the 
present study by Eugene Fama et al. (1969):

r̂
jt

= a
j
+ b

j
r

Mt
+ ũ

jt
, (3.2)

6. See Eugene Fama (1970) for a summary and review.
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where r
jt
 is the rate of return for security j for month t (defi ned as ln( (P

jt
+D

jt
)/P

jt−1
)

where P
jt
 is adjusted for stock dividends and splits and D

jt
 is dividend payments 

declared); r
Mt

 is a similarly measured rate of return on a market index M; a
j
 and 

b
j
 are parameters that can vary from security to security; and ũ

jt
 is a random dis-

turbance.7 Tests applied by Fama et al. (1969) and Marshall Blume (1968, 1970) 
indicate that equation (3.2) “is well specifi ed as a linear regression model in that 
(i) the estimated parameters a

j
 and b

j
 remain fairly constant over long periods of 

time [e.g., the entire post–World War II period in the case of Blume], (ii) r
Mt

 and the 
estimated û

jt
 are close to serially independent, and (iii) the û

jt
 seem to be independent 

of r
Mt

” (Fama, 1970, p. 403). The t t
*ˆ( | )j jE u F  may not = 0. This is what was tested.

Equation (3.2) was applied in my 1967 paper to a sample of 483 companies 
traded on the NYSE in 1964 (the latest year data were available at the time of the 
study). These included almost all NYSE traded companies from whom annual and 
quarterly fi nancial data were available on the Compustat tapes. The statistics ᾶ

j
 and 

β
j
 were computed from data that excluded months when the fi nancial statements 

were made public. These statistics were then “plugged” into equation (3.2a) to com-
pute the residuals, û

jt
, for the months when the fi nancial data were published:

− =t t t
ˆˆˆ ˆ .j j j M jr r ua - b  (3.2a)

The û
jt
 computed with equation (3.2a) were regressed on estimated unexpected 

fi nancial data, unexpected dividends, and variables that accounted for industry 
effects.

An expectation model had to be specifi ed in order to estimate the unexpected 
fi nancial data ( t

*
jF ). Since the SEC’s regulations require disclosure of accounting 

statements for prior periods as well as the present period,8 expected fi nancial data 
were taken to be a function of previously published data. Three averages of past data 
(a weighted average with geometrically declining weights determined by a variant of 
the Koyck transformation, and simple averages of three and fi ve years’ data) and a 
naive model (previous year’s data) were used. Unexpected fi nancial data t

*,jF  then, is 
measured by the difference between the reported and the expected data. Although 
the SEC did not require companies to report their quarterly data until recently, such 
data were required by the NYSE. Since investors’ expectations would be affected by 
these reports, their effect is estimated by including third quarter fi nancial data in the 
regressions in forms analogous to those used for the annual data.9

7. Fama shows that this model is consistent with the Sharpe-Markowitz expected return model.
8. The SEC requires that companies who fl oat a stock issue under the provisions of the Securi-

ties Act of 1933 publish at least fi ve years of comparative data, three of which must be certifi ed by an 
independent CPA.

9. There is some possibility that these third quarter data could be collinear with the annual data, 
which might reduce the signifi cance of the measured coeffi cients. I am indebted to Ross Watts for 
pointing out this possible error.
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Since it is not clear which specifi c fi nancial data investors use, the fi nancial 
variables were defi ned alternatively as sales, cash fl ow net income, current operat-
ing income, and net income after extraordinary gains and losses. Thus 16 regres-
sions were computed for the month when the fi nancial data were sent to the SEC 
and stockholders (four expectations models and four defi nitions of income).

The regressions reveal that, except for the sales defi nition of fi nancial data, 
none of the fi nancial data variables in any of the expectations forms has a greater 
than minimal economic relationship to changes in stock prices, although the coef-
fi cients estimated are statistically signifi cant. On the average, a 100 percent unex-
pected increase (or decrease) in the rate of change of income is associated with a 
2 percent increase (or decrease) in the rate of change of stock prices in the month 
of announcement. Similar regressions were computed for the month when earn-
ings were announced (which usually is a month before the SEC receives them), 
and similar results were found. The fi ndings are not very dependent on the form 
of the expectations model used, although the naive model, where last year’s rate 
of change is expected this year (a sort of “no expectations” model), performed the 
best. This fi nding is contrary to the SEC’s requirement that companies provide 
comparative data for several past years. Thus, I conclude that this evidence is not 
consistent with the underlying assumption of the legislation, that the fi nancial 
data made public are timely or relevant, on average.

Corroborative fi ndings are reported by Ball and Brown (1968), whose study 
used a variant of the model described above in equation (3.2). Their sample con-
sists of 261 fi rms who reported on an annual basis. For most of these fi rms, data 
were available in the period 1946 through 1968 on the Compustat tapes. Ball and 
Brown considered each fi rm’s year as an independent observation. They separated 
the data into two samples, one consisting of years in which income increased and 
the other of years in which income decreased unexpectedly, as determined from an 
expectation model in which a fi rm’s expected income is a function of the income 
reported by the other fi rms. However, they did not account for dividend changes 
or for the information content of quarterly reports. Ball and Brown found that 
cumulatively, over a year, fi rms that show greater (or lesser) than expected income 
changes averaged greater (or lesser) than normal stock price returns. However, 
they calculate that “of the value of information contained in reported income no 
more than 10 to 15 percent . . . has not been anticipated by the month of the [pre-
liminary] report” and compute that the marginal monthly rate of return of buy-
ing or selling short a portfolio of stock based on the information contained in 
the preliminary report is less than 1 percent (pp. 175–76). By the time of the fi nal 
(SEC-required) report, there is almost no information that has not already been 
impounded in the price of the stock.

Another study of interest was made by William Beaver (1968), who measured 
the volume of trading in the weeks before and after the announcement of pre-
liminary earnings. He analyzed weekly price and volume for a sample of 143 fi rms 
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(those included on the Compustat tape, traded on the NYSE, with other than 
December 31 fi scal years, with no dividends announced in the same week as the 
announcement, no stock splits in the quarters around that date, and with relatively 
few other “announcements”). A model similar to that given in equation (3.2) was 
used to abstract from market effects. Beaver found that the variance, average vol-
ume, and residual positive or negative return are much greater in the week that 
the preliminary reports are announced (without regard to the sign or magnitude 
of the earnings) than in the previous or following eight weeks. Further, the greater 
than normal activity appears to continue for about two to three weeks after the 
announcement date, but with a considerably smaller magnitude. Contrary to the 
other studies, Beaver’s results seem to indicate that fi nancial statements do contain 
information or are at least used in some way. One interpretation is that inves-
tors use the announcements of preliminary earnings to switch their portfolios. 
Another is that brokers use the earnings reports as an excuse for “churning.” A 
third explanation, one consistent with the fi ndings of Robert Hagerman (1972) on 
the effect of requiring commercial banks to report earnings to the public in forms 
specifi ed by regulatory agencies, is that while fi nancial statements, as such, provide 
information, required reporting adds nothing. (Recall that all NYSE companies 
published some form of statement before passage of the 1934 act.)

One other study has been published that considers directly the usefulness of 
published annual fi nancial statements in purchasing securities. Richard McEnally 
(1970) tested the value of using low price/earnings (P/E) ratios to choose port-
folios of stocks. He used a randomly selected sample of 100 calendar-year stocks 
from which fi ve portfolios of 20 stocks each were chosen for each of fi ve years, 
1961–65. High or low P/E ratios were the basis for forming portfolios. The stocks 
are assumed to be purchased on April 1 and held for a year. When the earnings 
used in the P/E ratio were those of the previous year (E

t−1
), the portfolio with the 

lowest P/E
t−1

 outperformed the others slightly in terms of mean return, there being 
little difference among the other four portfolios.10 McEnally then used the ratio of 
price to earnings of the year in which stocks were purchased, P/E

t
 (which assumes 

perfect forecast of the year’s earnings in April), to choose portfolios. Except for the 
little difference between the third and fourth groups, the portfolios so chosen pro-
vided consistently higher holding period returns according to the P/E criterion. 
Since market participants do not have perfect knowledge of the year’s earnings, 
McEnally used the earnings forecasts of the three most popular advisory services 
of the P/E ratios. The results were almost the same as those reported for published 
earnings. Thus the research is consistent with Ball and Brown’s (1968) study in 

10. The geometric mean return for the lowest P/E
t−1

 portfolio is 1.20 compared to the average of 
all portfolios of 1.15. No signifi cance tests were made. However, McEnally reports that “Simple cor-
relation coeffi cients between P

t
/E

t−1
 and the next year’s holding period return for these fi ve holding 

periods . . . cast doubt on the validity of any relationship” (p. 30).
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that fi nancial statement data seems to refl ect the economic situation of corpora-
tions but either are completely discounted by the market before they are published 
or do not predict the economic future. In either case, the data are not useful to 
investors at the time the SEC requires disclosure.

B. Returns to Sophisticated Users of Financial Data

It may be that the studies cited above approach a complicated problem in too 
simple a way. It often is claimed that the detailed reports required by the SEC are 
more useful to trained analysts than to the ordinary stockholder. The analyst then 
passes on his information to his clients or, in any event, trades on the information, 
thereby bringing its effects to the market. No doubt information about fi rms does 
get to the market. But does it get there by means of the fi nancial reports required 
by the SEC?

One way to answer these questions is to examine whether well-trained analysts 
outperform the market. I am aware of two studies that test directly the ability of 
security analysts to use published fi nancial data. John G. Cragg and Burton Malkiel 
(1968) recorded predictions made by fi ve investment fi rms of the earnings of 185 
corporations whose stock is widely held. In particular, they compared the earn-
ings’ growth rate forecast by the analysts with the actual growth rates. They report 
that “the remarkable conclusion of the present study is that the careful estimates 
of security analysts participating in our survey, the bases of which are not limited 
to public information, perform little better than the past growth rates” [the naive 
predictor, that the future will be like the past] (p. 83). The second study, by Lyn 
Pankoff and Robert Virgil (1970), was a controlled, laboratory study. They allowed 
security analysts to “buy” fi nancial statements of companies in whose stock they 
can invest. The data are actual data and the stock prices are those that actually 
prevailed for the stocks whose identity they disguised. While their study is not yet 
complete, Pankoff and Virgil found that analysts who use fi nancial data (or any 
other data) do not do as well as they could have had they followed a “naive” buy 
and hold strategy.

Several indirect tests of the ability of trained analysts to use fi nancial data pub-
licly can be derived from studies of the performance of mutual funds and research 
departments of brokerage houses. F. E. Brown and Douglas Vickers (1962),  William 
Sharpe (1964), and Michael Jensen (1968) studied the performance of mutual 
funds compared to that of random selections of securities with similar risk char-
acteristics. They used different techniques and all came to the same conclusion. 
Mutual funds do not earn for their investors a higher rate of return than would 
have been earned had the investors held a similarly diversifi ed market portfolio, 
gross of research costs. Nor is the record of the research departments of brokerage 
houses any better. A study by R. E. Diefenbach (1972) of the market performance 
of stocks whose purchase or sale was recommended by 24 institutional research 
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services found that their recommendations, if followed, would have yielded returns 
equivalent to those earned by investments in the Standard and Poor’s (S & P) 425 
Index. Thus, even mutual fund and brokerage house research department analysts 
do not benefi t from detailed analysis of SEC reports, among other data.

Even though the evidence reviewed does indicate that the fi nancial reports 
required by the SEC, when made available, have almost no information content, 
this does not prove that the required disclosure is not valuable to investors. One 
might argue that the statements provide a confi rmation of data previously released. 
Because investors know that a corporation’s sales, operating expenses, extraordi-
nary gains and losses, assets, and liabilities will be reported, they may have some 
assurance that the preliminary reports, press releases, and so on, are not prevarica-
tions. Thus when the fi nancial statements are made public the data they contain 
are fully anticipated. But had it not been for the SEC’s disclosure requirements, 
such a state of affairs might not exist. It is to this consideration that I turn next.

V. An Empirical Analysis of the Effect 
of the 1934 Act on NYSE Securities

When the Securities Exchange Act was enacted in June 1934, the United States was 
in the midst of the Great Depression. Hence, it is diffi cult to separate the effect 
of the legislation on the stock market from other economic events, and the effect 
of the disclosure requirements of the act from its other provisions. In addition, it 
is necessary to determine when the legislation affected the stock market, since it 
might have been anticipated such that, when passed, its impact already had been 
discounted.

Fortunately, the data and the particular legislative history of the 1934 act allow 
an unusual opportunity to test the effect of legislation. Hearings on the 1934 act 
did not begin until February 1934, nor was there much belief before this date by 
most observers that such legislation would be enacted (see Sobel, 1965). Prior to 
this time, it was not considered part of the president’s legislative “package.” Nev-
ertheless, the bill was signed by President Roosevelt in June 1934 and took effect 
that year, although full compliance did not occur within the year. Therefore, I have 
considered the period of adjustment to include February 1934 through June 1935. 
Thus there is a relatively short and distinct period over which the effect of the 
legislation may be measured.

The effect of the disclosure provisions of the act may be tested by examin-
ing its differential effect on the securities of corporations that were and were not 
affected by the legislation. At the time of the passage of the Securities Exchange 
Act of 1934, about 70 percent of stock exchange transactions were made on the 
NYSE, 13 percent on the American (Curb) Exchange, 1.6 percent on the Chicago 
(Midwest) Stock Exchange, and the balance on 19 other regional exchanges. The 
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three principal exchanges, at least (the others didn’t reply to my inquiries), had 
similar rules that required listed companies to send certifi ed income statements 
and balance sheets to stockholders in advance of the annual meeting. The prin-
cipal reporting requirement imposed by the 1934 act, in addition to the fi ling of 
detailed forms, was the required disclosure of sales. Of the 508 corporations whose 
stock was traded on the NYSE in 1934, 193 (38 percent) did not disclose their 
sales.11 Since sales are considered very important information by analysts, and the 
study reported above (Benston, 1968) found sales the only relatively important 
accounting number, these corporations are considered as those most likely to be 
affected by the disclosure requirements of the 1934 act.12

Thus two samples of NYSE corporations can be distinguished: the 314 (62 
percent) “disclosure” corporations and 193 (38 percent) “nondisclosure” corpora-
tions (with respect to sales). These data allow a fairly comprehensive test of the 
law, since the 1934 act applied (until 1965) only to corporations whose stock is 
traded on registered exchanges, and most of these corporations were listed on the 
NYSE in 1934. If disclosure of the sales data required by the 1934 act were mean-
ingful to investors, these effects should be observed in the market returns of the 
securities affected in the period after the law was effective. As was discussed above 
in greater detail, if the data disclosed are information, investors would alter their 
previous estimates of the relative value and/or riskiness of the fi rms.

The model given by equation (3.2) above can be used to measure these effects. 
The û

jt
 measure the returns on a security after the effect of changes in the return 

for the market as a whole is accounted for. A change in the û
jt
 represents a revalu-

ation of the present value of future returns from a security. As such, it provides a 
valuable measure of the information content of mandated disclosure.

The b̂
j
 provide a measure of the relative systematic portfolio risk of a security, 

its covariance with the market relative to the market’s variance.13 As such the b̂
j

might be affected if the data disclosed in the fi nancial statements provide informa-
tion about the risk class of a company and the relationship of its economic value 
to changes in the economy (as refl ected by the market).

The variance of returns from a stock may be stated as:14

2 2 2 2( ) ( ) ( ),j j M jr r u= +s b s s  (3.3)

where the variables are as defi ned for equation (3.2) above. The variance of returns 
on a security, j, can be reduced by reducing the variance of the market, s 2(r

M
), the 

11. Fifty-four percent did not report “cost of goods sold,” almost all of whom also did not report 
sales (see table I in Benston, 1969b).

12. The analysis also was carried out for the corporations that did and did not disclose cost of 
goods sold, with similar results to those reported.

13. See Fama (1970), pp. 401–404, for a more complete exposition of this concept.
14. I am indebted to Michael Jensen for clarifying my thinking on this issue and for the equations 

presented.
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sensitivity of the security to the market, b
j
, and/or the residual variance, s 2(u

j
). 

Fisher and Dorie’s (1970) study shows that the dispersion of the market index 
is higher for the immediate post–1934 act period than it was in the years before 
1932. It is not until 1945 that it is of a lower magnitude than the late 1920s. A 
reduction in the b

j
, though, would reduce the variance in stock’s returns. While a 

reduction in the variance of the residuals of a stock, s 2(u
j
), also reduces the vari-

ance, it should be noted that investors can reduce or eliminate this “risk” by hold-
ing a portfolio of securities. Let

=

= ∑
1

1n

p j
j

r r
n

be the returns on a portfolio of securities with an equal dollar investment in each 
security. The variance of the returns on such a portfolio is given by
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assuming that cov(u
i
, u

j
) = 0 for i π j. As n, the number of stocks in the portfolio 

increases, the residual variance of the portfolio goes to zero (as long as the s 2(u
j
)

are bounded from above). Nevertheless, the legislators and many economists 
believe it desirable to reduce the riskiness of individual stocks, since “small inves-
tors” cannot purchase enough different securities for effi cient diversifi cation.15

Thus, three statistics derived from equation (3.2) are of interest: û
jt
, b̂

j
, and 

s2(û
jt
). Equation (3.2) was computed for each NYSE traded security on monthly 

data for the period January 1926 through January 1934 (pre-SEC period) and July 
1935 through November 1941 inclusive (post-SEC period). January 1926 was taken 
as the initial month because this is the fi rst month for which data are available on 
the Center for Research on Security Prices (CRSP) tape of NYSE monthly security 
prices.16 November 1941 was taken as the last month because it allowed for the 
longest post-SEC period that did not include the next major  dislocation—World 
War II. There are 98 months in the pre-SEC period and 90 in the post-SEC period. 
To allow for a suffi cient number of observations for the regressions, securities that 

15. While small investors can purchase mutual funds to obtain diversifi cation, this alternative may 
not be considered suffi cient or even desirable by legislators.

16. The center is at the University of Chicago. The tape presently is administered by the Standard 
Statistics Corporation.
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were traded for less than 10 months in each time period were excluded.17 This left 
466 companies, of which 290 are disclosure corporations (62 percent) and 176 
nondisclosure corporations (38 percent).18

Five hypotheses about the effectiveness of required disclosure can be tested 
with observations of the b̂

j
 and s 2(û

jt
) for the periods before and after disclosure 

and of the û
jt
 for the adjustment period following immediately after required dis-

closure.

1. Managers avoided disclosure to hide their poor performance. If the 
managers did not publish fi nancial data because they wanted to hide their 
poor performance from their stockholders, the û

jt
 of the nondisclosure 

companies compared to the disclosure companies would be negative since 
investors would revalue downward the returns to the securities. Similarly, 
such managers might not disclose fi nancial data to mislead investors about 
the relative riskiness of the fi rm, in the hope that stockholders might be 
willing to hold stock having a lower rate of return if they believed the fi rm 
to be less risky than it really was. In this event, disclosure would result 
in higher b̂

j
 if the market (portfolio) risk of the nondisclosure fi rms was 

underestimated and greater s2(û
jt
) if the individual, diversifi able security 

risk was underestimated and not diversifi ed away.
2. Managers did not disclose because they did not realize the value of the 

information to investors. If required disclosure provided investors with 
valuable information, the û

jt
 would change, and the b̂

j
 and s 2(û

jt
) might 

change. However, the direction of the changes cannot be predicted.
3. Required disclosure imposes a cost on corporations without compensating 

benefi ts to stockholders. If managers were disclosing adequately before the 
legislation was passed (the marginal cost of disclosure equaled its marginal 
benefi ts), investors might view disclosure as a net cost imposed on the fi rm. 
(Included in this cost is the value of the information to competitors). In this 
event, the û

jt
 would decrease (as in hypothesis 1), but there is no reason to 

believe that the b̂
j
 and s 2(û

jt
) would be affected.

4. Required disclosure results in benefi ts to the market as a whole because 
investors would prefer stocks on registered exchanges to alternative 
investments, such as over-the-counter stocks or real estate. However, some 
costs are imposed on those fi rms that would not otherwise have disclosed. 
If this hypothesis holds, the b̂

j
 and s 2(û

jt
) should not be affected, the û

jt
 of 

the fi rms that were required to disclose might decrease, and the û
jt
 of fi rms 

17. A study of the disclosure practices of corporations who left the NYSE before February 1934, 
and hence were excluded from the analysis, is presented below.

18. Since the percentages of disclosure and nondisclosure corporations are the same, this proce-
dure does not appear to have introduced any obvious bias.
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that were not so affected might increase, as investment in equities traded 
on the stock exchanges became relatively more attractive to investors. 
Thus the difference in the û

jt
 between disclosure and nondisclosure fi rms 

should be positive.
5. Required disclosure did not impose suffi cient costs or benefi ts to be 

measured. Should the “null” hypothesis obtain, there would be little 
change in the û

jt
, b̂

jt
, or s 2 (û

jt
). Of course there could be costs to fi rms not 

traded at the time (such as the cost of newly registering with the SEC) or 
costs or benefi ts too small to be measured by the model.

Tests on the b̂
j
 are discussed fi rst because, if the b̂

j
 are stable between periods, 

the û
jt
 can be computed more effi ciently by using data from the entire data set, 

excluding the adjustment periods.
Table 3.2 gives the mean differences of the b̂

j
 computed for the pre- and post-

SEC periods, in both algebraic and absolute terms.19 Distributions of the b̂
j
 show 

them to be approximately normally distributed, so the standard errors of the means 

table 3.2 Estimate of Portfolio Risk b̂ j
: Differences and Correlations Post-SEC Period less 

Pre-SEC Perioda

Disclosure Corporations 
(290 observations)

Nondisclosure Corporations 
(170 observations)

Algebraic differences
 Mean 0.0320 0.0264
 SEM 0.0218 0.0227

Absolute differences
 Mean 0.2722 0.2133
 SEM 0.0149 0.0159

Correlation of pre- and 
post-periods 0.5725 0.7326

Data underlying b
j
 statistics

 Average number of 
 observations (months)
  Pre-SEC period 79.0 80.6
  Post-SEC period 75.3 76.9
 Standard deviation of 
 observations (months)
  Pre-SEC period 20.9 22.3
  Post-SEC period 10.1 6.9

aPre-SEC period: Jan. 1926 through Feb. 1934; Post-SEC period: July 1935 through Nov. 1941.

19. The means (and standard errors of the means) of the b̂ j
 in the pre-SEC period is 0.9968 

(0.0202) for the disclosure corporations and 0.9854 (0.0312) for the nondisclosure group. In the post-
SEC period, these statistics are 1.0115 (0.0248) for the disclosure corporations and 1.0006 (0.0328) for 
the nondisclosure companies. The b̂ j

 are lower in both periods for the disclosure group, but insignif-
icantly so.
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given in table 3.2 can serve as valid summary statistics.20 Since the stability of the 
b̂

j
 are dependent, in part, on the number of observations used to compute them, 

the average number and standard deviations of the underlying observations also 
are given in table 3.2. These data do not indicate any bias between the groups from 
this source. The algebraic differences between periods for both groups are positive, 
but hardly greater than zero and almost of the same magnitude and dispersion for 
the disclosure and nondisclosure groups. The absolute differences are presented 
because several of the hypotheses do not specify a change in the b̂

j
 of any particu-

lar sign, and the algebraic means could mask signifi cant changes. Of course, the 
absolute means are larger than their algebraic counterparts. Most important, the 
absolute mean change of the disclosure group is somewhat greater than that of 
the nondisclosure group, which indicates a smaller change in perceived portfolio 
riskiness for those corporations affected by the 1934 act. An additional test of this 
conclusion was made by correlating the b̂

j
 from the pre-SEC period with the b̂

j

from the post-SEC period for each group. The correlation coeffi cient of the pre- 
and post-SEC b̂

j
 (reported in table 3.2) is higher for the nondisclosure group, which 

again indicates a lesser change in the b̂
j
 between periods.

In summary, the tests indicate that the disclosure requirements of the 1934 act 
had a somewhat lesser effect on the securities of corporations that did not previ-
ously disclose sales as compared with those that did. This fi nding is inconsistent 
with hypothesis 1 and casts doubt on hypothesis 2.

The stability of the b̂
j
 between periods (or, at the least, a small differential 

change between the groups) provides support for estimating the û
jt
 with the fol-

lowing procedure.21 Equation (3.2) was computed for each security that was traded 
on the NYSE for at least fi ve months prior to February 1934 and fi ve months 
after July 1935, allowing at least 10 observations. A total of 487 securities were 
included under this rule, of which 306 (63 percent) had disclosed their sales and 
180 (37 percent) had not prior to the 1934 act. While the number of observations 
is slightly higher than those used for the b̂

j
 tests, the percentages in the disclosure 

and nondisclosure groups are almost identical. The û
jt
 were computed by running 

the following “market model” regression for each security:

t t ,j j j Mr r= +a b  (3.5)

20. The standard errors of the means (SEM) are relatively small, in part because the sample size (n)
is large (SEM = standard derivation/ −1n ).

21. The correlation coeffi cients between the b̂
j
in the pre- and post-SEC periods reported above 

may not be suffi ciently high for some readers to accept this procedure. The alternative procedure would 
have been to use fewer observations to calculate the statistics, which, I believe, introduces more severe 
possible biases. In any event, the û

jt
 were calculated with b̂

j
’s from the pre-SEC period for the adjust-

ment period and the results were little different from those reported below.
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where t excludes February 1934 through June 1935. The computed â
j
 and b̂

j
 then 

are used to compute the û
jt
 for each month during the “adjustment period,” Febru-

ary 1934 through June 1935:

= + −t t t
ˆˆˆ ,j j j m ju r ra b  (3.5a)

where t runs from February 1934 through June 1935. The expected value of the û
jt

is zero in the absence of an unanticipated change in the economic environment, 
such as the disclosure of previously undisclosed information.

The average (algebraic mean) residuals for each month of the j securities 

∑ t1
ˆ([ ]/ )

n

ju n , n = number of securities in each month) were computed for the dis-
closure and nondisclosure groups. Since several of the hypotheses do not predict 
a sign of the û

jt
, the average absolute residuals for each month t1

ˆ([ | ]/ )
n

ju n∑  also 
were computed for each group. Plots of these data were made and summary sta-
tistics are given in table 3.3 for several subperiods before and after the adjustment 
period to contrast the behavior of the residuals during that period.

Two basic conclusions can be derived from these data. First, there appears to be 
somewhat less variance of the residuals of both groups during the months of the 
adjustment period of February 1934 through June 1935 compared to the follow-
ing and preceding months. These data indicate that by the time the initial hearings 
on the Securities Act of 1934 were begun, the impact of the Great Depression on 
the revaluation of individual shares was largely spent. Second, there is little dif-
ference in the behavior of the average residuals of the nondisclosure compared 
with the disclosure groups. The plots (not presented) show that their residuals 
behaved almost the same over time, with differences between the two groups being 
far overshadowed by differences between time periods.

Table 3.3 is not quite adequate to test the hypothesis that the 1934 act affected 
each group differently, since the algebraic or absolute mean monthly values and 
standard deviations over months may not describe the underlying distribution 
of the individual û

jt
. Therefore, fi gures 3.1 and 3.2 were prepared in which the 

fractiles (.05 and .95, .10 and .90, .75 and .25, and the median) are plotted for each 
group over time. If the plot of residuals for one group could have been printed as a 
transparency and placed over the plot of the other, the reader could see that there 
is almost no difference in the distribution of residuals between the groups.

The data presented thus far are based on monthly averages of the û
jt
. However, 

it also is necessary to consider the effect of the disclosure statute on individual 
securities. The possible revaluation of the present value of returns on individual 
securities need not have taken place entirely in any given month. In addition, it is 
not clear exactly when corporations made their fi nancial data available as required 
by the 1934 act. Therefore, the û

jt
 were cumulated algebraically for the adjustment 

period (∑17

t=1
û

jt
 where t = 2/34 through 6/35). As a further check, the û

jt
 were 

cumulated for an additional year (∑ 29

t=1
û

jt
 where t = 2/34 through 6/36).



table 3.3 Average Monthly Residuals in Subperiodsa

Algebraic Means ¸ 0.001 Absolute Means ¸ 0.001

Subperiod Disclosure Nondisclosure
Disclosure-

Nondisclosure Disclosure Nondisclosure
Disclosure-

Nondisclosure

2/26 thru 1/28 0.074
(0.742)

0.206
(0.986)

−0.132
(1.429)

6.653
(0.919)

6.459
(0.919)

0.194
(0.774)

2/28 thru 1/30 0.020 
(0.924)

0.075
(1.086)

−0.056
(1.634)

8.028
(1.604)

7.647
(1.460)

0.381
(0.748)

2/30 thru 1/32 0.026 
(1.181)

−0.002
(1.525)

−0.024
(1.742)

10.475
(2.214)

9.795
(1.913)

0.680
(1.007)

2/32 thru 1/34 −0.349 
(1.638)

−0.325
(1.892)

−0.024
(2.328)

14.452
(3.707)

12.884
(2.875)

1.568
(1.375)

2/34 thru 6/35 (adjustment 
period)

0.125
(0.865)

0.728
(0.968)

−0.603
(1.124)

8.435
(1.115)

7.802
(1.250)

0.633
(0.812)

7/35 thru 6/37 0.227 
(0.941)

−0.263
(1.624)

0.491
(1.676)

8.221
(1.813)

7.332
(1.592)

0.888
(0.728)

7/37 thru 6/39 0.017 
(0.773)

0.203
(1.226)

−0.186
(1.314)

6.972
(1.185)

6.225
(1.299)

0.747
(0.609)

7/39 thru 6/41 0.077 
(0.910)

0.085
(1.093)

−0.008
(1.175)

7.151
(2.961)

6.196
(2.378)

0.955
(0.743)

*Standard deviations shown in parentheses.
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Figure 3.3 presents the data in the form of histograms, in which the distribu-
tion of the cumulative residuals for the corporations in the disclosure and nondis-
closure group are plotted together. It is clear from these histograms and from the 
summary statistics (not presented)22 that there is little difference between the two 
groups and that neither group experienced a revaluation of its rates of return that 
is signifi cantly different from the expected value of zero.
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22. The algebraic means (and standard deviations) of the cumulative residuals in the February 
1934 through June 1935 adjustment period are 0.0010 (0.0307) for the disclosure corporation and 
0.0072 (0.0290) for the nondisclosure corporations. In the February 1934 through June 1936 adjust-
ment period, the statistics are −0.0004 (0.0228) and 0.0022 (0.0206).
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The variance of the residuals of each company, s 2(û
jt
) provides an estimate of 

the volatility of the individual security. A comparison of the mean and distribu-
tion of the standard deviations of the residuals of the disclosure and nondisclosure 
corporations are given in part A of table 3.4. The disclosure corporations show a 
slightly higher mean standard deviation of residuals in the pre-SEC period and, 
surprisingly, an even greater mean standard deviation in the post-SEC period. It is 
possible, however, that the means of the standard deviations of the û

jt
 of each group 

in the pre- and post-SEC periods obscure changes in the variance of individual 
securities. To test for this possibility, the differences between the standard devia-
tions of the residuals of each company in each period was computed. The mean and 
distribution of these changes is presented in part B of table 3.4. The mean change 
is negative for each group, consistent with part A of the table. Most important, the 
change in variance of individual stock prices (after accounting for the variance of 
the stock market as a whole) once the Securities Act of 1934 was effective, is almost 
the same for those corporations that were and were not affected by the act.

From these data and the data reported above, I conclude that the 1934 act did 
not contribute to a reduction in the variance of returns from securities traded on 
the NYSE, as measured by the b̂

j
 (the covariance-variance ratio of security j to the 

table 3.4 Variance of Residuals (û
jt
) of Individual Companies 

Pre- and Post-SEC Periods

Disclosure Nondisclosure

A. Means
Pre-SEC Period (1/26–2/34)
 Mean of standard deviations 0.1496 0.1351
 Standard deviation of mean 0.0623 0.0507
 Outliers
  >mean ± 1s 29.1a 30.9a

  >mean ± 2s 4.2a 3.1a

 Number of observations 309 191
Post-SEC Period (7/35–11/41)
 Mean of standard deviations 0.1033 0.0885
 Standard deviation of mean 0.0535 0.0363
 Outliers
  >mean ± 1s 14.9a 20.3a

  >mean ± 2s 5.1a 2.8a

 Number of Observations 296 177

B. Change in variances: post-SEC 
less pre-SEC period

 Mean algebraic differences −0.0433 −0.0435
 Standard deviation of mean 0.0534 0.0385
 Mean absolute differences −0.0540 −0.0469
 Standard deviation of mean 0.0435 0.0343
 Number of observations 290 176

aShown in percent.
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market as a whole) and the standard deviations of the residual returns on securi-
ties, s 2(û

jt
).23

Considering the evidence presented above, I must conclude that the data are 
consistent only with the hypothesis 5, that the disclosure provisions of the 1934 act 
were of no apparent value to investors.

VI. Losses by Stockholders

The data used in the tests presented above are of NYSE corporations that 
survived the depression, at least until December 1935 (five months of post-
adjustment period data were required for the regressions). A question that 
should be raised is whether stockholders of corporations that disclosed their 
sales fared better than those who held stock in nondisclosing corporations. 
Should this be the case, the findings presented above could be biased because 
the worst offenders, with respect to disclosure, would have been delisted from 
the NYSE.

To determine whether such was the case, the listing of NYSE corporations was 
traced. The base year chosen was 1929, because this is the last year before the 
Depression and because I could use a study made by Standard Statistics Com-
pany, reported by Lawrence Sloan (1931, pp. 66–74). This study of the income 
statements of 484 corporations listed on the NYSE revealed that 266 (55 percent) 
reported gross income in 1929 and 218 (45 percent) did not. Table 3.5 presents 
the listing history of these securities, showing whether the security was delisted 
because it went over the counter (OTC) or the corporation was merged. Either 
event is taken to mean a greater than normal loss for stockholders. If this assump-
tion is correct, it is clear that stockholders of corporations that did not disclose 
gross income in 1929 fared better than those who held stock in the disclosure 
corporations.

This conclusion is interesting, because it implies that companies that did not 
disclose their sales were, in fact, better investments than those that did. Such inves-
tigations as I could make did not reveal the reasons that some companies disclosed 
their sales and others did not. A reason consistent with the data would be that 
those who disclosed had a greater real need to assure their stockholders of their 
worth than those who did not.

23. The smaller mean values of the standard deviations of the residuals of securities in both groups 
in the post-SEC compared to the pre-SEC period is due primarily to the period of May 1932 through 
June 1933.



90 accounting

VII. Investor’s Confi dence in the Market: 
Risk and Fairness

A major reason for enactment (and continuance) of the disclosure provisions of 
the 1934 act was the belief that disclosure was necessary to restore the confi dence 
of investors in the stock market. It is obvious that depressions and the reduction 
of stock values (either with a “crash” or gradually over a relatively short period) 
reduce investor confi dence and that such events have occurred before and since 
the passage of the 1934 act and were little affected by it. Therefore, a more mean-
ingful (and charitable) defi nition of “investor confi dence” might be related to the 
riskiness of returns from securities and to the concept of fairness, that all investors 

table 3.5 NYSE Delisting of Corporations that Did and Did Not Disclose Gross Income 

in 1929

Disclosure Corp. Nondisclosure Corp.

Number OTC Merged Total OTC Merged Total

Delisted in:
 1929 1 1 2
 1930 1 4 5 1 1
 1931 4 2 6 3 3
 1932 6 5 11 6 6
 1933 5 5 5 5
 1934 3 3 1 1
Subtotal: Pre-SEC 20 12 32 16 16

 1935 4 4 3 1 4

 1936 2 1 3
 1937 2 1 3
Subtotal: 1935–37 8 2 10 3 1 4

 1938 5 1 6 2 2

 1939 4 1 5
 1940 2 1 3 1 1
Subtotal: 1938–40 11 3 14 3 3

Total 1929–40 39 17 56 22 1 23
On NYSE in 1941 210 195

 Total 266 218

 Percentages
Delisted 1929–34 7.5 4.5 12.0 7.3 7.3
Delisted 1934–37 3.0 0.8 3.8 1.4 0.4 1.8
Delisted 1938–40 4.1 1.2 5.3 1.4 1.4
Subtotal 14.6 6.5 21.1 10.1 0.4 10.5
Not delisted as of 

1941 78.9 89.5

 Total 100.0 100.0
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should have equal access to fi nancial information about a company whose shares 
they own or contemplate buying. Each of these somewhat related concepts is con-
sidered in turn.

A reduction of the riskiness of returns, ceteris paribus, is considered a benefi t 
because this would reduce the cost of capital to fi rms and increase investors’ confi -
dence in the market. Both assertions are based on the belief that investors are risk 
averse. (Speculators may prefer risk, but they are considered by legislators to be a 
nonpreferred group.) Of course, disclosure, as such, cannot reduce the inherent 
riskiness of corporations except where disclosure reduces or prevents the risk of 
fraud. However, disclosure might reduce the risk to the investor of not knowing 
about signifi cant events (such as a large loss, lawsuit, discovery, etc.) and/or diver-
sifi able risk by reducing the residual variance of security returns (as is discussed 
above in section V).

The evidence presented above indicates that disclosure as required by the 1934 act 
did not reduce fraud, nor did corporations who disclosed their sales fare better in the 
depression than those who didn’t. The data on the variance of the securities of dis-
closure fi rms compared to that of nondisclosure fi rms (tables 3.2 and 3.4), discussed 
above, indicate that the 1934 act did not have the desired effect on risk (as measured 
herein). The percentages of large residuals (outliers) reported in table 3.4 also provide 
evidence on the effectiveness of the 1934 act in reducing the risk of large, presumably 
unanticipated stock movements. The percentage of outlyers in the pre-SEC period was 
about the same for the disclosure and the nondisclosure fi rms. However, in the post-
SEC period, there were relatively fewer mean ± 1s outliers for the disclosure group but 
more mean s ± 2 outliers for the nondisclosure group.

Some additional evidence on the effect of the 1934 act on the stock market 
is provided by a study of corporate total capital formation met by stock market 
issues and publicly sold debt issues compared to private placements in the pre- 
and post-SEC years (through 1954). As I reported in 1969 (see Benston, 1969b), 
the percentage of new issues (net of redemptions) to expenditures on plant and 
equipment gross and net of price-level adjusted depreciation was the following:24

1900–24 30.9 (gross) 58.3 (net)
1919–29 36.8 (gross) 354.3 (net)
1932–38 — (gross) — (net)
1938–46 6.5 (gross) 51.2 (net)
1946–49 23.1 (gross) 50.2 (net)
1949–54 20.6 (gross) 68.6 (net)

I also found that a ranking of industries by the percentage of private placements 
to total debt issues was almost exactly the same as a ranking of the extent of bias 

24. Stock redemptions exceeded new issues in the 1932–38 period.
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of the SEC’s conservative accounting rules against a fuller reporting of economic 
events (such as the extent of mining claims, the value of airline routes, etc.). Thus it 
appears that, contrary to the expectations of its supporters, the 1934 act may have 
reduced the value of stock markets to corporations and, therefore, to investors.

The concept of fairness is diffi cult to defi ne operationally. The belief that all 
investors should have equal access to fi nancial information about a company 
whose shares they own or contemplate purchasing is perhaps the most important 
concept, politically, that supports the federal disclosure requirements. While some 
writers, such as Henry Manne, have argued that investors and the economy are 
served better when insiders are allowed to profi t from information before it is 
disclosed, legislators argue that all current and potential owners of a corporation 
have an equal right to information without regard to cost. But since any informa-
tion must be available to someone before it is known to all, this is a nonoperational 
concept in its extreme form. And, insofar as the SEC’s disclosure requirements 
require the publication of useless or untimely data (as seems to be the case), the 
1934 act has not served its purpose.

Nevertheless, the stock market could be considered “fair” if the prices of securi-
ties at any point in time are unbiased estimators of their intrinsic values, at least with 
respect to the fi nancial data which corporations must disclose under the 1934 act. 
Then whenever an investor decides to buy or sell or hold a security, he can be assured 
that the market price has discounted completely the fi nancial information. The aver-
age investor need not worry about discovering some important fi nancial informa-
tion about which he is unaware. He will just as often fi nd himself buying or selling 
a security that is “overvalued” as “undervalued.” In this event, the market would be 
“effi cient” in what Fama calls the semi-strong form of the martingale hypothesis.

Fama (1970) reviews the theory and evidence on effi cient capital markets and 
concludes that “for the purposes of most investors the effi cient markets model 
seems a good fi rst (and second) approximation to reality. In short, the evidence 
in support of the effi cient markets model is extensive, and (somewhat uniquely in 
economics) contradictory evidence is sparse” (p. 416). But this evidence is based 
on data from years after enactment of the 1934 act. The act may have altered the 
way in which information gets to the market and the speed with which it is dis-
persed such that a previously ineffi cient market became effi cient.

The data presented above, that the disclosure required by the 1934 act had no 
measurable effect on the residual market prices of companies that did and did not 
disclose their sales, are consistent with the hypothesis that the market was effi cient 
before the legislation was enacted, at least with respect to the fi nancial data.25 In 
addition, runs tests on the signs of price changes before 1934 of the securities of 

25. These data also are consistent with the hypothesis that published fi nancial data have no infor-
mation content.
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the disclosure and nondisclosure corporations revealed that the price changes of 
both groups confi rmed to a random walk.26 The results of this weaker test of the 
effi cient markets hypothesis is consistent with the belief that the 1934 act did not 
make the stock market a “fairer game” for investors.

VIII. Summary and Conclusions

The Securities Exchange Act of 1934 is called a “disclosure statute” because its pur-
pose is to force corporations to provide the public with fi nancial data as prescribed 
by the SEC. The act was passed and extended because of the belief that such dis-
closure was required to correct the abuses of the pre–Great Depression period, 
provide information necessary for investors to allocate their resources wisely and 
effi ciently, and make the stock market a “fair game” for the average investor.

A review of the evidence on fraudulently or misleadingly prepared fi nancial 
statements prior to enactment of the 1934 act revealed very little evidence of abuses 
in reporting. The assertion by the SEC that “pools” and other presumably manipu-
lative devices were made possible by inadequately disclosed fi nancial information 
is not supported by the data. Proportionately, there was little difference between 
the reporting practices of corporations whose securities were subject to pools as 
those who were not.

The value of reported fi nancial data for investors’ decisions is based on the 
assumption that the data the SEC requires be made public is useful and timely. 
The SEC’s adherence to historically based, “conservative” accounting procedures 
reduces the value of the numbers. Nevertheless, the question is an empirical one 
for which an empirical answer is sought. The extant statistical studies that relate 
published accounting statement data with stock prices all lead to the conclusion 
that the data either are not useful or have been fully impounded into stock prices 
before they are published.27 Since these studies use relatively simple decision mod-
els, evidence on the ability of professional analysts to use fi nancial data for stock 
choices was reviewed. This evidence supports the conclusion that the accounting 
statements either are not useful, timely, or both.

26. The mean percentage deviations between actual and expected (assuming a random distribution) 
total runs in the pre-SEC and post-SEC periods are −1.2 and 4.9 percent for the disclosure corporations 
and −1.5 and 7.5 percent for the nondisclosure corporations. On a probability basis, the percentage of 
individual stocks whose runs were signifi cantly different at the 5 percent level from expected are 4.3 and 
7.8 for the pre- and post-SEC disclosure corporations and 2.3 and 12.2 for the pre- and post-SEC non-
disclosure corporations. It appears that the security prices of both groups more nearly conformed to a 
random walk in the pre-SEC period than in the post-SEC period. Most interesting for present purposes, 
prices of the securities of corporations that did disclose appear to refl ect a less effi cient market after the 
1934 act became effective than did those of corporations that did not disclose their sales.

27. An exception may be Beaver’s (1968) study of preliminary reports.
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However, these fi ndings are based on data from the post-SEC period. It may 
be that the SEC has created a climate of confi dence in fi nancial data such that 
the public can accept information as it becomes available during the year. In this 
event, the annual fi nancial statements, when published, simply confi rm that which 
was previously released, and therefore do not affect stock prices. Investors could 
believe the information because they know that a reputable government agency, 
the SEC, is concerned about the veracity of fi nancial statements.

The hypothesis was tested by examining statistically the change in riskiness 
and returns in the stock prices on the NYSE before, after, and as a result of the 
Securities Exchange Act of 1934. Financial statements were available for almost 
all NYSE corporations, but only 62 percent reported their sales or other similarly 
important information. These corporations are a control sample against which 
the effects of the 1934 act can be measured. The Sharpe (1964)-Markowitz (1959) 
“market model” was used to account for general stock market changes and to pro-
vide estimates of the market risk of stocks for each of the samples (disclosure 
and nondisclosure corporations) in the periods before and after the regulations 
became effective. Revaluations of securities as a result of the required disclosure of 
information also were measured with the model. All of the many measurements 
and analyses show that the 1934 act’s fi nancial disclosure requirements had no 
measurable effect on the securities of the corporation presumedly affected.

The effect of the 1934 act on investors’ confi dence and on the fairness of the mar-
ket also was analyzed. Riskiness of securities, as measured by the variance of market 
prices net of covariance with the market, does not seem to have been reduced by the 
act. Nor were the relative percentage of large price movements reduced. Also, the effect 
of the 1934 act on the capital market may have been perverse, since the percentage of 
corporate expenditures on plant and equipment fi nanced with new public stock and 
debt issues was lower in the post- than in the pre-SEC decades. With respect to fair-
ness, the evidence that the disclosure requirements did not result in a revaluation of 
the securities of the affected fi rms and the conformity of price changes before 1934 to 
a random walk indicates that the pre-SEC stock market was a fair game for investors.

The conclusion of this study, then, must be that the disclosure requirements of 
the Securities Exchange Act of 1934 had no measurable positive effect on the secu-
rities traded on the NYSE. There appears to have been little basis for the legislation 
and no evidence that it was needed or desirable. Certainly there is doubt that more 
required disclosure is warranted.
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though the united states and the united kingdom are dissimilar in many 
important respects, their security markets are rather alike. In both countries, 
almost instantaneous sales and purchases can be made of securities representing 
claims on thousands of companies. The securities are owned and traded by a large 
number of individuals and institutions at prices that are made public. The compa-
nies whose securities are traded are required to publish fi nancial statements that 
conform to legally required minimum standards of disclosure, and the accounting 
on which these statements are based is surprisingly similar. However, the United 
States relies on public regulation of fi nancial disclosure (SEC), whereas the United 
Kingdom relies on private regulation (The Stock Exchange). This essay explores 
the differences, costs, and benefi ts of the two systems and concludes that, in many 
important respects, private regulation is preferable.

Though the U.S. Federal Securities Acts were modeled after the U.K. Compa-
nies Acts (which predated them by almost a century), they are administered quite 
differently. In 1934, the United States established the Securities and Exchange 
Commission (SEC), giving it the authority to prepare and administer regulations 
governing the fi nancial disclosure mandated by the Securities Act of 1933 and 
the Securities Exchange Act of 1934. In contrast, the U.K. Companies Acts (1948 
and 1967) stand on their own in the sense that the specifi c disclosure required is 

4
Public (U.S.) Compared to Private 

(U.K.) Regulation of Corporate 
Financial Disclosure

An earlier version of this essay was presented at the annual meeting of the American Accounting 
Association, New Orleans, Louisiana, August 1974. My discussants, John (Sandy) Burton and James 
Mandel, and my colleagues, particularly Jerold Zimmerman, provided me with many useful com-
ments. Of course, they are not responsible for any remaining errors or misstatements nor should their 
aid be construed as approval. I also thank the anonymous reviewers whose criticisms led me to revise 
the paper considerably.
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given in the acts rather than in regulations promulgated by the Department of 
Trade (DT). Although the DT has the power to investigate failures of directors to 
conform to the requirements of the acts, particularly when such an investigation 
is requested by security holders, it serves primarily as a repository for the state-
ments fi led persuant to the acts. However, in the United States, the SEC actively 
investigates situations that its staff believes may mislead investors and obtains stop 
orders preventing trading in or issuance of securities. It also reviews the fi nancial 
statements fi led in accordance with the Securities Acts and rejects those which, 
in its opinion, do not conform to its regulations. This “screening” is particularly 
extensive with respect to prospectuses. In the United Kingdom, a somewhat simi-
lar function is performed by private regulatory agencies, that is, by the Quotations 
Department of The (London) Stock Exchange1 and the issuing houses (investment 
bankers and underwriters).2 Before considering the costs and benefi ts of these reg-
ulatory systems, the scope of legally required corporate disclosure in each country 
is sketched.

The Scope of Regulation of Corporate 
Financial Disclosure in the United States 

and the United Kingdom

Unlike the U.K. Companies Acts, the U.S. Securities Acts do not apply to all 
 incorporated (limited liability) companies. Since 1966, the Securities Exchange 
Act of 1934 requires periodic reporting by all corporations that have more than 
$1  million in assets and a single class of equity securities that has more 
than 500 holders. In 1975, some 10,500 companies fi led fi nancial statements with 
the SEC (a number that has grown steadily over time). Of these, about 3,500 were 
listed on registered stock exchanges. Additionally, the SEC registers prospectuses 
of all corporations who wish to offer securities to the public (except when the 
offering is entirely intrastate). In 1974, 2,890 registration statements were declared 
effective (down from the high of 3,712 in 1972).

The U.K. Companies Acts apply to all limited liability companies, whether 
widely held or not. In 1974, 598,000 companies not in liquidation were registered.3

Of these, 15,500 were public companies, about 27 percent of which were listed on 
The (London) Stock Exchange. The prospectus requirements of the Companies 
Act of 1948 apply to all new securities offered to the public. However, unlike the 
United States, which has a large over-the-counter market, such an offering usually 

1. There is only one stock exchange in the United Kingdom.
2. See Benston (1976, section 2.2.2) for a more detailed description.
3. See Benston (1976, chapter 2) for a more extensive discussion.
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is made in conjunction with obtaining a stock exchange listing. Also unlike the 
situation in the United States, prospectuses are not required for rights offerings or 
other issues that are in all respects similar to securities already listed. Furthermore, 
many instruments, such as interests in petroleum wells, limited partnership inter-
ests and investment plans, are considered securities in the United States but not 
in the United Kingdom. Consequently, only about 120 prospectuses per year are 
issued in the United Kingdom (though the number varies widely).

The extensiveness of the regulations, and hence the cost of complying with 
them, refl ects the regulatory structures adopted by the countries. The SEC, having 
been given the authority and responsibility of drawing up and enforcing disclo-
sure regulations by section 19(a) of the 1933 act and section 13(b) of the 1934 
act, at fi rst delegated much of this task to the public accounting profession. In 
part because of this delegation, the accounting profession, primarily through the 
American Institute of Certifi ed Accountants (AICPA) and the Financial Account-
ing Standards Board (FASB) and its predecessor committees, has adopted a large 
number of rules and suggestions for recording specifi c situations. On the other 
hand, the stock exchanges have adopted few additional rules governing fi nancial 
statements, though before enactment of the Securities Acts they had established 
some reporting standards.

However, the SEC has become increasingly more active in assuming its regula-
tory responsibilities. Regulation S-X, supplemented by Accounting Series Releases 
(ASRs), which codifi es the specifi c disclosure required of corporations subject 
to the Securities Acts, increasingly is more detailed. Additional requirements are 
added and few, if any, are removed. As instances of poor or apparently fraudulent 
reporting by individual companies come to public attention, the SEC has assumed 
more control over public reporting by all subject corporations. For example, in 
1967 the SEC extended its authority over annual reports to shareholders (Rule 
14a–3), in part because of the revelation in 1962 that the Atlantic Research Corpo-
ration of America did not report a large loss in its annual report to shareholders, 
though it disclosed this information in its 10K report, which is available to the 
public. The SEC now requires that fi nancial statements in annual reports must 
conform to those fi led with the SEC or must contain a reconciliation or explana-
tion of all such differences. Another example is the near failure of Penn-Central 
and the subsequent belief that more information about its short-term borrow-
ings might have been useful. This led to the requirement that all corporations 
must report their compensating balance arrangements. Most recently, the Water-
gate revelations apparently have led the SEC into requiring disclosure of illegal 
campaign contributions and into “suggesting” disclosure of legal, though perhaps 
immoral, payments to foreign government offi cials.

In contrast, the U.K. Companies Acts simply list the specifi c items that must be 
disclosed. Additionally, the statutes provide that fi nancial statements shall “give a 
true and fair view” of the company’s state of affairs and profi t and loss (Companies 
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Act 1948, sec. 149(1) ). This important phrase is not further defi ned nor is there 
recent case law that provides a defi nition. However, U.K. accountants generally 
understand it to require accounts that present a layman’s defi nition of “a true and 
fair view” of specifi c circumstances, within the constraint that fi nancial statements 
are not expected to report completely current realizable or other defi nitions of 
economic value.4

The DT is given the power to adapt the disclosure provisions of the Com-
panies Acts to the circumstances of individual companies (Companies Act 1948, 
sec. 149). Though the DT also has the power to alter the acts’ fi nancial disclosure 
requirements, it cannot render them more onerous (Companies Act 1948, sec. 
454(1) ). Hence, the U.K. counterpart to the SEC has not extended or rarely has 
even interpreted the specifi c disclosure mandated by the Companies Acts.

The U.K. professional accountancy bodies have not been as active as their 
U.S. confreres in promulgating disclosure rules.5 Regulation differences, in part, 
explain this relative lack of activity.6 The U.K. statutes do not give anyone the 
authority to promulgate fi nancial disclosure rules and procedures. Hence, unlike 
the SEC, the DT could not delegate this authority to the offi cial accounting 
 profession.

However, The (London) Stock Exchange has authority over companies whose 
securities are listed thereon. It has exercised this authority to promulgate disclo-
sure rules, primarily for prospectuses. Since virtually all U.K. companies whose 
shares are traded publicly must be listed on The Exchange, its rules dominate. 
Its Quotations Bureau operates rather like the SEC in accepting or rejecting pro-
spectuses before they can be issued to the public. In addition, the issuing houses 
(investment bankers and underwriters) exercise control over the contents of pro-
spectuses, since public acceptance of a security issue depends importantly on 
the reputation of its sponsor. Consequently, most prospectuses include a state-
ment by a generally well-known fi rm of chartered accountants (called reporting 
accountants) in addition to the statement of the company’s auditor. The role of 
U.S. investment bankers and underwriters (with respect to fi nancial disclosure) is 
negligible relative to that of their U.K. counterparts, since the SEC’s regulations 
and prospectus registration procedures are so extensive and the Securities Act of 
1933’s provisions so encompassing that they dominate all others. Consequently, 

4. Based on interviews and a review of the literature.
5. As of December 1975, there are 51 Accounting Research Bulletins, 31 Accounting Principal 

Board Opinions and 4 statements, and 12 statements and 6 interpretations of the FASB in the United 
States. In contrast, the U.K. Institute of Chartered Accountants in England and Wales issued 15 Recom-
mendations on Accounting Principles and the Accounting Standards Steering Committee has issued 11 
Statements of Standard Accounting Practice, one of which is an amendment to another statement.

6. Professional, economic and legal environment differences between the United States and the 
United Kingdom also explain this phenomenon. These are analyzed in Benston (1975).
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strict conformance with the law and regulations is required, leaving little room for 
deviations or extensions.

The Costs of Regulation in the United States 
and the United Kingdom

The cost of fi nancial disclosure regulation refl ects, in large measure, the structures 
adopted by each country. The U.S. disclosure regulations, codifi ed in Regulation 
S-X and supplemented by ASRs, are much more detailed and explicit than those 
which face a U.K. company and accountant. An indication of this difference may 
be gathered from a comparison of the number of specifi c items required to be 
disclosed in each country. With respect to the balance sheet, Regulation S-X (as 
extended and amended) calls for more than 65 items compared to the 39 required 
in the United Kingdom by the Companies Acts and The Stock Exchange.7 In the 
income statement, the United States requires about 53 items compared to 37 
required in the United Kingdom. Regulation S-X and the instructions to the forms 
also specify rules for consolidating statements of a company and its subsidiaries, 
for disclosing contingent liabilities, and so on. In addition, quarterly statements 
and monthly reports are required in the United States but not in the United King-
dom.8 The recent adoption of ASR 177, which requires inclusion of quarterly data 
in annual reports certifi ed by public accountants, probably will increase costs to 
clients considerably.

One important aspect of cost is the necessity of learning and following the 
disclosure regulations. Though comparative fi gures are not available, it is obvi-
ous that these direct costs are greater for U.S. than for U.K. companies. This is 
particularly true for periodic reporting, which is much simpler in the United 
Kingdom.

Prospectuses also are more detailed and extensive in the United States; for 
example, a prospectus in the United States (which must be printed at considerable 
cost because even a small error can be the basis of an expensive lawsuit) usually 
runs to 50 or more 7.5" by 9" pages. In the United Kingdom, a legally required 
prospectus is, and must be, printed on one to two pages of two daily London 
newspapers. The prospectus provided to the public, though, may be longer at the 
option of the issuer.

7. The count of items is taken from Benston (1976, chapter 3), which lists the specifi c items 
required in each country. The counts reported are likely to be inexact because this listing was made for 
purposes of reference rather than for the present purpose.

8. See Kellogg and Poloway (1971) and Rappaport (1972) for annotated manuals of the SEC’s 
disclosure requirements.
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A corollary is the indirect cost of delay and inconvenience in fulfi lling the 
more complex, more highly structured U.S. administrative rules, particularly with 
respect to prospectuses. In the United Kingdom, an auditor can call the manager 
of the Quotations Department of The Stock Exchange, discuss a question about 
whether a requirement is met by a particular procedure or can be modifi ed to 
meet a special circumstance, and get an answer often within the day or with a delay 
of no more than about three days if a decision is required of a panel of members. 
Generally, no more than a few days will elapse between the day a prospectus proof 
goes to the Quotations Department and the time of its acceptance for further 
proofi ng. Completion of the work necessary to comply with the comments of the 
department usually is achieved within one week.

The more complex and formal U.S. rules and procedures do not permit as 
much fl exibility or speed. The SEC staff attempts to answer telephoned questions. 
However, often conferences involving top offi cers of the company, senior audi-
tors and legal counsel with SEC offi cials are needed. The time required for clear-
ance also is longer—a median of 36 days in 1974 (down from 45 in 1973, possibly 
because of the greatly decreased number of fi lings).

In part, the greater U.S. costs of preparing acceptable prospectuses is due 
to the greater number of prospectuses that the SEC must process—some 3,000 
compared to about 120 processed by The Stock Exchange’s Quotations Depart-
ment. The greater number in the United States is not only a function of its con-
siderably greater size, but also it is a function of the SEC’s regulations. In the 
United States all issues of securities by companies, except private placements 
and intrastate offerings, must be registered. Unlike the prevailing rule in the 
United Kingdom, it matters not whether the security issued is in all respects 
similar to securities currently being traded and quoted on a stock exchange. In 
addition, U.K. law applies only to security issues by a company and by under-
writers who are acting in a professional capacity. However, in the United States, 
secondary offerings are subject to the SEC’s regulations. As a consequence of 
these differences, it is estimated that from one-half to two-thirds of all registra-
tion statements fi led in the United States would not be required in the United 
Kingdom (Krauss, 1971, p. 64).

The larger number of activities regulated by the SEC, the greater complexity 
of its disclosure regulations, and the greater formality of its administrative proce-
dures necessarily require a more extensive and expensive bureaucracy. For fi scal 
year 1975, the SEC expects to employ 2,219 people and expend $43 million. It is 
diffi cult to compare these fi gures with those of the U.K. authorities, since both 
they and the SEC do more than process fi nancial statements. Nevertheless, it does 
appear that the Quotations Department’s (1972) complement of 15 professionals 
and 25 assistants, typists, and so on, is proportionately smaller than the number 
employed by the SEC. Thus, both the costs to companies and to society appears 
relatively lower under the U.K. system than under the U.S. system.
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Proponents of the U.S. system, though, claim that its benefi ts more than offset 
its greater costs. These benefi ts are listed, described, and evaluated next.

Delineation and Evaluation of the Presumed Benefi ts 
from Administration by an 

Active Public Regulatory Agency

Several benefi ts may be achieved by having an administrative agency, such as the 
SEC, actively regulate fi nancial disclosure. The seven benefi ts outlined are not 
mutually exclusive nor are they exhaustive. However, they do give something of 
the “fl avor” of the arguments for an agency such as the SEC. While they are not 
“authoritative,” they appear to be more complete than the rationale generally 
found in the SEC’s publications and in most textbooks and articles.

The following advantages are thought to fl ow from a continuing professional 
administrative agency such as the SEC: (1) adaptability, (2) professional imple-
mentation of the securities statutes and regulations, (3) less discriminatory 
application of the securities statutes, (4) an expert and public interest source 
of information for legislative changes, (5) uniformity with respect to the type 
and format of data disclosed, (6) improvement of the quality of information 
disclosed, and (7) protection of the small investor and prevention of fraud. Each 
“benefi t” is described and analyzed in turn. In the analysis that follows, all of the 
evidence of which this author is aware is applied to the evaluation of the SEC’s 
administration of the Securities Acts.9 Unfortunately, except for studies of the 
reaction of security prices to published fi nancial data and of the behavior of 
share prices, few “hard” empirical studies have been published. Consequently, 
this study is based more on reasoning and “hearsay” evidence than desired. Nev-
ertheless, this evidence is, in general, suffi cient for most of the questions con-
sidered.

First, an agency like the SEC is claimed to be adaptive in determining the spe-
cifi c disclosure presumably needed to meet the public’s “legitimate” demand for 
information. The agency can propose new rules, receive the opinions of inter-
ested parties, interpret these opinions in the light of its experience, and draft new 

9. Evidence on the extent to which many of these benefi ts are achieved by administration of the 
U.S. Securities Acts is reviewed in Benston (1976, ch. 4). This evidence does not support the contention 
that the Securities Acts have increased signifi cantly the reliability or usefulness of published fi nancial 
statements. There is little evidence that fi nancial statements published before passage of the acts were 
more fraudulent or misleading than they are today or that, as a consequence of required disclosure, 
they are more useful to investors. But since one cannot ever be certain that some unmeasurable (or 
unmeasured) benefi t does not fl ow from the SEC’s administration of the acts, it is necessary to analyze 
the arguments for an SEC type of agency.
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 disclosure rules and revise old rules to meet the present needs of investors. In 
 contrast, disclosure required of U.K. companies is specifi ed in the Companies Acts 
by Parliament. If a given requirement appears unneeded, ineffective, or inadequate, 
it generally is not changed except by the passage of a new or amended act.10 Since 
passage of new legislation rarely occurs more often than each decade (in the past 
in the United Kingdom, at about 20-year intervals), it appears that the Companies 
Acts lack the currency that can be achieved by the SEC.

However, the SEC’s power to promulgate disclosure requirements also serves 
to reduce the adaptability of the Securities Acts. Because the SEC is given broad 
power to implement the disclosure provisions of the Securities Acts, it has been 
forced to specify detailed rules and regulations that necessarily apply to a wide 
variety of circumstances. At fi rst, the addition of a rule or regulation or publica-
tion of an opinion may serve to adapt the law to specifi c circumstances. But later, 
circumstances change and the regulations remain. Even though the regulations no 
longer may be meaningful to a changed environment or to the circumstances of 
specifi c corporations, the commission appears reluctant to eliminate or even to 
change them: at least, that is an inference one can draw from the fact that the SEC’s 
regulations are almost never withdrawn or even changed except to increase their 
specifi city or coverage. Once a regulation is adopted or a rule formally interpreted, 
the commission’s staff understandably is reluctant to waive a requirement to meet 
particular circumstances. If they do, they risk being accused later of favoritism 
or even bribery, should it occur that the petitioner misled them or proved, or 
appeared, guilty of fraudulent acts. Thus as time passes, the SEC’s administration 
of the Securities Acts’  disclosure requirements tends to become less adaptive to 
changed environments and  individual situations.

A private regulatory agency, such as The (London) Stock Exchange, can in 
practice be more adaptive than the SEC since it need not, and in general does 
not, promulgate a detailed set of rules and regulations. It has the power to adapt 
reporting standards to the circumstances of individual corporations, since it is not 
prevented by law or established precedent from waiving or adding requirements. 
The Quotations Department also can answer questions and resolve problems 
more quickly than can the SEC’s staff because it need not be as concerned with 
uninformed ex post criticism.

It should be noted, though, that the considerably greater number of prospec-
tuses processed by the SEC compared to The Quotations Department necessitates 
more formal, and hence less fl exible, procedures. It may be that were the U.K. 
fi nancial market as great as is the U.S. market, the United Kingdom would tend to 
adopt similarly formal written rules and regulations.

10. Statutory instruments are issued occasionally by the DT which clarify or extend (to a small 
degree) the Companies Acts.
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Second, an active administrative agency can provide professional implementa-
tion of the securities statutes and regulations. The SEC is staffed with accountants, 
lawyers, and fi nancial experts who specialize in administering the Securities Acts. 
Consequently, they are presumed to be much more competent to determine inves-
tors’ needs and the costs of compliance by companies than are legislators. Few 
legislators are expert or even very knowledgeable about the securities markets, 
accounting principles, and procedures, fi nancial institutions, and the like. Nor do 
they come into regular contact with market participants and the day-to-day prob-
lems of investors, brokers, accountants, comptrollers, and others who are con-
cerned with fi nancial statements. In contrast, the staff and administrators of an 
agency such as the SEC are in daily contact with the parties who are affected by the 
securities legislation. Further, since the agency is charged with enforcing the law, it 
is assumed to be the best judge of how the regulations should be most effectively 
written. In particular, an SEC type of agency can “plug” a loophole in the regula-
tions which allows an unscrupulous issuer of fi nancial statements to mislead the 
public.

It does seem correct to conclude that the SEC provides professional imple-
mentation of the law. The agency is well staffed with lawyers and accountants. 
However, while many (if not most) of these professionals administer the law, they 
also serve an apprenticeship for private practice in which they will earn fees from 
clients for steering them through and around the law. For lawyers, in particu-
lar, a profession that deals entirely with the regulation of the securities industry 
has developed in the United States. The securities bar, as it is called, is perhaps 
unaware of the inherent self-interest of its position as drafters and interpreters of 
the securities laws whose complexity is the primary source of the bar’s marketable 
expertise. This confl ict and confusion of interest is intensifi ed by the apprentice-
ship served in and constant dealings with a regulatory agency. As Manne (1974, 
pp. 94–95) describes it:

To be a leader of the securities bar, one must be on extremely friendly 
terms with important SEC staff members and even commissioners. Such 
a “social” position is not reached automatically by studying law-books. 
Rather, typically, it requires an apprenticeship at the Commission and 
then practice in one of the important corporate law fi rms. Then begins 
the gradual ascendancy through the committee structure of the American 
Bar Association or related organizations to the exalted position of “leading 
securities lawyer.”

If at any point along the way an individual begins to wonder out loud 
whether the whole system of regulation is actually in the public’s interest, 
he will not appear to other leaders to have the stuff from which leadership 
is made. He may also fi nd that he is less able to serve his clients well, since 
a continuing friendly relationship with the SEC staff is essential to that 
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 function. The circle will then be complete, for certainly one cannot be a 
leading securities lawyer without numerous or important clients.

I believe that the extant empirical evidence (reviewed in Benston, 1976, chapter 
4) is consistent with the hypothesis that the multitude of rules and regulations, 
court cases, releases, journal articles, and conferences generated by the SEC and 
the securities bar has benefi ted investors only slightly, if at all. The bar, though, 
does appear to have benefi ted.

Third, an agency such as the SEC is thought to be less discriminatory in its appli-
cation of the securities statutes, because it makes its rules, regulations, and rulings 
public and minimizes its informal dealings with registrants. An extensively detailed 
set of regulations and publication of opinions and rulings permits all companies and 
accountants to fi le the required documents without benefi t of an “inside connec-
tion.” In contrast, critics of the U.K. system (Stamp and Marky, 1970) charge that the 
more informal regulation by The Stock Exchange gives rise to an “old boy network” 
in which established public accounting fi rms and issuing houses have a decided 
advantage over others who are not acquainted personally with Stock Exchange offi -
cials. In addition, they claim that less information is available to the ordinary inves-
tor and poor performance by “members of the club” is covered up. While few, if any, 
such instances are cited by the critics, they claim that the limited disclosure required 
by The Exchange does not permit revelations that otherwise would occur.

A related advantage claimed for the U.S. system is that, because it is funded 
by Congress, it serves the general public rather than private persons or groups. 
A private agency, such as The (London) Stock Exchange, critics claim, rather will 
serve The Exchange members and related parties. Aside from possibly covering up 
these insiders’ wrongdoings, a private agency may prevent outsiders from compet-
ing with its constituency.

Though there is little evidence of cover-ups or similar scandals in the United 
Kingdom, it does seem clear that Stock Exchange rules restrict the establishment of 
new companies. The Stock Exchange rarely permits a company to apply for listing 
unless it can show at least fi ve years of successful operations. The Stock Exchange 
also is the only market in which shares can be traded publicly. In contrast, a new 
company in the United States is not restricted by the SEC from offering its shares 
to the public, regardless of its “track record.” Indeed, the shorter its fi nancial 
history, the less onerous are the SEC’s prospectus requirements. This difference 
between the United States and the United Kingdom may be a consequence of the 
fact that the SEC’s constituency is more diverse than is The Stock Exchange’s, since 
several stock exchanges and over-the-counter stock brokers and dealers vie for 
the public’s business in the United States compared to the monopoly situation in 
the United Kingdom.

The Stock Exchange’s limitation of new companies also may refl ect the desire 
of all regulators, indeed, most persons, to reduce risks as well as costs to themselves 
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and their constituency, ceteris paribus. Should a newly listed company fail, The 
Stock Exchange, established issuing houses and accountants and listed companies 
will be damaged if the public loses investments in ventures that, in retrospect, 
appear to be fraudulent or to have been more risky than was expected. While the 
public and economy might benefi t from investments in risky enterprises, estab-
lished fi rms generally only lose. If the new ventures are successful, the newcomers 
provide unwanted competition to established fi rms and few gains to The Stock 
Exchange. If they are unsuccessful, investors may blame their losses on poor 
administration by Exchange offi cials.

However, the situation in the United States, while better for new companies, 
presents considerable diffi culties to them as well. First, though the SEC’s regulations 
and rulings are available to anyone who subscribes to a good reporting service, con-
siderable professional expertise is required to interpret them and fi le properly the 
required statements.11 This professional help necessarily is expensive, so much so that 
many smaller companies cannot afford to sell shares to the public unless they can 
qualify for the private placement or intrastate exemptions. Second, the SEC tends 
to reduce the risk of registrants’ failing, as does The Stock Exchange, since it is criti-
cized should companies fail but is not rewarded should they succeed. Consequently, 
it has interpreted the permitted exemptions of securities from registration to limit 
them severely; has extended its authority to require registration of ventures such as 
franchises and condominium apartments; has accepted only conservative and easily 
administered accounting procedures (such as requiring write-offs of goodwill and 
not permitting upward revaluations of assets); has tended to restrict diversity of per-
missible accounting procedures; has refused to accept for registration statements of 
corporations which appear to have inadequate working capital to operate success-
fully,12 and so on. Though many of these actions may benefi t the public, they also tend 
to complicate the disclosure requirements which makes access to securities markets 
more costly, particularly for small companies, and limits accounting for registrants to 
auditors (generally the large fi rms) who are expert in SEC practice. Thus the public 
regulatory agency may, in fact, be as discriminatory as a private monopoly.

Third, the expertise and public interest orientation of the SEC may be an invalu-
able source of information to legislators in evaluating proposals to change the law. 
The agency can carry out studies requested by the legislature. Examples in the 
United States are the 1963 Special Study of Securities Market and the 1972 Study 
of Institutional Investors requested by the Congress, and the 1969 SEC-initiated 

11. The standard SEC accounting practice manuals contain 1,217 (Rappaport, 1972) and 929 
(Kellogg and Poloway, 1971) pages of outlined requirements and commentary. In addition, most large 
CPA fi rms maintain their own manuals to keep up with the changes (proposed and adopted) issued by 
the SEC in increasing numbers and complexity. Similar manuals do not exist in the United Kingdom, 
apparently because they are not necessary.

12. See Shefsky and Schwartz (1973) for an analysis of ASR 115.
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study of Disclosure to Stockholders (Wheat Report) prepared by the commission. 
Since the agency is not supported directly by accountants (as are the AICPA and 
the Institute of Chartered Accountants in England and Wales), lawyers (as are the 
bar associations), brokers (as are the stock exchanges), or others, it presumably 
acts in the public interest. In effect, then, the agency may be thought of as a con-
tinuous Royal Commission.

This benefi t, though, is of limited value because of the inherent self-interest of 
the securities bar and of the SEC as a regulatory agency. The more complex a law, 
the more work for lawyers and regulators. Though simplifi cation and/or elimina-
tion of many disclosure requirements may result in a net benefi t to investors, the 
SEC rarely conducts rigorous benefi t-cost analyses. The commission employs few 
professional economists and sponsors almost no economic research, despite the 
fact that the Securities Acts are based on presumed economic problems. Conse-
quently, the economic effect of its regulations are measured rarely and economic 
analyses are not undertaken to determine whether the present regulations are ben-
efi cial, in some sense, or even effective.

Nor is the SEC necessarily concerned with the interests of the general pub-
lic when their interests confl ict with those of the analysts, public accountants, 
investment bankers, brokers, stock exchange offi cials, and others who constitute 
perhaps its most infl uential constituency. The general public might not want (in 
the sense of be willing to pay for) additional detailed disclosure, as evidenced by 
the relatively few requests by shareholders of 10-K Reports.13 Since the public has 
no means of telling the SEC that less information is wanted (there being no mar-
ket mechanism), the SEC tends to interpret the vocal demand by security analysts 
for “more” as the voice of the public. As a consequence, perhaps, the commission 
tends to add disclosure requirements and rarely removes them, though it has this 
power.

In addition, the commission tends to suggest legislative changes that only 
increase regulation on the assumption that additional regulation almost always 
is in the public interest. Thus, despite good intentions, the SEC cannot serve the 
legislature as an unbiased expert source of information as to what changes in the 
Securities Acts will best serve the public interest.

Fifth, the SEC can impose a uniformity with respect to the type and format of data 
disclosed by companies. Ambiguities in the interpretation of law and  regulations 

13. A survey of 50 companies that included a notice in their 1973 annual reports advising share-
holders that they could obtain a copy of Form 10-K on request revealed the following: (1) 0.16 percent 
of the companies’ total number of investors requested the material; (2) in most cases, inclusion of the 
notice of availability of Form 10-K did not appear to have elicited favorable comment from sharehold-
ers or others: (3) there was no correlation between the percentage of shareholder requests and the size 
of the company or number of shareholders of a particular company (“Shareholders Exhibit Lack of 
Interest in 10-K data,” 1974).
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can be reduced by means of published decisions and opinions on accounting prac-
tices. This uniformity may reduce the cost of gathering and analyzing fi nancial 
data.

It is questionable, though, that the benefi ts from detailed regulations exceed 
the costs thereof.14 Nonadministered legislation, such as the Companies Acts, can 
provide analysts and other company data users with specifi ed data which can be 
processed as readily by a nonregulatory agency, such as the DT, as by an SEC.

Sixth, proponents of the U.S. system (such as Kripke, 1970) believe that the SEC 
also can improve the quality of the fi nancial data available to investors by enforcing 
the maintenance of minimum standards with the threat of sanctions should the 
data be misleading. In addition to the extreme threat of criminal charges, these 
sanctions include court orders stopping the sale or trading of a security, injunc-
tions against corporate offi cers and directors, and temporary suspension of, or 
barring from practice, public accountants who prepare misleading statements, are 
not independent, or conduct grossly inadequate audits.

Assuming that the “quality of information” is an operationally meaningful 
term, there is little evidence to support the belief that the SEC has improved the 
quality of information disclosed. Regulatory agencies, in general, tend to remove 
ambiguity and judgment to reduce their risk. As a consequence, the data reported 
necessarily are less useful to investors. As SEC Commissioner A. A. Sommer Jr. put 
it (before he became a commissioner) after reciting specifi c examples: “You could 
often predict with precision what a prospectus would say about various problems. 
There was always a consensus that conservatism was the safest course” (1973, 
p. 507). Schneider agrees, saying, “Historically, certain types of highly relevant 
information—which I will call ‘soft’ information—have been largely excluded from 
fi lings by the SEC” (1973, p. 506). He goes on to say: “Generally, fi lings are treated 
as insurance policies against liability, and all of the juicy soft information is dis-
seminated through oral selling” (1973, p. 507). As Schneider says, the potential legal 
liability of accountants and others results in rigid conservatism and following the 
letter (though not the spirit) of the regulations and law. Accountants and managers 
appear concerned primarily with following the rules and regulations in a manner 
that will avoid lawsuits and problems with the SEC. Unfortunately, this approach 
also limits presentation of judgments that could be valuable to investors.

Last, because a public regulatory agency receives its support primarily from 
the government, many believe it will be particularly concerned with protecting 
the small investor and preventing fraud. In addition, an agency that specializes in 
securities laws, such as the SEC, should be able to prosecute criminals and other 
wrongdoers more effi ciently than ordinary police and legal offi cers. Security law 
specialists also should be better equipped to promulgate and enforce regulations 

14. See Benston (1976, chapter 4) for a review of evidence that supports this assertion.
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and propose disclosure and other laws to counter new methods devised by swin-
dlers to cheat the public.

This “service” of the SEC is considered by many to be the most important ben-
efi t derived from a public regulatory agency. Many, perhaps most, small investors 
see the SEC as their “ombudsman.” Should they have a dispute with their brokers, 
not be able to get information from a company, think they were misinformed by a 
security salesman, and so on, the SEC is there to help. The SEC assures them that 
their brokers execute their order at the best price, that insiders do not profi t at 
their expense, and so forth. While many of these expectations no doubt are met, 
recent and past history indicates a considerable failure by the SEC to meet this 
obligation to the public.15 However, these considerations are beyond the scope of 
this study, which is limited to fi nancial disclosure of corporations.

Considering fraud related to fi nancial statements, it is diffi cult to determine 
whether the SEC has been a more effective “policeman” than a police fraud squad 
would have been. It is not useful to compare the record of the U.S. Justice Depart-
ment (which works with the SEC, since the SEC can only recommend criminal 
prosecution) with that of the U.K. police fraud squad, since the commission of 
frauds is not known, only arrests for fraud. Nor can one even know the extent to 
which fraud was prevented because wrongdoers fear the SEC or the police fraud 
squad.

Nevertheless, it is clear that securities fraud is still a problem in the United 
States and does not appear to be nearly as much a problem in the United King-
dom. The SEC’s Annual Report gives a very brief summary of the actions taken. 
Each year, several hundred companies and persons are investigated; stop orders 
are issued preventing securities from being sold or traded when the fi nancial state-
ments of the companies involved appear materially misleading; and some 30 to 50 
cases are referred to the Justice Department for criminal prosecution. While very 
few of these cases involve certifi ed public accountants and fi nancial statements, 
the impact of an SEC action of any kind upon an accountant, even a temporary 
suspension from practice, is great. Even the threat of such an action is powerful. 
Therefore, one cannot measure the SEC’s effectiveness in preventing fraudulently 
prepared fi nancial statements simply by counting the number of cases fi led.

However, there were very few cases of fraudulently prepared fi nancial state-
ments before the Securities Acts were enacted.16 Most security specialists believe 
that SEC prosecution has little effect on anyone who really is dishonest. In particu-
lar, a lawyer who worked for the SEC and the Justice Department said (in personal 

15. Among the important instances that could be described are the failure of the SEC to prevent 
brokers from mishandling transfers and from maintaining inadequate capital and the SEC’s past sup-
port of the stock exchanges’ minimum commission schedules.

16. The evidence is reviewed in Benston (1969).
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conversation, after recounting the cases he had worked on and the need for an 
agency like the SEC):

I must admit, the principal difference between now and the 1920’s is that 
you need the help of a lawyer to commit a successful fraud. But it’s still a 
good business. These people are almost never caught. If caught, they’re 
almost never indicted. If indicted, they rarely are found guilty. If found 
guilty, they almost never are fi ned much or sent to jail. If sent to jail, they 
get out on parole in a few months or years at most and then are welcomed 
back to their country club in Westchester.

While the SEC may reduce the amount of fraud, it may be that an individual 
investor’s best defense still is caveat emptor. It is possible that the SEC had made 
the small investor too complacent about purchasing securities by giving him or 
her the impression that the “bad old days” no longer are with us. For as former 
SEC chairman Ray Garrett Jr. stated: “We have had cases of fraud and of misman-
agement and disregard of investor interests that rival anything known to the men 
of 1933 who set about to construct a system that would make the world safe for 
small investors” (1974, p. 9).

One other dysfunctional aspect of the SEC’s role in preventing fraud should be 
mentioned. Law enforcement offi cers, in general, often tend to see prevention of 
crime and punishment of wrongdoers as more important than the presumption 
of innocence and protection of civil liberties. The courts and even the prosecut-
ing attorneys act as a balance against the understandable bias of the police who, 
coming into direct contact with the consequences of crime, may become rather 
zealous concerning the need to punish criminals. Unfortunately, a public regula-
tory agency, such as the SEC, has the power of policeman, prosecutor, and judge 
over an accountant, lawyer, or other professional who represents clients before it. 
When the client (company) wishes to offer a security to the public, the SEC also 
has almost total power over it, by delaying registration.

One prominent accountant, H. Kapnick, chairman and chief executive of 
Arthur Andersen and Co., commented after members of his fi rm were found 
innocent of criminal fraud charges brought by the SEC:

Too often today, it appears that the SEC staff is wielding power to attempt 
to discipline and control accountants with utter disregard for the effect on 
the public interest at large. The SEC, more so perhaps than other govern-
ment agencies, should understand that allegations made by it, even though 
unsubstantiated, are accepted as fact by a large portion of the public. The 
mere allegation carries more impact than the ultimate resolution of the 
allegation. In fact, even though certain accountants recently were found 
innocent of charges alleged by the SEC [Four Seasons trial], a senior offi -
cer of the SEC recently stated publicly that such accountants were not 
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 vindicated by the jury but that the jury found that there was reasonable 
doubt as to their “criminal conduct.” If this attitude is right, how does a 
professional ever eliminate the unproven charges? No longer, it seems, is 
one deemed innocent until proven guilty! (Kapnick, 1974).

Lawyers apparently have been even more subject to possible abuses of power 
by the SEC. In a well-documented paper, M. H. Freedman, dean of Hofstra Uni-
versity Law School, concluded:

In sum . . . securities regulation is characterized by denial of the right to 
counsel, corruption of the independence of the Bar and of the traditional 
professional standards of lawyers’ obligations to their clients, a police state 
system of investigations, and denial of a variety of other basic due process 
rights. (Friedman, 1974, p. 288)17

Conclusions

I believe that the U.S. regulatory system, with all its benefi ts and costs, evolved and 
will continue to evolve as a consequence of the establishment in 1934 of an active 
regulatory agency, the SEC. It is no criticism of the SEC (which most observers 
acknowledge to be as honest and effi cient an agency as exists in Washington) to 
say that it strives to extend its authority beyond the statutes under which it was 
created; that it avoids risks, even though it imposes costs on others; and that it 
tends to serve those who support or are likely to support it rather than the general 
public. Similar behavior is expected of any agency, public or private.

However, a public agency, unlike a private company or agency, cannot ben-
efi t from risks assumed—it can only lose. For example, consider a company that 
undertakes a risky research project. It may lose its investment, but if the project 
proves successful, it gains the benefi ts. However, if the SEC allows the company to 
publish subjective estimates of the value of the research, it risks public criticism if 
the estimates prove over-optimistic, but gains nothing should the estimates prove 
correct. Similarly, if a new company turns out to be a failure, in retrospect its 
prospectus may appear misleading, even fraudulent. Even though the prospectus 
states (in block letters), “these securities have not been approved or disapproved 
by the Securities and Exchange Commission nor has the Commission passed on 
the accuracy or adequacy of this prospectus,” purchasers of the company’s securi-
ties may blame the SEC for “passing” the registration. Therefore, it is not surpris-
ing that the SEC prohibits appraisals of assets, since these later may prove vastly 

17. Also see Guzzardi (1974) for additional material.
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incorrect; forbids estimates since these cannot be “objectively” determined; and 
requires reporting of very detailed data and analyses by all companies, despite the 
relevance of these numbers to relatively few companies and situations. If even one 
fraud or scandal is prevented thereby, or if it occurs and the SEC is not blamed, to 
the agency the benefi ts exceed the costs since it does not assume the costs imposed 
on the general public, including the cost of not getting possibly useful information 
(such as valid appraisals and estimates).

It also is not surprising that the SEC attempts to expand its activities. Thus 
when specifi c items are added to the list of requirements by the SEC in response to 
specifi c situations, they rarely are removed since they may serve some purpose or 
group. In a particular case, analysis of depreciation accounts might be helpful to 
an analyst. In another case, knowledge of the amount of specifi c intangible assets 
not yet written off may be valuable. An analyst might want to know the amount of 
the provision for doubtful accounts, or royalties, or advertising expenses or main-
tenance and repairs, and so on. Addition of each requirement seems to place but 
a small burden on corporations and may yield some benefi ts. But even after it is 
clear that the amount of the benefi t is nonexistent or very small, the requirement 
for disclosure remains and is imposed on all registrants. Aside from the natural 
aversion of public regulatory agencies toward contracting their activities, the SEC 
must be concerned that it will drop a reporting requirement that someone later 
claims would have been useful in a specifi c case.

In seeking to expand its activities, the SEC must be cognizant of the fact that 
its budget is approved by the president and voted on by Congress. Hence it must 
be concerned to serve those who approve the budget and to obtain a “good press.” 
Therefore, it is not surprising that it has extended its authority over annual reports 
(most recently by requiring in 1974 that the reports contain fi ve-year summaries 
of earnings, information about the business, disclosure of its principal occupation 
and employer of each director and executive offi cer, etc.), has ruled that a com-
plete 10-K report must be provided to shareholders free of charge upon request 
and has been concerned publicly about corporate contributions to politicians and 
payments to overseas offi cials and persons. These actions apparently are popular 
with analysts and the general public, whose support the SEC needs, even though 
they might harm shareholders, whom the SEC is charged with protecting.

A private regulatory body, such as The (London) Stock Exchange, also acts 
to maximize its welfare. Thus, it serves its constituency—the companies listed on 
The Exchange, issuing houses, brokers, bankers, and the major public account-
ing fi rms. Consequently, it is unlikely to require disclosure of superfl uous or 
embarrassing information. And, as is discussed above, it tends to reduce its risk by 
excluding new, untried companies from listing. With respect to growth, since The 
Stock Exchange derives its budget from its members rather than from the govern-
ment, its incentive to expand its activities is restricted by the unwillingness of its 
constituents to pay for this expansion.
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The issuing houses also serve as private regulatory agencies, as do the reporting 
accountants. In conjunction with The Stock Exchange’s Quotations Department, 
they determine the content of prospectuses and the investigations of company 
data that underlie them. The issuing houses and reporting accountants have a very 
great incentive for ascertaining that the prospectuses they issue and sign are not 
fraudulent or misleading—protection of their reputations. The issuing house’s 
reputation is a direct function of the after-issue performance of the companies it 
sponsors. Should subsequent events show that the prospectuses issued misstated 
the companies’ economic position and prospects, the issuing house’s reputation 
is a direct function of the after-issue performance. Reporting accountants are val-
ued in prospectuses because they are known to be independent, careful auditors. 
Should the public’s faith turn out to have been misplaced, the auditors’ perhaps 
most valuable asset, their reputations may be lost or damaged seriously. Thus, 
though these private regulators may wish to protect their client from bad public-
ity, they may do so at the peril of their own fortunes.

In conclusion, the evidence reviewed provides little reason to believe that the 
U.S. system gives the public greater benefi ts, on the whole, than does the U.K. sys-
tem. The cost of the U.S. system, though, appears considerably greater. On balance 
then, there is little (if any) evidence that the disclosure regulations promulgated by 
the SEC provides a benefi t, net of costs, to the public. Rather, the U.S. experience 
shows that once powers are granted to an active, regulatory agency, they almost 
never contract and almost always expand, regardless of their demonstrated lack 
of effi cacy for solving problems or propensity to create new problems. Perhaps, 
though, the more formal, more explicitly codifi ed, more regulated U.S. system 
is politically necessary for a large, diverse country where there are relatively few 
restrictions (though considerable costs) on a company that wishes to sell its shares 
to the public.

Consequently, were I asked, I would recommend that the United States move 
toward the U.K. system by reducing the authority and power of the SEC. The con-
cept of “disclosure” should be restated to make it clear that the SEC is primarily an 
agency to which corporations report what they have disclosed to shareholders and 
how they determined the numbers rather than an agency that determines what 
and how corporations must report to the public.
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I. Introduction

“The literature indicates a substantial acceptance of current value accounting in 
accounting theory, but an impressive lack of implementation in accounting prac-
tice. The promotion of practical application obviously needs executive direction; 
why else would a quality product remain on the shelf” (Edwards, 1975, p. 235). 
The fi nancial accounting literature is replete with exhortations on the “need” 
for or mechanics of publicly reporting some variant of current value or price-
level-adjusted fi nancial information in lieu of or as a supplement to conventional 
 historical cost-based statements.1 The advocates of such innovations typically 
argue that the information provided would be more relevant or useful to inves-
tors, though they rarely explicitly consider the costs of the proposed change. If 
the benefi ts of the prescribed information are greater than the costs, why don’t we 
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observe  widespread reporting of these measurements? The most frequent expla-
nations of this apparent anomaly allude to the “public good” nature of accounting 
information—the inability of corporations to charge users for the data, imperfec-
tions, or failures in the fi nancial and/or political markets for accounting informa-
tion, or other similar restrictions.

This essay reports the results of an empirical study designed to avoid (to the 
extent possible) these kinds of constraints. We surveyed a sample of “sophisti-
cated” investors who comprise a large portion of the supply side of U.S. capital 
markets. These investors can request and legally obtain fi rm-specifi c fi nancial 
information other than publicly reported accounting statements. Furthermore, 
the costs of and benefi ts from this information are internalized by these investors 
and fi rms. We fi nd that these parties generally do not believe that the benefi ts of 
current value or price-level-adjusted fi nancial information outweigh the costs of 
providing, obtaining, and using it. For a few fi nancial statement items, however, 
many of the respondents do show a preference for these alternative valuations.

In section II we discuss the shortcomings of most surveys of the demand 
for alternative fi nancial accounting data. In section III we justify our sample of 
“sophisticated” investors—life insurance company direct (private) placement and 
common stock investment offi cers. The development of the study, description of 
the questionnaires, and the empirical results are provided in section IV. Section V 
considers possible limitations of the study and presents our conclusions.

II. Shortcomings of Surveys of the Demand 
for Alternative Financial Accounting Data

Though surveys of and public statements by investment analysts, brokers, and 
so on,2 show that they would like to have additional fi nancial measurements and 
details on corporate activities, several shortcomings limit the conclusions which 
can be drawn from this information. First, their expressed desires necessarily are 
speculative because they have had little or no fi rsthand experience with the alterna-
tive measurements. Second, those sampled typically do not value some attributes 
of fi nancial accounting data. Financial accounting data have other uses besides 
aiding individuals in making capital market investment decisions. For instance, 
accounting terminology, constructs, and numbers are used to formulate many 
types of fi nancial contracts (e.g., leases and bond covenants); accounting numbers 
are used by various agents3 of a corporation to monitor the performance of other 
agents (often corporate management). There exists a vast body of effi cient market 

2. See, for example, Estes (1968) and Brenner (1970).
3. See Jensen and Meckling (1976) for a thorough discussion of the theory of agency.
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research which indicates that by the time annual or quarterly fi nancial statements 
are released, most of their information content has already been impounded into 
security prices.4 The essence of this information, therefore, must have been avail-
able to market participants on a more timely basis from alternative sources, such 
as the fi nancial press, investment services, and so on. Consequently, it is quite pos-
sible that the benefi ts from fi nancial accounting stem from its other uses. Third, 
since investment analysts and others do not pay the costs of producing fi nancial 
data,5 they have no incentive to temper their requests for additional numbers.

These criticisms could be mitigated if the group consisted of people who (1) 
have practical experience with the alternative fi nancial data, (2) have uses for 
fi nancial accounting information beyond supporting a recommendation to buy or 
sell a share of stock at a given market price, and (3) bear (at least in the short run) 
some of the associated information production, dissemination, and processing 
costs. This research examines the uses of and attitudes toward alternative fi nancial 
accounting measurement methods by two groups of sophisticated investors—life 
insurance company common stock and direct placement investment offi cers. As 
we discuss below, the latter subject group seems particularly appropriate.

III. Reasons for Studying Life Insurance Company 
Investment Offi cers

Size and Sophistication

Sophisticated and/or large institutional investors certainly are important users of 
 fi nancial information. The Financial Accounting Standards Board (FASB) (1976, 
pp. 3–4) has even proposed that fi nancial accounting issues be resolved under 
the assumption that sophisticated investors are the primary users of fi nancial 
 statements.

The life insurance industry, in particular, is a major participant in the mar-
ket for corporate investments. At the end of 1976, for example, U.S. life insur-
ance companies held $321.6 billion in assets, including $120.7 billion in corporate 
bonds (at amortized cost) and $34.3 billion in corporate stocks (at market value).6

At year-end 1976, these holdings were about one-third of the total corporate 
bonds outstanding and 3.5 percent of the market value of all corporate stocks.7

4. See Benston (1976, chap. 4) for a survey and references and Foster (1977).
5. We do not consider the increased product costs that these individuals might bear in their roles 

as consumers if and when the higher information production and dissemination costs a company 
incurs are refl ected in higher prices for its products.

6. American Council of Life Insurance (1977, p. 68).
7. Estimates of year-end outstanding made by the Federal Reserve Board, “Flow of Funds Section,” 

Federal Reserve Bulletin 63 (1977).
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The  corporate stock fi gures, however, are deceivingly low. Because of legal restric-
tions, life insurance companies’ investments in stocks were very small until the 
1950s. Not until the late 1960s did they become a major investor in common 
stocks, primarily to meet the competition of commercial bank trust departments 
for pension funds. Over the years 1970–76, life insurance companies have averaged 
$3.1 billion per year of net corporate stock purchases, or about one-fourth of the 
net purchases of institutional investors.8

The economy-wide importance of this industry is evidenced by the fact that 
by the end of 1976, close to 150 million individuals (two-thirds of the population) 
owned $2.3 trillion of life insurance issued by legal reserve life insurance compa-
nies.9 The life insurance industry also writes many pension and other annuity con-
tracts. Thus, most people in this country delegate to life insurance companies the 
decision on how to invest at least a portion of their savings. We expect that compe-
tition within the industry itself and between different fi nancial intermediaries and 
the existence of statutory investment regulations, with attendant legal and other 
costs of noncompliance, furnish strong incentives for life insurance companies to 
make very thorough and purposeful analyses before making specifi c investment 
decisions. Therefore, life insurance company investment offi cers who are respon-
sible for making investment recommendations and decisions which affect many 
people, decisions which involve huge amounts of funds, satisfy virtually anyone’s 
defi nition of sophisticated investors or users of accounting information.

Availability, Use, and Cost of Nonpublic Information

Perhaps our strongest justifi cation for choosing life insurance company invest-
ment offi cers as a subject group pertains to life insurance company specialization 
in directly placed bonds.10 A corporation that wants to raise cash with a new bond 
issue can either (1) sell the issue to investment bankers who then resell it to the 
public or (2) sell the issue directly to one or a small group of investors. The fi rst 
procedure is known as a public offering, while the second is called a direct (or 
private) placement. The Securities Act of 1933 requires that a company planning 
to issue (interstate) securities (debt or equity) to more than a few prospects must 
fi le a prospectus with the SEC containing specifi c, audited fi nancial data. The buy-
ing public is entitled only to this prospectus data; issuing companies are prohib-
ited from providing anything else. The 1933 act legally acknowledged the different 
distribution processes employed in the direct placement market by exempting 

 8. Based on data provided by the Federal Reserve Board, “Flow of Funds Section” (n. 7).
 9. American Council of Life Insurance (1977, p. 17).
10. See Shapiro and Wolf (1972) for a thorough discussion and history of direct placement 

 markets.
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directly placed issues from its registration requirement. Presumably, the institu-
tional investors who comprise the supply side of this market possess the resources 
and the sophistication to acquire and evaluate fi nancial information relating to a 
particular security and company before they make a lending decision.

The life insurance industry is the primary supplier of funds in the direct place-
ment bond market, since it acquires roughly 80 percent of all directly placed cor-
porate bonds. The borrowers in this market tend to be smaller, less fi nancially 
secure companies. They are attracted to this form of debt fi nancing because they 
can avoid the time delays and monetary expenses associated with underwriting 
and Securities and Exchange Commission (SEC) registration. In addition, rela-
tive to fl oating an issue publicly, they have much greater fl exibility to determine, 
and later modify, details of the bond according to their particular requirements. 
As a result, life insurance company direct placement offi cers’ jobs involve more 
than merely deciding whether to accept or reject standard loan contracts at going 
market prices.

Furthermore, direct placement investors, unlike common stock investors, do 
not have at their disposal market prices that refl ect all publicly available infor-
mation (if, as most evidence suggests, the market is effi cient in the semi-strong 
form). In fact, when the two parties come to terms, the interest rate they agree on 
is, by defi nition, the market price. In a typical year, more than 50 percent of the 
bonds directly placed with the life insurance industry are from companies with the 
equivalent of Moody’s Baa credit rating. It is not uncommon for a life insurance 
company to buy bonds of different companies with yields varying by more than 
two percentage points. Hence, the determination of an appropriate interest rate 
(market price) for these long-term11 loans requires a thorough analysis of the spe-
cifi c borrower—by no means a trivial task. Financial information also may be used 
to determine specifi c covenants to be written in the bond contract. Therefore, we 
expect the direct placement offi cers to request information which they fi nd useful 
for these purposes. Since they appear to have a greater dependence on fi nancial 
information than do common stock investment offi cers, we expect that they desire 
a broader spectrum of fi nancial accounting data.12

Potential lenders in the direct placement market can request any type of fi nan-
cial information from prospective borrowers, regardless of whether it is publicly 
available. Of course, the prospective borrowers always have the option of refusing 
to supply the information, in which event the lenders can adjust their information 

11. The only evidence on term to maturity that we are aware of is in Cohan (1967, pp. 145–48). 
For the years 1956–61, he indicates the average term to maturity was about 16 years for directly placed 
industrial bonds and about 25 years for directly placed public utility bonds.

12. They also can obtain nonfi nancial information which may be more useful for analyzing the 
condition and prospects of a company (e.g., technical information on capital spending plans may 
dominate dollar estimates of replacement costs).
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demands, adjust the terms of the loans, or refuse to make the loans. Prospective 
borrowers may comply with the modifi ed information requests or terms, or may 
search for alternative sources of funds instead. In either case, borrowers and (in 
the short run) lenders bear increased negotiation costs or the cost of lost invest-
ment opportunities. Therefore, one may view the amount and type of information 
provided as the outcome of a market process in which the supply and demand 
functions are relatively unconstrained, unlike the public market for fi nancial 
accounting information. Consequently, evidence that suppliers of funds to direct 
placement borrowers do not generally request and receive a specifi c class of supple-
mentary fi nancial information is consistent with the hypothesis that sophisticated 
investors and the companies in which they invest do not fi nd it cost-benefi cial.

Existence of a Comparison Group

Finally, life insurance companies employ direct placement and common stock 
investment offi cers. Since both types of investment offi cers face the same set of 
organizational constraints and very similar institutional constraints (e.g., statutory 
investment regulations), such factors need not be accounted for when comparing 
these investors’ uses of and/or attitudes toward fi nancial accounting information. 
Furthermore, common stock investment offi cers in life insurance companies dif-
fer from investment analysts generally, since they recommend security transac-
tions for their own fi rms; in effect, they are direct investors. It is important to 
remember, however, that in contrast with the direct placement offi cers, they can 
use only publicly available information for their decisions.

For the reasons just discussed, life insurance company investment offi cers are 
a very attractive group to study. In particular, an examination of the unregulated 
fi nancial information negotiation behavior of participants in the direct placement 
market should yield insights into many current accounting issues.

IV. The Study

Development of the Study

The empirical results of this study are based on analysis of responses to ques-
tionnaires mailed to life insurance company direct placement and common stock 
investment offi cers.13 The questionnaires were carefully developed and system-
atically tested before being sent to the complete subject group. In order to gain 

13. Two very similar questionnaires were developed and used, one for each type of investment 
offi cer. The differences in the questionnaires relate to the information set that legally may be acquired 
and used to make investment decisions.
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insights into this industry, a series of interviews were conducted with the invest-
ment offi cers and comptrollers of fi ve, very large, mutual and stock life insurance 
companies.14 The questionnaires were designed, modifi ed, and pretested with the 
help of the people at these companies. By the end of the fi fth company visit, we felt 
reasonably confi dent that the questionnaires were meaningful, understandable, 
and would not consume too much of a respondent’s time. Nonetheless, we contin-
ued to test these forms, sending them to the American Council of Life Insurance 
(ACLI), the fi ve companies we had already interviewed, and several additional 
companies for further suggestions. The responses were encouraging. Several rela-
tively minor alterations to remedy some apparent ambiguities put the question-
naires in their fi nal form.

We next selected the companies to be included in the study. As of year-end 
1975, there were 1,603 stock and 143 mutual life insurance companies in the United 
States. Many of these are small organizations with little or no direct placement or 
common stock investment activities. Hence, a random sample was not desirable. 
Instead, we relied on the ACLI (whose membership includes larger companies) to 
select industry representatives thought to be active participants in these markets. 
The 62 companies that were chosen include the largest 20 stock and 20 mutual 
companies (measured by assets) as of December 31, 1976, according to Best’s Insur-
ance News Digest. The full sample contained 29 mutual and 33 stock companies, 
holding 59.7 and 21.8 percent, respectively, of the assets of all U.S. life insurance 
companies, a total of 81.5 percent of industry assets as of year-end 1976.

The chief investment offi cer of each company was sent a common stock and 
a direct placement questionnaire to distribute to the appropriate decision makers 
in his fi rm. To provide incentives for serious consideration and rapid completion 
of the questionnaires, a title page on ACLI letterhead was attached to each form 
and a cover letter from Dr. Kenneth M. Wright, vice president and chief economist 
of the ACLI, asked for the investment offi cer’s cooperation. In conjunction with 
telephone follow-ups to those who did not reply promptly, this resulted in usable 
questionnaires from 58 companies for a response rate of 94 percent. We called the 
respondents when their answers to questions were incomplete or unclear. From 
these calls, we also learned that most of the people who completed the forms 
supervised their company’s activity for that specifi c type of investment. The stock 
versus mutual and common stock investment versus direct placement investment 
breakdown of respondents is detailed in table 5.1.

14. We considered the possibility of bias that might result from the fact that a number of life 
insurance companies oppose revaluing their bond portfolio to market values, primarily because they 
would have to restructure similarly their liabilities for insurance contracts. We were convinced during 
our interviews and subsequent telephone conversations, however, that this aspect was not an issue to 
the companies’ investment offi cers. Rather, they seemed concerned only with the value of price-level-
adjusted or current value fi nancial information of other companies as an aid to making investment 
decisions.
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Questionnaire

The questionnaire listed 17 balance sheet and income statement items. The life 
insurance company direct placement investment offi cers were told: “We want to 
learn whether you regularly request corporations to provide any of these [listed] 
alternatives as supplementary data for use in lending decisions.” The common 
stock investment offi cers were presented with an identical list of items, but were 
instructed: “Assume that for each item only one alternative measurement will be 
presented in the fi nancial statements provided by corporations. For each of the 
listed fi nancial statement items indicate which one alternative you would like to 
see defi ned as GAAP.” In another section of the questionnaire the common stock 
investment offi cers were asked: “As a supplement to fi nancial statements as pres-
ently produced, for each of the listed items which one measurement basis would 
you require and rely on for making investment decisions? (‘Rely’ means that you 
would use the number in your analysis, not that you would use the number with-
out further analysis.)” All respondents also were asked:15 “Assume that fi nancial 
statements would be based, as consistently as possible, on only one of the [listed] 
measurement alternatives, which one would you choose?”

15. Additional questions not reported herein concerned the respondents’ (1) opinions about the 
usefulness of changes instituted by and proposed in recent FASB statements and exposure drafts, (2) 
rankings of the importance of nine qualitative characteristics of accounting numbers upon which a 
choice among valuation alternatives might be based, and (3) assessments of the usefulness of addi-
tional items (specifi ed and unspecifi ed) of fi nancial information requested of or desired from cor-
porate management. These fi ndings (except for 1) are presented in our paper (Benston and Krasney, 
1978) prepared for the American Council of Life Insurance for submission to the FASB.

table 5.1 Sample Summary Statistics

Companies Questionnaires

Stock Mutual Total
Common 

Stock
Direct 

Placement Total

Responses:
Companies making both types of 

investments 27 25 52 52 52 104
Companies making direct placement 

investments only 2 3 5 5 5
Companies making common stock 

investments only 1 1 1 1
 Total responses 30 28 58 53 57 110
Nonresponses 3 1 4 4a 4a 8a

Total sample 33 29 62 57 61 118

Response percentage = 100 Total response
Total sample( ) 90.91 96.55 93.55 92.98 93.44 93.22

a The four companies that did not respond are assumed to have both common stock and direct placement 
investment operations.
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Factors other than the type of investment decision (direct placement or com-
mon stock) could be responsible for the responses. One is the scale of the respon-
dents’ investment operations, as measured by the total dollar amount of their 
companies’ portfolios as of year-end 1976. Total company assets as of year-end 
1976 also is used as an alternative measure. Another factor is the extent of the 
respondents’ experience with fi nancial data and investment analysis. The num-
ber of years of professional experience is used as the variable; information on the 
 respondents’ education or other professional qualifi cations was not available.16

(See table 5.2.)
We analyze fi rst the relationship between the investment activity (direct place-

ment and common stock) and type of alternative measurements of fi nancial data 
requested and used, or preferred. Then, within each group, we analyze the rela-
tionship of the valuation alternatives to the size of a company’s operations and 
to the respondent’s years of professional experience. Finally, we use multivariate 
analysis to consider the joint effect of these variables on the type of measurements 
demanded.

Direct Placement Compared to Common Stock Investment 
Offi cers’ Demand for Alternative Accounting Measurement

As the preferred single valuation basis for all fi nancial statements accounting 
data, the direct placement offi cers overwhelmingly choose generally accepted 

16. See table 5.2 for descriptive statistics of the variables. We also considered the form of company 
organization (mutual versus stock) in the event that mutual companies tend to be more risk-averse, 
which might affect the company’s investment objectives, and, hence, the accounting information that 
investment offi cers (desire to) use. This variable was rarely statistically signifi cantly related to the ques-
tions investigated. Therefore, we do not report on it here.

table 5.2 Sample Summary Statistics: Descriptive Data

Common Stock Direct Placement

Portfolio size ($ millions)
 Median $ 99 $ 350
 Mean 500 1400
 Standard deviation 1100 3000
Total assets ($ millions)
 Median 1538 1665
 Mean 5100 4800
 Standard deviation 8600 8400
Years of professional experience
 Median 11 11
 Mean 14 14
 Standard deviation 9 9
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 accounting principles (GAAP), as presently defi ned (GA); 89 percent prefer GA, 9 
percent prefer replacement cost (RC), and the balance of 2 percent prefer general 
price-level-adjusted statements (GP) (see table 5.3). The common stock invest-
ment offi cers also prefer GA, but in relatively fewer numbers: 66 percent want 
GA, 25 percent RC, 6 percent current values (CV), and 2 percent GP. None of the 

table 5.3 Alternative Valuations for Financial Accounting Statements by Type 

of Investment Offi cer Percentage Distribution of Responsesa

Item Questionb Probc X2

Investment 
Offi cerd

Alternative Responsese

GA PV RC CV GP

Complete fi nancial 
statementsf

DG .003 CS 66 0 25 6 2
DP 89 0 9 0 2

Assets
Receivables DG

SG
.019
.0001

CS
DP
CS

83
96
62

4
0
8

8
0
9

4
4

15

2
0
6

Inventories DG
SG

.413

.001
CS
DP
CS

60
53
23

0
2
0

26
21
51

13
25
23

0
0
4

Other current 
assets

DG
SG

.112

.0004
CS
DP
CS

72
84
53

0
3
2

11
2

17

15
11
25

2
0
4

Deferred charges DG
SG

.021

.0001
CS
DP
CS

87
98
72

6
2

13

6
0
8

2
0
6

0
0
2

Long-term leases DG
SG

.838

.069
CS
DP
CS

47
49
32

45
51
57

8
0
8

0
0
2

0
0
2

Fixed assets DG
SG

.557

.002
CS
DP
CS

55
49
21

0
2
0

38
30
68

8
19

9

0
0
2

Intangible assets DG
SG

.175

.011
CS
DP
CS

85
93
75

2
0
2

4
2
6

9
5

13

0
0
4

Liabilities
Long-term debt DG

SG
.669
.024

CS
DP
CS

83
86
68

8
12
15

4
0
9

0
2
0

6
0
8

Lease obligations DG
SG

.061

.861
CS
DP
CS

47
30
28

45
70
62

4
0
6

2
0
0

2
0
4

(continued)



table 5.3 Continued

Item Questionb Probc X2

Investment 
Offi cerd

Alternative Responsese

GA PV RC CV GP

Unfunded 
pensions

DG
SG

.340

.061
CS
DP
CS

55
46
28

36
49
58

4
0
4

4
4
4

2
2
6

Deferred credits DG
SG

.115

.0001
CS
DP
CS

89
96
66

2
4

17

4
0
8

2
0
4

4
0
6

Contingent 
liabilities

DG
SG

.058

.660
CS
DP
CS

91
77
74

4
19
17

4
0
6

0
4
0

2
0
4

Income & expenses
Cost of sales DG

SG
.504
.0001

CS
DP
CS

77
82
45

2
2
0

19
7

42

2
7
6

0
2
8

Depreciation DG
SG

.027

.0001
CS
DP
CS

66
84
28

0
0

28
14
60

2
0
6

4
2
6

Other expenses DG
SG

.021

.0001
CS
DP
CS

87
98
70

2
2
0

9
0

17

2
0
4

0
0
9

Net profi ts DG
SG

.036

.0001
CS
DP
CS

79
93
47

2
4
2

15
4

30

2
0
6

2
0

15
Unrealized gains & 

losses
DG
SG

.352

.215
CS
DP
CS

94
89
81

0
2
0

4
2
8

0
7
8

2
0
4

a Due to rounding, the percentages may sum to slightly more or less than 100.
b DG = Defi ne GAAP: Common stock investment offi cers were instructed: “For each of the listed fi nancial 
statement items . . . indicate which one alternative (see e) you would like to see defi ned as GAAP.” Direct 
placement offi cers were not asked this question. SG = Supplement GAAP: Common stock investment 
offi cers were asked: “As a supplement to fi nancial statements as presently produced, for each of the listed 
(fi nancial statement) items, which one measurement basis (see e) would you require and rely on for making 
investment decisions?” Direct placement investment offi cers were asked to indicate “whether you regularly 
request corporations to provide any of these alternatives (see e) as supplementary data for use in lending 
decisions.”
c Prob X 2 is interpreted as the probability of observing the sample responses from the two groups of 
investment offi cers, given that they both belong to populations with identical attitudes about accounting 
information. For statistical validity, responses were dichotomized into “prefer GAAP as presently defi ned” or 
“prefer some other measurement” before running the test.
d CS refers to the common stock investment questionnaires. DP refers to the direct placement investment 
questionnaires.
e The response code is: GA = GAAP as presently defi ned.
 PV = present values (capitalization) or future (undiscounted) cash fl ows.
 RC = replacement cost.
 CV = current market selling (exit) values.
 GP = general price-level-adjusted.
f Respondents were asked: “Assume that fi nancial statements would be based, as consistently as possible, on 
only one of the measurement alternatives. Which one (see e) would you choose?”
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investment o ffi cers opts for present value (PV)17 as an overall measurement basis. 
The differences between the two groups of investment offi cers is statistically sig-
nifi cant at the .003 level (chi-square test).18 This difference is more clearly refl ected 
in the specifi c fi nancial statement items that they request and use (direct place-
ment offi cers) or want (common stock investment offi cers).

Two comparisons are made between the responses of the common stock and 
the direct placement investment offi cers with respect to each of the 17 fi nancial 
statement items specifi ed in the questionnaires (see table 5.3). The common stock 
investment offi cers were asked to choose the valuation alternative on which they 
want to base generally accepted accounting principles and, hence, the numbers 
reported in fi nancial statements. Their responses, in percentage terms, are sum-
marized as DG, for “defi ne GAAP.” These respondents also were asked to indicate 
the measurement alternative they would require and rely on (if any) for data that 
would supplement fi nancial statements as currently produced. Their responses, 
in percentage terms, are given as SG, for “supplement GAAP.” These responses 
are compared to those of the direct placement offi cers who were asked to indi-
cate supplementary measurements that they actually request and use. The “Prob 
X2” provides a nonparametric estimate of the probability that the common stock 
investment offi cers’ responses (“defi ne GAAP” or “supplement GAAP”) are drawn 
from the same population as the direct placement offi cers’ responses. Although we 
believe the direct placement offi cers’ responses are more appropriately compared 
to the “supplement GAAP” responses of the common stock investment offi cers, 
comparisons with the “defi ne GAAP” responses are also provided.

The individual item responses indicate that the direct placement invest-
ment offi cers are generally satisfi ed with GAAP as presently defi ned (GA). Over 
76 percent of the direct placement investment offi cers request no valuations other 
than GA for 12 of the 17 fi nancial statement items. (For 6 of the 12, over 92 per-
cent of the responses were GA.) From 47 to 54 percent of these respondents do 
request and use alternative bases for inventories, long-term leases, fi xed assets, and 
unfunded pensions. PV is used by 70 percent of the direct placement offi cers for 
lease obligation liabilities;19 it also is the preferred measurement for unfunded pen-
sions and long-term leases. RC measurements are used by substantial  minorities of 
the direct placement offi cers for inventories (21 percent), fi xed assets (30 percent), 

17. PV refers to discounted or undiscounted future cash fl ows.
18. The number of observations required for statistical validity of the chi-square test dictated a 

comparison between GA and the other alternatives as a group. For the same reason, all of the subse-
quent chi-square tests are based on the same comparison. See, for example, Siegel (1956) for a discus-
sion of the chi-square test for independence and its statistical requirements.

19. Note that GAAP does not require that all leases be capitalized. Therefore, we interpret the PV
responses to the lease asset and liability items to refer to data that otherwise would not be provided in 
fi nancial statements.
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and depreciation (14 percent). CV measurements are used by substantial minori-
ties for inventories (25 percent), other current assets (11 percent), and fi xed assets 
(19 percent). GP data are used by almost no direct placement investment offi cers.

With reference to the “defi ne GAAP” questions, the common stock investment 
offi cers generally prefer the individual statement items to be measured as they are 
now, but to a lesser extent than is indicated by the direct placement respondents. 
For 5 of the 17 items (receivables, deferred charges, depreciation, other expenses, 
and net profi ts), the percentage of these respondents who prefer GA is statistically 
signifi cantly less (at the .05 level or below) than the percentage for the direct place-
ment group. RC, although it has little support compared to GA, is the principal 
measurement alternative desired by the common stock group for these items. For 
lease obligations and contingent liabilities, however, the percentage of this group 
that prefers GA is statistically signifi cantly greater (at the .06 level) than the cor-
responding percentage of the direct placement group.

The principal differences between the two investment offi cer groups are 
refl ected in the supplementary measurements desired by common stock invest-
ment offi cers versus those requested and used by direct placement offi cers. Sup-
plementary measurements are desired by signifi cantly higher (at the .07 level or 
below) percentages of common stock investment offi cers than are requested and 
used by the direct placement offi cers for 14 of the 17 items. (Ten of these are 
signifi cantly different at the .01 level or below.) The only items for which the two 
groups essentially agree are lease obligations, contingent liabilities, and unreal-
ized gains and losses. In comparison with the direct placement offi cers, the major 
alternatives desired by the common stock investment offi cers (i.e., where over a 
10-percentage-point-higher preference is displayed) are PV for deferred charges 
and deferred credits; RC for inventories, other current assets, fi xed assets, cost of 
sales, depreciation, other expenses, and net profi ts; CV for receivables, other cur-
rent assets, and intangible assets; and GP for net profi ts.

Thus, the questionnaires reveal a marked tendency toward GAAP as presently 
defi ned by the direct placement offi cers who can request and legally obtain non-
published fi nancial data with few constraints; their common stock investment 
offi cer counterparts indicate that (at a near zero price)20 they prefer alternative 
measurements somewhat more, but primarily as supplementary data. For further 
insight, we turn to an analysis of the responses in relation to the magnitude of 
the life insurance company’s investment operations and the investment offi cer’s 
number of years of professional experience.

20. The price of alternative valuations may be perceived as being positive by the common stock 
investment offi cers only in so far as greater demands for such numbers increase the information pro-
duction and dissemination costs to corporations whose shares of common stock are owned by the life 
insurance companies.
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The Relationship of Scale of Investment Operations 
to the Demand for Alternative Accounting Measurements

The dollar size of the portfolios as of December 31, 1976 (at market value for com-
mon stock and amortized cost for direct placements), is one measure of the scale 
of the investment operations. For each group of investment offi cers, we analyzed 
the proportion of respondents who request and use (direct placement offi cers) 
or prefer (common stock investment offi cers) the various measurement alterna-
tives for each of the 17 fi nancial statement items specifi ed and for the statements 
as a whole. Within each group, the responses were dichotomized at the median 
portfolio amount. Chi-square statistics were computed to estimate the probability 
that the choice of GA rather than an alternative differs signifi cantly according to 
whether the respondent’s affi liation is with a smaller (less than or equal to the 
median) or larger (greater than the median) portfolio. The responses differ sig-
nifi cantly at the .05 level or below for only one question—“supplement GAAP” 
for fi xed assets (see table 5.4, section A). Relatively more of the common stock 
investment offi cers associated with larger (as opposed to smaller) portfolios prefer 
supplementary data on fi xed assets to be valued at RC or CV. Differences sig-
nifi cant between the .05 and .10 levels are found for four additional questions. 
Relatively more of the common stock investment offi cers associated with larger 
portfolios want GAAP for long-term debt defi ned as PV (15 percent compared 
to 0 percent for common stock investment offi cers working with smaller portfo-
lios). However, those employed by companies with smaller portfolios prefer PV
for supplementary measurement of contingent liabilities (26 percent compared 
to 8 percent for respondents involved with larger portfolios). Direct placement 
offi cers affi liated with larger portfolios request replacement cost depreciation data 
more often than do those working with smaller portfolios (24 percent compared 
to 4 percent), but for the overall fi nancial statements they exhibit a greater prefer-
ence for GA (97 percent compared to 82 percent).

For each group of investment offi cers, the responses also were dichotomized at 
the median amount of total assets of the companies, another measure of the scale of 
operations (see table 5.4, section B). No differences statistically signifi cant at the .05 
level or below are found. But precisely the same results are found for three of the fi ve 
questions mentioned above. (The exceptions are fi xed assets and long-term debt.)

On the whole, then, there are few statistically signifi cant differences in the 
responses of either group of investment offi cers that are related to the size of the 
investment portfolio or to the total asset size of the insurance company. No differ-
ences signifi cant at the .05 level or below are found for the 18 questions asked the 
direct placement investment offi cers; 2 questions, though, show differences at the 
.08 level. Of the 35 questions asked the common stock investment offi cers, port-
folio size is associated with statistically different responses for one question at the 
.02 level and two questions at about the .07 level. It appears, therefore, that the size



table 5.4 Alternative Valuations for Financial Accounting Statements by Type of 

Investment Offi cer and Size of Operations; Percentage Distribution of Responses for 

Questions Showing Signifi cant (10%) Differencesa

Item Questionb

Investment 
Offi cerc

Probd

X2

Size of 
Operatione

Alternative Responsesf

GA PV RC CV GP

A. Size of portfolio
 Fixed assets SG CS .021 S 33 0 56 7 4

L 8 0 81 12 0
 Long-term 

debt
DG CS .059 S 93 0 4 0 4

L 73 15 4 0 8
 Contingent 

liabilities
SG CS .074 S 63 26 7 0 4

L 85 8 4 0 4
 Depreciation SG DP .079 S 93 0 4 0 4

L 76 0 24 0 0
 Complete 

fi nancial 
statementsg

DG DP .076 S 82 0 14 0 4

L 97 0 3 0 0

B. Total asset size of insurance company
 Contingent 

liabilities
SG CS .074 S 63 26 7 0 4

L 85 8 4 0 4
 Depreciation SG DP .079 S 93 0 4 0 4

L 76 0 24 0 0
 Complete 

fi nancial 
statementsg

DG DP .076 S 82 0 14 0 4

L 97 0 3 0 0

a Due to rounding, the percentages may sum to slightly more or less than 100.
b DG = Defi ne GAAP: Common stock investment offi cers were instructed: “For each of the listed fi nancial 
statement items . . . indicate which one alternative (see f) you would like to see defi ned as GAAP.” Direct 
placement offi cers were not asked this question. SG = Supplement GAAP: Common stock investment 
offi cers were asked: “As a supplement to fi nancial statements as presently produced, for each of the listed 
(fi nancial statement) items, which one measurement basis (see f) would you require and rely on for 
making investment decisions?” Direct placement offi cers were asked to indicate “whether you regularly 
request corporations to provide any of these alternatives (see f) as supplementary data for use in lending 
decisions.”
c CS refers to the common stock investment questionnaires. DP refers to the direct placement investment 
questionnaires.
d Prob X2 is interpreted as the probability of observing the sample responses from the large versus the small 
(see e) components of the indicated (CS or DP) class of investment offi cers, given that they both belong to 
populations with identical attitudes about accounting information. For statistical validity, responses were 
dichotomized into “prefer GAAP as presently defi ned” or “prefer some other measurement” before running 
the test.
e S = smaller than or equal to and L = larger than the median sample portfolio size or total asset size 
of the life insurance companies employing the indicated (CS or DP) class of investment offi cers 
(see table 5.2).
f The response code is: GA = GAAP as presently defi ned.
 PV = present values (capitalization) or future (undiscounted) cash fl ows.
 RC = replacement cost.
 CV = current market selling (exit) values.
 GP = general price-level-adjusted.
g Respondents were asked: “Assume that fi nancial statements would be based, as consistently as possible, on 
only one of the measurement alternatives. Which one (see f) would you choose?”
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of operations is not a signifi cant determinant of the demand for alternative 
 fi nancial accounting measurements.

The Relationship of Years of Professional Experience 
to the Demand for Alternative Measurements

Within each group of investment offi cers, the responses were divided at the 
median number of years (11) of the respondents’ professional experience (hereaf-
ter referred to as “experience”). The results are given in table 5.5, where LE11 refers 
to the subgroup with less than or equal to 11 years of experience, and G11 refers to 
those with greater than 11 years of experience. Several generalizations can be 
drawn from the table.

(1) The direct placement offi cers do not differ signifi cantly (at the .25 level 
or below) in their responses with respect to experience, except for the “com-
plete fi nancial statements” question, for which 17 percent of the less experienced 
respondents request and use replacement cost valuations, compared to 0 percent 
for their more experienced cohorts. (2) In no instance do a higher percentage of 
the less experienced compared to the more experienced common stock investment 
offi cers prefer GA.21 For the complete fi nancial statements, GA is preferred by 81 
percent of the more experienced respondents compared to 50 percent of their 
less experienced cohorts. The less experienced common stock investment offi cers 
prefer RC 35 percent compared to 15 percent, and CV 12 percent compared to 
0 percent. For the “defi ne GAAP” questions, signifi cant differences are found for 
seven fi nancial statement items at the .05 level or below, and for four additional 
items at the .05 to .10 level. With respect to the “supplement GAAP” questions, for 
14 of 17 items, the responses of the high- and low-experience subgroups differ sig-
nifi cantly at the .05 level or below. (3) PV is preferred by the less experienced com-
mon stock investment offi cers by more than a 10-percentage-point difference over 
their more experienced cohorts for supplementary data on long-term leases and 
lease obligations. The less experienced direct placement respondents also request 
and use PV measurements for lease obligations more often than those offi cers with 
greater experience; this is the only item for which the percentage responses of the 
direct placement experienced subgroups of PV differ by more than 10 percentage 
points. (4) RC is preferred by the less experienced common stock  investment offi -
cers by more than a 10-percentage-point difference over their more experienced 

21. The common stock investment offi cers’ responses also were separated into quartiles by years 
of experience. For only 3 of the 35 questions (“defi ne GAAP” for 17 fi nancial statement items plus the 
complete fi nancial statements, and “supplement GAAP” for 17 fi nancial statement items) were the 
percentages for GA in a more-experience quartile lower than the percentages in the less-experience 
quartiles. Therefore, the dichotomy used does not appear seriously to obscure offsetting variations 
within the groups.



table 5.5 Alternative Valuations for Financial Accounting Statements by Type of 

Investment Offi cer and Years of Professional Experience: Percentage Distribution of 

Responsesa

Item Questionb

Investment 
Offi cerc

Probd

X2 Experiencee

Alternative Responsesf

GA PV RC CV GP

Complete fi nancial 
statementsg DG CS .016 LE11 50 0 35 12 4

G11 81 0 15 0 4
DG DP .093 LE11 83 0 17 0 0

G11 96 0 0 0 4

Assets
Receivables DG CS .009 LE11 69 4 15 8 4

G11 96 0 0 0
4

DP .980 LE11 97 0 0 3 0
G11 96 0 0 4 0

SG CS .0005 LE11 38 8 19 23 12
G11 85 7 0 7 0

Inventories DG CS .340 LE11 54 0 31 15 0
G11 67 0 22 11 0

DP .230 LE11 45 0 17 38 0
G11 61 4 25 11 0

SG CS .011 LE11 8 0 65 19 8
G11 37 0 37 26 0

Other current 
assets DG CS .026

LE11
G11

58
85

0
0

19
4

19
11

4
0

DP .674 LE11 86 0 0 14 0
G11 82 7 4 7 0

SG CS .009 LE11 35 0 23 35 8
G11 70 4 11 15 0

Deferred 
charges DG CS .037 LE11 77 8 12 4 0

G11 96 4 0 0 0
DP .305 LE11 100 0 0 0 0

G11 96 4 0 0 0
SG CS .005 LE11 54 15 15 12 4

G11 89 11 0 0 0
Long-term 

leases DG CS .072 LE11 35 50 15 0 0
G11 59 41 0 0 0

DP .509 LE11 45 55 0 0 0
G11 54 46 0 0 0

SG CS .049 LE11 19 65 12 0 4
G11 44 48 4 4 0

Fixed assets DG CS .075 LE11 42 0 46 12 0
G11 67 0 30 4 0

DP .509 LE11 45 0 38 17 0
G11 54 4 21 21 0

SG CS .021 LE11 8 0 73 15 4
G11 33 0 63 4 0



Intangible assets DG CS .954 LE11 85 0 8 8 0
G11 85 4 0 11 0

DP .971 LE11 93 0 0 7 0
G11 93 0 4 4 0

SG CS .691 LE11 73 0 8 12 8
G11 78 4 4 15 0

Liabilities
Long-term debt DG CS .246 LE11 77 0 8 8 8

G11 89 7 0 0 4
DP .957 LE11 86 14 0 0 0

G11 86 11 0 4 0
SG CS .031 LE11 54 19 15 0 12

G11 81 11 4 0 4
Lease 

obligations
DG CS .072 LE11 35 50 8 4 4

G11 59 41 0 0 0
DP .340 LE11 24 76 0 0 0

G11 36 64 0 0 0
SG CS .040 LE11 15 73 8 0 4

G11 41 52 4 0 4
Unfunded 

pensions DG CS .219 LE11 46 35 8 8 4
G11 63 37 0 0 0

DP .681 LE11 48 52 0 0 0
G11 43 46 0 7 4

SG CS .150 LE11 19 58 8 8 8
G11 37 59 0 0 4

Deferred credits DG CS .008 LE11 77 4 8 4 8
G11 100 0 0 0 0

DP .980 LE11 97 3 0 0 0
G11 96 4 0 0 0

SG CS .066 LE11 54 19 12 8 8
G11 78 15 4 0 4

Contingent 
liabilities DG CS .146 LE11 85 4 8 0 4

G11 96 4 0 0 0
DP .808 LE11 76 17 0 7 0

G11 79 21 0 0 0
SG CS .184 LE11 65 15 12 0 8

G11 81 19 0 0 0

Income & expenses
Cost of sales DG CS .007 LE11 62 4 31 4 0

G11 93 0 7 0 0
DP .951 LE11 83 0 7 10 0

G11 82 4 7 4 4
SG CS .037 LE11 31 0 54 8 8

G11 59 0 30 4 7
Depreciation DG CS .208 LE11 58 0 35 4 4

G11 74 0 22 0 4
DP .251 LE11 90 0 10 0 0

G11 79 0 18 0 4
SG CS .008 LE11 12 0 69 12 8

G11 44 0 52 0 4
Other expenses DG CS .004 LE11 73 4 19 4 0

(continued)
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table 5.5 Continued

Item Questionb

Investment 
Offi cerc

Probd

X2 Experiencee

Alternative Responsesf

GA PV RC CV GP

Other expenses G11 96 4 0 0 0
DP .305 LE11 100 0 0 0 0

G11 96 4 0 0 0
SG CS .013 LE11 54 0 27 8 12

G11 85 0 7 0 7
Net profi ts DG CS .002 LE11 62 4 27 4 4

G11 96 0 4 0 0
DP .971 LE11 93 3 3 0 0

G11 93 4 4 0 0
SG CS .004 LE11 27 4 42 12 15

G11 67 0 19 0 15
Unrealized gains 

& losses DG DP .069 LE11 88 0 8 0 4
G11 100 0 0 0 0

CS .964 LE11 90 0 0 10 0
G11 89 4 4 4 0

SG DP .004 LE11 65 0 12 15 8
G11 96 0 4 0 0

a Due to rounding, the percentages may sum to slightly more or less than 100.
b DG = Defi ne GAAP: Common stock investment offi cers were instructed: “For each of the listed fi nancial 
statement items . . . indicate which one alternative (see f) you would like to see defi ned as GAAP.” Direct 
placement offi cers were not asked this question. SG = Supplement GAAP: Common stock investment 
offi cers were asked: “As a supplement to fi nancial statements as presently produced, for each of the listed 
(fi nancial statement) items, which one measurement basis (see f) would you require and rely on for making 
investment decisions?” Direct placement investment offi cers were asked to indicate “whether you regularly 
request corporations to provide any of these alternatives (see f) as supplementary data for use in lending 
decisions.”
c CS refers to the common stock investment questionnaires. DP refers to the direct placement investment 
questionnaires.
d Prob X2 is interpreted as the probability of observing the sample responses from the more versus the less 
experienced (see e) components of the indicated (CS or DP) class of investment offi cers, given that they 
both belong to populations with identical attitudes about accounting information. For statistical validity, 
responses were dichotomized into “prefer GAAP as presently defi ned” or “prefer some other measurement” 
before running the test.
e LE11 = less than or equal to and G11 = greater than eleven years of professional experience. Eleven years of 
experience is the median of the complete sample and also of each of the two component classes (CS and DP)
of investment offi cers (see table 5.2).
f The response code is: GA = GAAP is presently defi ned.
 PV = present values (capitalization) or future (undiscounted) cash fl ows.
 RC = replacement cost.
 CV = current market selling (exit) values.
 GP = general price-level-adjusted.
g Respondents were asked: “Assume that fi nancial statements would be based, as consistently as possible, on 
only one of the measurement alternatives. Which one (see f) would you choose?”
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cohorts for 12 of the 17 items: both “defi ne GAAP” and “supplement GAAP” 
questions—receivables, other current assets, deferred charges, fi xed assets, cost 
of sales, depreciation, other expenses, and net profi ts; “defi ne GAAP” question 
only—long-term leases; and “supplement GAAP” question only—inventories, 
long-term debt, and contingent liabilities. The less experienced direct placement 
investment offi cers also request and use RC measurements for fi xed assets more 
often than those offi cers with greater experience; this is the only item for which the 
percentage responses of the direct placement experience subgroups for RC differ 
by more than 10 percentage points. (5) CV is preferred as supplementary infor-
mation by the less experienced common stock investment offi cers by more than 
a 10-percentage-point difference over their more experienced cohorts for receiv-
ables, other current assets, deferred charges, fi xed assets, depreciation, net profi ts, 
and unrealized gains and losses. The less experienced direct placement offi cers also 
request and use CV measurements for inventories more often than those offi cers 
with greater experience; this is the only item for which the percentage responses of 
the direct placement subgroups for CV differ by more than 10 percentage points. 
(6) GP is preferred by more than a 10-percentage-point difference only by the less 
experienced common stock investment offi cers for supplementary information 
on receivables.

Thus, the questionnaire responses reveal that years of professional experience 
has a strong association with the common stock investment offi cers’ preferences 
for alternative measurement bases, but a very weak association (if any) with the 
direct placement offi cers’ actual requests for and uses of valuations other than 
GAAP as presently defi ned. These results are consistent with the hypothesis that the 
real world (as compared to classroom) exposure to alternative valuations afforded 
p rivate placement offi cers rapidly tempers any inexperience-related naïveté they 
may have concerning the quality or usefulness of such numbers; it apparently 
takes common stock investment offi cers longer to comprehend the full extent of 
the practical problems and costs associated with these kinds of measurements.22

22. The common stock investment offi cers’ responses also are consistent with the hypothesis that 
less experienced investment offi cers, since they are on average younger, have more recently completed 
a formal (i.e., college) education likely to emphasize the (normative) theoretical limitations of histori-
cal cost accounting data and the merits of some form of current value or price-level-adjusted fi nancial 
information as a basis for making investment decisions. We reject this hypothesis because the distri-
bution of years of professional experience of the sample of direct placement offi cers is similar to that 
of the sample of common stock investment offi cers, yet their responses (as a function of experience) 
are dramatically different (as we report above). We cannot, however, dismiss the possibility that direct 
placement offi cers’ jobs are more diffi cult and/or important to life insurance companies than are the 
jobs of common stock investment offi cers, and consequently, that the two populations differ in terms 
of intelligence, type of training, and so on.
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Multivariate Analysis

A multivariate procedure was employed to determine the joint associations 
between the respondents’ preference for alternative fi nancial accounting mea-
surements and the type of investment decision (direct placement versus common 
stock) they are responsible for, the relative size of the corresponding investment 
portfolio, and their years of professional experience. Since the dependent variable, 
preference for a valuation basis, is discrete and purely categorical in nature (i.e., 
GA, PV, RC, CV, GP), the assumptions underlying ordinary least squares (OLS) 
regression analysis are not satisfi ed. Consequently, we coded the dependent vari-
able 1 if GA was preferred and 0 otherwise, and used a multivariate probit regres-
sion procedure.23

The investment-type independent variable was coded 1 for a direct place-
ment offi cer respondent and 0 for a common stock investment offi cer. A 
respondent’s number of years of professional experience was coded 1 if greater 
than the median value of 11 years and 0 if less than or equal to the median.24

Relative portfolio size was measured as the ratio of each company’s direct 
placement or common stock amounts at year-end 1976 to the respective sam-
ple means. This transformation was used because direct placement portfolios 
are, on  average, almost three times larger than common stock portfolios (see 
table 5.2); we were concerned that an unscaled measure would be collinear with 
the investment-type variable. We rejected the year-end 1976 total asset size of 
the respondent’s company as the variable because it is strongly positively cor-
related with portfolio size, and our priors were that portfolio size is the more 
relevant of the two. (A constant term also was included in the regressions, but 
is not reported herein.)

We ran the probit regressions on the complete fi nancial statements question 
and on each of the 17 specifi ed fi nancial statement items. For these latter regres-
sions, the common stock investment offi cers’ responses to the supplement GAAP 
questions were used because the direct placement offi cers were explicitly asked 
about supplementary valuations for these items. Analogous to the F-test for OLS 
regressions, a likelihood ratio test is used to test the null hypothesis that all of the 
coeffi cients (except the constant term) are zero. For large values of −2 times the 

23. See Maddalla (1977, chap. 9) for a description and discussion of the probit model. We would 
rather have used a multinomial logit routine that permitted multiple categories for the dependent vari-
able; unfortunately, we were unable to fi nd a reliable computer program for this analysis.

24. We considered using the reported number of years of experience as the variable, but decided 
instead to use a dummy variable formulation for two reasons: (1) we doubt that the number of years 
was recorded accurately to the year, and (2) we have no theory to justify the assumption of the purely 
linear relationship that this would imply. (It also is consistent with the formulation used in the univari-
ate analysis.)
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log of the likelihood ratio25 (which is asymptotically X2 distributed with degrees 
of freedom equal to the number of independent variables excluding the constant) 
the null hypothesis can be rejected. Similarly, the null hypothesis that a specifi c 
coeffi cient is zero can be tested with the equivalent of the t-test for OLS regres-
sions. The t-statistic from the probit regressions is calculated in a similar fashion 
as in OLS (i.e., the estimated coeffi cient divided by its asymptotic standard error) 
and is asymptotically distributed as a standard normal random variable. The null 
hypothesis is rejected for large absolute values of this asymptotic t. In order to 
understand the importance of the independent variables better, partial derivatives 
of the estimated probit probabilities (with respect to a unit change in each inde-
pendent variable) are calculated and evaluated at the sample means.

The results of the probit regressions are very consistent with the univariate 
fi ndings (see table 5.6). For the complete fi nancial statements question, the regres-
sion as a whole and both investment type and experience are statistically signifi -
cant at the .01 level; portfolio size, however, does not appear to be important. In 
our sample, a direct placement investment offi cer has, on average, a .24 higher 
probability of choosing GA than does a common stock investment offi cer. Simi-
larly, a more experienced respondent has, on average, a .23 higher probability of 
selecting GA than does a less experienced respondent.

The 17 probit regressions for the specifi c fi nancial statement items indicate 
that investment type is statistically signifi cantly related to the respondents’ use 
of or preference for supplementary valuations. As evidenced by the sign of the 
asymptotic t-statistics (and, hence, the coeffi cients themselves) for each item, the 
direct placement offi cers are more content with GA valuations alone than are the 
common stock investment offi cers. Investment type is statistically signifi cant at 
the .01 level for 10 items, at the .05 level for 2 items, at the .10 level for 2 items, 
and relatively insignifi cant for 3 items. The univariate analysis of this variable 
(see table 5.3) shows a Prob X2 at the same level of statistical signifi cance for each 
item (and also for the complete fi nancial statements question). It is interesting to 
note that the derivatives with respect to investment type of the estimated probit 
probabilities for three income statement items–cost of sales, depreciation, and net 
profi ts—are quite large (0.399, 0.682, and 0.487, respectively).

Portfolio size, although measured differently than in the univariate analysis 
(where it is dichotomized above or below the median), continues to be unimpor-
tant. Of the 17 items, this variable is statistically signifi cant at the .05 level for long-
term debt and depreciation, and at the .10 level for receivables and cost of sales. 
Depreciation is the only item for which this variable is also statistically signifi cant 
in the univariate analysis (see table 5.4, section A, SG questions). For 14 of the 17 

25. See Maddalla (1977, chap. 9) for a discussion of this test.



table 5.6 Preference for GAAP as Presently Defi ned vs. All Other Alternatives (dependent variable) as a Function of Investment Type, Experience, 

and Portfolio Size (independent variables); Complete Financial Statements and Supplement GAAP Questions, All Respondents (110 observations); 

PROBIT Analysisa: Likelihood Ratios, Derivative (evaluated at means), and Asymptotic t-Statistics

Item
−2 Log 

Likelihood Ratiob

Investment Typec Experienced Portfolio Sizee

Derivativef Asymptotic t g Derivativef Asymptotic t g Derivativef Asymptotic t g

Complete fi nancial statements 19.30** 0.239 3.08** 0.226 2.90** 0.023 0.94

Assets
 Receivables 35.84** 0.313 4.27** 0.194 3.05** −0.023 −1.86†
 Inventories 18.62** 0.333 3.37** 0.253 2.59** −0.024 −0.99
 Other current assets 17.26** 0.325 3.56** 0.154 1.70† −0.024 −1.15
 Deferred charges 24.10** 0.221 3.57** 0.112 2.21* −0.012 −1.17
 Long-term leases 9.78* 0.181 1.88† 0.171 1.78† −0.046 −1.58
 Fixed assets 17.71** 0.312 3.25** 0.183 1.94† −0.054 −1.61
 Intangible assets 7.38† 0.171 2.50* 0.022 0.33 −0.011 −0.78
Liabilities
 Long-term debt 13.65** 0.185 2.31* 0.135 1.69† −0.039 −2.40*
 Lease obligations 5.52 0.020 0.23 0.183 2.09* −0.023 −0.94
 Unfunded pensions 5.96 0.178 1.90† 0.058 0.62 −0.035 −1.29
 Deferred credits 23.87** 0.274 3.89** 0.099 1.60 0.033 1.18
 Contingent liabilities 2.16 0.040 0.49 0.092 1.12 −0.015 −0.86
Income & expenses
 Cost of sales 22.41** 0.399 4.12** 0.151 1.57 −0.037 −1.66†
 Depreciation 49.18** 0.682 5.94** 0.116 1.04 −0.101 −2.55*
 Other expenses 23.52** 0.246 3.67** 0.096 1.82† 0.008 0.55
 Net profi ts 36.97** 0.487 5.14** 0.209 2.36* −0.017 −0.94
 Unrealized gains & losses 6.37† 0.073 1.13 0.140 2.10* 0.008 0.41

† Signifi cant at .10 level.
* Signifi cant at .05 level.
** Signifi cant at .01 level.
a GA responses are coded 1 and all other responses are coded 0.
b −2 times the log of the likelihood ratio is asymptotically X2 distributed.
c Investment type is coded 1 for a direct placement offi cer and 0 for a common stock investment offi cer.
d Experience is coded 1 for a respondent having greater than, and 0 for a respondent having less than or equal to, the median of 11 years of professional experience.
e Portfolio size is coded as the ratio of the year-end 1976 direct placement or common stock portfolio amount to the corresponding sample mean.
f Partial derivatives of the estimated probit probabilities with respect to a unit change in the particular independent variable.
g The t-statistic derived from a probit regression is asymptotically distributed as a standard normal random variable.
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items, however, the signs of the coeffi cients are negative, suggesting that there may 
be a slight tendency for investment offi cers associated with relatively large port-
folios to use or desire alternatives to GA valuations more than those respondents 
associated with relatively small portfolios.

Experience is statistically signifi cant for receivables and inventories at the .01 
level, four additional items at the .05 level, and fi ve other items at the .10 level. 
In all cases, the signs of the coeffi cients (even if not statistically signifi cant at the 
.10 or lower level) and derivatives are positive, indicating that more experienced 
investment offi cers use or prefer fewer alternative valuations than less experienced 
investment offi cers. In the univariate analysis (see table 5.5), we observe that while 
experience appears to be quite important in explaining the common stock invest-
ment offi cers’ preferences for alternative measurement bases, it is not helpful in 
differentiating among direct placement offi cers’ actual use of supplementary valu-
ations. We became concerned, therefore, that the results in table 5.6 understate the 
statistical signifi cance of this variable for common stock investment offi cers and 
overstate its statistical signifi cance for direct placement offi cers. Hence, we ran the 
probit regressions with two independent variables (experience and portfolio size) 
on each group of investment offi cer responses.

As expected, experience again proves unimportant in explaining the responses 
of direct placement offi cers. While it is statistically signifi cant at the .10 level (with 
derivative of only .01) for the complete fi nancial statements question, it is not 
important for any of the 17 specifi c fi nancial statement item questions. Further-
more, the signs of the coeffi cients and derivatives are negative for 11 of the items, 
while in table 5.6 they are uniformly positive. The results for portfolio size are very 
similar to those reported in table 5.6. The only differences we could detect are the 
following: for deferred charges and intangible assets the signs of the coeffi cients 
(and derivatives) are now positive, and for contingent liabilities and net profi ts the 
coeffi cients are now statistically signifi cant at the .05 and .10 levels, respectively.

The results of the probit regressions for the common stock investment offi cers 
are reported in table 5.7 for all 35 questions asked. The signs of the experience coef-
fi cients and derivatives are positive for every question; more experienced common 
stock investment offi cers are consistently more satisfi ed with the current defi nitions 
of GAAP and want fewer supplementary valuations than the less experienced com-
mon stock investment offi cers. The coeffi cients for the complete fi nancial statements 
question and for each of the supplement GAAP questions are statistically signifi cant 
at the same levels (i.e., .01, .05, .10, or insignifi cant) as are found in the univariate 
analysis reported in table 5.5. With regard to the defi ne GAAP questions, the same 
observation holds, except for fi ve items—receivables, deferred charges, deferred cred-
its, other expenses, and unrealized gains and losses—where experience appears now 
to be less signifi cant or insignifi cant. Portfolio size is only statistically signifi cant for 1 
of the 35 questions asked the common stock investment offi cers—the defi ne GAAP 
question for deferred charges (at the .05 level). For the complete fi nancial statements 
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question and the supplement GAAP questions, except for contingent liabilities, the 
signs of the coeffi cients of the portfolio size variable are the same in table 5.7 as they 
are in table 5.6. The signs for the defi ne GAAP questions also are quite similar. Thus, 
the multivariate probit results confi rm the univariate fi ndings.

V. Conclusions

Possible Limitations of the Study

The response rate to our questionnaire survey was extremely high (94 percent). 
Therefore, any nonrespondent bias, if it exists, would have an immaterial effect 
on the results and, hence, on our conclusions. As with all studies of this type, the 
results technically represent only the views and experiences of the actual respon-
dents. Nonetheless, we are reasonably confi dent that the responses are indicative 
of the preferences of a broader population of “sophisticated investors.”

It is possible that the direct placement and common stock investment offi cers’ 
responses vary because of their experience with different types of fi nancial instru-
ments (debt versus equity). This factor may explain the direct placement offi cers’ 
relatively greater preference for present value data for lease obligations. However, 
since they do not use supplementary valuations of other liabilities as often as the 
common stock investment offi cers report that they would, we do not believe that 
experience with debt or equity obligations, as such, is a principal determining fac-
tor of the investment offi cers’ responses.

It is also possible that decisions on common stocks and direct placement loans, 
which are different fi nancial instruments, benefi t from different fi nancial data as 
inputs to the investment decision process. However, we contend above that the 
direct placement loan decision requires more, not less, “economically relevant” 
(e.g., current value or price-level-adjusted) information, because a market price 
is not exogenously provided as with common stocks, but must be endogenously 
determined by the lender and borrower. Were this the case, we should have found 
the direct placement offi cers to be more, not less, in favor of alternative valuations 
than the common stock investment offi cers.26 Consequently, we are not too con-
cerned with this objection.

Some readers familiar with the internal workings of life insurance company 
investment operations may point out that investment offi cers tend to specialize 
in a relatively small number of companies (typically those in one or two spe-
cifi c industries) in which the insurance company is currently or has previously 

26. Recall, however, that direct placement offi cers’ employers internalize the costs associated with 
their requests for and subsequent use of nonpublic fi nancial information, while common stock invest-
ment offi cers probably ignore these costs since their employers are affected only partially and indi-
rectly.



table 5.7 Preference for GAAP as Presently Defi ned versus All Other Alternatives (dependent variable) as a Function of Experience and Portfolio Size 

(independent variables); Complete Financial Statements, Defi ne GAAP, and Supplement GAAP Questions, Common Stock Investment Offi cers 

(53 observations); PROBIT Analysisa: Likelihood Ratios, Derivatives (evaluated at means), and Asymptotic t-Statistics

Item

Supplement GAPP Defi ne GAAP

−2 Log 
Likelihood 

Ratiob

Experiencec Portfolio Sized

−2 Log 
Likelihood 

Ratiob

Experiencee Portfolio Sized

Derivativee

Asymptotic 
tf Derivativee

Asymptotic 
tf Derivativee

Asymptotic 
tf Derivativee

Asymptotic 
tf

Complete fi nancial statements 6.09* 0.319 2.38* 0.010 0.28

Assets
 Receivables 14.54** 0.520 3.54** −0.038 −1.23 7.75* 0.265 2.49* −0.008 −0.34
 Inventories 7.03* 0.301 2.50* −0.004 −0.17 1.50 0.124 0.91 0.027 0.72
 Other current assets 8.33* 0.390 2.69** −0.039 −1.13 5.23† 0.276 2.19* 0.013 0.38
 Deferred charges 11.17** 0.390 2.93** −0.042 −1.60 11.98** 0.179 1.74† −0.024 −2.20*
 Long-term leases 4.55 0.262 1.99* −0.024 −0.73 3.31 0.253 1.81† −0.007 −0.21
 Fixed assets 9.71** 0.198 2.35* −0.108 −1.28 4.09 0.261 1.86† −0.030 −0.92
 Intangible assets 1.12 0.061 0.51 −0.025 −0.97 1.51 0.025 0.25 −0.023 −1.21
Liabilities
 Long-term debt 5.93† 0.298 2.24* −0.031 −1.11 1.37 0.119 1.16 −0.001 −0.05
 Lease obligations 4.65† 0.262 2.06* −0.016 −0.54 3.31 0.253 1.81† −0.007 −0.21
 Unfunded pensions 2.44 0.182 1.45 −0.017 −0.56 1.56 0.167 1.20 0.006 0.21
 Deferred credits 6.01* 0.239 1.82† 0.081 1.22 11.02** 0.045 0.84 0.006 0.83
 Contingent liabilities 4.91† 0.156 1.37 0.097 1.24 4.42 0.052 1.46 0.049 0.88

(continued)



table 5.7 Continued

Item

Supplement GAPP Defi ne GAAP

−2 Log 
Likelihood 

Ratiob

Experiencec Portfolio Sized

−2 Log 
Likelihood 

Ratiob

Experiencee Portfolio Sized

Derivativee

Asymptotic 
tf Derivativee

Asymptotic 
tf Derivativee

Asymptotic 
tf Derivativee

Asymptotic 
tf

Income & expenses
 Cost of sales 4.80† 0.300 2.12* −0.020 −0.62 7.80* 0.312 2.63** 0.001 0.04
 Depreciation 12.17** 0.308 2.72** −0.131 −1.23 3.11 0.183 1.37 −0.036 −1.20
 Other expenses 6.51* 0.317 2.45* 0.012 0.34 12.50** 0.020 0.82 −0.001 −1.16
 Net profi ts 8.64* 0.416 2.88** −0.001 −0.04 10.97** 0.344 2.91** −0.005 −0.21
 Unrealized gains & losses 9.31** 0.299 2.68** 0.008 0.25 5.10† 0.023 0.58 0.003 0.56

† Signifi cant at .10 level.
* Signifi cant at .05 level.
** Signifi cant at .01 level.
a GA responses are coded 1 and all other responses are coded 0.
b −2 times the log of the likelihood ratio is asymptotically X2 distributed.
c Experience is coded 1 for a respondent having greater than, and 0 for a respondent having less than or equal to, the median of 11 years of professional experience.
d Portfolio size is coded as the ratio of the year-end 1976 direct placement or common stock portfolio amount to the corresponding sample mean.
e Partial derivatives of the estimated probit probabilities with respect to a unit change in the particular independent variable.
f The t-statistic derived from probit regression is asymptotically distributed as a standard normal random variable.
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invested. As a result of following a particular company or industry for many years, 
an investment offi cer may be cognizant of its “true” fi nancial status and future 
prospects without current value or price-level-adjusted accounting data. We 
contend, however, that this in-depth knowledge and analysis of a fi rm or indus-
try is one of the prime characteristics that distinguish a “sophisticated” from a 
“naive” investor. Furthermore, the argument fails to consider that life insurance 
company investments are not restricted to companies in which they have previ-
ously invested. If the evaluation of a potential “new” investment would benefi t 
from current value or price-level-adjusted accounting numbers, then this benefi t 
should be refl ected in the questionnaire responses. Furthermore, those invest-
ment offi cers who are relatively new to their jobs most likely do not possess the 
knowledge that may come from following a particular company or industry over 
an extended period of time. Thus, we believe that this criticism does not signifi -
cantly limit our conclusions.

Finally, because GAAP as presently defi ned includes other than historical-cost 
valuations for some fi nancial statement items, it is possible that the  respondents 
checked a use or preference for an alternative even though they meant to check 
“GA.” Or, they may have meant to indicate their use of, or preference for, the alter-
native in those instances where it is not so reported in publicly available state-
ments. If the latter is generally the case, our conclusions are not affected. If the 
former obtains, we have overstated the respondents’ use of, or preference for, alter-
natives to GAAP.

Summary

We surveyed the practices and opinions of investment offi cers employed by 62 
life insurance companies that represent 82 percent of the industry’s assets. The 
response rate was 94 percent. Two types of offi cers were surveyed. Direct place-
ment offi cers can request any fi nancial data they desire from the fi rms with whom 
they negotiate loans. Common stock investment offi cers in these companies differ 
from investment analysts generally, since they recommend security transactions 
for their own fi rms: in effect, they are direct investors. In contrast with the direct 
placement offi cers, however, they can use only publicly available information for 
their decisions.

The following major conclusions are drawn from this study. (1) The direct 
placement offi cers were asked for valuations (presently defi ned GAAP, present 
value, replacement cost, current value, or general price-level-adjusted) of 17 spe-
cifi c fi nancial statement items that they regularly request as supplementary data 
for use in lending decisions. Their single preferred valuation basis for fi nancial 
statements also was requested. The common stock investment offi cers were asked 
to indicate the valuation bases that they prefer defi ned as GAAP for the same 
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17  specifi c fi nancial statement items and for the statements as a whole. In addi-
tion, they were asked to indicate the measurements they prefer as supplements to 
presently defi ned GAAP. Their answers are reported and compared to those given 
by the direct placement offi cers. (1a) When the respondents were asked their pref-
erence for a uniform valuation basis for fi nancial statements, GAAP as presently 
defi ned was preferred by 89 percent of the direct placement and 66 percent of the 
common stock investment offi cers. (1b) We found that GAAP as presently defi ned 
is used overwhelmingly (and almost exclusively) by the direct placement offi cers 
who can request and legally obtain alternative valuations (and other types of infor-
mation), the costs and benefi ts of which are internalized. At least 74 percent of 
the respondents do not request valuations other than GAAP for receivables, other 
current assets, deferred charges, intangible assets, contingent liabilities, long-term 
debt, deferred credits, cost of sales, depreciation, other expenses, unrealized gains 
and losses, and net profi ts. About one-half or fewer request and use other measures 
for inventories, long-term leases, fi xed assets, and unfunded pensions. For lease 
obligations, however, 70 percent of the direct placement offi cers request and use 
present value measures. (1c) The common stock investment o ffi cers’  preferences 
for defi nitions of GAAP generally concur with those of the direct placement offi -
cers. However, when they assume the data will be supplemental to that presently 
reported in fi nancial statements, they exhibit a stronger preference for additional 
valuations of more items. (2) The scale of investment operations of the life insur-
ance companies, measured either by portfolio size or total assets, is not a statisti-
cally signifi cant determinant of the demand for alternative fi nancial accounting 
measurements. (3) The years of professional experience of the direct placement 
offi cers is not signifi cantly related to their responses to the valuation questions. 
The more experienced common stock investment offi cers, however, are much 
more GAAP oriented than are their less experienced cohorts.

In conclusion, many have argued that reliance on historical cost accounting 
data, or more specifi cally “generally accepted accounting principles” (GAAP) as 
presently defi ned, has induced a misallocation of resources in the economy. Our 
study has considered this question only with respect to private costs and ben-
efi ts. Therefore, we cannot conclude that the social benefi ts of current value or 
price-level-adjusted numbers are less than their social costs. It is conceivable that 
economies of scale in the production and dissemination of this information could 
only be effected were its public disclosure mandated. It also is conceivable that 
positive externalities are associated with this information. These possible benefi ts 
may exceed the cost to society of administering and complying with a manda-
tory change in the measurement basis of GAAP. We suggest, especially in light of 
the evidence we report, that it is the responsibility of those who would impose a 
change in GAAP to demonstrate the existence of these net social benefi ts, rather 
than merely to assert their existence.
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6
Fair-Value Accounting: 

A Cautionary Tale from Enron

Introduction

The U.S. and International Financial Accounting Standards Boards (FASB and 
IASB) have been moving toward replacing historical-cost with fair-value account-
ing. In general, fair values have been limited to fi nancial assets and liabilities, 
at least in the fi nancial statements proper.1 A Proposed Statement of Financial 
Accounting Standards (SFAS), Fair-Value Measurements (FASB, 2005, p. 5), speci-
fi es a “fair-value hierarchy.” Level 1 bases fair values on “quoted prices for identi-
cal assets and liabilities in active reference markets whenever that information is 
available.” If such prices are not available, level 2 would prevail, for which “quoted 
prices on similar assets and liabilities in active markets, adjusted as appropriate for 
differences” would be used (FASB, 2005, p. 6). Level 3 estimates “require judgment 
in the selection and application of valuation techniques and relevant inputs.” The 
exposure draft discusses measurement problems that complicate application of 
all three levels. For example, with respect to levels 1 and 2, how should prices that 
vary by quantity purchased or sold be applied and, where transactions costs are 
signifi cant, should entry or exit prices be used? As diffi cult as are these problems, 
at least many independent public accountants and auditors have dealt with them 
extensively and are aware of measurement and verifi cation pitfalls. However, com-
pany accountants and external auditors have had less experience with the third 
level (at least for external reporting), which uses estimates based on discounted 
cash fl ows and other valuation techniques produced by company managers rather 
than by reference to market prices.

1. The exceptions include goodwill impairment and, in Europe, appraisals of other assets under 
specifi ed conditions.
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Indeed, there are few situations that have revealed the problems encountered 
when companies use third-level estimates for their public fi nancial reports. Instances 
in which transaction-based historical-based numbers have been misleadingly and/
or fraudulently reported abound, such as companies reporting revenue before it is 
earned (and sometimes not ever earned), inventories misreported and mispriced, 
and expenditures capitalized rather than expensed. Mulford and Comiskey (2002) 
and Schilit (2002) provide many illustrations of such “shenanigans” (as Schilit char-
acterizes them). But they (and to my knowledge, few, if any, others) do not describe 
how fair-value numbers not grounded on actual market prices have been misused 
and abused. Enron’s bankruptcy and the subsequent investigations and public reve-
lations of how their managers used level 3 fair-value estimates for both internal and 
external accounting and the effect of those measurements on their operations and 
performance should provide some useful insights into the problems that auditors 
are likely to face should the proposed SFAS Fair-Value Measurements be adopted.

Although Enron’s failure in December 2001 had many causes,2 both immedi-
ate (admissions of massive accounting misstatements) and proximate (more com-
plicated, as described below), there is strong reason to believe that Enron’s early 
and continuing use of level 3 fair-value accounting played an important role in 
its demise. It appears that Enron initially used level 3 fair-value estimates (pre-
dominantly present value estimates) without any intent to mislead investors, but 
rather to motivate and reward managers for the economic benefi ts they achieved 
for shareholders. Enron fi rst revalued energy contracts, refl ecting an innovation in 
how these contracts were structured, with the increase in value reported as current 
period carnings. Then level 3 revaluations were applied to other assets, particu-
larly what Enron termed “merchant” investments. Increasingly, as Enron’s opera-
tions were not as profi table as its managers predicted to the stock market, these 
upward revaluations were used opportunistically to infl ate reported net income. 
This tendency was exacerbated by Enron’s basing managers’ compensation on 
the estimated fair values of their merchant investment projects. This gave those 
managers strong incentives to overinvest resources in often costly, poorly devised, 
and poorly implemented projects that could garner a high “fair” valuation. Ini-
tially, some contracts and merchant investments may have had value beyond their 
costs. But contrary to the way fair-value accounting should be used, reductions 
in value rarely were recognized and recorded because they either were ignored 
or were assumed to be temporary. Market prices, specifi ed as level 2 estimates in 
Fair-Value Measurements (FASB, 2005), were used by Enron to value restricted 
stock, although in most instances they were not adjusted to account for differences 
in value between Enron’s holdings and publicly traded stock, as specifi ed by the 
FASB. Market prices were also used by Enron’s traders in models to value their 

2. See Partnoy (2002), who blames Enron’s use of derivatives, and Coffee (2002), who points to 
inadequate “gatekeepers,” particularly external auditors and attorneys.
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positions. In almost all of these applications, the numbers used tended to overstate 
the value of Enron’s assets and reported net income.

As the following largely chronological description of Enron’s adoption of level 
3 fair-value accounting shows, its abuse by Enron’s managers occurred gradually 
until it dominated their decisions, reports to the public, and accounting proce-
dures. Although, technically, fair-value accounting under generally accepted 
accounting principles was limited to fi nancial assets, Enron’s accountants were 
able to get around this restriction and record present-value estimates of other 
assets using procedures that were accepted and possibly designed by its external 
auditor, Arthur Andersen.

In the following section, I describe Enron’s initial and then widespread use 
and abuse of level 3 fair-value in its accounting for energy and other commodity-
trading contracts, energy production facilities, “merchant” investments, its major 
international projects and energy management contracts, investments in broad-
band (including particularly egregious accounting for its Braveheart project with 
Blockbuster), and derivatives trading.3 This is followed by a description of the 
incentives from basing management compensation on fair-value estimates. I then 
show how Enron, by structuring transactions so as to report cash fl ows from oper-
ations, “validated” the profi ts it reported. Finally, I consider why Enron’s internal 
control system and its external auditor, Arthur Andersen, did not prevent Enron’s 
using fair-value estimates to produce misleading fi nancial statements.

Enron’s Adoption and Use of Fair-Value Accounting

Enron’s initial substantial success and later failure was the result of a succession 
of decisions.4 Fair-value accounting played an important role in these decisions 
because it affected indicators of success and managerial incentives. These led to 
accounting cover-ups and, I believe, to Enron’s subsequent bankruptcy. I present 
these developments essentially in chronological order, which shows how Enron’s 
initial “reasonable” use of fair-value accounting evolved and eventually dominated 
its accounting and corrupted its operations and reporting to shareholders.

Energy Contracts

Enron developed from the merger of several pipeline companies that made it the 
largest natural gas distribution system in the United States. In 1990, Jeffrey Skilling 

3. Although Enron used the term “mark-to-market” accounting, it rarely based the valuations on 
actual market prices. Hereafter, “fair value” refers to level 3 valuations, those based on present value and 
other estimates that are not taken from market prices.

4. This description is largely derived from and documented in McLean and Elkind (2003) and (to 
a much less extent) Bryce (2002) and Eichenwald (2005), as well as other sources, as noted.
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joined Enron after having been a McKinsey consultant to the company. He had 
developed a method of trading natural gas contracts called the Gas Bank. Enron’s 
CEO, Kenneth Lay, persuaded him to join the company. Skilling became chairman 
and CEO of a new division, Enron Finance, with the mandate to make the Gas 
Bank work, for which he would be richly compensated with “phantom” equity 
(wherein he received additional pay in proportion to increases in the market 
price of Enron stock). Enron Finance sold long-term contracts for gas to utilities 
and manufacturers. Skilling’s innovation was to give natural gas producers up-
front cash payments, which induced them to sign long-term supply contracts. He 
insisted on use of “mark-to-market” (actually “fair value,” as there was no market 
for the contracts) accounting to measure his division’s net profi t. In 1991 Enron’s 
board of directors, audit committee, and its external auditor, Arthur Andersen, 
approved the use of this “mark-to-market” accounting. In January 1992 the Secu-
rities and Exchange Commission (SEC) approved it for gas contracts beginning 
that year. Enron, though, used mark-to-market accounting for its not-as-yet-fi led 
1991 statements (without objection by the SEC) and booked $242 million in earn-
ings. Thereafter, Enron recorded gains (earnings) when gas contracts were signed, 
based on its estimates of gas prices projected over many (e.g., 10 and 20) years.

In 1991, Enron created a new division that merged Enron Finance with Enron 
Gas Marketing (which sold natural gas to wholesale customers) and Houston 
Pipeline to form Enron Capital and Trade Resources (ECT), all of which were 
managed by Skilling. He adopted fair-value accounting for ECT and he compen-
sated the division’s managers with percentages of internally generated estimates of 
the fair values of contracts they developed. An early (1992) example was a 20-year 
contract to supply natural gas to the developer of a large electric generating plant 
under construction, Sithe Energies. ECT immediately recorded the estimated net 
present value of that contract as current earnings. During the 1990s, as changes 
in energy prices indicated that the contract was more valuable, additional gains 
resulting from revaluations to fair value were recorded, which allowed Enron to 
meet its internal and external quarterly net income projections. By the late 1990s, 
Sithe owed Enron $1.5 billion. However, even though Enron’s internal Risk Assess-
ment and Control (RAC) group estimated that Sithe’s only asset (worth just over 
$400 million) was inadequate to pay its obligation, the fair value of the contract 
was not reduced and, consequently, a loss was not recorded. In fact, the loss was 
not recorded until after Enron declared bankruptcy.

Energy Production Facilities

Enron International (EI), another major division of Enron, developed and con-
structed natural gas power plants and other projects around the world. Enron’s 
developer, John Wing, had previously (in 1987) developed a gas-fi red electric-
ity plant in Texas City, Texas. It was fi nanced almost entirely with high-yield, 
 high-return (junk) bonds and was very profi table as measured by historical 



150 accounting

cost accounting. In 1990, Wing completed a deal for a giant plant in Teesside 
(U.K.) that could produce 4 percent of the United Kingdom’s entire energy 
demands. Enron put up almost no cash and still owned half the plant valued at 
$1.6 billion in exchange for its role in conceiving and constructing the plant. In 
the early 1990s, Enron booked more than $100 million in profi ts from develop-
ment and construction fees. Wing received at least $18 million in Enron stock plus 
several million dollars in salary and bonuses for his work on the project, estab-
lishing performance-based compensation. Such rewards were later aggressively 
demanded by and used to reward Enron’s senior managers, but with one major 
difference—unlike Wing’s compensation that was based on his project’s profi table 
completion and operation as measured by historical cost numbers, their rewards 
were based on the projected future benefi ts from (or fair values of) projects.

To provide gas for the Teesside plant, Enron signed a long-term “take-or-pay” 
contract in 1993 for North Sea J-Block gas. After gas prices decreased instead of 
increasing as Enron had expected, the contract became increasingly costly. Never-
theless, the contract was not marked down to fair value to refl ect the losses until 
1997. That year, Enron was able to change the contract to one where the price of gas 
fl oated with the market, at which point it had to record a $675 million pretax loss.

“Merchant” Investments

Enron also used fair-value accounting for its “merchant” investments–partnership 
interests and stock in untraded or thinly traded companies it started or in which it 
invested. As was the situation for the energy contracts, the fair values were not based 
on actual market prices, because no market prices existed for the merchant invest-
ments. Although the SEC and FASB require fair-value accounting for energy contracts, 
FAS 115 limits revaluations of securities to those traded on a recognized exchange 
and for which there were reliable share prices, and valuation increases in nonfi nan-
cial assets are not permitted. Enron (and possibly other corporations) used the fol-
lowing procedure to avoid these limitations. Enron incorporated major projects into 
subsidiaries, the stock of which it designated as “merchant” investments, and declared 
that it was in the investment company business, for which the American Institute of 
Certifi ed Public Accountants Investment Company Guide applies. This guide requires 
these companies to revalue fi nancial assets held (presumably) for trading to fair values, 
even when these values are not determined from arm’s-length market transactions. 
In such instances, the values may be determined by discounted expected cash fl ow 
models, as are level 3 fair values.5 The models allowed Enron’s managers to manipulate 

5. “Real” investment companies, which often are limited partnerships, tend to value investments 
conservatively and values are not changed until a material event occurs to change the value (National 
Venture Capital Association, undated, under valuation), apparently to limit the amount that would be 
paid out to investors who take out their investments.
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net income by  making “reasonable” assumptions that would give them the gains they 
wanted to record. (Some notable examples are provided below.)

Enron chief accounting offi cer, Rick Causey, used revaluations of these invest-
ments to meet the earnings goals announced by Skilling and Enron’s CEO and chair-
man of the board, Kenneth Lay.  “By the end of the decade,” McLean and Elkind (2003, 
p. 127) report, “some 35 percent of Enron’s assets were being given mark-to-market 
treatment.” When additional earnings were required, contracts were revisited and 
reinterpreted, if increases in their fair values could be recorded. However, recording of 
losses was delayed if any possibility existed that the investment might turn around.

An example is Mariner Energy, a privately owned Houston oil and gas company 
that did deep water exploration in which Enron invested and which it bought out 
for $185 million in 1996. Enron’s accountants periodically marked up its invest-
ment as needed to report increases in earnings until, by the second quarter 2001, it 
was on the books for $367.4 million. Analyses in the second and third quarters of 
2001 by Enron’s RAC department that valued the investment at between $47 and 
$196 million did not result in accounting revaluations. After Enron’s bankruptcy, 
Mariner Energy was written down to $110.5 million.

Enron’s investment in Rhythms Net Connections (Rhythms) is another example, 
except that the valuation was based on an actual market price. Enron’s April 1999 
investment of $10 million before Rhythms went public in April 1999 had an esti-
mated market value of $90 million following its initial public offering (IPO). How-
ever, Enron could not realize this gain because it had signed a lock-up agreement 
that precluded sale of the stock until November. Not surprisingly, Enron could not 
purchase a reasonably priced hedge. With the approval of Enron’s board of directors, 
a special purpose entity (SPE), LJM1, controlled by Enron’s chief fi nancial offi cer, 
Andrew Fastow, was created to provide the hedge through an SPE it created, LJM 
Swap Sub.6 LJM1 was almost entirely funded with Enron’s own stock purchased with 
a promissory note at a 39 percent discount (because it was restricted). LJM Swap Sub 
was funded with half the stock and a promissory note from LJM1. In effect, Enron 
was writing the option on itself, for a substantial fee paid to Fastow. It was not really 
hedging against a possible economic loss on the Rhythms stock, but against having 
to recognize the loss in its accounts. Thus, Enron’s accounting “shenanigans” were 
not limited to booking income from increasing estimated fair values.

Dabhol, Other Enron International Projects, and Azurix

In 1996 Rebecca Mark became CEO of Enron International, having previously been 
head of Enron Development. She developed projects around the world at a frenetic 

6. The transaction is very complicated. See Benston and Hartgraves (2002, pp. 109–10) for a much 
more complete description.
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pace. She and her managers were given bonuses for each project they developed of 
about 9 percent of the present value of its expected net cash fl ows, one half paid at 
the fi nancial close and the other half when the project became operational. The costs 
of projects that did not come on line but were not offi cially declared to be dead were 
recorded as assets, if the amounts were under $200 million. Mark’s largest project, 
begun in 1992 when she managed Enron Development, was a giant electricity power 
plant in Dabhol, India. To be economically viable, the government of the Indian 
state of Maharashtra would have to purchase a fi xed amount of electricity at a high 
price, despite the fact that it was unable to collect for electricity sold at lower prices. 
The project was severely criticized in India, and the contract was renegotiated several 
times. Eventually, Enron invested and lost about $900 million in the project, which 
now stands idle. Nevertheless, Mark and her team received $20 million in bonuses 
for the project, based on their estimates of its present value.

Relatively few of Enron International projects actually became operational 
and few were profi table according to traditional accounting standards after they 
became operational. Some prebankruptcy evidence is available as a result of a dis-
pute between Skilling and Mark. In 1998, Skilling had an in-house accountant 
value Enron International’s projects. He calculated that the division returned only 
a 2 percent return on equity, excluding Enron’s substantial contingent liability for 
project debts it guaranteed. Mark’s accountant, though, estimated that her division 
returned an average of 12 percent on equity. After Enron declared bankruptcy, few 
of the division’s projects were found to have any value.

In May 1998 Skilling forced Mark out of her post as CEO of Enron Inter-
national. (In December 1996, Lay had appointed Skilling, rather than Mark, as 
Enron’s president and chief operating offi cer.) Perhaps as a consolation prize, in 
July 1998 the board of directors (with Skilling’s blessing) allowed Mark to estab-
lish a new Enron subsidiary, Azurix, which would develop water supply projects 
around the world. The business began with a $2.4 billion purchase of a British 
water utility, Wessex Water Services, for a 28 percent premium.7 The purchase was 
largely fi nanced with debt sold by an off-balance-sheet partnership, Marlin, which 
itself was fi nanced with debt that Enron guaranteed. Enron’s obligation on that 
debt was not reported on its fi nancial statements. Most of the balance came from 
public sales of Azurix shares for $700 million. Azurix then successfully bid for a 
Buenos Aires, Argentina, water utility that was privatized, paying three times more 
than the next highest bidder. Azurix later learned that the deal did not include the 
utility’s headquarters and records, making it diffi cult (often impossible) to collect 
past-due and present account balances.8 By year-end 2000, $402 million had to be 
written off on the project. Other disastrous projects were undertaken, Azurix stock 

7. Eichenwald (2005, p. 191) reports the purchase as costing $2.25 billion.
8. Eichenwald (2005, p. 231) reports that Azurix paid twice the next bid and that computers and 

records were trashed by the former employees.
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declined to $3.50 a share, and Enron had to repurchase the publicly held shares 
for $8.375. Mark resigned, receiving the balance of her $710,000 Azurix contract, 
based on the projected (mark to fair value) benefi ts to Enron of the enterprise.

Energy Management Contracts

In December 2000, after Skilling became president of Enron, he created a separate 
business, Enron Energy Services (EES), with Lou Pai as its CEO. EES expected to sell 
power to retail customers, based on assumptions that the market would be deregu-
lated and that the existing utilities could be undersold. Enron sold 7 percent of EES to 
institutional investors for $130 million. Based on this sale (which might have quali-
fi ed as a level 2 estimate), Enron valued the company at $1.9 billion, which allowed 
it to record a $61 million profi t. However, EES’s efforts were unsuccessful, in part 
because retail energy was generally not deregulated. Losses on the retail operations 
were not reported separately, but were combined with the wholesale operations.

Pai then concentrated on selling contracts to companies and institutions to pro-
vide them with energy over long periods with guaranteed savings over their pres-
ent costs. Customers often were given up-front cash payments in advance of the 
promised savings. These contracts were accounted for on a mark-to-fair-value basis 
as of the date the contracts were signed. Sales personnel and managers (especially 
Pai) were paid bonuses based on those values. Not surprisingly, this compensation 
scheme generated a lot of bad contracts. A particularly costly (to Enron) contract 
was signed in February 2001 with Eli Lilly to make improvements in its energy sup-
ply and use over 15 years. Discounting these amounts by 8.25–8.50 percent, Enron 
valued the contract at $1.3 billion and recorded a $38 million gain.9 Within two 
years, this contract was considered to be worthless.

In 2001, after Pai left EES and Enron, a longtime in-house Enron accountant, 
Wanda Curry, was asked to evaluate the EES contracts. Her group examined 13 (of 90) 
contracts that comprised 80 percent of the business. Each of them had been recorded 
as profi table. Nevertheless, Curry found that the 13 contracts had a total negative 
value of at least $500 million. For example, a deal for which the company had booked 
$20 million in profi ts actually was $70 million under water. Although, according to 
mark-to-fair-value accounting the decrease in value documented by Curry should 
have been recorded, no such entry was made and Curry was reassigned.

Enron Broadband Services

Enron Broadband Services (EBS) was another major portion of Enron’s business. 
Skilling established it in April 1999 to develop a fi ber-optic network and trade 
capacity in its and other fi rms’ networks. Skilling announced the new  venture 

9. See Batson (2003a, pp. 32–33) for details.
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to stock analysts on January 20, 2000, together with Scott McNealy, CEO of Sun 
Microsystems, who said that Enron would purchase 18,000 of Sun’s best servers 
for use in its network. By day end, Enron’s stock increased by 26 percent. Enron, 
though, did not then or ever have software that could provide bandwidth on 
demand by and for alternative networks. Rather, Enron’s business involved swap-
ping the right to use surplus (dark) fi ber on its own network for the right to 
use surplus on other networks. Overall, Enron invested more than $1 billion on 
broadband and reported revenue of $408 million in 2000, much of it from sales 
to Fastow-controlled SPEs. For example, in the fi rst quarter 2000, EBS recorded 
a mark-to-fair-value-determined gain of $58 million from revaluing and then 
swapping dark fi ber, which was designated a “sale.” In the second quarter 2000 EBS 
revalued and “sold” that asset to LJM2, an SPE controlled by Fastow, and recorded 
another $53 million pretax gain. Based on mark-to-fair-value accounting, EBS 
booked a $110.9 million profi t in the fourth quarter 2000 and fi rst quarter 2001.

In the third quarter 2000 EBS recorded a $150 million fair-value gain on its $15 
million investment in a tech start-up (Avici Systems) that went public, using the 
public IPO price as the basis for the transaction even though Enron’s stock could not 
be sold for 180 days. Enron “locked in” the gain with a hedge provided by another 
SPE (Talon), even though Talon would not have been able to meet its obligation if 
the stock price declined. Before year-end, the stock price declined by 90 percent. 
Talon and other similar SPEs (collectively called “Project Raptor”) could not cover 
this loss and other losses amounting to $500 million. Nevertheless, the losses were 
not recorded, based on Enron’s (invalid) assertion that the SPEs’ obligations could 
be cross-collateralized with other SPEs that were claimed (incorrectly) to have suffi -
cient assets. Those assets were Enron shares and rights to shares obtained from Enron 
for which the Raptors had not paid. Consequently, for Enron the assets did not exist, 
because if the SPEs had to pay Enron their obligations for the hedges by selling the 
shares, they would be unable to pay their other debt to Enron. Andersen’s partner-
in-charge, David Duncan, agreed to this procedure despite an objection from Carl 
Bass, a member of the fi rm’s Professional Standards Group who previously was on 
the audit team. At Enron’s request, Bass was excluded from commenting on issues 
related to Enron. Andersen was paid $1.3 million for its Raptor-related work. When 
the Raptors were terminated in 2001 a $710 million pretax loss was booked.

Braveheart Partnership with Blockbuster

In the fourth quarter 2000 EBS announced a 20-year project (Braveheart) with 
Blockbuster to broadcast movies on demand to television viewers. However, Enron 
did not have the technology to deliver the movies and Blockbuster did not have the 
rights to the movies to be broadcast. Nevertheless, as of December 31, 2000, Enron 
assigned a fair value of $125 million to its Braveheart investment and a profi t of 
$53 million from increasing the investment to its fair value, even though no sales 
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had been made. Enron recorded additional revenue of $53 million from the venture 
in the fi rst quarter of 2001, although Blockbuster did not record any income from 
the venture and dissolved the partnership in March 2001. In October 2001 Enron 
had to announce publicly that it reversed the $110.9 million in profi t it had earlier 
claimed, which contributed to its loss of public trust and subsequent bankruptcy.

How could Enron have so massively misestimated the fair value of its Brave-
heart investment, and how could Andersen have allowed Enron to report these 
values and their increases as profi ts? Indeed, the examiner in bankruptcy (Bat-
son, 2003a, pp. 30–31) fi nds that Andersen prepared the appraisal of the project’s 
value. Andersen assumed the following: (1) the business would be established in 
10 major metro areas within 12 months; (2) 8 new areas would be added per year 
until 2010 and these would each grow at 1 percent a year; (3) digital subscriber 
lines would be used by 5 percent of the households, increasing to 32 percent by 
2010, and these would increase in speed suffi cient to accept the broadcasts; and 
(4) Braveheart would garner 50 percent of this market. After determining (some-
how) a net cash fl ow from each of these households and discounting by 31–34 
percent, the project was assigned a fair value. I suggest that this calculation illus-
trates an essential weakness of level 3 fair-value calculations that necessarily are 
not grounded on actual market transactions. How can one determine whether or 
not such assumptions about a “fi rst-time” project are “reasonable”?

Derivatives Trading

Enron’s (derivatives) trading activities expanded beyond natural gas and power 
contracts to contracts in metals, paper, credit derivatives, and commodities. Much 
of this trading was done over an Internet system it developed, Enron On Line 
(EOL), which enabled Enron to dominate several markets. Enron often established 
the prices on those markets, prices that were used to mark its trades to fair values. 
Thus, Enron’s traders could establish the prices at which positions would be val-
ued and, as described below, their compensation was determined.10

Trading may have been the only really profi table portion of Enron’s business. 
Partnoy (2002) analyzed Enron’s 1998, 1999, and 2000 fi nancial statements. He 
determined that “other revenue” meant income (loss) from derivatives trading, 
and produced table 6.1.

Table 6.1 shows that the other aspects of Enron’s business, described earlier, 
were operated at a net loss or small gain, even considering that the reported numbers 
were infl ated by mark-to-fair-value accounting and other accounting procedures.

10. As the dominant player, Enron took large positions, which made maintaining market par-
ticipants’ perception that its credit standing was solid absolutely necessary, which is a major reason 
that Enron’s accountants went to great lengths to hide its debt obligations, as documented by Batson 
(2003a, appendix Q).
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However, Partnoy (2002) found that the reported gains from trading deriva-
tives were not reported accurately. Note, though, that these reported gains and 
losses were based on the traders’ estimated present (fair) values of the deriva-
tives contracts, which often covered many years. Most of these contracts were not 
actively traded, or traded at all. The traders, therefore, valued them with models 
and estimates of forward price curves, both of which could be easily manipulated. 
As Partnoy (2002, p. 327) puts it:

because Enron’s natural-gas traders were compensated based on their 
profi ts, traders had an incentive to hide losses by mismarking forward 
curves. . . . In some instances, a trader would simply manually input a 
forward curve that was different from the market. . . . For more complex 
trades, a trader would tweak the assumptions in the computer model used 
to value the trades, in order to make them appear more valuable.

Traders also understated their profi ts or deferred reporting the profi ts with “pru-
dency reserves.” This practice allowed them to shift income to future periods when 
they had already attained their maximum bonuses and to offset losses. Partnoy 
(2002, p. 327) concludes: “The extent of mismarking at Enron remains unclear, 
although several traders said the inaccuracies were more than a billion dollars.” 
Thus, the extent to which Enron’s traders actually benefi ted Enron’s sharehold-
ers is unclear. Indeed, Bryce (2002, p. 336) reports that, in 2001, when Enron was 
negotiating a merger with Dynergy, whose personnel examined Enron’s opera-
tions, “it became increasingly obvious to them [Dynergy] that despite the enor-
mous volumes that were being generated on the [EOL] web site, Enron actually 
was losing money on its trading business.”

Management Compensation, Expenses, and 
Fair-Value Accounting

Enron promised investors that its earnings would grow by 15 percent a year, a 
goal that Enron employees could meet with mark-to-fair-value valuations and 

table 6.1 Enron Corp. and Subsidiaries 2000 Consolidated Income Statement 

(in $millions)

2000 1999 1998

Nonderivatives revenues 93,557 34,774 27,215
Nonderivatives expenses 94,517 34,761 26,381
Nonderivatives gross margin (960) 13 834
Other revenue (income from derivatives) 7,232 5,338 4,045
Other expenses (4,319) (4,549) (3,501)
Operating income 1,953 802 1,378
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 revaluations of their projects. In addition, in granting options to its senior execu-
tives, Enron specifi ed that a third would vest each year if Enron’s earnings grew by 
at least 15 percent (McLean and Elkind, 2003, pp. 92–93). Senior executives addi-
tionally were motivated to infl ate the values of projects with bonuses and stock 
options based on a percentage of the mark-to-fair-values of the projects and deals 
they developed, as determined by their present-value calculations. Furthermore, 
Enron used a “rank and yank” system of evaluating employees, whereby those who 
did not meet their targets had reason to believe they would be dismissed.11

Enron’s senior managers exercised little control over costs, in large part because 
their compensation was based substantially on estimates of the present value of 
the projects they generated, rather than on the profi tability of the projects as sub-
stantiated by actual performance measured with historical costs and actual market 
prices, with the cost of developing the projects matched to the revenue generated 
therefrom. Enron’s managers and traders were given a percentage (generally 9 per-
cent) of the estimated present value of their deals and trades, which imparted a 
strong incentive for them to expend whatever resources were necessary to develop 
and close a deal or trade. The deal makers were paid substantial amounts for proj-
ects when the fi nancing was complete, even before construction began. But, as 
McLean and Elkind (2003, p. 76) put it: “no one felt responsible for managing the 
projects once they were up and running.” McLean and Elkind offer many examples 
of uncontrolled expenditures. They report (McLean and Elkind, 2003, p. 119):

people began spending as if every day were Christmas. Expenses soared, for 
items large and small. . . . There was no requirement to use a particular vendor; 
if you didn’t want to wait for something, you could just pick up a phone and 
order it yourself. Anyone with a half-baked idea to launch a business in Europe 
could hop a plane and fl y to London. Hundreds of deal makers made a habit 
of fl ying fi rst class and staying in deluxe hotels; no one seemed to care. . . . The 
corporate administrative types gave up trying to keep a lid on things.

The expenditures were not limited to the deal makers, but extended through-
out Enron. With respect to trading, McLean and Elkind (2003, p. 226) say: “Over-
head was obscene; one executive estimated that the North American trading 
operation alone spent between $650 and $700 million a year just in overhead. 
Expense accounts were over the top, but nobody dared rein them in.” But the larg-
est expense was compensation. McLean and Elkind (2003, p. 241) citing a study by 
the Joint Committee on Taxation, report:

In 1998, Enron’s 200 most highly compensated employees took home a 
total of $193 million in salaries, bonuses, and various forms of stock. In 

11. See Bryce (2002, pp. 126–31) for a description.
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1999, that leaped to $402 million; in 2000, they took home $1.4  billion. . . . 
[In that year] each of the top 200 employees made over $1 million; 26 
executives made over $10 million. In 2001, the year Enron went bankrupt, 
at least 15 employees made over $10 million.

Cash Flow and Fair-Value-Determined Net Income

Although mark-to-fair-value accounting allowed Enron to record substantial prof-
its, it did not provide cash fl ow. Enron had to deal with analysts who were suspicious 
of accounting net income and looked to cash fl ow as a superior measure of perfor-
mance. (“Net profi t is what accountants want it to be, cash is real.”) Enron attempted 
to bring these alternative performance measures into balance, as well as obtain cash 
for its operations and projects without having to sell stock or report debt, primarily 
with four schemes: prepays, “sales” to SPEs, share trusts, and investment subsidiar-
ies.12 These represented “real” rather than only accounting manipulations, as they 
required the development of legal structures for which Enron paid very substantial 
fees to investment and commercial bankers, lawyers, and accountants.

Prepays are arrangements that allowed Enron to record what actually were loans 
as cash infl ows from operations. Enron agreed to deliver oil or gas to an offshore 
entity established by a bank (Citigroup or Chase-Morgan). The offshore entity 
(Delta or Mahonia) paid Enron in advance with funds obtained from the bank for 
the same amount of oil or gas, but for future delivery. The bank, in turn, agreed 
to deliver the same amount of the oil or gas to Enron in exchange for a fi xed price 
plus an additional amount equal to what interest on a loan would be. The bank did 
not actually take a price risk, as an Enron subsidiary wrote the bank a guarantee. 
The bank’s only risk was similar to the risk of a loan, that Enron could not meet its 
obligation (which, when Enron declared bankruptcy, turned out to be the case). 
At the due date, the bank “delivered” the oil or gas to Enron and received payment, 
Enron “delivered” the oil or gas to the offshore entity, and the entity “delivered” 
the oil or gas to the bank. Thus, Enron really just borrowed funds from the bank, 
but recorded the cash infl ow as coming from operations rather than from fi nanc-
ing. The debt was recorded as “price risk liability,” which to the unaware fi nancial 
statement reader appeared to offset or explain some marked-to-fair-value “price 
risk” assets and the related “earnings from price-risk activities.” Batson (2003a, 
appendix Q) calculates that in its year 2000 fi nancial statements, Enron overstated 
cash fl ow from operations and understated cash fl ow from fi nancing (and debt) by 
$1.53 billion. Indeed, 32 percent of Enron’s reported cash fl ow from operations in 
2000 and almost all in 1999 were due to prepays (Batson, 2003a, appendix E, p. 6). 

12. The schemes were complex. See Batson (2003a, pp. 58–66 and appendix E) for descriptions.
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Over the years 1997–2001, when prepays were used, Batson estimates that Enron 
overstated its reported cash fl ow from operations by at least $8.6 billion.

“Sales” to SPEs allowed Enron to “validate” profi ts derived from mark-to-fair-
value increases in its subsidiaries’ stock (and the assets represented by that stock). The 
procedures used are complicated (see Benston and Hartgraves, 2002, Batson, 2002, 
2003a, appendix M, pp. 1–23, for descriptions of these “FAS 140” transactions).13 One 
example, in simplifi ed form, provides a good illustration. Enron created a subsidiary 
to hold a major asset it was developing, receiving in return Class A voting and Class B 
nonvoting stock that was entitled to almost all of the subsidiary’s economic interests. 
At the same time Enron created an SPE in which it held no equity interest. The SPE 
was fi nanced with funds borrowed from a bank, a subsidiary of which held the equity, 
which was equal to 3 percent of the assets (the other 97 percent was the bank loan). 
Enron then “sold” its subsidiary’s Class B common stock to the SPE in exchange for 
all its assets (cash), but kept the Class A voting-rights stock. If Enron had not already 
written up the stock (a fi nancial asset held as a “merchant” investment) to fair value, 
thereby recording gains as current income, it now recorded a gain from the “sale” of 
the Class B stock to the SPEs. At the same time Enron entered into a “total return 
swap,” wherein it assumed the SPE’s obligation to pay the bank debt for all the cash 
fl ow from the Class B stock less amounts necessary to repay the 3-percent-equity 
holder’s investment plus a specifi ed (usually 15 percent per annum) return. The swap 
was accounted for as a derivative and, pursuant to FAS 133, marked to fair value, 
which enabled Enron to record the change in the present value of expected cash fl ows 
from the underlying asset as additional current profi t (or loss).

Thus, Enron continued to control and operate the asset, recorded as a gain (and, 
later, a loss) its calculated increase in the present value of expected net cash fl ows, 
and did not report as a liability its obligation to repay the bank debt incurred by 
the SPE. This procedure allowed Enron to keep $1.4 billion of debt off its Decem-
ber 31, 2000, balance sheet and report over $541 million of additional net income 
before taxes ($352 million after taxes) on its 2000 income statement (Batson, 2003a, 
appendix Q, p. 1) by recording the transaction as a sale and the cash received as 
cash fl ow from operations rather than cash fl ow from fi nancing (loans).

Share trusts (Marlin and Whitewing) allowed Enron to refi nance its purchase 
of water systems for Azurix without reporting the debt on its fi nancial state-
ments (Marlin), and to “sell” assets to SPEs through Whitewing. These share trusts 
obtained the necessary funds from banks and other creditors that Enron indirectly 
guaranteed. The trusts were not consolidated with Enron’s fi nancial statements as 
a result of Andersen’s accepting Enron’s contention that it did not control the trusts 

13. Enron’s accounting for SPEs, as such, was not the problem, as explained by Benston and Hart-
graves (2002). Rather, Enron failed to follow FAS 5 and report its contingent liability for the SPEs’ debt 
and reported “sales” to the SPEs that were not valid, as explained and concluded by Batson (2002).
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because outside parties had the right to appoint half the directors (a right that was 
never exercised, because the outside parties relied on Enron for repayment of their 
investments).14 Batson (2003a, appendix Q) calculates that this scheme allowed 
Enron in its year 2000 fi nancial statement to overstate cash fl ow from operations by 
$0.42 billion and understate cash fl ow from fi nancing (and debt) by $1.67 billion.

Investment subsidiaries (also called minority-interest transactions) also were 
used to provide “cash fl ow from operations.” In simplifi ed form, this is how it 
worked. (See Batson, 2003a, appendix I, particularly annex 3 for detailed descrip-
tions.) In 1999, for example, Enron created an SPE with outside equity of $15 mil-
lion, which borrowed $485 million from a bank; the equity usually was provided 
by the bank’s subsidiary. Because Enron had no equity in the SPE and the SPE 
had equity held by independent investors equal to 3 percent of its assets, it was 
not consolidated with Enron. The SPE purchased $500 million in Treasury notes 
and used them to purchase a minority interest in an Enron-controlled subsidiary 
whose business included buying and selling Treasury notes. Shortly thereafter, in 
December, the subsidiary sold the notes, recording a cash infl ow from operations. 
When the subsidiary was consolidated, Enron’s fi nancial statements reported a 
minority equity interest (rather than debt) of $500 million and cash fl ow from 
operations (rather than cash fl ow from fi nancing) of $500 million.

Auditors’ Validation of Enron’s Fair-Value Accounting

It is or should be obvious that managers’ whose career success and compensation 
are based on and derived from estimated fair-value amounts have strong incen-
tives to infl ate those amounts, either because of a tendency toward overoptimism, 
opportunism, or both. This bias could be constrained by internal controls and 
reviews and at least should be revealed and criticized by internal or external audi-
tors. In fact, at Enron it was not.

Skilling established and publicized a RAC department that was charged with 
reviewing and, presumably, changing, approving, or disapproving the numbers 
submitted by managers for deals they were promoting and on which they were 
compensated. Proposals involving more than $500,000 had to be supported by a 
deal-approval sheet (known as DASH) that included an approval or disapproval 
by RAC. McLean and Elkind (2003, p. 115) report that Skilling “made RAC a 
centerpiece of management presentations to Wall Street analysts, investors, and 
credit-rating agencies.” It had a $30 million budget and a staff of 150 professionals. 
It was headed by Rick Buy, who McLean and Elkind describe (McLean and Elkind, 
2003, p. 116) as “uncomfortable with confrontation. When his analysts raised 

14. Batson’s (2003a, section IV) analysis shows that Enron actually had more than a 50 percent 
equity interest of Whitewing through subsidiaries that it owned or controlled.
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issues with a deal, Buy would dutifully take them up the chain of command. But in 
a head-to-head with the company’s senior traders and originators, it was no con-
test, as those on both sides of the table recognized.” Another factor that apparently 
blunted Buy’s unwillingness to allow his group to challenge deal makers’ “absurdly 
optimistic assumptions for the complex models that spat out the likelihood of 
various outcomes for a transaction” (McLean and Elkind, 2003, p. 117) was fear 
that he would lose his compensation, including stock options that had not yet 
vested. McLean and Elkind (2003, p. 118) report that he was paid $400,000 in 1999 
and sold Enron shares for $4.3 million in 2001. Other RAC employees also were 
reluctant to resist pressures to approve deals, because this could hurt their careers 
within Enron as well as affect their compensation. Bryce (2002, p. 131) reports that 
“people who questioned deals ‘would get attacked by the business units because 
they weren’t as cooperative on a deal as the developers wanted,’ ” which would have 
strong negative effect on their evaluation by Enron’s Personal Review Committee. 
In addition, Bryce (2002, p. 131) quotes an Enron employee as saying: “You’d have 
a hard time fi nding another rotation if you were too hard on certain deals.”

Internal auditors might have questioned the validity of fair-value assessments. 
However, as noted earlier, when in-house accountant Wanda Curry reviewed and 
questioned the validity of presumed profi tability of EES contracts, she was reas-
signed and no changes were made. I am not aware of any other form of or results 
from internal audits.

Considering Enron’s compensation structure, Enron’s external auditor, Arthur 
Andersen, had reason to be skeptical of management’s fair-values estimates, as 
is required by generally accepted auditing standards of fi eldwork 2 and 3. In 
 particular, SAS 57 (“Performance and Reporting Guidelines Related to Fair Value 
Disclosures,” February 1993), AU.9342.01–10, states that “the auditor should col-
lect suffi cient competent evidential matter to reasonably assure that (1) valuation 
methods are acceptable and (2) estimation methods and signifi cant assumptions 
are disclosed.” Other than Batson’s (2003a, pp. 30–31) description of Andersen’s 
appraisal of the fair value of the ill-fated Braveheart project, I am not aware of a 
publicly available analysis (or privately conducted examination) of the procedures 
Andersen employed to audit Enron’s fair-value estimates.

It seems clear that Andersen had strong monetary incentives to keep its client, 
Enron, happy. Indeed, Zeff (2003) and Wyatt (2004), among many others, ascribe 
Andersen’s bad behavior to the corrosive infl uence of consulting fees and consult-
ing partners.15 The evidence (documented in Benston, 2004, pp. 309–11), though, 

15. Wyatt (2004) also blames consulting for having introduced into CPA fi rms a disregard or 
insuffi cient regard for “accounting professionalism,” since consultants do not have the benefi ts of 
auditing courses that “focused on professional responsibilities and the importance of ethical behavior.” 
However, it should be noted that Andersen not only was controlled by CPAs, rather than by consul-
tants, but took a very strong public stand on the importance of professional ethics, including preparing 
cases and training materials.
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does not support their conclusion with respect to consulting fees. Nevertheless, 
prescriptions against CPA fi rms providing many consulting services to audit cli-
ents have been instituted in the Sarbanes-Oxley Act of 2002, although consulting 
on tax matters, for which CPA fi rms necessarily adopt a promanagement advo-
cacy position, is still permitted. Furthermore, the fees paid by companies for audit 
services and the importance of those fees to the individual partner in charge of 
the audit, often are suffi ciently substantial to give the auditor reason to be nice to 
clients. Thus, if current and prospective monetary rewards were the force driv-
ing Andersen to compromise its integrity, there still should be concern for future 
Enrons, particularly considering the inherent diffi culty of auditors challenging 
managers’ fair-value estimates.16

Conclusions

The Enron experience should give the FASB, IASB, and others who would permit 
(indeed, mandate) level 3 fair-value accounting, wherein the numbers reported are 
not well grounded in relevant market prices, reason to be cautious. Once Enron 
was permitted to use fair values for energy contracts, it extended revaluations to 
a wide and increasing range of assets, both for external reporting and internal 
personnel evaluations and compensation. As documented above, the result was 
overstatement of revenue and net income, and structuring transactions to pres-
ent cash fl ows from operations rather than from fi nancing. Basing compensation 
on fair values gave employees strong incentives to develop and overvalue proj-
ects, resulting in high operating expenses and rarely successful projects. The losses 
incurred gave rise to additional accounting subterfuges, until the entire enterprise 
collapsed.

Enron’s internal control system was incapable of controlling the misstate-
ments. Enron’s auditors, Arthur Andersen, did not appear to have criticized the 
fair-value estimates, either to Enron’s accountants or to Enron’s Board of Directors 
(U.S. Senate, 2002, pp. 14–24). Nor did the board’s Audit Committee ask Ander-
sen’s auditors to review and comment on the fair-value calculations, despite their 
having been told by the auditors that this was a “high-risk” accounting procedure 
(Batson, 2003b, appendix B, section IV-I).

16. Andersen’s organizational structure and culture also appear to have played an important role. 
Andersen vested power in the partner-in-charge of an audit, discouraged more junior auditors from 
questioning decisions by their seniors, and emphasized increasing revenues to the fi rm, as described 
by Toffl er (2003). Thus, although the fi rm would have to (and did) pay a heavy price for compromises 
and other derelictions of individual senior auditors, those individuals had strong incentives to do what 
was necessary to keep from losing the account. See Benston (2003) for data on past failures by the SEC 
and other authorities to discipline individual independent public accountants who attested to seriously 
misleading and fraudulent fi nancial statements.
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Of course, overoptimistic, opportunistic, and dishonest managers have mis-
used historical-cost-based accounting to overstate revenue and assets and under-
state liabilities and expenses. Fair-value numbers derived from company created 
present value models and other necessarily not readily verifi ed estimates provide 
such people with additional opportunities to misinform and mislead investors and 
other users of fi nancial statements. The Enron example provides some evidence 
that this concern may not be misplaced or overstated.
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7
The Value of the SEC’s Accounting 

Disclosure Requirements

Introduction

the Securities Act of 1933 and the Securities Exchange Act of 1934 are aptly 
referred to as “disclosure” statutes. This early, major New Deal legislation was 
enacted in the aftermath of the stock market “crash” of 1929 and in the depths 
of the Great Depression, as a remedy to the faults that many believed character-
ized the stock markets.1 Considering the current possibility that the Securities 
and Exchange Commission (SEC) will require more disclosure from conglom-
erates and the 35 years that have elapsed since the acts were enacted, we should 
examine whether or not the legislation was, in fact, justifi ed and what its impact 
has been.

This examination is limited to the accounting disclosure requirements of 
the Securities Acts. While the acts include provisions for regulating the opera-
tion of stock exchanges, registration of brokers, and so on, the required dis-
closure of financial accounting information by corporations is of primary 
importance. Indeed, a typical description of the goals of the acts is that given 
by Robert Mundheim, in his foreword to a recent Symposium on Securities 
Regulation:

The theory of the Securities Act is that if investors are provided with suffi -
cient information to permit them to make a reasoned decision concerning 
the investment merits of securities offered to them, investor interests can 

In the interests of full disclosure, thanks are due to Henry Manne, Robert Hagerman, Philip Mey-
ers, Myron Gordon, and Richard Fortner. They neither fully agree nor disagree with what is presented 
here. This essay was presented at the 52nd Annual Meeting of the American Accounting Association, 
San Diego, California.

1. Ralph F. DeBedts, The New Deal’s SEC (Columbia University Press, 1964).
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be adequately protected without unduly restricting the ability of business 
ventures to raise capital.2

But how much is “suffi cient information”? If the question is asked, “would 
you not prefer more disclosure to less?” most people might say, “why more, of 
course!” Certainly surveys made of fi nancial analysts reveal their desire for more 
information. But then we ask (or should ask), “more disclosure at what price?” for 
disclosure is not a free good. Like most other goods, its production entails costs. 
These costs include the direct cost of preparing detailed fi nancial statements, the 
cost to the corporation of revealing information to competitors, the cost of delay 
in selling securities, and the cost of misinformation should investors believe that 
most elements of fi nancial statements refl ect the economic affairs of companies.

Nevertheless, the value of information disclosed in fi nancial statements may 
exceed its cost. In this event, if corporate managers were acting in the best interests 
of stockholders (i.e., maximizing the present value of the stockholders’ wealth, with 
a given degree of risk), they would provide information to them and to other inves-
tors according to their best estimates of how the marginal costs and benefi ts accrue.

Should the managers not provide the information, a stockholder or potential 
investor who believes that fi nancial information is valuable to him is free to pur-
chase it in the market place much as other goods are purchased. Several means are 
available. Large shareholders generally have the right and small shareholders have 
some right to examine the books of corporations in which they own stock.3 Or 
one would expect information-gathering services to spring up, if the economies 
of scale in gathering fi nancial information result in savings that exceed the value 
to individual investors from not sharing information with others. Indeed, this is 
supposed to be one of the important functions of stockbrokers and of the many 
investment services. An interesting development of this sort is the formation of 
investment analyst fi rms in Europe (where there is generally inadequate account-
ing disclosure and no SEC). One of these, Eurofi nance, set up six years ago by 12 
European and American banks, has a staff of 95 who have compiled fi les on 20,000 
European companies.4

If these arguments are correct, the imposition of a requirement by a pub-
lic authority could only be detrimental to stockholders, although such action 
might benefi t other groups (competitors, other investors, academicians, curiosity 
seekers, etc.).

However, three circumstances could alter this conclusion. First, corporate 
offi cers could be dishonest—they might be misappropriating the resources of the 

2. Robert H. Mundheim, “Foreword, Symposium on Securities Regulation,” Law and Contempo-
rary Problems (Summer 1964), p. 648.

3. Arthur S. Dewing, The Financial Policy of Corporations, 5th ed. (Ronald Press, 1953), p. 88.
4. Robert Ball, “The Declining Art of Concealing Figures,” Fortune (September 1967), p. 138.
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corporation and covering up their dishonesty by not disclosing the fi rm’s fi nancial 
affairs. Or, they could be disseminating false or biased information about the cor-
poration’s assets, liabilities, income and expense, and so on, to mislead and cheat 
current and potential investors. Second, corporate offi cers could be mistaken about 
the value of disclosure. They might not realize that the marginal value of fi nancial 
statements is greater to stockholders than is its marginal cost to the enterprise. 
Third, there may be economies of scale in the production of information or other 
advantages that a government agency might have over private services.

To determine whether a government agency, the SEC in this instance, can or 
has improved the lot of investors, net of costs, this study considers four major 
questions. First, were the accounting disclosure requirements justifi ed? This 
question is answered by examining (1) the evidence of fraudulent and mislead-
ing fi nancial statements, (2) investors’ legal actions against public accountants, 
and (3) the degree of corporate fi nancial disclosure, in the period prior to 1933. 
Second, what evidence is there to support or deny the underlying assumption 
of the Securities Acts that disclosure of fi nancial accounting information is of 
value to investors? To answer this question, (1) the relationship between reported 
accounting data and stock prices is examined empirically, and (2) the value of 
detailed analysis of fi nancial data and other information by mutual funds, as 
examples of sophisticated analysts, also is examined empirically. Third, what 
is the impact of the SEC’s accounting disclosure requirements on the securities 
markets? Answers are found (1) in the use by corporations of the new securi-
ties market, relative to their needs, and (2) in the effect of the SEC’s accounting 
 regulations on direct placements of debt securities. Finally, the impact of the acts 
on accounting is discussed briefl y.

The Justifi cation for the Securities Acts

Misrepresentation and Fraud in Corporate 
Financial Statements

One of the two stated goals of the Securities Act of 1933 is “to prevent frauds in 
the sale” of securities. The SEC was given the power to institute accounting rules 
and review fi nancial statements, in part to prevent the deliberate misstatements 
of accounting data that people believed existed. But were such practices so wide-
spread as to constitute a serious problem?

It is diffi cult to believe that there was no deliberate misrepresentation in fi nan-
cial statements prepared by public accountants, given the existence of larceny 
among other (though lesser) men. However, a search of the available literature in 
several libraries revealed only anecdotal reports of fraudulent or misrepresenta-
tive accounting. For example, in Main Street and Wall Street, William Z. Ripley 
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severely chastises a number of prominent corporations for failing to disclose any 
 information or for presenting stockholders with confusing reports.5 In an earlier 
study he criticizes the practices of some corporations of paying dividends out of 
capital when stockholders were led to believe that income had been earned.6 Most 
of the practices he describes date from before 1910.

Overcapitalization and watered stock also are mentioned. Henry Clews (in 
1908) claims that “on the average, the railroads of the country were capitalized 
at probably 50 per cent in excess of their cost.”7 Most of the litigation appears to 
have been concerned with the “true” value of property exchanged by promoters 
for stock. A thorough review of the U.S. court records to about 1929 by David L. 
Dodd lists almost 300 cases that are in some way related to watered stock.8 But 
most of the cases deal with nonfraudulent differences of opinion about the value 
of property.

Moreover, fraudulent fi nancial statements do not appear to have been prox-
imate determinants of the Securities Acts. A careful examination of the Senate 
hearings that preceded passage of the Securities Act of 19339 and the voluminous 
Pecora hearings that preceded the Securities Exchange Act of 193410 turned up 
only one citation of fraudulently prepared fi nancial statements. And even in this 
case (the Guardian Group of Banks), Ferdinand Pecora states that:

The beautiful annual fi nancial statements which had aroused so much 
enthusiasm and congratulations among their banking colleagues did not 
arrest the debacle. . . . The public was apparently harder to fool than the 
bankers. They kept drawing their money out by the millions.11

Thus, the need for the fi nancial disclosure requirements that are the “heart” of 
the Securities Act of 1933 appear to have had their genesis in the general folklore 
of turn-of-the-century fi nance rather than in the events of the 1920s that preceded 
the legislation, insofar as fraud and misrepresentation are concerned.

 5. William Z. Ripley, Main Street and Wall Street (Little Brown, 1927), especially chapter 6.
 6. William Z. Ripley (ed.), Trusts, Pools and Corporations, rev. ed. (Ginn, 1916), pp. xxiv–xxv.
 7. Henry Clews, Fifty Years on Wall Street (Irving Publishing, 1908), p. 250. The most often cited 

case is that of U.S. Steel, in which it is computed that the J. P. Morgan syndicate extracted a profi t of 
$62,500,000 (Ripley, op. cit. pp. 204–5). Whether this promoter’s profi t was excessive or not is not clear, 
for George Stigler has shown that the stockholders of U.S. Steel did twice as well as the stockholders of 
its competitors over a period of 18 years, per dollar of original investment. George J. Stigler, “The Dom-
inant Form and the Inverted Umbrella,” Journal of Law and Economics (October 1965), pp. 117–27.

 8. David L. Dodd, Stock Watering (Columbia University Press, 1930).
 9. United States Senate, Committee on Banking and Currency, Hearings on S. 875 (73d Congress, 

1st Session, 1933).
10. United States Senate, Committee on Banking and Currency, Stock Exchange Practices, Report 

No. 1455 (73d Congress, 2d Session, 1934).
11. Ferdinand Pecora, Wall Street under Oath (Simon and Schuster, 1939), p. 251.
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Investors’ Legal Actions against Public Accountants

In a comprehensive study of the legal responsibilities of accountants, published 
in 1935, Wiley D. Rich states that “an extensive search has revealed not a single 
American case in which a public accountant has been held liable in a criminal suit 
for fraud.”12 Recently (November 1967) Edward Daus, a member of the bar of the 
state of New York, writes that “since the turn of the century, there have been less 
than a dozen reported decisions in the State of New York adjudicating issues with 
respect to claimed fraud or negligence of accountants in the performance of their 
services. Indeed, most of the decisions date back to the aftermath of the depres-
sion years.”13 These post-Depression decisions are important, however, especially 
for understanding the changed nature of the accountant’s liability for fraud under 
the Securities Acts.

Prior to the Securities Acts, it was very diffi cult for a stockholder to bring suit 
against public accountants for fraudulently or negligently prepared fi nancial state-
ments. Stockholders and potential investors were considered third parties to the 
contract between the corporation and its public accountants. Hence, under the 
rule of privity, the courts ruled that an investor had no claim against a fi rm of 
certifi ed public accountants who audited and certifi ed fi nancial statements that 
were alleged to be untrue.14

The Securities Act of 1933 changed radically the ability of the stockholder 
to sue a public accountant (and others who prepared a registration statement). 
Section 11 provides that any person who acquires registered securities may sue 
the accountant, regardless of the fact that he is not the accountant’s client. His 
claim may be based on an alleged false statement or misleading omission in 
the fi nancial statements. He does not have to prove that the accountant was 
negligent or fraudulent in certifying to the fi nancial statements. Nor does the 
investor have to prove that he relied on the statements or that the loss he suf-
fered was the proximate result of its falsity or misleading character. Rather the 
accountant has the burden of establishing that he was free from negligence or 
fraud by proving that after reasonable investigation he could believe that the 
fi nancial statements he certifi ed were true as of the time the registration state-
ment became effective. The loss suffered by the investor is deemed to be the 

12. Wiley D. Rich, Legal Responsibility and Rights of Public Accountants (American Institute 
 Publishing, 1935), p. 100.

13. Edward J. Daus, “Accountants’ Liability Today,” New York Certifi ed Public Accountant (November 
1967), p. 835.

14. Landell v. Lybrand, 264, Pa., 406, 107 Atl., 783 (1919); Ultramers Corp. v. Touche, Niven & Co., 
229 App. Div. 581, 243 N. Y. Supp. (1st Dep’t, 1930), rev’d, 225 N.Y. 170, 174, N.E. 441 (1931); State 
Street Trust v. Ernst, 278 N.Y., 104, N.E. 2d 416 (1938); O’Connor v. Ludlam, 92 F. 2d 50 (sd Cir), 5B, 
Cert. denied, 302 U.S. 758 (1937).
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drop in the market price of his shares, unless the accountant can prove the loss 
resulted from causes other than false statements or misleading omissions in the 
fi nancial statements.15

Section 18 of the Securities Exchange Act of 1934 differs from section 11 of 
the 1933 act in that the investor may sue if, in reliance on false or misleading state-
ments, he “shall have purchased or sold a security at a price which was affected by 
such statement.” Thus, under the 1934 act, the accountant may be liable for both 
under- and overreported income, while under the 1933 act he appears liable only 
if he overestimates.16 Other sections of the acts (section 17 (a) of the 1933 act and 
Rule 10b–5 under the 1934 act) also could be used against accountants for mis-
statements.17

It is now very easy to sue public accountants, as a review of the current court 
dockets could readily attest.18 The ultimate in accountants’ liability appears to have 
been reached in a recent decision.19 If upheld, public accountants will be liable not 
only for misstatements in the registration statement, but for later material changes 
that occurred through the registration date.

From this brief review of the past and current status of misrepresentation and 
fraud in published fi nancial statements, two conclusions can be drawn. First, no 
evidence was found to substantiate the hypothesis that misrepresentation or fraud 
was widespread in the period before passage of the Securities Acts of 1933 and 
1934. Second, the Securities Acts increased the liability of accountants enormously, 
shifting the weight of the law substantially to the side of the investor. Therefore, 
it appears that the investor now seems quite able to protect himself through the 
courts, should he be misled by fraudulent or misleading fi nancial statements.20

Corporate Financial Disclosure Prior to the SEC

That stockholders need, deserve, and were not receiving fi nancial accounting 
information is the other justifi cation for the disclosure requirements. As was the 
situation for fraud, a valid question is whether there was a suffi ciently widespread 
lack of disclosure, as such, to warrant the imposition of a federal statute.

15. Saul Levy, Accountants’ Legal Responsibility (American Institute of Accountants, 1954), pp. 46–47.
16. The advantages of conservatism (which is discussed further below), are evident, since investors 

who gain, even if insuffi ciently, are not as likely to sue as those who lose, and those who are discouraged 
from buying cannot sue.

17. See H. L. Green Co. v. Childree, 185 F. Supp. 95 (S.D.N.Y. 1960), in which a possible right against 
accountants under Rule 10b-5 was recognized for false fi nancial statements prepared for the acquired 
company in a merger.

18. Daus, op. cit., pp. 835–43.
19. Esscott et. al. v. Bar Chris Construction Corporation et al., F. Supp. 643 (S.D.N.Y. 1968).
20. Although the court costs of the plaintiffs probably would be high, the cost to public accoun-

tants of both defending and possibly losing a case would be relatively much higher.
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To answer this question, the statements of all the companies traded on the New 
York Stock Exchange (NYSE) in June 1935 (the month before fi ling was required 
under the Securities and Exchange Act of 1934) were examined. At this time, sales 
on the NYSE constituted 70 percent of stock sales on all registered exchanges.21

The source of the fi nancial statements is Moody’s Manuals.
The statements were examined for disclosure of the following data: (1) balance 

sheet, (2) current assets and liabilities, (3) sales, (4) cost of goods sold, (5) depre-
ciation, and (6) net income. Table 7.1 gives a summary of the fi ndings. All corpo-
rations reported their balance sheets, current assets and liabilities, and net income. 
Reporting of sales is examined for each year from 1926 through 1934. The per-
centage of companies reporting sales rose over this period from 55 to 62  percent. 
The disclosure of cost of goods sold also rose, from 45 to 54 percent. By 1934, 93 
percent of the companies reported depreciation.

table 7.1 Financial Accounting Information Disclosed by Companies Traded on the New 

York Stock Exchange before 1935

Year
Total Number 
of Companies

Percentage that 
Reported

Percentage that 
Did Not Report

Balance sheet 1926 333 100 0
1934 508 100 0

Current assets and liabilities 1926 333 100 0
1934 508 100 0

Sales 1926 333 55 45
1927 360 57 43
1928 396 60 40
1929 460 61 39
1930 486 62 38
1931 498 61 39
1932 501 61 39
1933 508 62 38
1934 508 62 38

Cost of goods sold 1926 333 45 55
1934 508 54 46

Depreciation 1926 333 71 29
1934 508 93 7

Net income 1926 333 100 0
1934 508 99.6 0.4

Audited by CPA 1926 333 82 18
1934 508 94 6

Source: Moody’s Manuals, 1927 through 1935.

21. Securities and Exchange Commission, First Annual Report, Fiscal Year Ended June 30, 
1935, p. 87.
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In 1932, the NYSE and the American Institute of Accountants (AICPA) began 
the correspondence that led to the codifi cation of “generally accepted accounting 
principles.” In the same year, all corporations applying for a listing on the NYSE 
were required to have their annual statements audited by independent public 
accountants. As table 7.1 shows, most companies traded were audited by CPAs. 
Thus, there was a considerable amount of disclosure prior to the passage of the 
Securities Acts.

The Relevance to Investors of Financial Statements 
Required by the SEC

The other stated goal of the Securities Acts (besides fraud prevention) is to ensure 
that investors “make a realistic appraisal of the merits of securities and thus exer-
cise an informed judgment whether to purchase them.”22 It is assumed that the 
fi nancial accounting information disclosed is relevant for this purpose.

But for the information to be relevant to an investor, it must be timely. “Stale” 
information is of no value, since those who receive the information fi rst will fi nd it 
profi table to buy or sell securities until its economic value is exhausted. If the SEC 
is to serve the public, its procedures should provide for the timely dissemination 
of accounting data equally to all investors.

The 1934 act, as amended in 1964, requires that most corporations with over 
$1 million in assets and 500 stockholders fi le prescribed annual and semiannual 
fi nancial reports. Form 10K, the annual report, must be fi led within 120 days 
after the close of the corporation’s fi scal year. Form 9K, the semiannual report, 
is much less detailed. It is fi led within 45 days after the end of the fi rst half of 
the fi scal year. Form 8K, the “current report,” must be fi led within 10 days after 
the end of any month during which certain “signifi cant” events occur (such as 
change of control of the registrant, material legal proceedings undertaken, mate-
rial changes in securities outstanding, and revaluation of assets). These forms are 
made available to the public very shortly after they are fi led with the commission 
in Washington, D.C.

The delay in reporting the period’s fi nancial data after the close of the period is 
due, of course, to the fact that the companies need time to record the considerable 
detail required of them. The confl icting needs of accuracy—in the sense of report-
ing according to the letter of the formal (and informal) regulations—and dispatch 
are resolved in favor of accuracy.

22. Securities and Exchange Commission, The Work of the Securities and Exchange Commission
(May 1967), p. 13.
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Given the time required for corporations to report information that conforms 
to the SEC’s regulations, are the fi nancial statements relevant (in the sense that 
they contain primarily unanticipated information) when they become available to 
the public? This is a question for which an empirical answer is required.

Reported Financial Accounting Data and Stock Prices

The empirical test is based on the assumption that the expectations of investors 
about the present value of a corporation would change if they received previously 
unexpected relevant information. Hence, if the fi nancial reports fi led with the SEC 
contain this type of information, a change of investors’ expectations would be 
refl ected in (and correlated with) a change in the market price of the corpora-
tion’s shares. However, if the information was previously known and discounted, 
or if investors do not fi nd accounting reports useful, the publication of the reports 
would not cause a change in stock prices.

A valid test of the hypothesis that investors fi nd the data reported to the SEC 
relevant requires that (1) the effect on stock prices of factors other than reported 
accounting data be isolated; (2) the particular accounting data investors fi nd use-
ful be determined; and (3) the expected accounting data be distinguished from the 
reported data.23

A variety of statistical techniques are used to account for the effect on changes 
in stock prices of such factors as cash dividends distributed, announced changes 
in dividend amounts, changes in capitalization, fl uctuations in general market and 
economic conditions, and changes related to specifi c industries. Third quarter 
accounting data are also included to account for information that becomes avail-
able between annual reports.

Since it is not clear which reported accounting data are used by investors, four 
alternative constructs are tested: (1) net sales, (2) cash fl ow (net income before 
depreciation), (3) net operating income (net income before nonrecurring and 
extraordinary income and expense) and (4) all-inclusive net income.24

It is assumed that stockholders use previously reported accounting data to 
form their expectations about forthcoming data. Four assumptions about the 
use of past data are tested: (1) last year’s rate of change of accounting data is 
expected this year; (2) a simple average of the past three years’ rates of change 
is expected this year; (3) a simple average of the past fi ve years’ rates of change is 

23. A complete description of the theory and statistical procedures described very briefl y here may 
be found in George J. Benston, “Published Corporate Accounting Data and Stock Prices,” Journal of 
Accounting Research, Selected Studies—Empirical Research in Accounting, 1967, pp. 1–54.

24. The accounting and stock price data are expressed as “rates of change per share” to allow for 
possible effects due to differences in the size of companies.
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expected this year; and (4) a weighted average of all available past rates of change, 
with the most recent data weighted most heavily and the weights declining geo-
metrically, is expected this year.

The unexpected accounting data is the difference between the data reported 
and the amounts calculated as just described. In the event that investors either 
formed their expectations about rates of change of accounting data from sources 
other than previous reports or held no expectations about change, the relationship 
also is tested with the current year’s data used alone.

A sample of 483 corporations whose stock is listed on the NYSE is used 
for the test. These are almost all NYSE corporations traded in 1964 for which 
accounting data are available on the Compustat tapes. The test consists of 
regressing the change in the market price of shares (expressed as yields) for the 
month in which the fi nancial reports were available to the public on the unex-
pected fi nancial accounting data reported, with other factors mentioned above 
accounted for.

The following conclusions can be drawn from the test, assuming that the 
model is a valid representation of reality. There is a statistically “signifi cant” but 
quite small relationship between the unexpected accounting data and stock prices 
for some of the expectations models. The three income constructs show (at best) 
but slight relationships to stock prices: a 100 percent increase in income (defi ned 
as cash fl ow, net operating income, or all-inclusive net income) is associated with 
at most a 2 percent increase in relative stock prices (on the average) for all of 
the expectations models tested. Hence, it must be concluded that the reported 
accounting income data is of very limited relevance to investors.

Sales are of greater importance. For the “best” model, in which investors are 
assumed to hold no previous expectations, a 100 percent increase in sales is associ-
ated with a 10 percent increase in relative stock prices (on the average). But when 
third quarter sales are not included in the regression, the relationship becomes 
insignifi cant. Thus it appears that the sales of the previous year are stale informa-
tion unless quarterly sales are available. Considering that sales information often is 
reported in trade papers and other sources before the SEC reports are released, the 
specifi c source of the small statistical relationship found between reported sales 
and stock prices may not be the accounting reports.

The conclusion that income, when reported to the SEC, is not relevant to 
investors must be tempered by the fact that only four rather gross measures of the 
fi nancial status of corporations are tested. However, the reports required by the 
SEC are characterized by the wealth of detail they call for. It may be that careful 
analysis of this detailed data does give investors insight into the affairs of corpora-
tions that are of economic value to them. It is not feasible to make a statistical test 
of this hypothesis because of the unknown interrelationships that may be com-
puted and evaluated by sophisticated analysts of fi nancial statements. But one way 
that the hypothesis may be examined empirically is to look at the success in the 
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market of a group of investors who spend considerable resources to analyze the 
SEC reports and other fi nancial data.

Detailed Analysis of Financial Statements: 
The Performance of Mutual Funds

Mutual funds are such a group, since they generally have large staffs of “experts” 
who spend all of their time making such analyses and therefore are able to obtain 
and dissect the reports before most individuals can.

The test is biased in favor of the usefulness of the SEC reports, because it 
is not possible to determine whether the good performance of mutual funds is 
due to their use of the reports or to other information that they gathered about 
 corporations. But if it is found that the mutuals do not perform better than 
the market, on the average, then there must be some doubt that the reports are 
economically useful.

The three published studies on the performance of mutual funds are reviewed 
briefl y. One of the earliest studies of mutual fund performances is by F. E. Brown 
and Douglas Vickers.25 They analyze the performance of 152 funds over the 5.75-
year period 1953 through the fi rst nine months of 1958. The performance of each 
fund is compared to a similarly constructed index of general market performance. 
The funds also are grouped by size and types to reveal any possible systematic dif-
ferences among them. Brown and Vickers conclude that:

When adjustments are made for [differences in the composition of portfo-
lios], the average performance by the funds did not differ appreciably from 
what would have been achieved by an unmanaged portfolio with the same 
division among asset types.26

William F. Sharpe examines the performance of 34 mutual funds (all for 
whom data were available in Weisenberger’s Investment Companies) for the 20 
years 1943–63.27 He fi nds differences among funds in their return to variability 
(R/V) ratio. Return (R) includes dividends and capital gains (realized and unreal-
ized) less the expenses of operating the fund. Variability (V) measures the riskiness 
of the fund. Differences in performance (R/V ratio) among the funds could be due 
either to differences in the ability of management to fi nd incorrectly priced securi-
ties (by analyzing the SEC required accounting reports, among other data) or to 

25. Irwin Friend, F. E. Brown, Edward S. Herman, and Douglas Vickers, A Study of Mutual Funds,
prepared for the Securities and Exchange Commission by the Securities Research Unit, Wharton 
School of Finance and Commerce, University of Pennsylvania (Government Printing Offi ce, 1962), 
chap. V, pp. 289–358.

26. Ibid., pp. 17–18.
27. William F. Sharpe, “Mutual Fund Performance,” Journal of Business (January 1966), pp. 119–38.



176 accounting

differences in expenses, since Sharpe accounts for differences in risk and size of the 
funds. The correlation between the R/V ratios and the ratios of expenses (other 
than brokerage fees and loading and selling charges) to net assets shows that good 
performance is associated with low expense ratios.

Sharpe also compares the performance of the funds with a portfolio consisting 
of Dow Jones Industrials. He fi nds that

the average fund manager selects a portfolio at least as good as the Dow-
Jones Industrials, but that the results actually obtained by the holder of 
mutual fund shares (after the costs associated with the operation of the 
funds have been deducted) fall somewhat short of those from the Dow-
Jones portfolio.28

The most recent (and best) study of the ability of mutual funds is by Michael 
C. Jensen.29 He examines the performance of 115 mutual funds for the 10-year 
period, 1954–64. Jensen provides a rigorous theoretical formulation derived from 
a general model of the determination of capital asset prices.30 The unique value of 
his approach is that his model allows an evaluation of the absolute performance 
of mutual funds, with the effects of risk explicitly accounted for. Thus, a direct 
estimate of the fund manager’s ability to use the SEC data, as well as other sources 
of information is obtained.

Jensen concludes that:

the evidence on mutual fund performance discussed above indicates not 
only that these 115 mutual funds were on average not able to predict secu-
rity prices well enough to outperform a buy-the-market-and-hold policy, 
but also that there is very little evidence that any individual fund was able 
to do signifi cantly better than that which we expected from mere ran-
dom chance. It is also important to note that these conclusions hold even
when we measure the fund returns gross of management expenses (that is 
assume their bookkeeping, research, and other expenses except brokerage 
commissions were obtained free). Thus on average the funds apparently 
were not quite successful enough in their trading activities to recoup even 
their brokerage expenses.31

28. Ibid., p. 137.
29. Michael C. Jensen, “The Performance of Mutual Funds in the Period 1954–64.” Presented at 

the 1967 Annual Meetings of the American Finance Association, Washington, D.C., Journal of Finance
(May 1968), pp. 389–416.

30. See William F. Sharpe, “Capital Asset Prices: A Theory of Market Equilibrium Under Condi-
tions of Risk,” Journal of Finance (September 1964), pp. 425–42 and John Litner, “Security Prices, Risk, 
and Maximal Gains from Diversifi cation,” Journal of Finance (December 1965), pp. 547–616.

31. Jensen, op. cit., p. 24.
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The studies reported above all show that the resources spent by mutual fund 
managers for analysis of fi nancial statements and the like have largely been to no 
avail. It would appear, then, that even very sophisticated users of the accounting 
reports required by the SEC are not able to profi t from them. However, several 
points must be admitted that weaken this conclusion. The managers of the mutual 
funds may garner useful information from the statements but use these insights 
for their personal benefi t rather than for the fund. Or, other analysts might be 
better or faster than the fund managers and use the information content of the 
statements fi rst. But if either of these possibilities obtain, the “average” investor, 
for whom the regulations presumably are designed, certainly gets the information 
too late for it to be relevant.

The general conclusion of this section must be that the data examined do not 
support the hypothesis that the fi nancial reports fi led under the Securities Act of 
1934 are suffi ciently timely to be of value to investors. This is not to say that such 
data are useless: indeed, it would be virtually impossible to demonstrate this pos-
sibility, since no statistical test can fully encompass the complicated ways in which 
people might use information. Nevertheless, it is incumbent upon the regulators 
to provide some evidence to support their belief that investors can, and do, use the 
9K and 10K reports that are fi led with the SEC.

The Impact of Disclosure on the Securities Markets

The “crash” in 1929 and the Depression were supposed to have damaged severely 
investors’ confi dence in the stock market. The belief that required disclosure 
of fi nancial information would restore this confi dence is based, in part, on an 
assumption that the public’s willingness to invest depends on a study of, and con-
fi dence in, accounting reports. While the studies reported above give us reason to 
doubt the validity of this belief, the issue still is worthy of additional examination, 
especially considering the SEC’s more recent extensions of reporting requirements 
to companies whose stock is traded over the counter.

Use by Corporations of the New Securities Market

One cannot know whether the amount of new corporate stock issues purchased by 
the public would have been greater or smaller had it not been for the SEC, except 
by replaying (as in a football telecast) the last 35 years without the SEC. Since this 
technique is not available, the alternative is to look at data before and after the 
SEC, with the possible effect of events other than the existence of the SEC at least 
acknowledged, if not accounted for.

Among the factors that should be accounted for, before one can judge whether 
the public increased its purchases of new securities after the SEC’s creation, are 
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the needs of corporations for fi nancing, general economic conditions, and insti-
tutional constraints (other than the SEC). An approach to this problem is made 
in table 7.2, where new security issues, net of redemptions, are presented as per-
centages of gross expenditures on plant and equipment and as percentages of net 
adjusted expansion of plant and equipment. New security issues are taken net of 
redemptions to account for issues that are fl oated merely for refi nancing purposes. 
Gross expenditures on plant and equipment measures the amount corporations 
spend to replace and expand their fi xed assets. Net adjusted expansion measures 
the amount that they spend to increase their fi xed assets, less depreciation adjusted 
for changes in replacement costs. Both amounts measure the need of corporations 
for additional funds. The percentage of net new issues to each of these amounts 
indicates the degree to which corporate needs for fi nancing were satisfi ed by the 
stock markets.

table 7.2 New Security Issues Net of Redemption as Percent of Expenditures on Plant 

and Equipment Manufacturing and Mining Corporations Averages over Business Cycles 

Measured Trough-to-Trough

Period
Gross 

Expendituresa

Net Adjusted 
Expansionb

Personal Income Tax Rates 
Dividends—Capital Gainsc

Pre-SEC
1900–1904 51.3% 81.9 —
1904–8 25.5 45.2 —
1908–11 29.7 63.8 —
1911–14 22.8 48.9 —
1914–19 23.9 72.3 0
1919–21 45.9 284.9e 0
1921–24 31.9 —d 0
1924–27 34.1 350.6t 0
1927–32 25.7 —d 0

1900–24 30.9 58.3 0
1919–29 36.8 354.3 0

Post-SEC
1932–38 —e —e 0
1938–46 6.5 51.2 33
1946–49 23.1 50.2 42
1949–54 20.6 68.6 44

1936–40 6.4 28.8 0
1946–53 21.9 59.9 42

a Gross expenditures source: Daniel Creamer, et al., op. cit., table 40, p. 12.
b Net expansion = gross expenditures—depreciation adjusted for changes in replacement costs.
Source: Ibid., table 42, p. 137.
c Not computed because redemptions exceeded new issues.
d Not computed because adjusted depreciation exceeded gross expenditures.
e The percentage is very large because net security issues were large.
f The percentage is very large because net adjusted expansion was very small.
g Based on personal tax rates for $25,000 taxable income, centered at approximate midpoint of business cycle.
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Differences in general economic conditions are controlled by computing the 
percentages as averages over successive business cycles, measured trough to trough 
(National Bureau of Economic Research dating). The data used are for manu-
facturing and mining corporations.32 Excluding public utilities, railroads, and 
fi nancial institutions reduces variations due to the effects of regulation on these 
industries. One other important institutional change—income taxes—is given in 
the right-hand column of table 7.2. The differential individual tax rates on divi-
dend and capital gains income probably reduced the fl ow of new issues in the 
post-SEC period.

Table 7.2 and fi gure 7.1 show that the SEC had a somewhat perverse effect on 
the use of securities markets for new fi nancing by corporations, if all other factors 
really are equal. When a subjective adjustment for the income tax effects is made, 
the difference between the pre- and post-SEC periods probably is not signifi cant. 
Hence, it appears that the SEC has not had a positive effect on the use of stock 
markets by corporations.

That the Securities Acts had little demonstrable positive effect on the relative 
amount of new issues fl oated does not mean that the legislation does not affect 
the stock markets. The manner in which the SEC has administered the accounting 
disclosure requirements has affected the content of corporate fi nancial statements 
and these in turn, may have affected the securities market.

32. Daniel Creamer, Sergei P. Dobrovolsky, and Israel Borenstein, Capital in Manufacturing and 
Mining, Its Formation and Financing (National Bureau of Economic Research, 1960).

NET ISSUES/NET ADJ. EXPANSION

NET ISSUES/GROSS EXPENDITURES

BUSINESS CYCLE TROUGHS
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50

100
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’04 ’08 ’11 ’14 ’19 ’21 ’24 ’27 ’29 ’32 ’38 ’46 ’49 ’53

PERCENTAGES

Source: Table ll

fi gure 7.1 Net Security Issues as Percentage of Expenditures on Plant and 

Equipment—Manufacturing and Mining Corporations (averages over business cycles)



180 accounting

The Effect of the SEC’s Accounting Regulations 
on Direct Placements

Section 19(a) of the 1933 act and 13(b) of the 1934 act give the SEC the powers 
to prescribe

the items or details to be shown in the balance sheet and the earnings state-
ment, and the methods to be followed in the preparation of reports, in 
the appraisal or valuation of assets and liabilities, in the determination 
of depreciation and depletion, in the differentiation of recurring and 
nonrecurring income, in the differentiation of investment and operating 
income, and in the preparation, where the Commission deems it neces-
sary or desirable of separate and/or consolidated balance sheets or income 
accounts.

In general, the SEC has not used this power, a forebearance that has won it 
much praise from the accounting profession.33 Rather, it chose to accept generally 
practiced accounting procedures, and to encourage and even enforce the conser-
vative bias generally followed by public accountants. Most prominently, the com-
mission has a very strong force in banishing from accepted accounting practice 
the writing up of assets above their original cost.34 And Rappaport observes that 
“there was a period . . . when the SEC was conducting something in the nature of a 
campaign to eliminate goodwill from all balance sheets fi led with it.”35

Perhaps because of the SEC’s position, most accountants today would applaud 
the conservative bias. But the result is that the fi nancial accounting information 
presented to investors often is not accurate. If the present market values (or pres-
ent value) of land, buildings, equipment, patents, or other assets are greater than 
their original cost, less depreciation, the investor will undervalue the stock of a 
corporation if he takes the fi nancial reports at face value. If there has been an infl a-
tion, depreciation based on non–price-level-adjusted assets may result in under-
stated expenses. Additional examples of the misleading effects of the conservative 
bias on fi nancial accounts could be added, but they have been well cataloged in 
texts and articles.

33. Carmen Blough, the SEC’s fi rst chief accountant, argued successfully for this forebearance, 
over the objections of two of the commissioners who were lawyers. Carmen G. Blough, “Development 
of Accounting Principles,” Papers at the Berkeley Symposium on the Foundations of Financial Accounting
(University of California, 1967), p. 5.

34. Philip L. Defl iese, “Infl uence of SEC on Accounting Principles and Procedures and the Practice 
of Accounting,” Accounting Papers of the Twelfth Annual Conference of Accountants (University of Tulsa, 
1958), p. 71.

35. Louis H. Rappaport, SEC Accounting Practice and Procedure, 2d ed. (Ronald Press, 1963), 
p. 5.3.
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The commission also has not allowed registrants to give investors estimates of 
future earnings,36 statement of assets at fair market value,37 appraisals of almost 
any sort,38 and the like.39 Thus the SEC has prevented the disclosure of relevant 
information by corporations to investors.

The restriction of information that corporations can provide in their fi nancial 
statements and the conservative accounting bias enforced by the SEC may have 
had an impact on the ability of some fi rms to sell their securities to the public. If 
a fi rm that wants to raise capital is prevented by the SEC from providing relevant 
information to the public (that would allow investors to make a correct, superior 
assessment of its future, and hence, its present value), the fi rm has but two alterna-
tives (other than violating the law). It can underprice its new securities, to the det-
riment of its present stockholders, or it can turn to the private placement market, 
which generally is not regulated by the SEC’s accounting disclosure regulation.

The private placement market (of almost entirely debt securities) was virtually 
unknown prior to 1934. In the 34 years from 1900 to 1934, only about 3 percent 
of corporate debt was privately placed. However, in the next 31 years, from 1935 
to 1966, privately placed debt rose to 46 percent of the total.40 Of course, the coin-
cident use of private placements with the creation of the SEC need not be caus-
ally related. Corey41 and Cohan,42 the two principal writers on the subject, claim 
other factors are more responsible. Therefore, an additional test of the hypothesis 
is required.

If it were true that the SEC’s accounting regulations force some corporations 
to use private placements rather than public sales, those corporations for whom 
conservative accounting is misleading should use this exemption more than oth-
ers. Data on private placements are available only for fairly broad industry groups, 
so the empirical test can be only suggestive. Nevertheless, some valid generaliza-
tions can be made about the impact of the SEC’s accounting regulations on private 
placements.

Industries for which data on private and public placements are available are 
ranked according to the degree of negative bias imposed by the SEC’s accounting 
and reporting regulations. The order of listing is necessarily subjective, but it was 
made before the rankings of ratios of private placements to total debt fl otations 

36. Harry Heller, “Disclosure Requirements under Federal Securities Regulation,” Business Lawyer
(1961), p. 307.

37. Andrew Barr and Elmer C. Kock, “Accounting and the SEC,” George Washington Law Review
(1959), pp. 181–82.

38. Defl iese, op. cit., p. 71.
39. An exception is the required reporting of the market value of marketable securities.
40. Avery B. Cohan, Yields on Corporate Debt Directly Placed (National Bureau of Economic 

Research, 1967), p. 1.
41. Robert E. Corey, Direct Placements of Corporate Securities (Harvard University Press, 1951).
42. Cohan, op. cit.
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were made. The reasons for choosing the order are given for each industry. The 
reader is invited to challenge this ranking, but only if he also does not prejudge the 
issue by looking at table 7.3.

1. Extractive (mining and oil wells, not including re-refi ning). This industry 
is listed fi rst because the value of a mine or oil well to an investor depends 
on estimates of the ore, oil, or gas in the ground. Appraisals, therefore, are 
needed but not allowed by the SEC. The historical cost of the property 
and the past history of the company are less meaningful for this industry 
than for any other. Unfortunately for the test, the speculative nature of 
the extractive industry mitigates against private placement of securities, 
because insurance companies, and so on, generally do not invest in 
these types of issues. Nevertheless, if the hypothesis tested is correct, 
the extractive industry should have the highest proportion of private 
placements to total debt issues.

2. Other transportation (airlines, trucking, shipping). Other transportation 
is ranked second, because it is dominated by companies whose primary 
asset is the franchise awarded them by the regulating authorities. 
The value of the routes assigned airline and trucking companies is a 
function of the expected future fl ow of passengers and freight. Historical 
accounting is but of limited value in making this assessment. Further for 
airlines, the nature of the equipment used, its acceptance by the public 
and the delivery dates from the manufacturers also are very important 
factors not disclosed well by traditional accounting statements.

3. Commercial and other. Commercial enterprises, such as department 
stores, have their assets understated because goodwill cannot be 
shown. This intangible asset is of great value to a retail or wholesale 
establishment.

4. Finance and real estate. The prohibition against appraisals is most biased 
against real estate ventures. Meaningful accounting for fi nance companies 
also is very diffi cult to communicate, but this is not the fault of the SEC. 
Nevertheless, since the data do not allow separation of the industry, it is 
ranked fourth.

5. Manufacturing. This is such a broad category that it is diffi cult to know 
how to evaluate it. Manufacturing fi rms that are set up to exploit a new 
invention or patent, and those engaging in a great amount of research and 
development would be harmed by the conservative bias of the SEC’s rules. 
Others would not be greatly affected. Since the former group are likely to 
be a relatively small proportion of the industry, manufacturing is ranked 
fi fth.

6. Communications (telephone, telegraph, and broadcasting). This industry 
is dominated by AT&T, the Bell System, and other telephone and 



table 7.3 Private Debt Placements as Percent of Total Debt Offered for Cash Ordered with Highest Average Percentages to the Left—Annual Ranks in 

Parentheses

Year Total
Other

Transportation Extractive
Commercial 
and Other

Financial and 
Real Estate Manufacturing

Electric, Gas, 
& Water Communication Railroad

1953 45.6 90.0 (1) 80.0 (2) 77.8 (3) 64.2 (4) 52.2 (5) 34.7 (6) 7.9 (7) 2.0 (8)
1954 46.5 98.3 (1) 97.4 (2) 60.3 (5) 73.8 (3) 65.4 (4) 27.8 (6) 13.8 (7) 8.1 (8)
1955 44.5 98.4 (1) 93.0 (2) 67.4 (3) 54.7 (5) 57.0 (4) 33.5 (6) 10.4 (7) 2.8 (8)
1956 47.2 74.6 (1) 44.1 (5) 72.3 (3) 74.1 (2) 53.8 (4) 32.9 (6) 11.6 (7) 3.2 (8)
1957 38.6 92.7 (1) 70.1 (2) 67.1 (3) 51.3 (5) 56.0 (4) 20.9 (6) 10.3 (7) 0 (8)
1958 34.4 90.5 (1) 74.6 (2) 31.1 (5) 63.3 (3) 42.6 (4) 18.3 (6) 12.3 (7) 0 (8)
1959 50.5 87.8 (1) 64.4 (3) 61.8 (5) 72.1 (2) 61.9 (4) 27.6 (6) 15.2 (7) 12.6 (8)
1960 40.5 77.9 (1) 67.1 (3) 72.5 (2) 52.6 (5) 60.7 (4) 17.0 (6) 9.4 (7) 8.5 (8)
1961 50.1 75.9 (2) 95.8 (1) 65.0 (4) 72.1 (3) 52.5 (5) 26.7 (7) 2.7 (8) 28.9 (6)
1962 50.5 75.8 (3) 84.2 (1) 75.6 (4) 81.3 (2) 72.9 (5) 18.3 (6) 11.6 (7) 4.0 (8)
1963 56.6 85.7 (2) 55.2 (5) 89.4 (1) 73.2 (3) 69.7 (4) 26.9 (6) 19.5 (7) 11.4 (8)
1964 52.8 86.3 (3) 91.4 (2) 96.3 (1) 77.8 (5) 85.2 (4) 21.2 (7) 47.9 (6) 14.1 (8)
1965 59.4 81.3 (2) 90.9 (1) 64.0 (4) 62.7 (5) 74.8 (3) 24.0 (7) 41.8 (6) 7.8 (8)
1966 48.5 58.0 (4) 97.7 (1) 84.1 (3) 85.0 (2) 57.9 (5) 15.2 (7) 17.8 (6) 2.4 (8)

Average 47.5 83.8 79.0 70.3 68.4 61.6 24.8 17.3 7.6

Average of annual rankings 1.7 2.3 3.3 3.5 4.2 6.3 6.9 7.9

Rank according to accounting 
bias against industry 2 1 3 4 5 7 6 8

Source: Securities and Exchange Commission, Offi ce of Policy Research, Corporate Securities Offered for Cash, 1934–66.
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telegraph companies. Because it is a regulated industry, its earnings can be 
measured well by its statements. If the broadcasting part of the industry 
could have been separated, it would rank near the top since the value of 
a broadcasting network depends on its franchise and on the acceptance 
of its programming by the public. These factors cannot be quantifi ed 
adequately within the historical accounting framework.

7. Electric, gas, and water.43 The earnings of utilities are fairly well stated 
by fi nancial statements because it is a regulated industry. However, it is a 
growing industry. As a result, the accounting statements undervalue its 
assets and do not correctly refl ect the present value of increased demands. 
This consideration causes its rank to be above that of railroads.

8. Railroads. As both a declining and regulated industry, railroads are 
likely to present relatively unbiased traditional fi nancial statements. It is 
predicted that its private placements are low despite the fact that railroad 
securities are a conservative and favorite investment of the fi nancial 
institutions.

Table 7.3 presents the percentages of direct debt placements to total debt secu-
rities issued for cash for the industry groups given by the SEC. Comparable data 
are available only for the years 1953–66. It is clear from the table that the data are 
consistent with the hypothesis—the degree of accounting bias against the indus-
try is almost consistently associated with use of private placements as opposed to 
public issues.

The Impact of the SEC on the Accounting Profession

The SEC has affected the accounting profession in many ways. Among these are 
widening the scope of audits, development of a clear and operational defi nition of 
independence, reinforcement of the conservative bias in accounting, and improve-
ment in accountants’ income due to an increased demand for certifi ed statements 
and the imposition of complex regulations. While the salutary effects of the SEC 
on accountants’ income needs no explication,44 the fi rst three infl uences should 
be discussed.

43. Other regulatory agencies have primary jurisdiction over the accounting used by public utili-
ties and railroads. The SEC, however, does control the amount and nature of additional information 
disclosed in registration statements.

44. Kenneth MacNeal’s observation is instructive: “Any qualms the profession may have had 
about the New Deal prying were soon allayed, and the SEC became God’s gift to accounting.” “What’s 
Wrong with Accounting?” reprinted in W. T. Baxter, ed., Studies in Accounting (Sweet & Maxwell, 1950), 
p. 214.
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Auditing

With respect to auditing, it is true that the unfavorable publicity that the SEC can 
bring to bear on individual accounting fi rms and on the profession have been a 
powerful weapon in changing some practices. While the landmark cases—McKes-
son & Robbins and Interstate Hosiery Mills—were not brought to light by the SEC, 
the agency did have an important infl uence on changing auditing practices. The 
requirement that inventories be physically verifi ed, accounts receivable confi rmed, 
and the improvements in supervision by the accounting fi rms of their employees 
that followed both cases probably were due to the SEC’s authority.

Independence

The requirement that public accountants be independent of those audited was 
imposed by credit and investment bankers, state legislation, and the NYSE 
before the drafting of the Securities Acts.45 This is not at all surprising since, as 
many writers have pointed out, it is in the self-interest of public accountants 
that they be considered independent: integrity is the public accountant’s stock-
in-trade. Until January 1964 the AICPA’s defi nition of independence (rule 13) 
allowed member fi rms to invest in companies they audit, provided their interest 
was disclosed and not material, and to serve as directors or offi cers of the fi rms 
audited.

However, the AIPCA’s rule was changed to conform to the SEC’s rules 
2–01(b) and (c) of Regulation S-X, which declares that any relationship 
between client and accountant evidenced by direct or indirect financial inter-
est or position as promoter, employee, underwriter, trustee, and so on is prima 
facie evidence of nonindependence. At the present time, the only difference 
between the AIPCA and SEC rules is that the SEC will not accept statements 
prepared by a public accountant who did much of the original bookkeeping 
for his client.

The SEC’s defi nition of independence is an improvement in the appearance of 
independence, and possibly even in the fact of independence. But this benefi t to 
the image of the profession may have been detrimental to the smaller practitioners. 
Smaller fi rms often acquire new clients who are just beginning business, from whom 
they accept stock in lieu of fees. They also may serve these clients as members of the 
board or part-time fi nancial offi cers, or they may supervise bookkeepers or even 
write up the record themselves. But should these companies decide to go public, the 
SEC will not accept the statements prepared by the accountant for the previous three 
years. Data do not exist to determine just how much business small fi rms have lost 

45. Rappaport, op. cit., p. 22.2.
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as a consequence of the SEC’s defi nition of independence.46 It is possible that the 
smaller public accountants can make the necessary arrangements to sell their stock 
and disassociate themselves (in the formal SEC sense) from their clients. But the 
extension of the Securities Exchange Act in 1967 to corporations with as few as 500 
stockholders probably will not make the existence of smaller CPA fi rms any easier.

Accounting Practices and Principles

Most accountants would assert that the SEC has shown admirable restraint, given 
the powers to prescribe accounting rules granted it by Congress. But as was dis-
cussed above (under The Effect of the SEC’s Accounting Regulations on Direct 
Placements), the commission has not restrained itself completely. Rather it insists 
on historical cost based accounting. I believe that the SEC adopted a conserva-
tive bias, because it was created as a consequence of the Great Depression at a 
time when many people believed that investors were misled during the 1920s by 
“infl ated” accounting statements. Their emphasis on historical cost and disap-
provals of appraisals probably was strongly affected by the administrative burden 
they encountered in dealing with registrations that included appraised asset val-
ues.47 Hence, given their charge by Congress not to allow investors to be misled, 
they seem to have adopted the administratively easy technique of insisting on the 
rigid, simple, verifi able historical cost basis of accounting for assets.

This same need for operational effi ciency (the hallmark of regulatory agen-
cies generally) pervades the commission’s accounting regulations, which in turn 
have shaped considerably the present state of accounting. The infl uence of the 
SEC on accounting and of accounting on the SEC is so intertwined that a much 
more detailed study than is possible here is required.48 While it is probable that the 
SEC eliminated appraisals and goodwill from most balance sheets, it is not clear 
whether the lack of innovation in fi nancial accounting since the 1920s is due to its 
infl uence or to the “natural” conservatism of accountants.

Whether the SEC has followed or led the accounting profession, there is little 
doubt that it can exercise a very powerful infl uence.49 The infl uence has been, on 

46. It is interesting to note that the AICPA’s rule 13 (now rule 1.01) was not changed until 1964, 
after several rather tumultuous sessions at the annual membership meetings.

47. A review by MacChesney and O’Brien (Brunson MacChesney and Robert H. O’Brien. “Full 
Disclosure under the Securities Act,” Law and Contemporary Problems (1957), pp. 133–53) of many of 
the early cases reveals the diffi culty faced by the SEC in deciding whether an appraisal was accurate.

48. Such a study is being made by Harold E. Singer, who is writing a dissertation titled A Study 
of the Extent of the Infl uence of the Securities and Exchange Commission on the Development of Specifi c 
Accounting Principles from 1950–1967 at the University of Washington under the direction of Profes-
sors Kenneth B. Berg, Sumner Marcus, and Loyd C. Heath.

49. A recent example is the position taken by the SEC on the investment credit. The refusal of the 
SEC to back the recommendations of the AICPA Accounting Principles Board effectively destroyed the 
position of the board.



 the sec’s accounting disclosure requirements  187

the whole, an important factor in making accounting more uniform. Few accoun-
tants or clients can use or fail to use a procedure once the SEC has rejected or 
approved it. This infl uence of the SEC on annual reports recently was extended by 
Reg. 241.14A-3, which requires that differences between the reports fi led with the 
SEC and those sent to stockholders be reported and reconciled.

One advantage, for CPAs, of the tendency toward uniform accounting is less 
criticism of the accounting profession (such as that given in a recent article in 
Fortune50) for being “unclear” as to which accounting procedures are “correct.” 
This state of affairs probably is benefi cial to the larger CPA fi rms, especially, for it 
saves them the time and effort of arguing with clients over whether one arbitrary 
procedure is preferable to another. The other side of this coin is the tendency for 
innovations in fi nancial accounting methods (such as current dollar accounting, 
probabilistically stated values, and multibasis statements) to be stifl ed.

Conclusions

This study sought to answer several questions related to the impact of the SEC’s 
accounting disclosure requirements. I found that there was little evidence of fraud 
related to fi nancial statements in the period prior to the enactment of the Securi-
ties Acts. Nor was there a widespread lack of disclosure. A considerable number of 
corporations traded on the NYSE disclosed at least sales, gross profi t, and depre-
ciation and almost all reported net income and detailed balance sheets with cur-
rent assets and current liabilities given. Investors who wanted accounting data had 
many investment opportunities available. Hence, I conclude that there was little 
justifi cation for the accounting disclosure required by the acts.

Returning to the present, a statistical association between accounting data 
reported to the SEC and stock prices indicates that investors probably do not 
fi nd the data timely. Examinations of the performance of mutual funds reveals 
that, despite their expenditures on close analysis of accounting reports (and other 
sources of data), they do not perform better than a randomly selected portfolio of 
stocks. These fi ndings indicate that the data required by the SEC do not seem to 
be useful to investors.

Therefore, the fi nding that the SEC contributed little of positive value to the 
use of stock markets by corporations, indicated by new stock issues (relative to 
their needs) before and after the SEC’s creation, should not be surprising. How-
ever, the restriction by the SEC of information that can be provided by corpo-
rations and the SEC’s conservatively biased accounting regulations do appear to 

50. Arthur M. Louis, “The Accountants Are Changing the Rules,” Fortune (June 1968), p. 177 ff.
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have had an important infl uence on the shift of many corporations away from the 
public markets to the direct placement of their debt securities.

The impact of the SEC on the accounting profession has been more salutary 
than their impact on the securities market. Auditing standards, the appearance 
of the independence of public accountants, and accountants’ income all have 
improved. Whether accounting practices have improved or not is a matter of taste. 
But it does seem clear that the SEC has extended or at least supported the conser-
vative bias in accounting.

This essay began with the statement that the Securities Acts are disclosure 
statutes. Or, at least, they were so intended by Congress and President Franklin 
Roosevelt, who rejected the alternative of “blue sky” legislation, under which a fed-
eral commission would pass on the merits of securities.51 Unfortunately, perhaps 
because of the administrative problems inherent in regulation, the full disclosure 
concept has not been applied to fi nancial accounting statements. Accounting Series 
Release No. 4 (1938), which has been implemented rigorously, states that:

where fi nancial statements fi led . . . are prepared in accordance with account-
ing principles for which there is no substantial authoritative support, 
such fi nancial statements will be presumed to be misleading or inaccu-
rate despite disclosures contained in the certifi cate of the accountant or in 
footnotes to the statements provided the matters involved are material. 
(emphasis added)

Considering the fi ndings reported above, should the SEC continue to insist 
that it knows better than the public which data are “misleading or inaccurate”? 
The law now gives investors considerable power to sue accountants if there are 
errors, intentional or otherwise, in published fi nancial statements. Perhaps the 
authorities should allow corporations to decide the type and form of information 
they will publish, so long as they disclose their standard of disclosure to investors.

What role then should the SEC play with respect to accounting? I would 
hope that it would lead the profession in developing (but not requiring) methods 
that would make accounting statements relevant to investors. The authority and 
resources of the SEC could be used to research and demonstrate relatively objec-
tive methods of reporting data that refl ect economic realities. In this way the SEC 
might help the public make informed investment decisions.

51. Francis M. Wheat, “Truth in Securities Three Decades Later,” Harvard Law Review (Winter 
1967), pp. 100–107.
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8
Financial Reporting of Derivatives: 

An Analysis of the Issues, 
Evaluation of Proposals, 
and a Suggested Solution

with Shehzad L. Mian

I. Introduction

Derivatives have recently received considerable attention in the popular press, in 
Congress, and at the Securities and Exchange Commission (SEC), particularly 
since the derivative-related losses experienced by fi rms such as Dell Computers, 
Procter & Gamble, Gibson Greetings, Mead Corporation, Metallgesellschaft, and 
Baring Brothers.1 The impression created by reports of these incidents is that 
fi rms are using derivatives speculatively rather than as hedges against risks and 
that fi nancial reporting requirements have failed to keep pace with the multifold 
increase in corporate use of derivatives. Congress has expressed concern over the 
perceived danger posed by derivatives, and the Securities and Exchange Commis-
sion is currently investigating this issue as well.

The authors benefi ted from comments and suggestions made by participants in the Goizueta Busi-
ness School Accounting/Finance Workshop, especially from Greg Waymire and Kumar Sivakumar.

1. Dell Computers’ risk management practices were reported to be unorthodox and potentially 
speculative in nature (Wall Street Journal, November 23, 1992). Gibson Greetings reported a loss of 
$3 million (fi rst quarter, 1994) on interest rate derivatives (Wall Street Journal, April 21, 1994). Mead 
Corporation reported a loss of $7.4 million (fi rst quarter, 1994) on interest rate swaps (Wall Street Jour-
nal, April 21, 1994). Procter & Gamble reported a loss of $157 million on interest rate derivatives (Wall 
Street Journal, April 13, 1994). Metallgesellschaft’s losses are estimated to be in excess of $1.3  billion 
(Edwards and Canter, 1995, note 1).
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These events have placed increased pressure on the Financial Accounting Stan-
dards Board (FASB) to reconsider its present fi nancial reporting requirements for 
derivatives. The current debate has focused on two related issues: (1) the account-
ing adequacy of current derivatives-related fi nancial statement reporting (about 
which much has been written), and (2) the economic consequences of reporting 
requirements for derivatives (about which little actually is known).

Prior to the well-publicized losses mentioned above, the FASB had addressed 
the issue of derivatives disclosure in several Statements of Financial Accounting 
Standards (SFAS), beginning with SFAS 52 (effective 1983), which deals with for-
eign currency, through SFAS 119 (effective for fi scal years ending December 1994), 
which specifi es rules for disclosing the fair value of and other information on 
derivatives. These statements were adopted to deal with specifi c problems as they 
occurred. The ad hoc nature of their adoption has resulted in reporting require-
ments that are incomplete and inconsistent. The various SFASs permit fi rms to 
defer gains and losses on some, but not on all, derivatives and in some, but not 
all, economically similar circumstances. FASB Staff Project Manager Jane Adams 
reports that, after “three years of deliberation and the consideration of a variety 
of alternatives, the FASB tentatively adopted an approach that would alter current 
accounting for derivative instruments” (Adams, 1995a, p. 1). The FASB approach 
would simplify accounting for derivatives by requiring realized gains and losses on 
derivatives held as hedges (as well as those for which the fi rm acts as an investor, 
dealer, or trader) to be recorded as income or expense, and unrealized changes 
in the market values of derivatives classifi ed as “other than trading” to be shown 
as changes to equity on the fi rms’ balance sheets. Alternatively, the FASB might 
require fi rms to mark all fi nancial assets and liabilities to market (or fair) values. If 
adopted, either of these procedures would substantially change currently accept-
able practices.

The FASB’s current mandated reporting requirements allow fi rms to defer 
income statement recognition of some derivative gains and losses. These “hedge 
accounting” rules have been criticized, because they allow fi rms with similar eco-
nomic characteristics to look different on their fi nancial statements and fi rms with 
different economic characteristics to look similar. For example, consider three 
fi rms, Hegaccount, Hegreport, and Noheg, that are identical except with respect 
to their use of derivatives. Hegaccount hedges and receives hedge accounting 
treatment for its derivative gains and losses. Hegreport must report derivatives 
gains and losses, as they occur, on its income statement, because it hedges with 
instruments that do not qualify for hedge accounting. Noheg does not hedge its 
risks. Hegaccount and Hegreport are similar in that they both hedge, yet their 
fi nancial statements make them appear different. On the other hand, Hegaccount 
and Noheg are different (hedger versus nonhedger), yet their fi nancial statements 
make them appear similar, since neither one reports derivative gains and losses on 
their respective income statements.
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These accounting anomalies would be of interest primarily to accountants, 
if it were not for the possibility that the current hedge accounting rules have real 
economic consequences for individual fi rms. In particular, the restrictive nature 
of current hedge accounting rules as they apply to currency derivatives are said to 
severely limit fi rms’ ability to engage in cost-effective hedging of their exposures.2

A recent Wharton/Chase survey of 183 fi rms reports that required accounting is 
the issue which most concerns them with respect to their use of derivatives.3 The 
FASB’s proposed solution to this situation was opposed by Moody’s Investors’ Ser-
vices on the grounds that fi rms would forgo risk-reducing hedging rather than 
report current gains and losses on derivatives, and by several major public account-
ing fi rms, among others.4 Contrary to expectations, the FASB did not adopt the 
proposal and is reconsidering the issue, including the possibility of requiring fi rms 
to mark all fi nancial assets and liabilities to market.

To provide evidence on whether the present accounting rules for derivatives 
affect fi rms’ behavior, we report the fi ndings of a survey conducted by Chase/
Wharton of fi rms’ reasons for not using derivatives and present our analysis of 
the fi nancial reporting by 440 currency-price hedgers in their 1992 fi nancial state-
ments. In particular, we examine the types of derivatives used and the nature of 
exposures hedged. Our analysis indicates that many fi rms either are not hedg-
ing their currency risks effectively or that they are violating the accounting rules, 
perhaps by mislabeling or hiding the derivatives used. In either event, the current 
accounting rules appear to be dysfunctional.

We next review and fi nd wanting the FASB’s approaches to the problem of 
fi nancial accounting for derivatives. Our proposed solution to the derivatives 
accounting problem is based on our understanding of the essential functions 
of accounting. We review these functions briefl y and point out that traditional 
accounting has already developed generalized rules to deal with situations such 
as those posed by derivatives. Consistent with these general rules, we propose that 
accountants use their professional judgment in matching income and expenses, 
as was the practice before attempts (such as those made by the FASB and other 
authoritative bodies) to promulgate specifi c rules to cover all or most situations. 
Our suggested alternative accounting procedure is consistent with traditional 

2. In late 1994, RJR Nabisco announced that it was discontinuing its use of derivatives that are 
now or may be required to be marked to market. At about the same time, Kodak announced that it 
had unwound derivatives with total notional value of $6 billion. According to Kodak’s treasurer: “We 
don’t want to get into a situation where we have volatility in earnings because of derivatives.” Kodak’s 
decision to unwind its derivatives portfolio was accompanied by a deleveraging of its balance sheet 
(Derivatives Week, October 10, 1994).

3. Other concerns of lesser importance were credit risk, liquidity risk, transaction costs, lack of 
knowledge about derivatives within the fi rm, and diffi culty in understanding the fi rm’s exposures 
(Wharton/Chase, 1995).

4. Wall Street Journal, March 15, 1995.
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accounting and also does not constrain fi rms from using derivatives effectively 
and from reporting adequately.

The balance of the paper is organized as follows. In section II we outline cur-
rent fi nancial-statement reporting requirements for derivatives and point out 
their inconsistencies. In section III we examine fi rms’ fi nancial reporting of for-
eign currency derivatives, which provides evidence that the accounting rules are 
likely to have been dysfunctional. In section IV we outline the FASB’s proposed 
solutions and their shortcomings. In section V, as a prelude to our suggested solu-
tion, we delineate the basic functions of accounting and the general rules that have 
been devised to deal with diffi cult situations, such as derivatives accounting. Our 
proposal is given in section VI. Section VII summarizes the paper.

II. Mandated Disclosure and Hedge 
Accounting Issues

Table 8.1 describes the key features of the FASB’s and the American Institute of 
Certifi ed Public Accountants’ (AICPA) statements, pronouncements, and adviso-
ries. These reporting requirements have been criticized on four grounds. First, 
they are internally inconsistent. SFAS 52 (adopted in 1981, effective in 1983) 
mandates specifi c rules for the fi nancial reporting of hedging activities relating to 
currency-price risk. It allows hedge accounting for fi rm commitments, but not for 
anticipated or forecasted transactions. However, SFAS 80 (issued in 1984) allows 
hedge accounting for probable transactions, but it applies only to interest rate and 
commodity-price hedging, while SFAS 52 applies only to foreign exchange activi-
ties. SFAS 52 and SFAS 80 also differ in terms of their risk assessment method. 
SFAS 52 employs a transaction-level approach, which can lead to inconsistent 
results as compared to SFAS 80, which uses an enterprise-wide approach. Thus, 
the application of hedge accounting rules is ambiguous and inconsistent.

Second, the hedge accounting requirements are not uniform across vari-
ous types of derivatives. For example, neither SFAS 52 nor SFAS 80 specify how 
to account for options. The AICPA’s Issue Paper 86–2 offers nonauthoritative 
accounting guidance for recording options and the FASB’s Emerging Issues Task 
Force (EITF) has addressed specifi c issues that fall within the gaps of their two 
pronouncements. However, as noted earlier, the accounting treatment specifi ed 
in these various statements often is inconsistent. The EITF allows hedge account-
ing for simple purchased options that hedge anticipated foreign currency trans-
actions. However, with regard to forwards and futures as hedges of anticipated 
transactions, the FASB does not allow the use of hedge accounting.

Third, accounting for derivatives is further complicated by the fact that deriva-
tives can be either bought (or sold) directly from a market participant or syn-
thetically created. Furthermore, derivatives can be hidden if they are embedded in 



table 8.1 Hedge Accounting Criteria as Described in FASB Statements and AICPA Papersa

SFAS 52b SFAS 80c EITF 90–17d EITF 91–1e EITF 91–4f AICPA Paper 86–2g

Exposure covered Foreign currency Interest rates & 
commodities

Purchased currency 
options

Intercompany 
foreign currency

Foreign currency Foreign currency

Instruments covered Forwards, swaps 
futures and forward-
type

Futures Purchased 
currency options 
(out-of-the-money)

Forwards purchased 
options

Option combinations 
(complex options)

All options

Hedge accounting criteria
 Designate as a hedge Yes Yes Yes Yes Yes Yes
 Risk assessment basis Transaction Enterprise Enterprise Enterprise Enterprise Transaction
 Correlation Not explicit High High High High High
 Ongoing assessment Not explicit Yes Yes Yes Yes Yes
 Allow anticipated transaction No Yesh Yesi Yesi No consensusj Yes
 Allow cross hedges Usually not Yes Yes Yes No consensusj Yes

Accounting if hedge
 criteria not met Formula value Market Market Market Market Market

a Data source: Information on SFAS 52, SFAS 80, and AICPA paper 86-2 is from “The Challenges of Hedge Accounting,” Journal of Accountancy, November 1989. Information 
on FASB EITF issued consensus statements EITF 90–17, EITF 90-1, and EITF 91-4 is from EITF updates in Journal of Accountancy, February 1992 and July 1992.
b SFAS 52 is Statement of Financial Accounting Standard 52 Foreign Currency Translation.
c SFAS 80 is Accounting for Futures Contracts.
d EITF 90–17 is Hedging Foreign Currency Risks with Purchased Options.
e EITF 91–1 is Hedging Inter-company Foreign Currency Risks.
f EITF 91–4 is Hedging Foreign Currency Risks with Complex Options and Similar Transactions.
g AICPA issues paper AICPA 86–2, Accounting for Options.
h Expected terms are identifi ed and it is probable transaction will occur.
i Linked third-party commitments or fi rm commitments.
j Footnote disclosure required. SFAS 52 applies to most complex options.
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other fi nancial instruments. For example, a fi rm can buy a put option on United 
Kingdom pounds (UKP) to hedge its UKP receivables. Alternatively, the fi rm can 
embed this put option in another U.S. dollar–denominated fi nancial instrument. 
This fi nancial instrument would be denominated in U.S. dollars, with interest pay-
ments in U.S. dollars as well, with the level of interest payments linked to the 
UKP/U.S. dollar exchange rate. In effect, the fi rm can create the same set of cash 
fl ows offered through the use of derivatives. But since the derivative is “hidden” 
(embedded), the fi rm bypasses the current derivatives-related reporting require-
ments. Thus, the current rules result in inconsistent reporting of “natural” and 
direct derivatives in comparison with the fi nancial reporting of synthetic and 
embedded derivatives, even though the risks and costs of both may be the same.

Fourth, hedge accounting is not consistent with several important accounting 
practices. Income and expense that result from the same or a related transaction are 
not reported in the same reporting period when hedge accounting is not permitted. 
When hedge accounting is used, the inclusion of realized gains and losses in balance 
sheet equity but not in the income statement is inconsistent with the “all-inclusive 
income” concept, which holds that all changes in equity other than changes in capi-
tal (e.g., dividends and stock issues) should fl ow through the income statement.

III. Evidence on Financial Reporting 
of Currency Derivatives

Survey of Firms

Some evidence on the effect of accounting on a fi rm’s willingness to use deriv-
atives to hedge risks may be gleaned from a survey of 183 fi rms conducted by 
Wharton for and in conjunction with the Chase Manhattan Bank in February 
1995 (Wharton/Chase, 1995).5 The fi rms were asked: “What concerns you about 
using derivatives?” Responses were requested for six concerns. Table 8.2 shows the 
percentages of fi rms that indicated varying degrees of concern (Wharton/Chase, 
1995, p. 3). The respondents that used derivatives gave “accounting treatment” 
as their most important concern, with 26 percent indicating high and 38 percent 
moderate concern.

The survey respondents’ concerns about accounting might result in these fi rms 
deciding to forgo using derivatives to hedge risks (e.g., RJR Nabisco and Kodak6), 
or to use less effi cient and more costly derivatives when these allowed the fi rms to 

5. The survey was sent to 2,000 fi rms, randomly selected from Compustat. Of the 530 fi rms that 
responded, 183 use derivatives. Given the low response rate (27 percent) and the possibility of nonre-
sponse bias, the results should be viewed with caution.

6. See note 2.
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use accounting methods they preferred. The expressed concern about account-
ing also might be responsible for many fi rms using derivatives in ways that do 
not have to be reported. Or, fi rms that use or want to use derivatives to increase 
risk in ways that are contrary to the interests of their shareholders, creditors, or 
other stakeholders may be concerned that the accounting rules do not allow them 
to hide their actions. Thus, the present accounting rules could have a signifi cant 
effect on fi rms’ behavior and, hence, on shareholders’ returns and risk. However, 
given the biases inherent in the survey and the diffi culty of interpreting its fi nd-
ings, the results should be viewed only as indicating that accounting rules do affect 
a fi rm’s behavior toward using derivative instruments.

Study of Annual Reports

We examine the possibility that accounting problems affected a fi rm’s behavior 
with respect to foreign currency transactions, as this is the major area in which a 
fi rm’s preferred solutions may confl ict with accounting requirements. In particu-
lar, fi rms that hedge anticipated exposures with forwards must classify these con-
tracts as speculation, and hence report gains and losses (realized or not) currently 
as income and expense.

We obtained information provided in fi nancial statement footnotes to exam-
ine two aspects of currency-price hedging: (1) how currency-price hedgers report 
their use of fi nancial instruments on the fi nancial statements, and (2) the types of 
instruments they use to hedge their currency exposures. Our analysis also provides 
insight into the relative frequency with which fi rms hedge anticipated exposures 
and the types of instruments they use in exposure management. We employ these 
data to examine the interaction between the hedge accounting rules and the hedg-
ing decision.

table 8.2 Concern Expressed by 183 Firms That Used Derivatives in 

Wharton/Chase Survey

Level of Concerna

Issue High + Moderate High Moderate Low No

Accounting treatment 64% 26% 38% 25% 11%
Credit risk 52% 18% 34% 34% 13%
Liquidity risk 50% 14% 36% 38% 11%
Transactions cost 45% 13% 32% 49% 5%
Lack of knowledge about 

derivatives within my fi rm
43% 10% 33% 39% 17%

Firm’s exposures 32% 7% 25% 42% 25%

Source: “A Survey of Derivative Use by Non-Financial Corporations in the U.S.” (1995, p. 3). Sponsored by 
the Weiss Center for International Financial Research of the Wharton School, University of Pennsylvania 
and The Chase Manhattan Bank.
a Some percentages do not sum to 100 because of rounding.
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We use data from Compustat and the NAARS fi le available on the LexisNexis 
database. Financial entities (SIC codes 60 to 69) are excluded, because they are 
both users and providers of risk management products. Of the remaining 3,022 
fi rms, 440 (15 percent) are classifi ed as currency-price hedgers if they explicitly 
state that they manage currency-price risk and/or state that they use currency 
derivatives such as forwards, futures, swaps, or options. The balance of 2,582 (85 
percent) are classifi ed as nonhedgers. Table 8.3 reports the distribution by  industry 
of currency-price hedgers and nonhedgers for the sample fi rms. Currency-price 
hedging appears to vary both across and within industries.

For each of the 440 currency-price hedgers, we examined the footnote disclo-
sures and obtained three pieces of information: (1) whether they hedge fi rm com-
mitments, net investments, or anticipated exposures; (2) whether they currently 
recognize gains or losses in income; and (3) the type of derivative used. Most fi rms 
did not give all three pieces of information in a fashion that allowed us to match 
each type of derivative with the type of exposure hedged or to determine whether 
gains or losses were recognized currently as income or expense. For example, some 

table 8.3 Cross-Tabulation of Hedging Policy by Industrial Classifi cation for 3,022 Firms

Currency-Price Risk Total 
Number 
of FirmsIndustry SIC Nonhedgers Hedgers

Agriculture & forestry 1–8 9 4 13
Mining 10–14 168 17 185
Construction 15–19 32 4 36
Food & tobacco 20–21 59 20 79
Textiles & apparel 22–23 62 6 68
Lumber & furniture 24–25 41 3 44
Paper & printing 26–27 91 18 109
Chemicals 28 163 61 224
Petroleum, rubber, & plastics 29–30 55 24 79
Leather, stone, clay, concrete, & glass 31–32 35 5 40
Primary & fabricated metals 33–34 120 19 139
Machinery & electrical machinery 35–36 386 116 502
Transportation equipment 37 68 23 91
Measurement instruments & miscellaneous 

machinery 38–39 191 49 240
Transportation and utilities 40–49 344 28 372
Wholesale trade 50–52 159 9 168
Retail trade 53–59 232 7 239
Hotels 70 6 1 7
Services 72–89 361 26 387

Total 1–89 2,582 440 3,022

Data on hedging are obtained from 1992 annual reports. Currency-price hedgers are fi rms which state that 
they hedge currency-price risk and/or fi rms which mention use of currency derivatives such as options, 
swaps, forwards, futures, caps, collars, or fl oors.
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fi rms stated that they hedged fi rm commitments and anticipated exposures, and 
that they used currency forwards and futures. However, these fi rms did not state 
which instrument was used to manage which type of exposure (anticipated or 
fi rm commitment). Nevertheless, we can draw inferences based on SFAS 52. If a 
fi rm states that it hedges anticipated exposures and defers gains and losses, we can 
conclude that the derivative could not have been a currency forward or futures 
contract, as these do not qualify for hedge accounting.

The evidence, as shown in table 8.4, indicates that, out of the 440 currency 
hedgers in the sample, only 51 fi rms (12 percent) reported some gains and losses 
in current income. Of these, 10 fi rms (2 percent) gave “anticipated exposures” 
as the reason for not using hedge accounting. However, an additional 20 fi rms 
(5 percent) both hedged anticipated transactions and deferred gains and losses.

In all, hedge accounting was used, in whole or in part, by 323 fi rms (73 per-
cent of the 440). Forty-seven of these fi rms (11 percent) used hedge accounting 
for their net investments in foreign subsidiaries. The justifi cation given by 4 fi rms 
(1 percent of the total) is “probable transactions,” and 112 fi rms (25 percent) 
 specifi ed “fi rm commitments.” The largest number of fi rms, 243 (55 percent), said 
they used hedge accounting because the fi nancial instruments qualifi ed as hedges 
for fi nancial reporting purposes.

To provide an alternative analysis on the relative importance of anticipated 
exposures versus fi rm commitments, we examined descriptions of the instrument 
used to hedge currency risk. Out of 440 fi rms, 37 fi rms (8 percent) used forwards, 
281 (64 percent) used futures, and 74 (17 percent) used swaps. Overall (consider-
ing that some fi rms use multiple fi nancial instruments), 337 fi rms (77 percent) 
reported use of forwards, futures, and/or swaps. Since hedge accounting treat-
ment is allowed for these instruments under SFAS 52 only for fi rm commitments, 
and considering that the data presented in table 8.4 indicate that only 30 fi rms 
reported that they hedged anticipated transactions, it appears that fi rms use for-
wards, futures, and/or swaps predominantly to hedge fi rm commitments.

Next, we investigated fi nancial reporting of currency options. Firms that want 
to use hedge accounting have incentives to use options over forwards and futures, 
particularly with respect to anticipated exposures. However, hedge accounting rules 
limit the substitutability of options for forwards or futures. First, only purchased 
options which are out-of-the-money get hedge accounting treatment for anticipated 
transactions. Second, the Securities and Exchange Commission’s chief accountant 
sent a letter to the FASB in March 1992 disallowing hedge accounting treatment for 
certain complex option strategies, such as those which essentially created synthetic 
forwards. In our sample of 440 currency-price hedgers, 92 (21 percent) use currency 
options. However, only 10 fi rms which report use of options also report that they 
hedge anticipated exposures. Based on the relative infrequency with which options 
appear to have been used for hedging anticipated exposures, we conclude that the 
fl exibility associated with fi nancial reporting of options appears to be limited.



table 8.4 Frequency Distribution of Disclosures Made by 440 Currency Hedgers as Reported in 1992 Financial Statements by Instruments Used to 

Hedge Currency-Price Risk and by Hedge Accounting versus Income Recognition (entries are number of fi rms using a specifi c fi nancial instrument 

versus frequency of fi rms with a specifi c reporting method).a

Type of Financial Instrument Used

Reasons Given for Financial Reporting of Hedging 
Transactions Forwards Futures Swaps Options

Number of 
Currency-Hedgers 

with Financial 
Instrument Specifi edb

Number of Currency-
Hedgers with 

Financial Instrument 
not Specifi edb

All 
Currency 
Hedgersb

A. Gains and losses included in income (no hedge
accounting)

Anticipated exposures 0 7 2 5 10 0 10
Gains and losses recognized in income 8 28 5 17 33 8 41

Total included in incomeb 8 35 7 22 43 8 51

B. Gains and losses deferred (hedge accounting)
Anticipated exposures 4 15 1 10 18 2 20
Net investments in foreign subsidiaries 2 35 15 10 38 9 47
Probable transactions 0 3 0 4 4 0 4
Firm commitments 8 90 11 26 101 11 112
Financial instruments qualify as hedges 18 169 27 56 180 63 243

Total deferredb 25 222 39 71 244 79 323
Total included in income + Total deferred (A + B)c 27 233 39 77 258 82 340

C. Not classifi ed aboveb,d 10 48 35 15 88 12 100

D.  Currency hedgers reporting use of fi nancial 
instrument (A + B + C)b

37 281 74 92 346 94 440

a For example, eight fi rms reported use of forwards and also reported that gains and losses were recognized in income. However, the gains and losses were not necessarily due to 
forwards.
b Column (row) totals will not add up to sum of entries in the column (row) if fi rms have multiple references.
c Column totals for A + B will not add up to sum of A and B if fi rms have multiple references.
d Insuffi cient information to determine whether gains and losses were included in income or deferred.
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We draw the following conclusions from the evidence on currency-price 
hedging. First, it suggests that derivatives have been used predominantly to hedge 
fi rm commitments. Second, use (or reporting) of derivatives to hedge anticipated 
exposures is relatively infrequent. Finally, we fi nd infrequent use of options to 
hedge anticipated exposures despite the greater possibilities for deferring gains 
and losses (with hedge accounting) for options as compared to forwards and 
futures. Obviously, our evidence does not rule out the explanation that fi rms do 
engage in hedging anticipated exposures but simply misrepresent the facts to the 
auditors, or that the fi rms have chosen to imbed the derivatives in other fi nancial 
contracts that do not have to be marked to market.

IV. The FASB’s Proposed Solutions

The FASB has considered three approaches to dealing with accounting for deriva-
tives: (1) footnote disclosure of the range of probable values for derivative instru-
ments; (2) mark hedge instruments to current values and largely eliminate hedge 
accounting; and (3) mark the hedged assets and liabilities (and possibly others) 
as well as the hedge instruments to market, with gains and losses included in the 
income statement. The fi rst two possibilities were “shot down”; the third is (at the 
moment) under consideration.

Footnote or Other Supplementary Disclosure 
of “Fair Values”

The FASB issued SFAS 119, “Disclosure about Derivative Financial Instruments and 
Fair Value of Financial Instruments,” in October 1994 (effective for fi nancial state-
ments issued after December 15, 1994).7 The FASB felt that the nature of required 
disclosures should depend on an entity’s purpose for holding or issuing derivatives. 
For derivatives held or issued for trading purposes, SFAS 119 requires fi rms to dis-
close fair values of those derivatives either in the body of the fi nancial statements or 
in the footnotes. For these derivatives, fi rms also have to report information on the 
net trading revenues, disaggregated by class, business activity, risk, and so on.

For derivatives held or issued for purposes other than trading, entities have 
to describe their objectives and strategy with respect to the use of derivative 
instruments and indicate how each class of derivative is reported on the fi nancial 

7. Fair value includes market values but also refers to estimates of the amounts at which assets 
could be exchanged or liabilities settled by knowledgeable parties in an arm’s-length transaction. It can 
be approximated by calculations of the present value of expected net cash fl ows. However, for a restruc-
tured loan, SFAS 114 prescribes discounting the promised cash fl ows by the original loan interest rate 
rather than the current rate charged for similar loans.
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statements, including information on policies for recognizing and measuring the 
derivative fi nancial instruments. For derivatives designated as hedges of antici-
pated transactions, entities have to provide information on the amount and tim-
ing with respect to the anticipated transaction, the amount of hedging gains and 
losses explicitly deferred (when this is permitted), and a description of events that 
result in recognition of gains or losses.8

The required disclosures, though, do not solve the problems of accounting for 
derivatives described here. Hence, the FASB’s staff generated two proposals, which 
we now outline and analyze.

Largely Eliminate Hedge Accounting

Following three years of deliberations, the FASB announced in November 1994 
that it had tentatively adopted an approach to revise the current fi nancial report-
ing requirements for derivatives. Then, in June 1995, the board decided that there 
was insuffi cient support for the approach to adopt it. However, it has not been 
dismissed and may be accepted after “further study.”

The proposal is essentially a three-step approach. As a fi rst step, all free-stand-
ing derivatives (forwards, futures, options, and swaps) will be recognized either as 
assets or liabilities and will be reported on the balance sheet at their “fair values.”9

Second, all derivatives will be classifi ed into one of two categories: derivatives held 
for trading purposes, and others. The third step deals with the rules for reporting 
gains and losses on derivatives. If the derivative is held for trading purposes, gains 
(and losses) are recognized as income (and expenses) for the period in which they 
occur. If the derivative is held for reasons other than trading, unrealized gains (and 
losses) bypass the income statement and are reported as changes in equity, and 
realized gains (and losses) are recognized in the income statement.

This FASB proposal offers several advantages. As outlined by Project Director 
Adams (1995b), these include enhanced visibility, simplicity, comparable accounting 

8. The International Accounting Standards Committee adopted a similar statement (IAS 32) in June 
1995 (operative for fi nancial statement periods beginning on or after January 1, 1996). This statement 
requires disclosure of the fair values of all fi nancial assets and liabilities, including derivatives. In addition, 
a large amount of detailed information must be given about the extent to which the fi nancial instruments 
are subject to price risk, credit risk, liquidity risk, and cash fl ow risk. This information includes data on 
contractual repricing dates, effective interest rates, the extent to which the instruments might be affected 
by each kind of risk, and concentration of risks. IAS 32 does not require or forbid inclusion of fair val-
ues and unrealized changes in these values in a fi rm’s balance sheets and income statements. (A partial 
exception is when book values of assets exceed fair values; in this event, the reasons for not reducing the 
book values must be disclosed in the fi nancial statements.) Nor does the statement specify how changes 
in the values of hedges should be accounted for, except to state that the transactions hedged and the 
hedges should be described, with (¶ 91) “the amount of any deferred or unrecognized gain or loss and the 
expected timing of recognition as income or expense” disclosed.

9. Non-freestanding derivative products, such as structured notes, are beyond the scope of the 
proposal.
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with respect to balance sheets, and the same treatment as cash instruments. She also 
gives as limitations different income statement results, recognition of some related 
gains (losses) in different periods, a meaningless (from the economic viewpoint) 
distinction between realized and unrealized gains and losses, and greater equity vol-
atility. She (and some members of the FASB) believes that the advantages outweigh 
the limitations.

However, the evidence presented in section III, which fi nds that relatively few 
fi rms report hedging forecasted (or anticipated) transactions, implies that the pro-
posed rules are likely to impose additional costs on fi rms for which such hedges are 
economically desirable. Since fi rms with more growth opportunities relative to assets 
in place are more likely to have unrecorded exposures, the impact of the proposed 
current-period reporting of gains and losses from hedges, with the losses and gains 
on the hedged situations deferred, will be greater as growth opportunities become 
relatively more important. In addition, Mian (1995) provides evidence that fi rms 
with more growth opportunities are ones which are more likely to consider hedging 
as a method of controlling contracting costs.10 Hence, this FASB proposal is likely to 
further restrict the hedging of forecasted transactions, as these mandated changes 
will impose higher costs on fi rms for whom the option to hedge is likely to be more 
valuable. In addition, it will give fi rms greater incentives to imbed (and, hence, not 
disclose) derivatives in assets and liabilities that do not have to be marked to market.

Furthermore, this FASB proposal does not address the important problems 
of measurement of market values of embedded derivatives. Market prices are not 
available for many derivatives. Users have to approximate market values using 
pricing models, which often are proprietary. In addition, the fair values calcu-
lated with the models often are sensitive to specifi c required assumptions. Conse-
quently, although the FASB’s proposal may seem to offer visibility, simplicity, and 
comparability, such is not the case for many derivatives.

A further complication is the fact that derivatives can be embedded in other 
fi nancial instruments (for example, structured notes). If mandated disclosures do 
not include these “hidden” derivatives as well, they will provide fi rms with incen-
tives to substitute away from direct use of derivatives and toward fi nancial instru-
ments with imbedded derivatives.11

10. In the classic descriptions of stockholder–bondholder confl ict described by Jensen and Meck-
ling (1976), bondholders forecast the set of possible actions stockholders can undertake once bonds 
have been issued. Hence, bondholders have incentives to discount the expected value of such discre-
tionary actions in the price of the bond at the time of issuance. Stockholders can reduce this discount-
ing with covenants that restrict managerial discretion and by using convertible or secured debt instead 
of straight debt. Since hedging limits the extent to which managerial action can reduce the value of the 
bondholders’ claims, bondholders should pay a higher price for bonds issued by hedgers as compared 
to bonds issued by nonhedgers, ceteris paribus.

11. For example, Walt Disney Co. issued medium-term notes with embedded currency options in 
response to an SEC decision to tighten hedge accounting rules with respect to currency options (Invest-
ment Dealers’ Digest, September 14, 1992).
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Perhaps most important, this FASB proposal constrains fi rms from report-
ing in a single period the economic effect for which they purchased derivatives—
offsetting gains and losses from transactions (e.g., assets, liabilities, and contracts) 
with losses and gains from derivatives. Accounting reporting requirements based 
on realization of gains and losses can alter a fi rm’s incentives to use exchange-
traded versus over-the-counter (OTC) products. For example, exchange-traded 
products, such as futures contracts, have daily settlement, while OTC products, 
such as forward contracts, are not settled daily. Consequently, fi rms will have 
incentives to use derivatives for which gains and losses are not realized daily, thus 
avoiding the obligation of reporting these gains and losses prior to the expiration 
of the derivative contract.

For the above reasons, we believe that the FASB’s proposal, if adopted, would 
do more harm than good. While it might simplify the tasks facing accountants, it is 
likely to constrain fi rms from using derivatives effectively. Furthermore, it will not 
even yield fi nancial reports that are more informative to managers and investors.

Mark All Financial Assets and Liabilities to Market

A third alternative considered by the FASB is having all fi nancial assets and lia-
bilities recorded at fair (e.g., market) values at the end of accounting periods.12 If 
adopted, the “mark all fi nancial obligations to market” solution would be a radical 
change in fi nancial accounting as we now know it; it would go well beyond dealing 
with the problem of accounting for derivatives.

One version (of two) would follow the three-stage procedure described in the 
previous subsection, with realized gains and losses recorded only in the income 
statement, and unrealized gains and losses recorded only in the equity section of 
the balance sheet. As a result, the income statement and balance sheet will not 
agree. As noted, fi rms will still be able to manipulate their income statements by 
purchasing hedges on which realization can be delayed. Consequently, otherwise 
identical fi rms that do and do not hedge could appear to be similar with respect 
to their income statements.

The second version would have all gains and losses, realized or not, recorded 
in the income statement, which would answer the objections just discussed. How-
ever, it would put even greater burdens on fi rms and their external accountants to 
value derivatives that are not regularly traded.

We believe that both versions of the alternative suffer from three important 
problems. First, because revaluation to fair values are limited to fi nancial assets, 
this proposal would not solve aspects of derivatives accounting that affect fi rms’ 
behavior. As discussed earlier, fi rms still could not report gains and losses from 

12. We understand that the International Accounting Standards Committee and the U.K. Account-
ing Standards Committee also are looking (with favor) on this procedure.
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anticipated transactions in the same reporting period. Second, derivatives embed-
ded in nonfi nancial assets and liabilities would not be revalued. Again, this would 
result in reporting mismatching.

Third, the costs of obtaining fair values and having external accountants 
attest to the accuracy of these numbers is likely to exceed the benefi ts from this 
reporting. In our opinion, this problem is so severe as to render this alternative 
nonoperative. Our belief is founded on accountants’ experience with two earlier 
experiments in fair value accounting. One is the SEC’s order given in Account-
ing Series Release (ASR) 190 that fi rms report the replacement value of their 
assets.13 Several empirical studies found no measurable stock market reaction to 
the release of the data, indicating either that investors had already impounded 
the information content of the disclosures into share prices or they believed, at 
the margin, that these data did not provide useful information.14 The second is 
the order by the SEC that oil and gas producers use present values to account 
for their reserves rather than “successful efforts costing” (which was adopted by 
the FASB in SFAS 19) or “full costing” (which opponents of successful efforts 
accounting wanted to use).15 Neither method refl ects the market value of the oil 
that is found. Hence, the SEC required oil and gas producers to calculate the 
present values of expected cash fl ows from their reserves. After two years, this 
procedure was  abandoned because it was too costly and imprecise. We believe 
that this will be the fate of the proposal to estimate the fair values of all fi nancial 
assets and liabilities.

Therefore, we turn next to our proposal, which is based on an appreciation 
of the basic functions of accounting and the general rules that accountants have 
adopted to deal with diffi cult situations, such as that posed by derivatives.

V. The Basic Functions and Rules of Accounting

Control and Valuation

Financial accounting generally serves two functions. One is control, a means by 
which owners and creditors obtain information that allows them to determine 
how the resources of the fi rm in which they have invested have been and are being 

13. ASR 190 was released by U.S. Securities and Exchange Commission in March 1976.
14. See Beaver, Christie, and Griffi n (1980), Gheyara and Boatsman (1980), Ro (1980), and Lust-

garten (1982).
15. Under “successful efforts accounting,” oil and gas producers report as assets only the costs of 

drilling and equipping wells that are commercially viable. The cost of unsuccessful wells is charged 
against income as expenses. Under “full costing,” the cost of all wells drilled is shown as an asset. See 
Collins, Rozeff, and Salatka (1982) and Deakin (1985) for descriptions of the changes in accounting 
regulations.
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employed. Accounting reports and the numbers included therein can help manag-
ers, active owners, and boards of directors determine how well various aspects of 
the fi rm’s activities have been carried out and whether the resources entrusted to 
employees and managers have not been misappropriated. In part for this reason, 
events are accounted for when they give rise to market transactions that result in 
the exchange of resources or claims over resources. These changes in values are 
considered to have been realized. Accounting for these exchanges is necessary so 
that managers and owners may determine who has responsibility for the fi rm’s 
resources. This is an important reason for accountants’ distinction between events 
that are “realized,” which affect the fi nancial accounting numbers, and those that 
are “unrealized,” which, with some exceptions (e.g., depreciation and “permanent” 
decreases in value), are not directly included in the fi nancial accounting reports.

For the purpose of control, the original cost of assets and the amount of liabili-
ties at the time they were accepted, adjusted over time with prestructured rules 
(e.g., depreciation), can be useful. Indeed, the use of historical-cost accounting 
data and specifi ed rules for changing these numbers offers the advantage of num-
bers that cannot be manipulated readily and that can be audited objectively. Fur-
thermore, events that have not yet given rise to an exchange of assets or claims to 
assets, such as contracts for or expectations of sales or purchases, are not recog-
nized as accounting events, in large measure because usually they do not cause 
control problems.

The second function is valuation. The market transactions that give rise to 
accounting entries also provide objective information about the value of the assets 
and liabilities exchanged. However, as market parameters change, these values 
often change. Decisions by managers and directors should be based on current 
numbers that refl ect the opportunity costs of assets and liabilities. Historical costs 
are sunk costs; except for tax computations, control, and as proxies for economic 
market values, historical costs are irrelevant. For example, the amount a fi rm paid 
for a security several months ago does not tell the managers its current value (how 
much the fi rm currently has invested in it) and what the gain or loss to the fi rm 
has been from holding the security. Nor does much of the historical cost–based 
data reported in fi nancial statements provide useful information about the cur-
rent values of fi rms. Unfortunately, the more useful market values of assets and 
liabilities often are unreliable and costly to obtain and audit. Furthermore, by the 
time the fi nancial statements are published, many of these numbers no longer 
refl ect current values well.

Indeed, fi nancial reporting has not been (and probably cannot be) designed 
to measure all aspects of control and valuation. Accounting necessarily is ex post. 
For example, an employee could obligate the fi rm to assume a liability for a deriva-
tive trade before the action is reported to her manager or shows up in a fi nancial 
report. Furthermore, the costs of close control may exceed the benefi ts. Neverthe-
less, the fact that an employee or manager knows that the consequences of her 
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actions will be reported to supervisors or directors generally serves as an effective 
means of limiting unauthorized acts.

Valuation of assets and liabilities at economic market values is similarly limited 
by the costs of the process. Values-in-exchange often cannot be obtained for assets 
that are not regularly traded. Measurement of values-in-use is complicated by the dif-
fi culty of estimating expected cash fl ows and the appropriate discount rate. For many 
assets, such as plant and equipment, the cost of obtaining numbers that can meet 
reasonable verifi cation standards exceeds the value of the numbers to managers and 
investors. Furthermore, CPAs are not willing to attest to numbers that they cannot 
readily replicate and verify, numbers that the accountants could justify should they be 
criticized or sued. Consequently, accounting reports do not even give estimates of the 
market values of many assets and liabilities, and assets tend to be understated.16

Income and Expense Recognition: 
The Critical Event and Matching

If assets and liabilities could be valued at their value in use at the end of an account-
ing period, net income for that period could be easily determined. It would simply 
be the change in the equity, adjusted for additional investments and distributions. 
However, as just noted, it is costly to determine these values, and the numbers 
often are not verifi able. Hence, reasonably effective general accounting rules have 
been developed for providing a useful estimate of periodic net income. (Other 
rules that result in distortions of this estimate—conservatism and realization—
are discussed shortly.)

Accounting reports of income and expense are brought into rough confor-
mity with economic reality by accruals and the matching concept. Accruals adjust 
the numbers resulting from transactions to estimates of the values of assets and 
liabilities as of the date of the fi nancial report. Most accruals recognize changes in 
claims over the fi rm’s resources. For example, wages owed to employees at the end 
of an accounting period are recorded as liabilities and the amount of the wages is 
recorded as an expense of the period. Other accruals allocate the original cost of 
assets that are expected to decline in value to the periods over which this decline 

16. Fixed assets generally are stated at cost less amounts written off to expense in accordance 
with predetermined rules (depreciation or amortization). The numbers are not adjusted to refl ect the 
effects of infl ation. Inventory is stated at the lower of cost or market, fi rst-in fi rst-out, or last-in fi rst-
out, none of which measure the opportunity cost of the inventory (which, if the inventory used or sold 
is replaced, is next-in, next-out, with the difference between cost and replacement cost reported as a 
holding gain or loss). Premiums or discounts on long-term liabilities are amortized, but the liability 
amount is not restated to account for changes in interest rates. Expenditures on intangible assets cre-
ated by the fi rm (such as research and development and advertising) are implicitly assumed to have 
no future value (in large measure because these values cannot be estimated objectively and with much 
precision), and are treated as expenses. Many other examples abound. (See Benston, 1982.)



206 accounting

takes place. For example, an expense for depreciation is recorded and the amount 
of the asset machinery is decreased.

The matching concept generally specifi es that income (an increase in equity) 
is recognized fi rst to the extent that the wealth embodied in the fi rm has increased 
as a result of the fi rm’s operations, and the amount of that increase can be veri-
fi ed objectively both in amount and certainty. This is termed the critical event. For 
example, sales income is recognized when title to goods has passed to the purchaser 
and the amount that the purchaser paid or will pay can be determined. If a cus-
tomer takes goods on consignment, a sale would not be recorded. Nor is income 
recorded when goods are manufactured but not sold, even though it is clear that 
the fi nished goods are worth more than the sum of the costs of labor, materials, 
and overhead charged to this asset. Income would not be recorded when the goods 
were sold when collecting the amount owed from the purchasers is so uncertain 
that collection becomes the critical event. In that situation, income would be rec-
ognized as cash was collected.17 Similarly, income from long-term contracts often 
is recognized before the contract is completed, when there is a high probability 
that the fi rm has or can establish valid claims to payments for the work.18

Once income has been recognized and recorded, the matching concept comes 
into play. Expenses that are incurred to earn the income are then matched to that 
income and are recognized as reductions in the wealth of the shareholders. For 
example, cash might be exchanged or liabilities incurred for labor services and 
materials that are used to produce inventory for sale. The costs of this labor and 
materials are carried as assets until the inventory is sold. Then, the assets (which, 
by then, would be called fi nished goods) are written off to an expense account, “cost 
of goods sold.” Similarly, a three-year insurance policy might be purchased. After a 
year, one third would be recorded as an expense on the assumption that the insur-
ance protection supported activities that generated income or saved other expenses 
during the one-year period. Two-thirds would be recorded as an asset, both because 
income generation or expense reduction would occur in the future and because it is 
assumed to have future value of approximately this amount. Thus, if income recog-
nition is delayed, the costs are carried as assets, with one exception—costs that are 
not expected to generate income or save other expenses that are at least as great as 
the costs are considered to be expenses, since they have no future value.

Conservatism and Realization

Another basic, or at least long-standing, accounting concept is conservatism.
Accountants tend to write down assets to their market values, net of disposal costs, 

17. This is called the installment method of income recognition.
18. This is called the percentage of completion method of income recognition.
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when these amounts are less than the amounts recorded on the fi rm’s books. The 
difference is considered to be an expense. However, assets are not written up to 
their market values when these exceed book values. This procedure is called “con-
servative” because it shifts income recognition to future periods, while showing 
expenses in earlier periods.

Another aspect of conservatism is the practice of charging to expense the 
cost of assets with uncertain future values. Intangible assets generally are treated 
in this manner. For example, costs incurred for advertising and research and 
development are not capitalized (carried as assets) because of uncertainty about 
the amount of income they will generate or expenses they will save in future 
periods.

Thus, conservatism is inconsistent with the matching concept. It also is not 
applied consistently or expeditiously with respect to tangible assets and liabilities. 
Assets often are not written down until it is obvious that their market values are 
substantially less than their book values. This occurs even when the assets’ market 
values are readily available and easily verifi ed. In particular, until SFAS 115 was 
adopted in 1993 (effective January 1, 1994), accountants tended not to write down 
even regularly traded fi nancial assets held as investments that had declined in 
market value. Even under SFAS 115, fi nancial assets designated as “held to matu-
rity” are carried at historical cost (although their market values are reported in 
footnotes to the fi nancial statements). Furthermore, the amounts of fi xed interest 
rate liabilities generally are not increased when market rates of interest on similar 
obligations have decreased.

The realization concept holds that income is not recognized until it is realized 
in a market transaction—that is, until resources or claims to resources have been 
exchanged. This concept has been used by accountants in large measure because 
of the uncertainty about future events. Until a market transaction has occurred, 
one cannot know whether the amounts expected to be received for assets actu-
ally will be forthcoming. A cogent example of the application of this concept is 
a fi rm (such as Metallgesellschaft) that holds fi xed-price, long-term contracts to 
deliver a product that has declined in price. The increase in the economic value 
of these contracts would not be recorded until the goods actually were sold. How-
ever, under conservatism, if the fi rm held other assets (such as derivatives) that 
decreased in value equivalently, the decrease would be recorded, whether or not 
it was realized. Under German accounting requirements, that is what was done 
at Metallgesellschaft, resulting in a massive recorded loss and reduction in equity 
(Edwards and Canter, 1995, §VIII C).

The realization concept is not applied consistently. In particular, fi nancial assets 
that are regularly traded are marked to market, with gains and losses recorded, 
whether or not they have been realized. However, nonfi nancial assets, such as 
goods inventories, are not marked to market, even when these numbers are readily 
available and can be determined reliably. Under SFAS 115, fi nancial assets that are 
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held for sale are recorded at their market values, but the difference between these 
values and their historical values is not recorded as income or expense until the 
assets are sold. The recorded values of identical fi nancial assets that are designated 
as “held to maturity” are maintained at historical costs.

We believe that the accounting concepts of income recognition and matching 
expenses to that income should be applied to derivatives. The concept of con-
servatism, while long standing, has been abandoned or not followed (except for 
intangible assets), particularly as fi nancial statements have been seen as sources of 
information about fi rms’ economic values. Similarly, the realization concept has 
been violated or abandoned in many situations where reliable market values were 
readily available. We also would abandon conservatism and realization for deriva-
tives accounting.

VI. Application to Accounting for Derivatives

Derivatives Held for Trading and Investment

Derivatives that are held as inventory for trading purposes generally do not 
pose serious accounting problems. Both the control and valuation account-
ing functions are met when the derivatives are marked to market at least daily. 
Without such current-value accounting, the activities of managers responsible 
for trading cannot be monitored effectively. Furthermore, market prices are 
required so that the managers can make informed pricing decisions. Hence, 
fi nancial reporting of derivatives on a mark-to-market basis does not impose 
an information burden on fi rms; indeed, the absence of such information is an 
indication that the fi rm is not fully controlling its derivatives operations. This 
procedure is followed currently under generally accepted accounting principles 
(GAAP).

Derivatives that are held as investments from which the fi rm hopes to obtain 
gains should be accounted for at market prices or fair values as of the ends of 
accounting periods. As is the situation for derivatives that are regularly traded, this 
information is necessary for managers and directors to evaluate past decisions and 
make effective future decisions. The information also should be useful to investors 
in the fi rm.

However, under GAAP (specifi cally, SFAS 115), fi nancial investments that are 
not regularly traded are recorded at current values only if they are not expected to 
be held to maturity (held for sale), and then only for balance sheet purposes. The 
gain or loss from the previous balance sheet valuations are not counted as income 
or expenses, but are recorded directly as an equity holding account. Profi t or loss is 
recorded in the income statement when the securities are sold and the gain or loss 
is realized. We accept this accounting treatment as a given, to which accounting for 
derivatives should concur.
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Derivatives Held as Hedges

Accounting for derivatives that are held to hedge future events and changes in 
prices should match the accounting for those events and changes. For example, 
a fi rm may have a contract to deliver widgets in Japan at a fi xed yen price. It may 
purchase a dollar/yen futures option that will hold the dollar value of the con-
tract constant. The profi t on the sale will not be recognized until the critical event, 
the exchange of title to the goods, occurs. Consequently, even though the futures 
option may reprice daily, no gain or loss would be recognized until the sale of the 
widgets was recorded. If the goods contract were canceled, the gain or loss on the 
futures contract would be recognized, as it has no future value as a hedge.

The matching procedure applies regardless of the form of the hedge. It does 
not matter if the hedge is repriced periodically or only at its expiration date, or if 
it is valued according to market prices or by means of a model, or is in the form 
of an option, future, swap, or is embedded in a fi nancial instrument. Nor does it 
matter if the hedge is complex, as when a fi rm hedges a yen-denominated goods 
contract with a dollar/mark hedge and a mark/yen hedge. Nor is it necessary for 
the price movements of the item being hedged and any specifi c hedge to be corre-
lated at some prespecifi ed or vaguely assumed number, as is required by SFAS 52, 
because the hedging relationship may be complex and not meaningfully measured 
by a simple correlation of two numbers. The only relevant concerns are the time 
at which income or expense on the assets, liabilities, or future events will be recog-
nized for fi nancial-reporting purposes, designation of the price movements that 
are hedged, and identifi cation of the instruments used to hedge those changes.

When, in accordance with GAAP, income or expense on the underlying event 
is recognized, the offsetting loss or gain on the hedge instrument would then be 
recorded, whether or not the instrument was terminated. Until that time, realized 
gains and losses on the associated derivatives would be recorded as either deferred 
income (a liability account) or deferred expense (an asset account).19 Neither the 
income statement nor the equity section of the fi rm’s balance sheet would be 
affected until the underlying critical event occurred, at which time the economic 
effect of both the underlying event and the related hedges would be recorded and 
refl ected in the fi rm’s fi nancial statements.

In addition, the fi nancial statements would disclose, in a footnote, descriptions 
of the hedges, their market values, and the extent to which these values have been 
realized. The description should be suffi cient for readers of the fi nancial statement 
to adjust the fi rm’s equity and net income to refl ect the fair value of the hedges, 

19. A reader of an earlier draft objected to showing a realized loss on a derivatives instrument as 
an asset. To those who are similarly concerned, we point out that this asset is the exact equivalent of 
writing up the underlying asset to at least the amount by which its value increased (or writing down 
the underlying liability). Thus, it yields the same results as recording all hedged assets and liabilities to 
market values by amounts limited to the gains on the hedges, with no effect on net income. Further-
more, recording deferred expenses as assets is a generally accepted accounting practice.
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much as they now can make these adjustments for investments that are designated 
as “held to maturity.”

Advantages and Disadvantages of the Proposed Procedure

Income Statement and Balance Sheet Numbers

The proposed procedure offers the advantages of consistency with traditional 
accounting, reporting of the economic effects of linked events in the same 
reporting period, and neutrality with respect to the kinds of instruments used 
for hedging. It also does not have to be changed when new hedging instruments 
are designed. The income statements would be consistent with the matching con-
cept. It also is consistent with all-inclusive income convention, wherein changes in 
equity resulting from the operations of the fi rm are included contemporaneously 
in the income statement.

Balance sheets (including the equities section) would report related assets and 
liabilities on a similar basis. Furthermore, complex positions, in which a large 
number of transactions are hedged with a number of hedges, which now do not 
usually qualify for hedge accounting treatment, would be given this treatment if 
the fi rm’s managers, with the concurrence of their outside auditors, determined 
that the hedges reduced the fi rm’s exposure to risk.

Footnote Disclosure

Disclosure of the market or fair values of hedges permits those fi nancial statement 
users who are uncomfortable with permitting fi rms to defer realized gains and 
losses to adjust the numbers to fi t their preferences. This would be an improve-
ment over the present situation and the FASB’s proposals, as fi rms that otherwise 
would be willing to disclose information about their holdings of derivatives no 
longer would have an incentive to embed (and, hence, not disclose) derivatives as 
a means of deferring gains and losses.

However, fi rms should not be required to report details about derivatives that 
are believed to be harmful to shareholders. As Gasteneau (1995) points out, some 
disclosures can give competitors and derivatives dealers valuable information that 
can be used against the fi rm (such as when and to what extent it must roll over its 
derivatives position). SFAS 119 now gives fi rms much latitude in determining how 
much information should be disclosed. We agree with this position.

Although required footnote disclosure is preferable to requiring fi rms to report 
gains and losses on hedging instruments before the associated losses and gains are 
reported, we should point out that even footnote disclosure might be misleading 
to some fi nancial statement users. Some users might realize that the footnote-
reported gains and losses are not real, as they are expected to be netted out when 
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the transactions are completed. Consequently, we recommend inclusion of such a 
statement in the footnote.

Professional Judgment of External Accountants and 
Manipulation by Managers

In general, accounting rules established by the FASB and its predecessors have ben-
efi ted external accountants by providing them with the “safe harbor” of accepted 
practices. As long as CPAs attested to fi nancial statements that were produced in 
accordance with these rules and with generally accepted auditing standards (GAAS), 
they usually avoided criticism and lawsuits with negative outcomes. In addition, 
there are economies of scale in having accepted accounting practices promulgated 
by a central body rather than by accounting fi rms and accountants individually.

However, we believe that the FASB’s present and proposed rules for derivatives 
accounting have been and are likely to be dysfunctional. As we discussed and illus-
trated, the rule makers have been unable to deal with the rapidly changing nature 
of derivative instruments and situations. We believe that external accountants, 
who are in direct contact with fi rms that use derivatives, are likely to develop pro-
cedures that are effective in matching related income and expense events, much as 
they have done for similarly complex transactions.

Furthermore, contrary to an intended advantage, the existence of the cur-
rent and FASB-proposed rules may enhance management’s ability to manipulate 
fi nancial numbers. In contrast, by substituting professional judgment for specifi c 
rules, our proposed procedure takes away a means by which a fi rm’s management 
might gain the acquiescence of its CPAs and thus can mislead fi nancial statement 
readers. For example, the FASB’s current hedge accounting rules require that all 
components of a hedge must be designated as part of a hedge to qualify for hedge 
accounting. Consequently, managers who do not want to use hedge accounting 
can design hedges that are not qualifi ed, and thus can report gains on hedges that, 
according to the matching concept, should be deferred until losses on the related 
hedged positions are reported.

Because the fi rm met the FASB’s rules, its CPAs might be hard pressed to deny 
its fi nancial statements an unqualifi ed opinion. Of course, the CPA could resign 
from the engagement or refuse to give the fi rm’s fi nancial statements an unquali-
fi ed opinion. In these events, though, the fi rm might sue or threaten to sue the 
accountant for bringing its fi nancial statements under suspicion, even though the 
fi rm meets the requirements set forth by the FASB.

Possible Disadvantages

The main possible disadvantage of our proposal is that, because it substitutes the 
judgment of the fi rm’s fi nancial offi cers and external accountants for externally 
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determined rules, the reporting fi rm might deliberately mislead investors. For 
example, the fi rm might keep losses on derivatives from being included in net 
income by claiming that the gains from the hedged event have yet to be recorded. 
Even though the information would not be hidden, since it would be reported in 
a footnote, investors who do not read or understand fi nancial statement footnotes 
might be misled. Alternatively, fi rms could hold assets or liabilities that include 
embedded options which are not explicitly disclosed.

We believe that there is little merit to these objections. The effi cient markets 
concept posits that market participants have incentives to use all available informa-
tion to value fi rms whose shares are traded in markets. Information on the market 
value of derivative positions is disclosed. The fact that some investors do not read 
fi nancial statements carefully is not relevant, as those who do would have made 
trades that result in the stock prices that refl ect the information, if it is important, 
to the benefi t of all investors.

Nevertheless, managers may attempt to hide speculative involvement with deriv-
atives or losses on derivatives. Because managers have incentives to manipulate the 
information (particularly if that information would show that they have done their 
jobs poorly) or might misperceive the value of assets and liabilities (perhaps because 
they tend to be overly optimistic), the fi nancial statements prepared by managers usu-
ally are attested to by independent experts of acknowledged probity—CPAs. These 
external accountants, who are professionally and legally accountable, would have 
 exercised their professional judgment in approving the use of hedge accounting and 
disclosure of the fair value of hedges by fi rms whose fi nancial statements they attest.

The Role of CPAs

CPAs have at least two strong incentives to audit the fi rm’s accounts effectively and to 
report numbers that are not considered to be misleading by investors and other users 
of the fi rm’s fi nancial statements. First, their services are more highly valued if they are 
trusted by fi nancial statement users. Second, they can be sued for not doing their jobs 
adequately. They also might be sued when they permit managers to be overly optimis-
tic and events turn out badly. As partnerships, they offer an attractive target for law-
suits. As a result, the partners individually can suffer severe direct monetary losses and 
indirect losses from damage to their professional reputations (see Benston, 1985, for 
an extensive discussion). Consequently, external CPAs have considerable incentives to 
ensure that managers do not hide poor performance or especially risky investments.

In its attempts to deal with almost all situations by promulgating rules, the 
FASB and the SEC have been neglecting the historic role of CPAs. It is extremely 
rare for CPAs to be parties to schemes to mislead investors. However, at times they 
have conducted poor and sloppy audits. Although the cost to them and their 
clients has been considerable, it may not be as great as the amount they would 
have to charge for always conducting excellent audits.
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As a cost-effective means of ensuring that CPAs have fulfi lled their roles as 
monitors, we would require CPAs to keep clearly stated and documented work-
ing papers that show the basis for their decisions to accept their clients’ hedge 
accounting procedures. These working papers should describe the models used 
to value hedges, the sources of the information used for the models, the evidence 
supporting the relationship between the hedges and the hedged transactions, and 
the steps taken to audit past hedging decisions. We would have these requirements 
established as a formal part of GAAS.

Accounting for Derivatives’ Risk

Financial accounting generally has not been designed to measure and report on 
risks. Accounting numbers present, at best, point estimates of the value of assets and 
liabilities and their change over past time periods. Information about how these val-
ues might change often can be gleaned from past valuations. In this regard, there is 
nothing special about accounting for derivatives. For example, present accounting 
statements do not inform investors about the probability that a new product will 
be successful, that competitors will erode the fi rm’s market position, that costs will 
increase substantially, that the fi rm’s research will result in new successful innovations 
or products, that a new advertising program will increase demand for the fi rm’s prod-
ucts, and so forth. For many (perhaps most) fi rms, the potential cost of these risks far 
exceeds the losses that might be taken on derivatives that are held for investment or 
speculative purposes and almost always exceed losses on derivatives used as hedges.20

We believe that reporting the risks associated only with derivatives would be 
misleading, as readers might form the impression that these are all or even the 
most important risks to which the fi rm is exposed.21 If the procedure we suggest 
were followed, changes in derivative values would be negatively associated with 
changes in the values of the hedged transactions. For this reason, reporting the 
extent to which derivative values alone might change would be misleading.22

20. See Smith and Hentschel (1995) for an illuminating discussion and analysis. They point out 
that “because derivatives are equivalent to combinations of existing securities, they cannot introduce 
any new, fundamentally different risks into the fi nancial system. What derivatives can and do accom-
plish, is to isolate and concentrate existing risks, thereby permitting their effi cient transfer” (p. 3).

21. Although, in an effi cient market, stock prices should refl ect an unbiased estimate of fi rm value, 
including an unbiased assessment of fi rm risk, emphasis on the risk of derivatives may impose costs on 
managers who have to explain to the press and to analysts about the risks posed by derivatives. These 
costs might cause managers to underuse derivatives.

22. These conclusions do not apply to fi nancial institutions whose deposits are insured by the 
Federal Deposit Insurance Corporation (FDIC) and, hence, by taxpayers. The public has a right to 
information about the risks taken by these insured depositories and, from past experience, cannot rely 
on government supervisory agencies to obtain and act effectively on information that indicates risk 
taking by depositories that might result in costs being imposed on the FDIC.
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VII. Conclusions

Derivatives accounting is necessarily constrained by the general rules and limita-
tions of fi nancial accounting. From the discussion presented here, we delineate 
three important concerns that affect inclusion of derivatives in fi nancial account-
ing reports: (1) measurement of the economic market value of derivatives, (2) 
matching changes in the values of derivatives that could be reported with offset-
ting changes in the values of hedged assets and liabilities that are not reported 
in accordance with fi nancial accounting practice, and (3) reporting the risk that 
changes in the values of derivatives might result in substantial changes in the value 
of the fi rm. A review of current FASB rules shows that derivatives accounting is 
inconsistent and incomplete, primarily because the rules were adopted in an ad 
hoc manner. Our empirical study of derivatives reporting with respect to cur-
rency hedges (the most important of the affected transactions) indicates that the 
accounting rules constrain many fi rms from using or properly reporting hedges.

We fi nd that one FASB-proposed response to this situation—recording the 
market or “fair” values of hedges and the resulting losses and gains—is likely to 
make things worse for fi rms, although possibly easier for accountants. Further-
more, requiring fi rms to record losses and gains on hedges in one reporting period 
and the gains and losses on associated transactions in a later period violates basic 
accounting concepts. Another proposed response—marking all fi nancial assets 
and liabilities to fair values and recording realized gains and losses in current 
income—probably would not be operational or would be costly. Furthermore, the 
problem of reconciling realized gains and losses on hedges with unrealized losses 
and gains on the hedged assets and liabilities and with unrecognized changes in 
the values of nonfi nancial assets and liabilities still remains.

We suggest an alternative procedure based on traditional accounting prac-
tices and concepts. Our review of the basic functions of accounting (control and, 
to a lesser extent, valuation) leads us to conclude that accountants should fol-
low the matching concept and defer recording changes in the values of deriva-
tives used for hedging until the accounting effects of the hedged transactions 
are recorded. The market or “fair” values of the derivatives and gains and losses 
thereon, whether realized or not, should be disclosed in footnotes. CPAs would 
attest to the fi nancial reports and would be required under GAAS to maintain 
working papers showing the basis for their judgments. Thus, we recommend 
returning to reliance on the professional judgment of public accountants rather 
than on attempts by the FASB to craft rules that might (but probably cannot) fi t 
all relevant situations.

Finally, we see no special reason to have the risks embodied in derivatives 
reported in fi rms’ fi nancial statements. Other, often much more important, risks 
are not reported. Furthermore, derivatives used as hedges should reduce risk.
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9
Principles- versus Rules-Based 

Accounting Standards: The FASB’s 
Standard Setting Strategy

with Michael Bromwich and 
Alfred Wagenhofer

according to a widely held view, U.S. accounting standards are more rules-
based than principles-based.1 This observation stems in large part from the 
emphasis put on two aspects of the wording of the typical attestation statement: 
“the fi nancial statements present fairly, in all material respects, the fi nancial posi-
tion of X Company as of Date, and the results of its operations and its cash fl ows 
for the year then ended in conformity with generally accepted accounting principles
[GAAP]” (emphasis added).2 “Present fairly,” which indicates a principles-based 
approach, is essentially converted to a rules-based approach when it is “defi ned” in 
SAS 69 (.05 a) by reference to Rule 203 of the AICPA Code of Professional Con-
duct. This rule states that “present fairly” “implies that the application of offi cially 
established accounting principles almost always results in the fair presentation of 

We appreciate and benefi ted from comments by Sudipta Basu, David Cairns, Graeme Dean, 
Thomas Schildbach, and Greg Waymire.

1. The papers in this forum adopt varying positions regarding this view.
2. The FASB’s proposed Statement of Financial Accounting Standards, The Hierarchy of Generally 

Accepted Accounting Principles (FASB, 2005a), would more explicitly codify the rules. It says in para. 
A5 it expects to reduce the number of levels of accounting literature under the GAAP hierarchy to just 
two (“authoritative and non-authoritative . . . [and] integrate GAAP into a single authoritative codifi ca-
tion”). The standards adopted by the FASB would be the fi rst level.
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fi nancial position, results of operations, and cash fl ows.”3 GAAP is specifi ed by 
SAS 69, paragraph AU 411, as a hierarchy of conventions, rules, and procedures 
promulgated by specifi ed authoritative bodies, particularly the Financial Account-
ing Standards Board (FASB) and predecessor organizations (e.g., the Accounting 
Principles Board).4 Thus, if the enumerated and codifi ed GAAP have been fol-
lowed as specifi ed, presumably the attesting CPAs have done their jobs correctly 
and adequately in the eyes of the Securities and Exchange Commission (SEC) and 
(probably) the Public Company Accounting Oversight Board.

Largely because of the Enron Corporation failure, wherein Arthur Andersen 
was seen as designing or accepting client-originated fi nancial instruments that met 
the technical requirements of GAAP while violating the intent,5 the rules-based 
approach has come under fi re.6 As a direct result of the misleading accounting 
procedures revealed in the investigations of Enron’s failure, the Sarbanes-Oxley Act 
of 2002 included a provision, Section 108(d), instructing the SEC to conduct an 
investigation into “the Adoption by the United States Financial Reporting System 
of a Principles-Based Accounting System.” The SEC’s Offi ce of the Chief Accoun-
tant, Offi ce of Economic Analysis, issued a 68-page report (the “Report”) in July 
2003 (SEC, 2003).7 In July 2004, the FASB (2004) responded and in almost all 
respects agreed with the SEC Report (in part, no doubt, because the Report agreed 
with an earlier FASB [2002] statement and recommended that the FASB be the 

3. The AICPA’s Auditing Standards Board proposed amendment to SAS 69 (AICPA Auditing Stan-
dards Board, 2005) includes this language. Although the statement includes an “almost always” quali-
fi er, it has not been interpreted to allow for an override.

4. If adopted, SAS 69 applied to nongovernmental entities would delete the GAAP hierarchy speci-
fi ed, particularly the statement in paragraph .05 a that gives as the fi rst source—“Accounting principles 
promulgated by a body designated by the AICPA Council to establish such principles”—and .05 b 
which includes: “Pronouncements of bodies composed of expert accountants, that deliberate account-
ing issues in public forums for the purpose of establishing accounting principles or describing existing 
accounting practices that are generally accepted.” These and other sources would be replaced by the 
FASB, which “is responsible for identifying the sources of accounting principles and the framework for 
selecting the principles used in the preparation of fi nancial statements that are presented in conformity 
with generally accepted accounting principles in the United States” (AICPA Auditing Standards Board, 
2005, .08).

5. Andersen actually was charged by the Department of Justice with destroying evidence and was 
found guilty in a jury trial in June 2002 of “witness tampering” because one of its lawyers had “cor-
ruptly” persuaded Andersen employees to destroy documents in advance of an SEC investigation. In 
May 2005 the Supreme Court reversed that conviction, ruling “that the jury instructions failed to con-
vey properly the elements of a ‘corrup[t] persuas[ion]’ conviction” (Arthur Andersen LLP, Petitioner v. 
United States, No. 04-368, 31 May 2005, Renquist, J., p. 1). The U.S. Department of Justice then chose 
not to pursue the case.

6. Following a detailed description and analysis of Enron transactions audited or participated in 
by Andersen, the Examiner in Bankruptcy for Enron (Batson, 2004, appendix B, p. 167) concludes: 
“The evidence reviewed by the Examiner, and the reasonable inferences that may be drawn from that 
evidence, are suffi cient for a fact-fi nder to conclude that Andersen was negligent in the provision of its 
professional services to Enron. In addition, the evidence is suffi cient for a fact-fi nder to conclude that 
Andersen aided and abetted certain Enron offi cers in breaching their fi duciary duties to Enron.”

7. Printed in what the Web document describes as the “smaller” text size.
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sole U.S. standard setter).8 Therefore, the Report, which summarizes much of the 
writing on this subject (including submissions by the FASB), provides a point of 
departure for an analysis of the “rules versus principles” debate. Given this degree 
of unanimity and the reasonable presumption that the commission approved the 
Report, its analyses and recommendations should be taken very seriously.

We begin our analysis by reviewing the SEC’s (2003) Report that suggests a prin-
ciples-based (or, as it calls it, an objectives-oriented) approach and the subsequent 
strategy of the FASB with respect to principles-based standard setting. Two major 
shortcomings are discussed in subsequent sections. First, the format of standards can-
not be discussed and decided on without considering the contents of what the stan-
dard should prescribe. Observing that the FASB follows the asset/liability approach 
and increasingly adopts fair-value measurements, we argue that the combination of 
this measurement concept with principles-based standards is inconsistent. A major 
reason is that fair values require many rules to provide suffi cient guidance, they invite 
manipulation, and they often cannot be assured by auditors.9 We propose to move 
back from an asset/liability approach with fair values to the traditional revenue/
expense model, which is better able to produce trustworthy and auditable numbers.

The second shortcoming is the dismissal of a true-and-fair override that we 
argue is a necessary requirement for any standard setting approach. The more 
rules the standards include, the more an override provision is necessary to avoid 
allowing or even requiring accountants to follow rules by letter but not by inten-
tion. The override gives accountants more professional responsibility for fi nan-
cial statement content, and its disclosure gives suffi cient transparency for users 
to understand and, perhaps, challenge its application. We present evidence on the 
use of a true-and-fair override from the United Kingdom’s experience and discuss 
how International Financial Reporting Standards (IFRSs) cope with the issue.

The format of accounting standards is not exclusively a U.S. issue, although 
the current debate has emerged there in the aftermath of accounting scandals, but 
is of international interest because the FASB and International Accounting Stan-
dards Board (IASB) have agreed to converge their standards as much as possible. 
Recent evidence of convergence is their June 2005 joint exposure draft on business 
combinations (FASB, 2005b; IASB, 2005a), which has even the same numbering 
of paragraphs.10 Thus, the U.S. debate on principles versus rules should not be 
viewed solely from a U.S. perspective but, rather, from an international one.

 8. Furthermore, the AICPA Auditing Standards Board (2005, p. 5), states that the FASB’s (2005a) 
proposed statement, The Hierarchy of Generally Accepted Accounting Principles, is “in response to rec-
ommendations in the [SEC’s Report].”

 9. It is interesting to note that when accounting standards (or principles) were controlled by 
accounting practitioners who served on AICPA committees, proposals for fair- and present-value 
restatements of assets were not taken seriously.

10. However, the IASB draft includes less content, so that some paragraphs are “not used” to pre-
serve the consecutive numbering with the FASB draft.
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The Reasons for Rules-Based Standards

In October 2002 the FASB issued a proposal, Principles-Based Approach to U.S. 
Standard Setting. The proposal’s introduction (FASB, 2002, pp. 2–3) explains: “in 
the Board’s view, much of the detail and complexity in accounting standards has 
been demand-driven, resulting from (1) exceptions to the principles in the stan-
dards and (2) the amount of interpretive and implementation guidance provided 
by the FASB and others for applying the standards.” According to the FASB, the 
exceptions resulted from the board having to make compromises with presumably 
powerful interest groups that prevented it from implementing its desired princi-
ples. The proposal makes particular mention of FAS 133, Accounting for Derivative 
Instruments and Hedging Activities, the complexities of which resulted from the 
board having to make numerous exceptions from the general principles promul-
gated in FAS 133, para. 3. The extensive guidance, it says, results from having to 
fulfi ll the objectives of comparability and verifi ability. The proposal rejects “prin-
ciples-only” standards, because these “could lead to situations in which profes-
sional judgments, made in good faith, result in different interpretations for similar 
transactions and events, raising concerns about comparability” (p. 9). Compa-
rability may be seen as especially important in an international environment, as 
there is the danger that local accountants and regulators arrive at differing views 
on the interpretation of contentious accounting issues.

In addition, the FASB (and its predecessors) have developed rules-based stan-
dards to meet the demand of major constituents, particularly management and 
auditors, who want a clear answer to each and every perceivable accounting issue. 
The litigious situation in the United States (and increasingly in other countries) 
means that the risk of lawsuits based on alleged wrong accounting is high and gives 
accountants a strong incentive to ask for rules they can adhere to in case of a costly 
law suit. As Schipper (2003) points out, rules are likely to proliferate as accountants 
ask for guidance that, they hope, will protect them from criticism and lawsuits.

Detailed rules and authoritative guidance also serve standard setters’ and regu-
lators’ objective of reducing the opportunities of managers to use judgments to 
manage earnings (and of auditors to have to accept that practice). Standard setters 
can be and must show that they are active standard setters. Thus, they may tend to 
overproduce standards and to write detailed rules covering almost any conceivable 
situation.

The Case for Principles-Based Standards

Despite the demand for rules-based standards, the FASB (2002, 2004) and the SEC 
(2003) reject them and have turned to proponents of principles-based standards, 
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presumably because in the light of the accounting scandals they consider the costs 
of rules-based standards to outweigh their benefi ts. The SEC Report states:

Unfortunately, experience demonstrates that rules-based standards often 
provide a roadmap to avoidance of the accounting objectives inherent in 
the standards. Internal inconsistencies, exceptions and bright-line tests 
reward those willing to engineer their way around the intent of the stan-
dards. This can result in fi nancial reporting that is not representationally 
faithful to the underlying economic substance of transactions and events. 
In a rules-based system, fi nancial reporting may well come to be seen as an 
act of compliance rather than an act of communication. Moreover, it can 
create a cycle of ever-increasing complexity, as fi nancial engineering and 
implementation guidance vie to keep up with one another. (SEC, 2003, at 
note 13)11

For these reasons, and based on an example of how corporations (mis)used the 
“bright lines” given in APB Opinion No. 16 that specify when a business combina-
tion could be accounted for with the pooling of interests method rather than the 
purchase method, the Report concludes that a rules-based system is not desirable.

Other critics of rules-based standards have pointed out that rules can become 
useless and, worse yet, dysfunctional when the economic environment changes 
or as managers create innovative transactions around them (Kershaw, 2005, 
pp. 596–97). Moreover, such standards need not reduce earnings management 
and increase the value relevance of fi nancial reports insofar as the rules increase 
managers’ ability to structure transactions that meet these rules while violating the 
intent (e.g., Nelson, Elliott, and Tarpley, 2002) and real earnings management may 
overcompensate for judgmental discretion (see Ewert and Wagenhofer, 2005).

The Report therefore examines what it terms “principles-only” standards, 
which it defi nes as “high-level standards with little if any operational guidance” 
(at note 13). It then dismisses this alternative, since “principles-only standards 
typically require preparers and auditors to exercise judgment in accounting for 
transactions and events without providing a suffi cient structure to frame that 
judgment. The result of principles-only standards can be a signifi cant loss of 
comparability among reporting entities” (at note 14).12 The Report does not 

11. The Report’s page numbers differ depending on the format in which the electronic version is 
printed. Hence, we locate quoted material by the nearest footnote.

12. The SEC Report (2003, at note 15) gives two numbered additional concerns that could be 
ascribed to principles-only standards: “(2) a greater diffi culty in seeking remedies against ‘bad’ actors 
either through enforcement or litigation, and (3) a concern by preparers and auditors that regulatory 
agencies might not accept ‘good faith’ judgments.” These are not further discussed. However, in a sec-
tion titled “The Role of Judgment in Applying Accounting Standards,” the Report appears to dismiss 
(3), as it states: “it is simply impossible to fully eliminate professional judgment in the application of 
accounting standards” (p. 15 at note 21). Nor would we wish to, as we discuss later.
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further consider whether or to what extent the fi nancial statements of different 
entities can be more or less meaningfully compared even when based on com-
mon rules or principles.13 Rather, it offers only two related examples to explain 
its rejection of principles-only standards, impairment of long-lived assets and 
recording depreciable assets at their historical “time of acquisition” cost. The 
Report criticizes the lack of implementation guidance, which leads to a loss of 
comparability. However, it does not recognize that, no matter how a long-lived 
asset is initially recorded, comparability is lost as soon as the asset is purchased, 
as its value in use differs among users. Over time, both value in use and value in 
exchange or replacement value also change and the alterations will differ among 
companies; furthermore, the changes often cannot be determined objectively. 
Consequently, comparability would only be possible if strict rules for revaluing 
assets at unambiguously specifi ed values were used. It is not “principles-only” 
that is at fault here, but the inevitable and, indeed, desirable lack of comparability 
due to different economic environments. Further, the Report does not recognize 
that a company’s choice of accounting measurement or presentation can convey 
information that is valuable to investors about the managers’ operational and 
investment approach and decisions.

The Report proposes, rather than “principles-only,” what it calls “objectives-
oriented” standards, which are said to be optimal as between principles-only and 
rules-based standards, apparently because they offer a much narrower framework 
that would limit the scope of professional judgment but allow more fl exibility than 
rules-based standards. “Objectives-oriented” standards are similar to what the FASB 
(2004) calls principles-based standards. They appear to be those where the account-
ing refl ects the economic substance of the accounting problem and is consistent 
with and derived from a coherent conceptual framework, from which there are few 
exceptions. These standards, the Report asserts, should

• be based on an improved and consistently applied conceptual framework;
• clearly state the accounting objective of the standard;
• provide suffi cient detail and structure so that the standard can be 

operationalized and applied on a consistent basis (“Note 1 of the Report 
says: ‘In doing so, however, standard setters must avoid the temptation 
to provide too much detail (that is, avoid trying to answer virtually every 
possible questions within the standard itself) such that the detail obscures 
or overrides the objective underlying the standard.’ ”);

• minimize exceptions from the standard;

13. See Dye and Sunder (2001, p. 266) for cogent arguments pointing out the shortcomings of 
uniformity (the same rule, e.g., expense research and development, yields different results when one 
fi rm’s activities are successful and another’s efforts are a failure) and the benefi ts (reporting choice 
reveals strategies) from allowing fi nancial statement preparers to choose among alternatives.



222 accounting

• avoid use of percentage tests that allow fi nancial engineers to achieve 
technical compliance with the standard while evading the intent of the 
standard. (SEC, 2003, p. 5 at note 1)

This is a sensible and desirable list of characteristics and admonitions. Indeed, it 
is a wish list to which all standard setters would subscribe. But it begs the ques-
tion as to how much detail should be included in objectives-oriented standards. 
Indeed, the Report gives no indication of how such an “objectives-oriented” stan-
dard should or can be derived.

The AAA Financial Accounting Standards Committee (2003) also uses the 
term “concept-based” standards and attaches the following characteristics to them: 
an emphasis on the economic substance rather than the form of a transaction, a 
description of the particular transaction that is the subject of the standard, disclo-
sure requirements, and some implementation guidance in the form of examples. 
The committee says (p. 76): “Concept-based standards have the potential to pro-
mote the fi nancial goals of the FASB in ways that rules-based standards cannot . . . 
Concept-based standards refl ect a more consistent application of the FASB’s Con-
ceptual Framework and enhance individuals’ understanding of the framework.”14

We agree with the view that “optimal” standards are somewhere in the continuum 
of “principles-only” and “rules-only.” In search of a universal, if not an optimal approach 
to standards, the FASB has been including more principles in their recent standards 
and exposure drafts (some examples are given below), while the IFRS has added sig-
nifi cantly more guidance to their principles-based format in their recent standards (as 
shown from the increase from year to year in the number of pages of the printed ver-
sion). In the following, we hypothesize two avenues to correct fl aws in this search for 
improvement to U.S. standard setting: (a) recognizing that the format of standards is 
related to their contents, and (b) a true-and-fair override in the standards.

Contents and Format of Standards

An assessment of the format of standards, or their underlying philosophical bases, 
crucially depends on their regulatory content, that is, on the underlying accounting 
principles they are intended to observe. A major driver of complexity in accounting 
standards is the number of exceptions to a basic standard (FASB, 2002); another is the 
amount of judgment necessary to apply a standard, which then necessitates rules and 
guidance. To understand the SEC Report’s objectives-oriented standards, it is impor-
tant to cons ider its underlying accounting measurement or valuation model. We note 
that although the SEC has not sought to defi ne or develop an accounting model, the 
close interdependence between the type of standard and its contents implies the need 

14. The committee also reviews a substantial body of academic research and fi nds it inconclusive.
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to outline such a model when it provides recommendations regarding the format for 
standards. While a standard seeks to implement a particular principle for an account-
ing problem, its drafters also should consider and try to avoid potential gaming by 
opportunistic company managers and accountants. Gaming specifi cally results from 
too much leeway given to management and accountants. In general, some principles 
provide more gaming opportunities than others. The more decision “relevant” and 
the less “reliable” a standard, the more diffi cult it is to provide a standard that does not 
need signifi cant guidance and rules.15

The Asset/Liability Accounting Model

The Report adopts the asset/liability model as the fundamental building block 
of accounting standards, and emphatically rejects the traditional revenue/expense 
model.16 “In the asset/liability view the standard setter, in establishing the account-
ing standard for a class of transactions would, fi rst, attempt to defi ne and specify 
the measurement for the assets and liabilities that arise from a class of transactions. 
The determination of income would then be based on changes in the assets and 
liabilities so defi ned.” In contrast, when describing the revenue/expense model, 
the Report states that it gives “primacy to the direct measurement and recogni-
tion of the revenue and expenses related to the class of transactions. Under this 
approach, the balance sheet becomes residual to the income statement, and contains 
assets, liabilities, and other accruals/deferrals needed to maintain a ‘balance sheet.’ ” 
The Report rejects this approach: “We believe that the revenue/expense view is 
inappropriate for use in standard-setting—particularly in an objectives-oriented 
regime.” One reason for this conclusion is that there “are a variety of specifi c rev-
enue recognition standards . . . for narrowly defi ned transactions or industries.” 
The other reason given for rejection of the revenue/expense approach is that it is 
necessary to measure wealth at the beginning and end of periods “as a conceptual 
anchor to determining revenues and expenses that result from the fl ow of wealth 
during the period. Historical experience suggests that without this conceptual 
anchor the revenue/expense approach can become ad hoc and incoherent.”17 The 
revenue/expense approach is blamed for the inclusion of deferred revenues and 
expenses that are incorrectly described as assets and liabilities. The Report con-
cludes: “Not surprisingly, an examination of these standards shows that various 
inconsistencies exist among the revenue recognition models.”18

15. Bennett, Bradbury, and Prangnell (2005) provide a comparative analysis of the standards on 
research and development in the U.S., New Zealand and in IFRS.

16. The quotations in this paragraph are taken from the SEC (2003) between notes 72 and 78, 
emphasis in original.

17. No examples of or references to such historical experience are provided.
18. This statement is supported only by reference to FASB Project Updates, “Revenue Recogni-

tion.” In fact, this document does not show or even mention inconsistencies.
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However, similar, if not greater, problems arise with the asset/liability approach 
under principles-based standards. The reason is that the asset/liability approach can-
not be applied consistently by accountants and managers without such extensive 
guidance that it would degenerate into providing rules-based standards. Although the 
Report does not clearly specify how assets and liabilities should be measured, since the 
economic defi nition of income is emphasized, it would appear that fair values should 
be used.19 Indeed, the FASB (and the IASB) give priority to fair value measurements.20

The FASB Exposure Draft on Fair Value Measurements (2005c, issued 2004 and revised 
2005) is part of “the Board’s initiatives to simplify and codify the accounting literature, 
eliminating differences that have added to the complexity in GAAP” (p. ii). A review 
of the FASB draft statement shows that extensive guidance is necessary to reduce the 
enormous room for judgment in determining fair values—and provides evidence for 
our conclusions.

Schipper (2003) additionally shows how, for example, application of a prin-
ciple governing the fair value of fi nancial instruments presents several diffi cul-
ties. She lists and examines the defi nition of the term “fi nancial instruments,” 
the value attribute (exit or settlement amount, entry value, net realizable value, 
value in use, deprival value), measurement of the value (e.g., bid, ask or mid-
point, block discount, model or present value calculation), and the problem 
of how sparse trades and block trades should be handled. Exceptions to the 
standards can be dealt with, she says, only by means of rules, which “add to 
the length and complexity of the standard, and lead to requests for explana-
tions of the breadth of the exceptions” (p. 67). Except for assets and liabilities 
for which relevant and reliable market prices (on the “relevant market”) can be 
obtained, the values assigned must be determined from appraisals, present value 
calculations, or by reference presumably to similar assets.21 It is likely that these 
numbers often are both costly to determine and subject to possible opportunis-
tic manipulation by managers, if they can be calculated at all, considering the 
diffi culty or impossibility of determining and measuring intrafi rm externali-
ties. Thus, if trustworthy numbers are useful to investors, very detailed rules for 
calculating them would have to be written by the standard setters. This clearly is 
contrary to the characteristics of the coherent conceptual framework specifi ed 

19. See also the Report’s observation that it is likely that the FASB will issue more standards with 
fair-value measurements (SEC, 2003, at note 100).

20. Evidence of the movement to fair value are the recent drafts with a full fair value approach for 
business combinations (FASB, 2005b; IASB, 2005a) and the fair value option for fi nancial instruments 
(FASB, 2006; IAS 39, as revised June 2005), which is only the fi rst part of a fair value project of the 
FASB (see Notice for Recipients of the FASB [2006] Exposure Draft). See also the discussion paper on 
measurement at initial recognition (IASB, 2005b).

21. Some of the complexities of deriving values from models and other measurement issues are 
described, rather naively and uncritically, in the FASB exposure draft. For a critical assessment see 
Benston (2006).
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by the Report, particularly its admonition against excessive detail (SEC, 2003, 
at note 1).

A cogent example, discussed by Schipper, is changes that impair the value of 
recorded goodwill. The necessity of revaluing the assets gives rise to a series of 
questions that complicate application of the standards and require a signifi cant 
amount of rules and guidance. Schipper (2003, pp. 64–65) asks:

at what level in the organization should goodwill be tested for impairment, 
and how often? Since goodwill cannot be separately measured, how should 
the impairment test be carried out? If goodwill is found to be impaired, 
how should it be remeasured? The standard setting issue: How many of 
these questions should be answered in the standard and at what level of 
detail?

Besides the diffi culties of measuring fair values, the measurement principle 
covers (at least currently) only a subset of balance sheet assets and liabilities. The 
SEC Report talks about specifying the measurement for a “class of transactions” 
(2003, at note 72). This appears to be those that involve assets and liabilities that 
are economically similar, which, thus, defi nes the “scope” covered by a standard. 
The Report would have the standard setter identify the assets and liabilities that 
are created, eliminated, or changed by a transaction or event such that it is not 
too narrow or too broad—deemed “optimal scope theory.” This implies a need 
for detailed rules that defi ne “narrow” and “broad” and how recognizable classes 
of transactions that can be distinguished from other classes. The Report gives an 
example to illustrate this “theory.” The FAS 141 defi nition of business combina-
tions is described as “near the optimum point on the [objectives-oriented] con-
tinuum.” “A business combination occurs when an entity acquires net assets that 
constitute a business or acquires equity interests in one or more other entities and 
obtains control over that entity or entities” (SEC, 2003, at note 86). Thus, there 
must be control for there to be consolidation; hence, it is not necessary for the 
standard explicitly to exclude equity-method investments. We fi nd it diffi cult to 
see how this illustration helps one understand what the Report means by “opti-
mal scope theory.” The Report does not address whether an objectives-oriented 
standard could avoid a bright-line defi nition of control (e.g., one share more than 
50 percent, as specifi ed in note 5 to FAS 141), even though the Report keeps say-
ing it wants to do away with bright lines. Perhaps, an objectives-oriented standard 
would give considerably more weight to the fi nal phrase of note 5, “although con-
trol may exist in other circumstances.” Here, a bright line would serve only as an 
indicator to judge the existence of control.

A further implication of measurement for a class of transactions is that it gen-
erates the problem of adding the estimated market values of the acquired assets 
and liabilities with the historical book values of the acquirer’s assets and liabili-
ties. What does the sum of these numbers mean in terms of a general principle of 
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“representational faithfulness to economic substance?”22 Although this concern 
with economic substance would seem to imply measuring assets and liabilities 
at their fair values and (presuming zero infl ation) net income as the difference 
between fair values of net assets at the beginning and end of a period, adjusted 
for distributions and additional equity investments, the Report does not explicitly 
call for revaluation of all assets and liabilities at the end of an accounting period.

Revenue/Expense Approach

Although the asset/liability approach is consistent with the FASB’s relatively recent 
pronouncements, it is inconsistent with its December 1984 Concept Statement No. 5 
(Recognition and Measurement in Financial Statements of Business Enterprises), which 
describes well the traditional accounting model and declares (pp. 5–6):

• A statement of fi nancial position does not purport to show the value of 
a business enterprise but, together with other fi nancial statements and 
information, should provide information that is useful to those who desire 
to make their own estimates of the enterprise’s value. . . .

• Earnings is a measure of entity performance during a period. It measures the 
extent to which assets infl ows (revenue and gains) associated with cash-to-
cash cycles substantially completed during the period exceed asset outfl ows 
(expenses and losses) associated, directly or indirectly, with the same cycles.

We believe fi nancial statements should be based on that traditional revenue/
expense model and not the asset/liability model, for several reasons that we discuss 
at length elsewhere (Benston, Bromwich, Litan, and Wagenhofer, 2006, ch. 2). In 
our view, the debate about accounting models is unlikely to be solved by analytical 
methods and that empirical evidence, if available, is unlikely to resolve the issue.

In brief, the revenue/expense model offers several essential benefi ts. One is that it 
has developed over many years on the basis of market experience, long before account-
ing standards were appropriated and became the responsibility and virtual monopoly 
of well-funded, professionally staffed (rather than practitioner-dominated) quasi-gov-
ernmental bodies, particularly the FASB. In fact, historically, at times when fi nancial 
statement preparers reported assets and liabilities at estimated “fair” values, scandals 
ensued as the following examples show. In the 1870s, Germany experienced many 
scandals involving overvaluing of assets and the distribution of booked gains; as a reac-
tion, in 1884 the law introduced a lower-of-cost-or-market rule to the earlier  common 

22. Indeed, the former G4+1 (a group of standard setters comprising representatives of the Inter-
national Accounting Standards Committee, Australia, Canada, New Zealand, the United Kingdom, and 
the United States; now disbanded) pondered the application of a fresh-start method that would require 
valuation of the acquiree’s and acquirer’s assets and liabilities at fair value (although only for a uniting 
of interest transaction).
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current value measurement (see Schröer, 1993) and the balance sheet–oriented asset/
liability approach was (partially) replaced by the revenue/expense approach. In the 
United States, before accounting reporting was regulated, some corporations included 
the estimated values of intangibles as assets. As shown by Ely and Waymire (1999) 
using data from 1927, the price of the shares of corporations that reported high values 
for intangibles were discounted relative to corporations that did not capitalize intan-
gibles. The SEC’s early refusal to allow any reporting other than numbers based on 
historical cost, particularly write-ups of assets and goodwill, apparently as a result of 
perceived infl ation of assets by companies in the 1920s is another example (Rappa-
port, 1972, pp. 3–27, 7–10; Walker, 1992). Enron’s use of fair value accounting, based 
on present value and other “mark to model” estimates rather than on actual relevant 
and verifi able market prices, to infl ate its asset values and income derived from the 
revaluation of assets to fair value provides a more recent example (Benston, 2006).

The model also utilizes the great benefi t of double-entry bookkeeping, by tying 
the numbers reported essentially to the results of actual market transactions (Ijiri, 
1971). Although accruals that are necessary to assign and match revenue and expense 
to time periods require judgment and rules, errors and misestimates are quickly self-
correcting or are otherwise limited. In addition, the revenue/expense approach avoids 
the exogenous volatility of market values that have no bearing on the fi nancial perfor-
mance or position of a going concern, which holds and uses assets for a longer term 
and consequently cannot avail itself of an opportunity to sell the assets at fair value.

Another benefi t offered by the revenue/expense model is that, unlike the asset/
liability model, it does not depend on periodic measurements of the fair values of 
assets and liabilities, particularly those that must be estimated because there are 
no reliable and verifi able market prices on which to base the values. Such estimates 
necessarily increase managers’ discretion to choose amounts that fulfi ll their own 
objectives, such as infl ating reported earnings and hiding poor operating perfor-
mance. Because these essentially subjective judgments rarely can be audited effec-
tively, the audit as a reliable procedure will be devalued. We are concerned that the 
possibilities for error and opportunistic manipulation of fair values by managers 
under the asset/liability approach may be so great that many important numbers 
reported in fi nancial statements will become so untrustworthy as to make the 
statements of limited value to shareholders and potential investors. Furthermore, 
as standard setters seek to constrain misuse of fair value estimation, they will be 
forced to enact more and more detailed constraints and rules, thereby rendering 
nugatory principles-based or objectives-oriented standards.

To sum up, the Report’s proposed objectives-oriented standards that would 
implement the asset/liability approach, which, particularly when combined with 
fair values, are inconsistent with its rejection of rules-based standards as they would 
require extensive and detailed rules. Although, as Schipper (2003, pp. 67–68) points 
out, it will be diffi cult to show empirically whether the benefi ts are greater than 
the costs, we believe that both past and recent experience and simple logic make it 
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likely that the costs of the asset/liability approach are likely to exceed its benefi ts, 
both to accountants and investors. In contrast, the revenue/expense approach is 
based on procedures that arise from long and tested experience; it has survived 
and fl ourished for a long time and should not be lightly abandoned.

True-and-Fair Override

Regardless of the model adopted, the SEC Report’s rejection of the true-and-fair 
override is an important shortcoming, considering its strong condemnation of 
rules-based standards and rejection of a principles-only based standard. The over-
ride would allow—indeed, require—companies and attesting auditors to not fol-
low a standard or rule if its application would result in the fi nancial statements 
not presenting a true and fair view of the company’s fi nancial position, results of 
operations, and cash fl ows. The Report says (SEC, 2003, after note 95), “we believe 
that when the standard setter establishes standards under an objectives-oriented 
regime, the accounting should, in virtually all cases, be consistent with the stan-
dard setter’s view of the nature of the economic arrangement.”23

Currently, there exists an override in AICPA’s Rule 203, which allows mem-
bers to state that fi nancial statements that contain a departure from GAAP are in 
conformity with GAAP if, due to unusual circumstances, the statements otherwise 
would be misleading. However, it is not embodied in the accounting standards 
and has virtually never been used in practice (see Zeff, 1995). The FASB recently 
issued an exposure draft (FASB, 2005a), which if adopted would explicitly elimi-
nate an override to codifi ed GAAP because it believes

that the selection of accounting principles in accordance with the GAAP 
hierarchy results in relevant and reliable fi nancial information. Therefore, 
an enterprise cannot represent that its fi nancial statements are presented 
in accordance with GAAP if its selection of accounting principles departs 
from the GAAP hierarchy set forth in the Statement and that departure has 
a material impact on its fi nancial statements. (FASB 2005a, para. A10)

The SEC Report implies that objectives-oriented standards can portray eco-
nomic arrangements in a way that omits nothing of relevance to investors, credi-
tors, and other users, and can specify and effectively deal with how these should 
be accounted for. However, the history of rules-based standards suggests that this 
is an “impossible dream.” When companies and auditors seek guidance about 
how they are to account for a transaction that was not considered by the  standard 

23. The Report makes no attempt to justify this assertion.
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 setter, new rules will be established. This then gives opportunistic managers a 
means of producing misleading fi nancial statements that conform to the guidance 
and, hence, to GAAP. As Weil (2002) puts it, managers would continue to say to 
auditors, “Show me where it says I can’t.” A good example is Enron’s misuse of the 
commonly understood defi nition of a “business” to declare that its acquisition of 
two different assets (an airplane lease and a security) from a single seller consti-
tuted a “business,” so that it could record and use negative goodwill, pursuant to 
APB 16. Until EITF (Emerging Issues Task Force) 98-3, para. 6, specifi cally defi ned 
a “business” as “a self-sustaining integrated set of activities and assets conducted 
and managed for the purpose of providing a return to investors,” Enron could 
claim and Andersen concurred that calling the simultaneous purchase of two very 
different assets was a “business” because there was no rule to say that it wasn’t.

The need for a true-and-fair override results from the fact that principles in princi-
ples-based standards are principles on a number of very different levels and standards 
cannot be crafted so that they can exclude contradictions among them.24 In such a 
case the hierarchy of principles must be clear as to which principles are stronger than 
others. Indeed, we can imagine that only the following principles-only standard would 
not need an override provision: “Financial statements should give a true and fair view.” 
Of course, such a standard would not be implementable, if only because true and fair 
cannot be defi ned in a suffi ciently operational way. An override would seem necessary 
to allow fi rms to follow those standards which refl ect their economic situation where 
such confl icts arise. It is also necessary where following a specifi c standard which oth-
erwise would be binding on the business does not refl ect the economics of the situa-
tion. Finally, it is required where GAAP does not allow fi rms to show their economic 
position. Therefore, a true-and-fair override is necessary in any format of standards, 
but it is particularly important for a rules-dominated system, such as that currently 
adopted by the United States. The more rules, the more an override is required to 
allow for special adaptation. This is because rules-based standards deal with specifi c 
settings and are defi ned in detail, the need for recourse to an override to refl ect the 
underlying economic structure of the business is more likely to be needed than with 
principles-based standards that allow the use of a variety of methods providing that 
they produce results consistent with the principle(s) of the standard. Moreover, with 
rules-based standards, a true-and-fair-view requirement may be a better way to stop 
management from exploiting rules than trying to write further rules that seek to pro-
hibit such conduct.

A necessary requirement for an override is disclosure of its reasons and effects. 
Its use, we believe, would improve the quality of fi nancial statements by indicating 

24. Nobes (2005) argues that a major problem has been inadequate application of or failure to use 
“appropriate” principles by the FASB and IASB, and provides a discussion of six topics to illustrate his 
contention; see also Bromwich (1980).
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the economic situation of the business and help to return to auditors both the 
opportunity and responsibility to use their professional judgments as to whether 
the fi nancial reports of a company they audited actually fairly represent its fi nan-
cial condition, operations, and cash fl ows.25 They could refuse the override, if they 
did not believe this was the case. Were a true-and-fair override both permitted and 
acceptable, CEOs and CFOs would be unable to claim that they were not required to 
follow the intent as well as the letter of GAAP or, indeed, that they had to follow the 
rules specifi ed by GAAP because neither they nor their auditors had the authority 
to override those rules to give a true and fair view. In a sense, the possibility for an 
override shifts the burden of proof of what is a true and fair view from the user or 
regulator to the accountant.

In a recent exposure draft, Proposed Statement of Financial Accounting Stan-
dards “Business Combinations,” the FASB (2005b) adopted the IASB’s “bold print” 
identifi cation of principles (versus guidance) in standards. This identifi cation 
reveals that “principles” can be relatively specifi c and, thus, low in the hierarchy, 
and even include exceptions from the “principle.” For example, the exposure draft 
(FASB, 2005b, para. 28) reads:

The acquirer shall measure and recognize as of the acquisition date the 
assets acquired and liabilities assumed as part of the business combination. 
Except as provided in paragraphs 42–51, the identifi able assets acquired 
and liabilities assumed shall be measured at fair value and recognized sepa-
rately from goodwill.

Then, there follow pages of guidance. Without a true-and-fair override it is hard to 
believe that such “principles” can always result in relevant and reliable fi nancial infor-
mation. According to Bush (2005) the United States has had diffi culty allowing for a 
true-and-fair override because it has no clear clause, embodied in the law, that could 
serve as a basis for an override of GAAP. A partial alternative to a true-and-fair override 
is a differentiation of guidance according to its authoritativeness, although this seems 
to be something which FASB is turning away from (FASB, 2005a). For example, U.S. 
GAAP currently includes authoritative guidance that addresses many specifi c issues 
that may arise when applying a standard in practice and it includes nonauthoritative 
literature on various levels of the GAAP hierarchy. Deviation from nonauthoritative 
guidance is possible, although it is unclear to what extent it must be made transparent 
in the fi nancial statements. IFRSs distinguish between boldface printed “principles,” 
application guidance, and International Financial Reporting Interpretations Commit-
tee interpretations, although all of them are equally mandatory. Much guidance could 

25. In an equilibrium model, Ewert (1999) shows that (vague) principles-based standards result 
in a preferable quality of fi nancial statements relative to rules-based standards precisely because they 
place some risk on the part of the auditor.
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be relegated to nonauthoritative literature. For example, in Germany the accounting 
law is really based on principles and provides no guidance, and the standard setter’s 
output has only the presumption of GAAP; additionally, a substantial commentary 
literature that fi lls in the gap of insuffi cient guidance has developed. In the United 
Kingdom, as more rules have been adopted, an override has become more necessary, 
if for no other reason than to operationally resolve confl icts between existing laws and 
some rules.

U.K. Experience with a True-and-Fair Override

Some might argue that allowing for a true-and-fair override is fraught with danger 
because some degree of comparability will be lost when accountants can choose when 
to depart from standards. The result, the fear, is that there could be chaos. The experi-
ence of the United Kingdom, which has had a true-and-fair override for a long time,26

and the IASB, whose override is much younger and more restrictive than that of the 
United Kingdom, should be instructive.27

In the United Kingdom the dominant duty of management with respect to the 
fi nancial reports is that “the balance sheet shall give a true and fair view of the affairs 
of the company as at the end of the fi nancial year; and the profi t and loss account shall 
give a true and fair view of the profi t and loss of the company for the fi nancial year” 
(Sec. 226(2) of the Companies Act, 1985). Failure to comply with that requirement 
would give grounds for accusations of negligence, thereby subjecting accountants and 
auditors to charges of professional misconduct, and the necessity of rewriting account-
ing reports. “True and fair” is deliberately not defi ned as it is perceived to be a dynamic 
concept having a technical meaning distinct from its natural meaning (see Hoffman 
and Arden, 1983).28 In the end it is a court’s responsibility to decide what is necessary 
to give a true and fair view, but it is the management’s responsibility to provide a true 
and fair view and for the auditors to agree or disagree. The act provides that giving 
additional information might be suffi cient to remedy any defect in the giving of a 
true and fair view, but in special circumstances the override must be invoked with 
full information about the departure, the reasons for it, and its effect.29 U.K. Financial 
Reporting Standard (FRS) 18, Accounting Policies (ASB, 2000), specifi es that these rem-
edies should be used sequentially.

26. Its occurrence dates back to the U.K. Joint Stock Companies Act, 1844. Chambers and Wol-
nizer (1991) provide evidence for its use in practice even before that time.

27. Other countries, including Australia, New Zealand, Spain, and the Netherlands, also have a 
true-and-fair override, based largely on the U.K. provision.

28. Some commentators (e.g., Walton, 1993, p. 49) opine that “no one knows what it [the true and 
fair view] means.” See also other articles in the European Accounting Review 1993 (Vol. 2, No. 1) and 
1997 (Vol. 6, No. 4). Others, such as Chambers and Wolnizer (1991), dispute that view.

29. Kershaw (2005, pp. 611–14) argues that the U.K. situation is very similar to that of the United 
States.
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U.K. accounting standards have been strongly principles-based but do, of 
course, have to incorporate rules to provide a structure to the standards, although 
some recent standards are more rules-based, especially those involving fi nancial 
instruments, refl ecting a wish of the U.K. Accounting Standards Board, the U.K. 
independent standard setter, to converge their standards with those of IASB and 
the FASB. An indication of the effect of the principles-based approach of U.K. 
GAAP is the fact that at the end of 1999 all extant U.K. accounting standards were 
printed on 900 pages. The increased detail of recent standards is clear. The output 
of the Accounting Standards Committee (the predecessor of the ASB, 1970–90) 
accounted for only 239 pages, whereas FRS 13 on derivatives and other instru-
ments (issued by the ASB in 1998) on its own comprised 91 pages. A more tell-
ing contrast is with the FASB’s Statements of Financial Accounting Standards 
through No. 140 (September 2000, the last year for which FASB statements were 
printed) which took up 2,240 pages (FASB, 2003/2004). It also is useful to compare 
the current FASB-drafted statements of accounting standards with the bulletins 
issued by its predecessor, AICPA Committee on Accounting Procedures (CAP) 
from  September 1939 through January 1953, compiled in the 56-page Account-
ing Research Bulletin 43. In addition, although the U.K. Urgent Issues Task Force 
issues interpretations, unlike those issued by the U.S. EITF, they are small in scope, 
generally address detailed items and do not seek to be comprehensive.

The Accounting Standards Board’s conceptual framework is titled Statement of 
Principles for Financial Reporting (ASB, 1999). One of the objectives of the State-
ment is “to help preparers and auditors faced with new or emerging issues to carry 
out an initial analysis of the issues involved in the absence of applicable account-
ing standards” (para. 4). The Statement makes it clear that professional judgment 
should be exercised. Such judgment is meant to respect the spirit of accounting 
standards, rather than just follow their form. Under U.K. law, such uses of judg-
ment are also reinforced by the requirement to give a true and fair view of the 
company’s affairs.

Use of the override will be limited under IFRS to those countries where the use 
of the override is permitted by domestic law. This generated a strong statement 
from the U.K. Financial Reporting Council (FRC, the umbrella body for account-
ing and audit regulators) saying that the giving of a true and fair view “remains a 
cornerstone of fi nancial reporting and auditing in the UK and professional judg-
ment will continue to be central to the preparation and audit of fi nancial state-
ments” (FRC, 2005, p. 1). The FRC also believes that the U.K. requirements and 
those under IFRS are substantively the same, and stresses that the nontechnical use 
of the override is small (FRC, 2005, p. 4).

Professional and legal opinion agrees that following accounting standards is nec-
essary to give a true and fair view (see Hoffman and Arden, 1983, and Arden, 1997, 
for the EU context), but this opinion has not been tested in the courts. The freedom 
to override is restricted by a number of constraints, including the need to receive 
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 external-auditor approval for any override, the wish of those contracting with the 
company to lay down the accounting methods used by the fi rm (at least for contract-
ing purposes), the likelihood that the court and the regulators would generally fi nd 
the Companies Act and accounting standards persuasive and would appeal to current 
professional practice and that of the relevant industry in considering the application of 
the override, and concern that the use of the override might cause adverse publicity.30

Overcoming these restrictions could be burdensome for the company seeking to use 
the override. Moreover, given the fl exibility provided in the United Kingdom’s essen-
tially principles-based standards for the proper exercise of professional judgment, the 
need for recourse to the override is substantially limited. Consequently, true-and-fair 
overrides have been used rarely in the past. Their use has increased recently, mainly to 
allow companies to use accounting procedures laid down in standards that otherwise 
would be inconsistent with the Companies Act. The general picture is given by Livne 
and McNichols (2004) for the period 1998 to 2002 and by studies in a regular com-
mentary called Company Reporting that give fi gures for 1997, 2000, and 2002.31 These 
studies consider not only explicit use of overrides but also accountings that “look like” 
overrides. Company Reporting indicates that the frequency of overrides by listed com-
panies was 15 percent in 1997 (536 companies), 20 percent in 2000 (427 companies), 
and 25 percent in 2002 (337 companies). The vast majority of the overrides (73 per-
cent of those found by Livne and McNichols) are “mechanical,” in the sense they were 
necessary to allow specifi c U.K. accounting standards to be followed even though they 
confl ict with the requirements of the Companies Act.32 Thus, use of the true-and-fair 
override is generally the U.K. method for overcoming the problem where outdated law 
would otherwise restrict the development of accounting standards.33 The need for this 
use of the override will be substantially reduced in the future as the Companies Act 
has been amended by regulation (effective for the fi nancial year commencing on or 

30. This view has been confi rmed by a legal opinion sought by the FRC (the U.K. accounting 
and auditing regulator) from the solicitors Freshfi elds Bruckhaus Deringer, who also make the point 
that in adopting international accounting standards the EU Commission must ensure that the annual 
accounts and the consolidated accounts give a true and fair view (see http://www.frc.org.uk/frrp/press/
pub0826.html from June 24, 2005).

31. For example, Company Reporting, May 2005, Issue of the Month, “True and Fair Override” 
(see http://www.companyreporting.com). More details are provided in an area restricted to members 
only.

32. There were two major reasons for these overrides. One is nondepreciation of investment 
properties, which is required to follow the relevant U.K. accounting standard (SSAP 19, Accounting 
for Investment Properties) issued by the predecessor body to the ASB. This is in contradiction to the 
Companies Act requirement for all fi xed assets to be depreciated/amortized. The other is necessary to 
allow fi rms to take up the option offered by the standard on goodwill. FRS 10, Goodwill and Intangible 
Assets, to not amortize purchased goodwill in the face of the Company Act’s depreciation/amortization 
requirement (although strictly the override is available only to companies).

33. See Evans (2003) for a review of the literature that takes a legal perspective on the  true-and-fair 
override.

http://www.frc.org.uk/frrp/press/pub0826.html
http://www.frc.org.uk/frrp/press/pub0826.html
http://www.companyreporting.com
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after January 1, 2005) to remove inconsistencies between the act and IFRS, which also 
removes inconsistencies between the act and U.K. standards. Thus, the use of the over-
ride for other purposes is relatively small (well under 10 percent of U.K. listed compa-
nies with the above data) as we would expect with a principles-based regime but does 
involve a signifi cant number of companies. U.S. data are, of course, not available to 
test the remaining part of our hypothesis—that the need for an override increases as 
accounting regimes become more rule intensive.

The Financial Reporting Review Panel (FRRP, established 1990) plays an 
important role in policing the use of the true and fair view in the United Kingdom. 
Inspection of its fi ndings in the 81 cases up to and including 2002 yields a number 
of impressions.34 First, about 20–30 percent of the companies coming before the 
panel relied on the true-and-fair override in their defense. Second, the panel seems 
very concerned to rely on only the requirements of the Companies Act and relevant 
accounting standard(s) in determining its fi ndings. This approach may be sensible 
for a relatively new body now also charged with carrying out an annual survey of 
accounting reports. It is also fair to say that the cases for using the override are 
often not compelling. However, these cases were prompted by complaints to the 
FRRP and may not indicate the strength of the other cases. Almost universally, the 
panel has not accepted arguments based on the true-and-fair override. This sug-
gests that the panel so far has not encouraged innovative accounting going beyond 
the rules of GAAP. The one case where this defense was allowed involved the rather 
arcane subject of negative goodwill.35

Thus, if we consider only the cases coming before the FRRP, the true-and-fair 
override does not seem to have generated a large number of innovative treatments 
that seek to override the Companies Act or the accounting standards. The FRRP’s 
recent more proactive searches for defective accounting reports may bring to light 
more examples where compelling evidence requires allowing resort to the true-
and-fair override. Further evidence of the real extent of the use of the override 
may be generated as fi rms switch from U.K. accounting standards to IFRSs.

Livne and McNichols (2004) fi nd that U.K. fi rms that override a GAAP rule 
(some 19 percent of their sample), the strongest type of override, report poorer eco-
nomic performance than control fi rms that do not use an override and suggest that 
this is consistent with an opportunistic use of the override, as most overrides tend 
to increase reported performance. They also fi nd that the capital market appears to 

34. See http://frc.org.uk/frrp/press.
35. This is the Liberty International case (see http://www.frc.org.uk/frrp/press/pub0267.html 

from February 26, 2002), which has been followed by a few other fi rms. As the assets involved were 
deemed to have an infi nite life, the usual treatment of writing negative equity off to the income state-
ment would have meant that negative goodwill would have been retained indefi nitely in the balance 
sheet.

http://www.frc.org.uk/frrp/press/pub0267.html
http://frc.org.uk/frrp/press
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adjust the book-to-market and price-earnings ratios for the effect of an override 
in some cases, but that the fi nancial reports of override fi rms are not less informa-
tive than those of the control group. On the other hand, use of the true-and-fair 
override has allowed accounting to respond to current conditions and has not led 
to anarchy in accounting, as many fear. An example of this is where using the over-
ride allowed companies to anticipate later requirements of FASB and IASB not to 
amortize goodwill.

Other concerns expressed in the SEC Report are that a principles-based 
approach would result in a loss of comparability and that regulators might not 
accept “good faith” professional judgments (SEC, 2003, p. 14, at note 15). In the 
United Kingdom these problems do not appear to have occurred in any substan-
tial way. Few complaints have been made about the U.K. accounting regime, at 
least under the ASB. Although the professional press does report some incorrectly 
applied standards or dubious judgments, these have amounted to only about 10 
important problems per year among the approximately 1,200 listed companies 
(excluding technical issues). All this evidence suggests that the principles-based 
system in the United Kingdom has worked fairly well, partly because even when 
rules in the form of statements produced by the ASB were instituted, the true and 
fair view still remained the overriding principle.

International Financial Reporting Standards

IFRS are purportedly more principles-based than is U.S. GAAP and less permis-
sive with respect to a true-and-fair override than is U.K. GAAP. This less specifi ed 
GAAP-dominated approach results in less verbose standards than with rules-
based standards.36 An example is accounting for leases, wherein under both IFRS 
and U.S. GAAP a distinction is made between fi nance (capital) leases (which give 
rise to an asset and a liability) and an operating lease, which is not included in the 
balance sheet of the lessee. IAS 17 (22 pages) defi nes a fi nance lease (all others are 
operating leases) as “a lease that transfers substantially all the risk of rewards inci-
dent to ownership of an asset” (IAS 17, para. 3). A lease is a fi nance lease when its 
term is for the “major part” of an asset’s economic life or the present value of the 
minimum lease payments are “substantially all” of the fair value of the leased asset. 
In contrast, FAS 13 (48 pages) specifi es bright-line rules. Under the broader more 
principles-based IAS, accountants might account for the same leases differently, 
depending on how they interpret “a major part” and “substantially all.”37 Under 
the more specifi c FAS, a manager who wants to have a lease recorded as  operating 

36. A notable exception is FAS 5 on loss contingencies, which is extremely thin relative to IAS 37. 
Ironically, FAS 5 was once voted as one of the best U.S. GAAP standards (Reither, 1998).

37. In practice, there seems to be a tendency to appeal to the bright-line guidance in U.S. GAAP 
in interpreting IAS 17.
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rather than fi nancing can structure it to violate some prescribed requirement. 
Thus, both approaches might result in differences or be abused.

The IASB (and its predecessor, the IASC) has been struggling with the true-and-
fair override, as it was torn between the U.K. and the U.S. approaches. Before 1997, it 
did not allow for a true-and-fair override and the IASB Framework still states:

Financial statements are frequently described as showing a true and fair 
view of, or as presenting fairly, the fi nancial position, performance and 
changes in fi nancial position of an entity. Although this Framework does 
not deal directly with such concepts, the application of the principal quali-
tative characteristics and of appropriate accounting standards normally 
results in fi nancial statements that convey what is generally understood as 
a true and fair view of, or as presenting fairly such information. (Frame-
work, para. 46)

In 1997, a highly restrictive true-and-fair override was introduced by an 
amendment of IAS 1. Presumably, it was at the behest of the European Commis-
sion (which had an observer seat in the then IASC) to avoid conceptual differences 
with the accounting directives, which include a true-and-fair override. In its cur-
rent version, IAS 1, Presentation of Financial Statements, states:

Financial statements shall present fairly the fi nancial position, fi nancial per-
formance and cash fl ows of an entity. Fair presentation requires the faithful 
representation of the effects of transactions, other events and conditions in 
accordance with the defi nitions and recognition criteria for assets, liabilities, 
income and expenses set out in the Framework. The application of IFRSs, with 
additional disclosure when necessary, is presumed to result in fi nancial state-
ments that achieve a fair presentation. (IAS 1 [rev. 2003], para. 13)

But it also requires an entity to depart from a standard or interpretation if compli-
ance “would be so misleading that it would confl ict with the objective of fi nancial 
statements set out in the Framework” (IAS 1, para. 16). In that case it must make 
extensive disclosures in the notes. This is very much in line with the U.K. situation, 
and with the European accounting directives,38 but caused controversy as the IASC 
did not want to include an override initially.

Recognizing that the override may confl ict with the regulatory framework in 
some jurisdictions, in the 2003 revision of IAS 1, the IASB qualifi ed the overriding 
principle and restricts it to cases in which the relevant national regulatory frame-
work requires or permits a departure from a standard. Otherwise the company is 
required to make extensive disclosures. This appeal to country-specifi c jurisdiction 

38. Its introduction into the Fourth Directive refl ected again the United Kingdom’s demands. It 
caused controversy in European countries, and there are countries that still have not incorporated it 
into national law (which presumably should be in conformity with the Directive).
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is unprecedented in other IFRSs and is in contrast to the IASB’s strategy to avoid a 
country differentiation in its standards.39

We are not aware of any studies that provide statistics on the use of the over-
ride in IFRSs, but casual observation suggests it is used only rarely, if ever.40 This is 
not surprising, as in the past relatively few companies used IASB standards volun-
tarily and compliance was patchy and not enforced. In summary, the ability to use 
the override with IFRS is highly restricted. But the ability to use it where allowed 
nationally will allow comparisons to be made and provide some evidence as to 
the importance of an override for a well-functioning accounting standard setting 
system. New demands for the use of an override with IFRSs may be generated 
as the substantial majority of fi rst-time adopters gain experience with IFRS and 
discover problems in conveying the economic substance of the company under in 
this regime.

Conclusions and Suggestions

The SEC (2003) Report states that the rules-based nature of U.S. GAAP has gen-
erated a mass of detailed rules and guidance and bright-line specifi cations in the 
standards encouraging fi nancial engineering to meet the letter but not the intent 
of GAAP, resulting in less informative or misleading fi nancial statements. We agree 
with this analysis and support the move toward principles-based standards sug-
gested by the SEC and subsequently followed by the FASB’s standard setting strat-
egy. Due to the United States’s status as lead example for international standard 
setting, this change in the format of U.S. GAAP has a signifi cant impact also on 
other countries.

We are concerned, however, that standard setters do not seem to take into suf-
fi cient account that the format of standards and their contents are interdependent. 
In particular, the more judgment an accounting principle requires, the more dif-
fi cult is it to cast it into a standard without plenty of guidance and, perhaps, excep-
tions. The FASB continues to permit and may well extend the fair measurement of 
assets and liabilities even though those valuations are often not based on relevant 
(applicable) and reliable (objectively determined) market prices. In our view the 
FASB will have to promulgate very detailed rules governing the permissible inputs 

39. However, country-specifi c IFRS may also result if a country does not adopt full IFRSs but 
introduces modifi cations.

40. Research by Company Reporting found only one example of an IFRS override. The European 
Aeronautic Defense and Space Company (EADS) in its 2001 and 2002 fi nancial reports did not capi-
talize development as required by IAS 38, but now follows IAS 38 (Company Reporting, May 2005, 
see http://www.companyreporting.com). Although EADS justifi ed this deviation as providing a better 
view of the fi rm, it did not formally invoke the override (nor did the auditor when it gave an exception 
to the audit opinion).

http://www.companyreporting.com
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to and applications of pricing alternatives even when ostensibly using a princi-
ples-based regime. Otherwise, on what basis could auditors challenge managers’ 
assertions about appraisals, comparable prices and valuation-model inputs such 
as expected cash fl ows, probabilities, and relevant discount rates? The result, we 
believe, will be a continuation and extension of the present rules-based accounting 
standards model, with all its attendant faults. This is an important reason for our 
preference for the traditional revenue/expense model, which provides more trust-
worthy and auditable procedures than the asset/liability approach in combination 
with fair value measurement.

We also advocate the inclusion of a true-and-fair override into GAAP standards, 
especially when these are rules-based. The more rules a standard includes the more 
conceivable it is that the rules contradict principles (and most likely that lower level 
principles contradict higher level principles). And thus, the more essential is an over-
ride with clear factual disclosure to sustain the main objectives of fi nancial statements. 
This necessity is reinforced by noting that in a given regime rules develop over time 
with often inconsistent conclusions by the same or different standard setters. U.K. evi-
dence does suggest that an override is not often needed in what is generally regarded as 
a principles-based regime. It is impossible to test our hypothesis of the need for such 
an override in a rules-based system. A true-and-fair override puts the responsibility for 
accounting judgments where it ultimately belongs—with managements and indepen-
dent auditors. There is reason, though, for concern that some auditors would cave in 
to demands by opportunistic, overoptimistic, or dishonest managers. These auditors 
might claim that, at the time that they accepted management-demanded exceptions, 
in their professional judgment those exceptions to GAAP that mislead investors were 
justifi ed.

However, managers’ use of and auditors’ acceptance of (or, possibly, insis-
tence on) a true-and-fair override would have to be disclosed and explained, 
which would allow users of fi nancial statements and regulators to form their own 
opinion on the validity of the exceptions. Allowing companies some leeway to 
choose accounting, as long as the choices are accepted by their independent public 
accountants and are clearly disclosed, can offer investors useful insights on the 
way the managers view their enterprise. Indeed, U.K. experience is contrary to the 
assumption that auditors and regulators would give in easily. In contrast, oppor-
tunistic behavior by U.S. corporations that have used strict adherence to GAAP 
rules to produce misleading fi nancial reports has been a much worse outcome. 
Nevertheless, we recognize that the usefulness of a true-and-fair override relies 
on effective disciplinary measures against managers and auditors.41 We would also 

41. Recent evidence by Webster and Thornton (2004) shows that the more principles-based Cana-
dian GAAP result in a higher earnings quality measure than U.S. GAAP; it is only the stronger enforce-
ment in the United States that reinstates earnings quality.
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add transparency to actions taken or not taken by bodies such as the U.S. Pub-
lic Companies Accounting Oversight Board to discipline rogue and incompetent 
auditors as well as recalcitrant fi rms. In the end, we agree with the FASB’s (2004, 
p. 6) view that “a move toward more objectives-oriented standards will require 
shifts in attitude, behavior, and expertise of preparers and auditors.” Unfortu-
nately, FASB has not suggested measures to bring about such a shift.
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10
Determinants of Bid-Asked Spreads 

in the Over-the-Counter Market

with Robert L. Hagerman

Introduction

The mark-up charged by dealers to consumers in the securities market, as in any 
other market, is a function of the operational effi ciency of the dealers and the 
nature of the product. Because the security markets are regulated, the specifi c 
determinants of this mark-up need to be estimated to answer public policy ques-
tions as well as to satisfy intellectual and managerial interest in the dealers’ produc-
tion functions. The importance of these determinants is illustrated by the recent 
debate over whether or not specialists are natural monopolists, a question central 
to the furor over the relationship between the New York Stock Exchange (NYSE) 
and the third market. These questions make it essential that the nature of transac-
tions costs in these markets be understood. The purpose of this essay is to analyze 
the determinants of spread in the over-the-counter market (OTC), to determine if 
the dealership function is a natural monopoly and to test other hypotheses.1

We wish to acknowledge the helpful suggestions made by Michael Canes, Michael Jensen, and an 
anonymous referee.

1. Several other studies analyze the determinants of the spread between bid and asked per share 
prices. Demsetz (1968) developed a theory of transactions costs in the securities markets (on which we 
rely, in large measure) and provides some empirical verifi cation of the theory by analyzing the special-
ists’ spread on NYSE stocks. Tinic and West (1972) used Demsetz’s analysis to study the spreads on 
OTC stocks. These studies made important contributions to the theory and measurement of transac-
tions costs but, as the authors pointed out, the data used are not suffi cient to allow more than tentative 
support for Demsetz’s theory. In addition, the treatment of risk in both studies is inadequate (Demsetz 
does not discuss risk; Tinic and West use a poor measure).
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The analysis is based on standard demand theory. The product offered by secu-
rity dealers (as Demsetz [1968] points out) is an immediate exchange of titles to 
securities instead of a delayed exchange. Dealers provide this immediate exchange 
by matching buy and sell orders and by holding an inventory of securities which is 
used to fi ll unmatched orders. The price charged for this product is the spread, the 
difference between the buying (bid) and selling (asked) price per share. The spread 
is a function of the market demand curve (the amount of immediacy demanded 
by investors), the competitiveness of the market, and the dealers’ cost curves. In 
this study we take investors’ demand for immediacy as given, and analyze per share 
spreads as a function of dealers’ costs and market structure. This analysis allows 
testing of hypotheses about whether natural monopoly characterizes the share-
trading market, whether the market is competitive, and the prevalence and effects 
of insiders.

Determinants of the Bid-Asked Price per Share

An important factor affecting the dealers’ costs is the amount of inventory required 
to provide the immediate transfer of shares they offer to investors. The amount of 
inventory a dealer must carry of a particular stock is a function of the volume of 
that stock’s transactions. As volume increases so does the number of limit orders, 
which facilitate immediate exchange. These limit orders are a substitute for inven-
tory; the greater the number of transactions, the lower the amount of inventory 
that must be held per transaction. Even without considering limit orders, standard 
inventory theory suggests that the inventory a dealer must hold to effect trad-
ing immediacy is less than a proportionate function of the number of transac-
tions he expects to make. Thus the per unit cost of immediacy, that is, the spread, 
should decline as the transactions rate for the security increases. The elasticity 
of the spread with respect to the number of transactions provides a measure of 
economies of scale from dealing in a particular stock, ceteris paribus.

Inventory carrying costs per unit are a positive function of the riskiness of 
holding the inventory, if dealers are risk averse and are unable to eliminate the risk 
by portfolio diversifi cation. (Since the concept of risk is not discussed extensively 
in previous studies,2 an elaboration is provided in the following section.) Unlike 

2. Demsetz doesn’t discuss risk. Tinic and West’s (1972) basic discussion is the following: “Our ini-
tial notion was to hypothesize a positive relationship between spreads and price volatility on the grounds 
that the greater the variability in price, the greater the risk associated with performance of the dealership 
function. On further refl ection, however, we concluded that we should not try to predict the sign of 
this coeffi cient since it might be possible for the infl uence of price volatility to be negligible if a dealer 
could diversify his operations suffi ciently.” Tinic’s study (1970) of spreads on the NYSE reported in Tinic 
(1972) uses the standard deviation of the price of a security, presumably as a measure of risk (although 
no explicit rationale for inclusion of the statistic is given in the brief review of his analysis).
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most commodities, however, the cost of maintaining an inventory of securities 
does not include losses in value due to deterioration (although pilferage can be a 
problem). The cost of capital is also not a relevant cost of carrying the inventory, 
since the returns from holding the securities normally refl ect the opportunity cost 
of the capital invested. Thus, the inventory carrying costs are primarily due to the 
risks incurred in holding the inventory.

Dealers also incur costs in matching buy and sell orders. If economies of scale 
characterize these transactions, per share spreads should be a function of the vol-
ume of trades in a specifi c stock. Transactions costs also may be related to the dol-
lar amount traded. While transactions are stated in terms of the number of shares 
traded, market participants trade basically in dollar-denominated claims. Were all 
factors other than price per share equal, traders would use limit orders to equal-
ize the spread per dollar regardless of the price per share traded.3 Consequently, 
spreads would be proportional to the per share price. This strict proportionality 
might be eliminated by disportionate broker costs since, if it is costly per dol-
lar traded to enter the market for low-priced securities, the arbitrage mechanism 
could not equalize the spread per dollar. Thus spread should be positively, though 
not necessarily proportionally, related to the price of a stock.

Trading with insiders increases the dealers’ costs and hence affects the per share 
spreads as Bagehot (1974) has pointed out. Insiders (by defi nition) have informa-
tion which dealers do not. If they cannot identify the traders who are insiders, deal-
ers must increase spreads on those shares which they believe are traded by insiders.

Finally, the extent of competition, measured by the number of dealers who 
compete in making a market for a stock, should be refl ected by the spread. A large 
number of dealers should keep the spread down to the competitive level. It is also 
possible that smaller spreads are associated with a larger number of dealers because 
the presence of other dealers allows any one dealer to offset a temporary inventory 
imbalance with interdealer trading. The two factors suggest that spread should be 
negatively related to the number of dealers making a market in the stock.

It should be noted that the number of dealers and the number of shareholders are 
likely to be correlated with each other since larger companies have more stockholders 
and more dealers who are interested in making a market in the stock. To the extent 
that these variables are correlated with company size, their coeffi cients may measure 
the relation between the size of the fi rm and the spread changed by dealers. This 
proxy relationship should be remembered when the coeffi cients are interpreted.4

3. There is some belief that lower priced shares, as such, have greater variation in price than do 
higher priced shares. However, Heins and Allison (1966) show that this belief is groundless. Also, as is 
discussed below, it is irrelevant as a determinant of spreads.

4. There is also some reason to believe that residual variance, which is our measure of holding risk, 
is negatively related to company size.
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In summary, standard economic theory applied to the market for immediate 
transfer of titles to shares, indicates that

SP (NT, PS, HR, IR, ND),f=  (10.1)

where

SP = spread per share, the price of an immediate transfer of title;
NT = number of transactions in a stock;
PS = price per share;

HR =  holding risk due to holding a stock in inventory whose price might 
change (up or down);

IR =  insider losses due to trading with insiders in a stock which, if 
purchased, is likely to go down in price or, if sold, is likely to go up in 
price more than expected;

ND = number of competing dealers making a market in a stock.

The relationship between SP and NT provides an estimate of economies of scale 
that results from savings in inventory and transactions costs, ceteris paribus. The 
number of transactions in a particular stock by a given dealer and the spread 
charged by him would be most appropriate for this estimate. Though market 
spreads are analyzed, appropriate inclusion of the number of dealers in the analy-
sis allows making an estimate of the elasticity of spreads with respect to the total 
number of transactions, given the number of dealers. (Some additional evidence is 
brought in below to delineate market from individual dealer economics of scale.) 
The relationship of SP and IR, ceteris paribus, also provides a measurement of 
the extent to which dealers can diversify risk and are risk averse. The relationship 
of SP and IR, ceteris paribus, provides a measure of the extent and cost to dealers 
of trading with insiders. The relationship of SP and ND provides an indication of 
the effect of degrees of competition on the price of immediate stock title transfers. 
PS serves as a “homogeneity” variable with respect to the transactions costs of 
transferring titles.

Specifi cation of the Variables and Sources of Data

Data for a fi ve-year period, January 31, 1963, through December 31, 1967, were 
collected (laboriously) and checked (carefully) on a randomly selected sample of 
314 OTC fi rms which had at least 500 stockholders and $1 million in assets and for 
which the information required to specify the variables was available.5

5. Initially, 326 securities were included in the sample, 12 of which had negative betas. Since we ran 
regressions in the logarithms, these 12 were dropped from the sample.
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Spreads (SP) were computed as the difference between the bid and asked prices 
for each security. These prices, as of the last trading day in each month, were taken 
from the National Stock Summary.6

When several dealers quoted different prices for the security, the price quoted 
by the dealer who made a market for the most months in each six-month interval 
was used, unless two-thirds or more of the other dealers quoted a different price, in 
which case their price was recorded.7 The month-end spreads then were averaged 
for each security over the entire 60-month sample period to reduce potentially 
spurious correlations due to random fl uctuations. The bid price was taken as the 
price per share of the security (PS), and averaged in the same way as the spreads.

The number of transactions (NT) is not available for OTC shares. Following 
Demsetz (1968) we approximated NT with the number of shareholders (NS). As 
he points out, the number of people holding the security is positively related to the 
number of potential buyers and sellers of the stock. The number of stockholders 
(NS) at the end of each year was taken from various Moody’s Manuals. NS equals 
a simple average of the fi ve yearly numbers.8

Specifi cation of holding risk (HR) and insider risk (IR) requires some dis-
cussion, since risk either was not considered or ill-defi ned in previous studies. 
Demsetz (1968) does not mention risk. Tinic and West (1972) tested the relation-
ship between risk and spread by using the high minus the low price divided by 
the average price for the period as a proxy for risk. This measure of risk can be 
criticized on two grounds. First, Pinches and Kinney (1971) have shown that it is 
not stable over time. Second, it is an ad hoc measure that has no theoretical basis. 
Consequently, one cannot accept or reject Tinic and West’s (1972, p. 1716) conclu-
sion that OTC market makers are able to eliminate risk by diversifi cation based on 
their empirical fi nding that spreads are not signifi cantly related to their measure of 

6. Demsetz’s (1968) data are an average of spreads quoted on a randomly selected sample of 192 
NYSE securities for two trading days, January 5 and February 28, 1965. Tinic and West (1972) derive 
their fi ndings from two sets of data: 68 stock issues traded on January 18, 1962, and 300 issues traded 
during the fi rst fi ve trading days in November 1971. The authors state: “Due to the signifi cant dif-
ferences in the size of the samples for 1962 and 1971 and the variations in statistical methodology 
employed, it is not possible to make direct comparisons of the coeffi cients of the models estimated for 
those two periods” (p. 1720).

7. Tinic and West (1972) describe their dependent variable as “average representative bid-ask 
spread.”

8. Tinic and West (1972) use total sales and purchases during the day(s) for which they recorded 
spreads. As they state in analyzing their fi ndings for their January 18, 1962, sample: “The relatively poor 
‘fi t’ no doubt refl ects the use of only one day’s trading data, i.e., the presence of considerable spurious 
variability in volume” (p. 1712). Their 1971 sample used average of fi ve days’ volume. The t-ratio for 
this variable is 3.9 compared to −1.3 for the 1968 sample. Demsetz (1968) uses the number of sepa-
rately recorded transactions (T) per day (apparently on each of the two days for which he gathered 
data) and the number of shareholders (N) recorded in Moody’s. He fi nds that N is a slightly better 
regressor than T, though N and T are highly correlated.
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risk. However, a well-defi ned model exists that can provide theoretically defensible 
and meanfully specifi ed measures of risk.

The “market” model developed by Sharpe (1963) postulates that the relation-
ship between the rate of return on a security and the market may be described by:

R̃
jt
 = a

j
 + b

j
R̃

mt
 + ẽ

jt
 , (10.2)

where ~ designates a random variable, and

R̃
jt
 = In [(P̃

jt
 + D̃

jt
)/P

jt − 1
],

P̃
jt
 = price of the jth security at time t,

D̃
jt
 = the dividend paid on the jth stock during t,

P
jt − 1

 = the price of the jth stock at t − 1 adjusted for capital changes during t,

R̃
mt

 = ln [M̃
t
/M

t − 1
],

M̃
t
 = a general market index at t,

ẽ
jt
 =  a random error term that is serially independent and 

contemporaneously independent of R̃
mt

.

The relationship between the return on the stock and the market is measured by 
b

j
 which is often called the beta coeffi cient. If equation (10.2) holds9 then the vari-

ance of R̃
j
 is equal to

Var (R̃
j
) = b2

j
s 2(R

m
) + s 2 (e

j
) . (10.3)

The term b
j
 measures the risk of the stock that is due to its correlation with the 

market; it usually is called the stock’s systematic risk. The unsystematic risk, s 2(e
j
), 

is the risk that is unique to the jth fi rm.
The capital asset pricing model, developed by Lintner (1965) and Sharpe 

(1964), implies that the expected return from holding an asset will fully compen-
sate the owner for bearing the systematic risk associated with it. Thus the spread 
should not be affected by the systematic risk component of the holding risk (HR) 
since the dealer will already be compensated for it.10

Markowitz (1959) has shown that the unsystematic risk, s 2(e
j
), can be elimi-

nated as the number of securities held approaches infi nity. However, dealers may 
not hold a perfectly diversifi ed portfolio of securities because of diseconomies 
associated with increasing the number of markets they make. Since the number of 
securities required to reduce a portfolio’s unsystematic risk is a positive function 
of the degree of the individual securities’ unsystematic risks, spread and unsystem-
atic risk may be positively associated.

 9. This model was tested by Fama, Fisher, Jensen, and Roll (1969) and others who found it valid 
empirically.

10. Jensen (1972) provides a thorough discussion of this model and its empirical validity.



 determinants of bid-asked spreads  251

As mentioned before, dealers face the risk of buying from or selling to insiders 
who, on average, know something positive or negative about a fi rm’s economic 
position before other market participants. We hypothesize that this insider risk 
(IR) is related to the security’s unsystematic risk; since unsystematic risk (residual 
variance) results from the market’s adjustment to fi rm-specifi c information. The 
more frequent is the occurrence of fi rm-specifi c events the larger the residual vari-
ance and hence the greater is the insiders’ opportunity to trade against dealers, 
since dealers cannot readily determine if a stock price change is a consequence of 
inside activity or not.11 A dealer’s reaction to this situation will be to increase the 
spread on those stocks that present him with this risk and expend resources on dis-
covering “inside” information about the companies whose securities he trades.12

Consequently, we expect a positive relationship between spreads and unsystematic 
risk. Because a signifi cant positive relationship between SP and unsystematic risk 
(UR) is consistent with two hypotheses—insuffi cient diversifi cation and inside 
trading—we conduct additional tests.

Thus two measures of risk are identifi ed—systematic risk (SR) which mea-
sures the risk of holding a stock whose price changes relatively more or less with 
respect to market changes, and unsystematic risk (UR) which measures risk spe-
cifi c to a stock with general market risk accounted for. Systematic risk provides 
one measure of the cost of holding risk (HR). Unsystematic risk provides a mea-
sure of HR and insider risk (IR). The measures of risk (SR and UR) were calcu-
lated by estimating equation (10.2) for each of the 314 securities in our sample 
using 60 monthly prices for each stock to calculate the stock’s return and the 
Standard & Poor’s 500 Index as a measure of general market conditions (M). As 
discussed before, the b

j
’s are the proxies used for systematic risk (SR), and the 

residual variances from each regression, 2ˆ ( )jes , are the estimates of unsystematic 
risk (UR).

The number of dealers making a market in each security (ND) during each 
half year in the sample period, as indicated by their having offered to buy and sell 
the security, was taken from the National Stock Summary and averaged.13

11. The hypothesis that follows is due to Bagehot (1974) and Michael Jensen (in conversation).
12. As with all allocations of resources, the dealer can maximize his gains (or minimize his losses) 

by using a mix of strategies according to the related marginal costs and revenues associated with each 
and with various combinations.

13. In their study on OTC spreads, Tinic and West (1972) use a similar measure, although the 
number of dealers are only those giving quotes on the one day (1962 sample) or the fi ve days (1971 
sample) studied. Demsetz (1968) uses the number of markets in which an NYSE security was traded 
as his measure of competition. In his study of NYSE spreads, Tinic (1970, p. 16) criticizes Demsetz’s 
measure because it “need not indicate the degree of effective competitive pressure on the NYSE special-
ists,” and calculates instead an “index of trading concentration”. The index of trading concentration is 
a Herfi ndahl concentration index, the sum of the squared ratio of trading in each market, where the 
sum of the ratios = 1.
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Empirical Findings

Table 10.1 gives the mean, median, standard error, and interquartile range for each 
of the variables used in the analysis. The data in this table are the values of the 
variables for each security tabulated over all the securities in the sample.

Since there is no a priori functional relationship between the spread and the 
explanatory variables, various functional forms were estimated. The log-linear 
relationship satisfi es best the assumptions required for least squares, primarily 
because this transformation eliminated the obvious skewness in the original vari-
ables. The results of the regression when b

j
 was used as the risk variable are shown 

in table 10.2. The coeffi cients associated with price per share (PS), number of deal-
ers (ND), and number of stockholders (NS) are all of the hypothesized sign and 
are signifi cant at the 1 percent level. The coeffi cient associated with systematic 
risk (SR) is insignifi cant, consistent with our a priori reasoning that the expected 
return on the stock should compensate the dealer for this risk.

Table 10.3 contains the regression results when unsystematic risk (UR) is used 
as the risk variable. All of the coeffi cients, including that of UR, have the expected 

table 10.1 Summary Statistics Describing How the Dependent and Independent Variables 

Are Distributed over the Securities in the Sample, before Transformation to Logarithms 

(314 securities)

Mean Median
Standard 

Error
Interquartile 

Range

Dollar spread (SP), average 0.88 0.68 0.67 0.51
Bid price (PS), average 31.85 24.50 31.34 31.06
Number of shareholders (NS), average 3,883.39 2,304.08 4,321.51 3,279.96
Number dealers (ND), average 12.48 10.10 9.22 8.67
Systematic risk (SR) 0.82 0.63 0.68 0.68
Unsystematic risk (UR) × 10 0.10 0.03 0.17 0.09

Note: Variables which are averages were averaged over fi ve years for each security.

table 10.2 Results of Regression Using Market Risk (314 observations)

Independent Variable Coeffi cient Standard Deviation t-Ratio

Constant 0.63 0.01 46.84a

In PS 0.471 0.018 26.16a

In NS −0.266 0.024 −11.00a

In ND −0.124 0.032 −3.87a

In SR −0.011 0.022 −0.500

R2 = .75, F = 232.26

a Statistically signifi cant at 0.1 percent.
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sign and are statistically signifi cant at the 0.1 percent level. The discussion that 
follows refers to this table.14

Not surprisingly, the price per share (PS) is the most important explanatory vari-
able (in terms of the t-ratio). Since all the variables are logarithms, the coeffi cients 
provide direct estimates of elasticities. The coeffi cient of PS, 0.594, indicates that 
higher priced shares have higher spreads per share but the relationship is less than 
proportional, since a doubling of share price is associated with only a 59 percent 
increase in spread, ceteris paribus. This fi nding is consistent with both the Dem-
setz (1968) and Tinic and West (1972) studies which found a positive relationship 
between spread and share price. Demsetz’s (1968, p. 53) results also indicate a lack 
of proportionality in this relationship, although he does not emphasize this fi nding. 
The fact that spread does not increase equally with share price is consistent with the 
hypothesis that brokerage costs may prevent arbitrage from ensuring an equal price 
of immediacy per dollar traded. This result suggests that simple linear models may 
be inappropriately specifi ed when used to examine the determinants of spread.

The signifi cant negative coeffi cient associated with the number of stockhold-
ers (NS), the proxy for scale (number of transactions, NT) suggests that as scale 
increases the per share price of immediacy declines. This result is consistent with 
Tinic and West (1972) and Demsetz (1968) in terms of sign. The estimated elasticity 
of −0.165 also indicates that the saving from increased scale (trading volume) is less 
than proportional to the increase in scale, which is again consistent with Demsetz’s 
(1968, p. 49) results for the NYSE. If the cause of this decline was at the dealer level, 
then immediacy for any security would be provided by only one dealer who would 
be a natural monopolist. However, Tinic and West (1972) present evidence which 
shows that the number of dealers increases with volume, a fi nding which is not con-
sistent with the hypothesis that the dealer cost curves decline as volume increases.15

14. The regression results do not suffer from severe multicollinearity based on Haitovsky’s (1969) 
test using a signifi cance level of 0.001 percent.

15. The correlation between the number of dealers and the number of stockholders in our sample 
is 0.47 when the untransformed data are used. The correlation between the natural logs of these vari-
ables is 0.41. As noted above, this correlation might also be due to size.

table 10.3 Results of Regression Using Unsystematic Risk (314 observations)

Independent Variable Coeffi cient Standard Deviation t-Ratio

Constant 0.59 0.01 53.90a

In PS 0.594 0.023 25.82a

In NS −0.165 0.026 −6.35a

In ND −0.268 0.032 −8.38a

In UR 0.137 0.019 7.21a

R2 = .78, F = 286.4

a Statistically signifi cant at 0.1 percent.
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This confl ict can be reconciled by considering each dealer who makes a market 
in a particular stock as being a member of an industry comprised of all dealers 
who maintain an inventory of the stock. The spread is the industry supply price 
of immediacy and it can decline as volume increases because of industry econo-
mies which are external to the fi rm but internal to the industry. Thus, dealers may 
face positively sloped marginal cost curves which shift down as industry output 
increases.16 This reasoning, which is consistent with the data, indicates that dealer 
fi rms need not be considered as natural monopolists for public policy purposes, 
since decreasing cost industries are consistent with pure competition.

Finally, the signifi cant coeffi cient of unsystematic risk (UR) indicates either 
that the costs of diversifying make it uneconomical for dealers to eliminate this 
unsystematic risk and/or that unsystematic risk is a proxy for the average losses 
due to trading with insiders. Some evidence on the extent of dealer diversifi -
cation is provided by a survey of dealers in the Special Study (1962, part III, 
p. 679) which indicates that 57 percent of the dealers made a market in 10 or 
fewer stocks. Since Fisher and Lorie (1970) have shown that a portfolio of 16 
stocks is required to eliminate 90 percent of the unsystematic risk,17 the survey 
results suggest that the majority of dealers are not adequately diversifi ed. Since 
the dealers could, in principle, become more fully diversifi ed by increasing their 
product line, this lack of diversifi cation suggests that there are costs associated 
with diversifying.

The hypothesis that dealers increase the spread when faced with the risk 
of dealing with insiders also is supported by the signifi cant coeffi cient of the 
unsystematic risk variable, on the assumption that unsystematic risk is related 
to insider trading. A crude test of this assumption was made by collecting the 
percentage of stock held by the top 20 stockholders who were offi cers and/or 
directors, that is, insiders, of 59 banks in our sample.18 We correlated these per-
centages, which are rough estimates of the potential for insider trading, with 
the unsystematic risk (UR) of the same 59 banks. The resulting Spearman rank 
order correlation coeffi cient was +0.28 which is signifi cant at the 5 percent level. 
Although much more research needs to be done on the relationship between 
insiders and unsystematic risk, this evidence leads us to accept tentatively the 
hypothesis that exposure to insider trading is one of the determinants of spread 
in the OTC market.

16. This idea was fi rst suggested to us by James Hamilton. Industry economies of scale could 
result from the ability of dealers to offset inventory imbalances by trading with other dealers, although 
additional research is needed to isolate these economies.

17. See also Evans and Archer (1968) on this point.
18. These data were collected from the U.S. House of Representatives, Subcommittee on Domestic 

Finance, Committee on Banking and Currency. Twenty Largest Stockholders of Record in Member 
Banks of the Federal Reserve System, 88th Congress, 2nd Session, October 15, 1964.
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Summary and Conclusion

Traditional economic analysis, fi rst applied by Demsetz (1968) to the price for 
effecting immediate transfers of title to shares (bid-asked spreads), is used to ana-
lyze the determinants of spreads in the OTC market. The sample collected allowed 
more theoretically and empirically valid tests of hypotheses than are presented in 
previously published studies. The present study found statistically signifi cant (0.1 
percent level) relationships of the sign postulated between spreads per share and 
price per share, number of stockholders (a proxy for the scale of transactions), 
number of dealers, and unsystematic risk. None of these relationships appear lin-
ear, which suggests that the linear models used in earlier studies were not appro-
priate, though the fi ndings of these studies generally are consistent with ours.

The estimates provide evidence on the hypotheses presented in the fi rst section 
of the essay. Economics of scale in trading are found—trading scale (measured 
by the number of shareholders) is negatively related to spreads (a doubling in 
the number of shareholders is associated with a 16.5 percent decrease in spread). 
While this might be taken to mean that dealers are natural monopolists, additional 
data suggest that the results may be more consistent with security dealing being 
a decreasing cost industry with economies external to the individual dealer. The 
coeffi cients estimated also indicate that competition (measured by the number of 
dealers) is associated with lower per share spreads (a doubling of the number of 
dealers is associated with a 26.8 percent decrease in spreads).

The risk (inventory holding and insider) measurements used are derived 
from the capital-asset pricing model. As was expected, systematic risk (beta) is 
not associated with spreads. Unsystematic risk (residual variance), which is asso-
ciated with spreads, measures the dealers’ cost of portfolio diversifi cation and 
their cost of trading with insiders. Additional evidence suggests that both expla-
nations are relevant.
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I. Introduction

In our opinion, a proper framework has yet to be developed for the analysis of 
fi nancial intermediation. The traditional macroeconomic analysis views fi nancial 
intermediaries as passive conduits through which monetary policy is effected.1

Even when a more micro view is taken, though, the analyses often are restricted 
to studying the effect on the rate of change and allocation of money and credit of 
required and desired reserve ratios, ceiling rates imposed on loans and deposits, 
and so on.2

Recent (and some past) writers criticize this approach.3 These authors 
point out that since financial intermediaries are firms, they should be ana-
lyzed with the microeconomic tools that have been employed to analyze other 
industries. Yet in this implementation, considerable divergence in approach 
can be found. For example, while Pesek (1970) and Towey (1974) describe 

11
A Transactions Cost Approach 

to the Theory of Financial 
Intermediation

with Clifford W. Smith Jr.

1. For example, neither Friedman and Schwartz (1963) nor Cagan (1965) mention bank resource 
costs.

2. Admittedly, if the costs of production for this industry showed little variability over the period 
studied, these omissions may cause little diffi culty. However, with the technological advancement 
in such areas as electronic funds transfer, this omission may pose serious problems for subsequent 
research.

3. See Pyle (1972) for a comprehensive review of this literature.
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one financial intermediary, banks, as producing money by employing loans 
as inputs, Hyman (1972) and Melitz and Pardue (1973) describe them as pro-
ducing credit with deposits as inputs. Furthermore, although most authors 
suggest that the intermediaries maximize something, it is sometimes profits, 
sometimes growth, and sometimes (rather anthropomorphically) utility (e.g., 
Klein, 1971). We believe that these approaches are not the most productive way 
to analyze financial intermediaries.

Essentially, we view the role of the fi nancial intermediary as creating special-
ized fi nancial commodities. These commodities are created whenever an interme-
diary fi nds that it can sell them for prices which are expected to cover all costs of 
their production, both direct costs and opportunity costs.

We see the demand for these financial commodities as a derived demand. 
Individuals derive utility from consumption, consumption today and  con-
sumption in the future. By acquiring financial commodities,  intertemporal 
and intratemporal transfers of consumption may be achieved. Of course, 
there are many financial commodities other than those produced by finan-
cial intermediaries. The raison d’être for this industry is the existence of 
transactions costs.

Several forms of financial intermediation have arisen to reduce these costs. 
The most basic form of financial intermediary is the market maker. He simply 
provides a marketplace where potential buyers and sellers come together, thus 
lowering relevant information costs. An example of this form of intermediary 
is the New York Stock Exchange. It does not create assets, it only furnishes a 
physical location for buyers and sellers to transact. Without this intermediary, 
the task of locating a potential seller (much less the potential seller with the 
lowest reservation price) would be much more expensive. A somewhat more 
sophisticated form of financial intermediation is provided by a dealer who 
also takes a position at his own risk in the asset transacted. A market special-
ist on a securities exchange exemplifies this form of intermediation. A more 
complex form of financial intermediation is one in which new financial com-
modities are produced. This form of financial intermediary is exemplified by 
mutual funds, banks, and consumer finance companies. Thus, mutual funds 
allow individuals to purchase shares in diversified portfolios of securities, in 
odd amounts, for indefinite lengths of time, generally at a much lower trans-
action cost than could be achieved through the direct purchase of the under-
lying securities. This intermediary has a comparative advantage over a stock 
exchange in serving a particular group. Therefore, it exploits the returns to 
scale implicit in the structure of the transactions costs of a stock exchange by 
purchasing large blocks of securities, packaging those securities in a form that 
is demanded by some individuals, and selling the package at a price which 
covers all its costs. These examples illustrate the essential feature of financial 
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intermediation—reduction of the transactions costs of effecting inter- and 
intratemporal consumption decisions.4

II. Demand

A basic problem in the analysis of fi nancial intermediaries may be the lack of an 
appropriate analytical framework within which to analyze the demand for the 
fi nancial commodities produced by intermediaries. In the general analysis of con-
sumer demand, individuals are assumed to possess an endowment and act accord-
ing to the dictates of a utility function. The endowment is expended to purchase 
consumption goods in such a way as to maximize utility. We assume that indi-
viduals derive utility only from consumption, where by consumption we mean 
consuming different goods at many points in time, allowing for different states of 
the world. (Note that if this restriction were not imposed, any observed activity 
could be trivially deduced by an appropriate insertion of that phenomenon into 
the utility function, thus rendering the analytical apparatus empty.)

The individual’s endowment may consist of securities plus his human wealth, the 
present value of his earnings. If the individual’s preferred intertemporal consumption 
pattern differs from his time profi le of earnings, he may rearrange his consumption 
pattern to achieve a more desired pattern. He does so by directly or indirectly acquiring 
a long or short position in assets (e.g., by purchasing equities or the fi nancial com-
modities issued by fi nancial intermediaries). Therefore, an individual’s asset holdings 
do not yield utility in themselves. Assets are held for the inter- and intratemporal rear-
rangement of consumption possibilities afforded by their holding.5

The foregoing explains, in part, why assets are held. We now turn to the ques-
tion of which assets are held, or what the motivation is for holding the fi nancial 
commodities created by fi nancial intermediaries. It should be obvious that in a 
perfect market, a market with no frictions such as transactions costs, information 
costs, or indivisibilities, fi nancial intermediaries would not exist. This argument 

4. One point about the aggregate supply of the fi nancial commodities created by fi nancial inter-
mediaries should be noted: it is always identically zero. The total long position in mutual fund shares 
held by the public is exactly offset by the short position in those shares taken by the fund itself. Sim-
ilarly, the total long position in the installment loan market held by the customers of a consumer 
fi nance company is exactly offset by the short position in that market assumed by the fi nance company 
itself. This general proposition, that the supply of fi nancial commodities created by fi nancial interme-
diaries is identically zero, should highlight the fact that the increase in social welfare engendered by this 
industry comes about only through a reduction in the relevant transactions cost.

5. We include here contingent consumption possibilities as, for example, are afforded by 
 insurance.
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focuses explicitly on the rationale for the existence of fi nancial intermediaries—
market imperfections.

Transactions Cost and Intertemporal Consumption

First we consider the consumer’s demand for intertemporal consumption. The 
well-known Sharpe-Lintner-Treynor-Mossin capital asset pricing model (CAPM) 
describes how the consumer can hold a portfolio of riskless and risky assets to 
achieve consumption patterns that maximize his utility. This model includes the 
essential elements appropriate to an analytical framework: consumption is the 
argument in the individual’s preference function, at least two time periods are 
considered, the range of substitution involved in the portfolio decision is recog-
nized, and risk is explicitly recognized. However, transactions costs are not incor-
porated.

In an earlier version of this essay, we demonstrate formally how general trans-
actions costs can be included in Hamada’s (1971) explication of the CAPM.6 We 
draw the following conclusions. First, transactions costs reduce the amount of the 
consumer’s present and future consumption should he want to consume other 
than his current period income. As a consequence, consumption only of current 
income and next period income may dominate borrowing and lending and invest-
ing in risk-free and risky assets. This conclusion is reinforced where transactions 
result in differing borrowing and lending rates. Both fi xed and differential transac-
tions costs result in a tendency of the individual’s consumption patterns to follow 
his income pattern. Second, although in a perfect market it is never optimal to 
hold a portfolio with no risky assets, the existence of transactions costs may result 
in the optimal portfolio containing only riskless assets. Third, where a consumer 
can achieve a higher level of utility by purchasing risky assets even though he must 
incur transactions costs, the nature of these costs affect his choice of portfolio. If 
transactions costs are proportional for all risky assets, the market portfolio is still 
the optimal portfolio of risky assets,7 though the amount that can be invested is 
reduced by the future value of the costs. However, the two fund property of the 
CAPM is lost virtually all other forms of transactions costs. If transactions costs 
are associated differentially with individual securities, the market portfolio will 
not be chosen. Essentially, the individual will add risky securities to his portfo-
lio until the marginal net benefi t of increased diversifi cation is zero. The addi-
tion of more general increasing returns to scale in transactions costs will generate 

6. This section of the essay was omitted because of space constraints.
7. Note, however, that if the individual begins with an endowment of risky securities, this property 

does not hold. See Zabel (1973).
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 nonlinearities in the model. Both the homogeneity properties associated with the 
map of the effi cient frontier and the linearity of the capital market line will be lost. 
In particular, the consumer with a relatively small endowment and/or income may 
fi nd the reduction in expected utility from paying transactions costs greater than 
the increase in expected utility from purchasing, borrowing, or lending risky or 
risk-free assets.

The demand for the commodities produced by fi nancial intermediaries, in 
general, is derived from the consumer’s ability to achieve a higher level of utility 
by incurring lower levels of these transactions costs. In addition, individual spe-
cifi c transactions costs, such as the cost of transportation and inconvenience, also 
serve to reduce the consumer’s consumption possibilities. These costs, we believe, 
are important for explaining the distribution of the consumer’s demands among 
individual fi nancial intermediaries. When several fi nancial commodities can be 
obtained in a single location, the marginal transportation and inconvenience cost 
for services in addition to the fi rst are virtually zero.8 However, the continuing 
existence of thrift institutions, unit banks, and other limited service fi nancial insti-
tutions suggest either that these costs are not overwhelmingly large or that govern-
ment regulations prevent transactions cost saving changes. (These alternatives are 
considered further below.)

The addition of these costs would suggest that individuals’ effi cient oppor-
tunity sets would differ not only with the size of their portfolios, but also with 
physical location and the opportunity cost of their time. Thus the demands faced 
by fi nancial intermediaries are also a function of the distribution of wealth among 
consumers.9

Transactions Costs and Intratemporal Consumption

The demand for fi nancial commodities, such as demand deposits, is derived 
from the consumer’s demand to effect intratemporal consumption decisions 
across commodities. Demand deposits are acquired because of transactions costs, 
namely, costs associated with barter and with the use of government-supplied 
money.10 Since it is costly to exchange assets for consumption goods, given some 

 8. Consequently, time deposit balances are positive in full-service commercial banks, even 
though thrift institutions are allowed to pay one-quarter percent more interest on their time depos-
its (see Kardouche, 1969). This argument may also partially explain the observation that banks with 
extensive branching tend to dominate in states which permit branch banking.

 9. In general, we expect that as the opportunity cost of the consumer’s time increases, the value 
of full-service fi nancial intermediaries to the consumer is likely to increase.

10. See Savings (1971), Feige and Parkin (1971), Brunner and Meltzer (1971), and Karni (1974) 
for recent analyses of the demand for money that consider explicitly the role of transactions costs.
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stochastic expenditure patterns, individuals will choose to hold assets which have 
low transactions costs associated with conversion to consumption goods. This 
property of assets, the ability to be transformed into consumption goods at mini-
mal transactions costs, is referred to as liquidity.11 Given the continuum of liquid-
ity and noting the generally negative correlation between liquidity and expected 
return, individuals will hold a portfolio of assets in which the marginal benefi t 
of increased liquidity and the accompanying expected reduction in transactions 
costs is just equal to the marginal cost of the reduction in expected return.

Among these assets, demand deposits and loans provide liquidity at a relatively 
low transactions cost because they provide consumers with complete divisibility 
and permit him to monitor his activities at a relatively low cost. A demand deposit 
permits the consumer to purchase an asset or repay a debt with the exact amount 
required by writing a check. The cleared check provides him with a legally accept-
able, validated record of the transaction. A Treasury bill, on the other hand, usually 
must be converted to currency or a demand deposit before it can be used to effect 
transactions.

Loans made for the amounts and periods demanded similarly provide con-
sumers with liquidity that obviates the need to incur the additional transac-
tions costs of investing amounts not wanted. A debenture, on the other hand, 
involves a relatively large amount of funds for a relatively long period. Neither 
the amount nor the period may coincide with the consumption preferred by the 
consumer.

Transactions Costs and the Demand for 
Financial Commodities

To summarize, fi nancial intermediaries meet consumers’ demands for time-dated 
consumption by supplying units of generalized purchasing power that can be con-
verted into goods or services at minimal transactions costs in the amounts and at 
the times demanded.12 Included in the price of these fi nancial commodities are 

11. Pierce (1966) following Tobin demonstrates that liquidity may be measured as the amount 
that can be acquired (either through the sale of an asset or through borrowing) over a given time 
period and state of the economy relative to the maximum amount that could be realized from the sale 
of the asset were time not a factor. Therefore, currency, being legal tender, is perfectly liquid. However 
mortgage loans, which require large information costs for a prospective buyer to ascertain valuation, 
are generally illiquid.

12. Thus, a consumer who wishes to acquire the services of an automobile now (and over time) 
in exchange for reduced consumption of other goods and services at specifi ed amounts in the future 
may borrow $3,800.00 and pay a bank $183.67 a month for 24 months. A manufacturer may acquire 
the productive services of a machine that costs $10,800, for which he contracts to return $11,880 one 
year hence.
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amounts that compensate the fi nancial institution for the costs of processing the 
paperwork required to record the transaction, to determine the likelihood that the 
borrower will repay his debt, to monitor his repayment of the debt and to acquire 
the funds borrowed. Also included are amounts (interest) that compensate other 
consumers for deferring present consumption.

Similarly, consumers who wish to consume in the future may invest their funds 
(currently owned claims over resources) with a fi nancial intermediary. The inter-
mediary provides them with an expected real return for the period over which they 
choose to invest. Furthermore, consumers generally can invest whatever amounts 
they wish for whatever period they wish.

Financial intermediaries are organized to meet these consumers’ demands 
at relatively low transactions costs by producing financial commodities and 
services. The conditions that govern this production are considered in the next 
section.

III. Production

General Considerations for the Production of 
Financial Commodities

The market price of a fi nancial commodity is a function of the total cost of pro-
ducing the fi nancial commodity. We begin to examine the price charged by the 
fi rm by considering the behavior of an unregulated fi rm. (The impact of govern-
ment regulation is considered in section V.) The price of any fi nancial commodity 
in an effi cient, competitive market can be conceptually separated into three parts: 
one part depends only on the pure riskless rate (what in a two-period world would 
correspond to the marginal rate of substitution between current and future con-
sumption), one represents a premium for risk, and one is a compensation for the 
administration, monitoring, and processing costs imposed on the producer. To 
examine the fi rst two parts, it is convenient to employ the analogy suggested by 
Black and Scholes (1973) between the valuation of a call option and the valuation 
of equity.13 Black and Scholes demonstrate that in a frictionless world without 
taxes and bankruptcy costs that the value of equity (E) and debt (D) (defi ned as 
pure discount bonds) are functions of the value of the underlying assets (V ), the 

13. See Smith (1976) for a review of the option pricing literature and the applications of the 
option pricing model to value other contingent claim assets.
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face value of the debt (D*), the time to maturity of the debt (T ), the riskless rate 
of interest (r), and the variance rate on the assets (s 2):14

V = E(V, D*, T, r, s 2) + D(V, D*, T, r, s 2), (11.1)

where
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Even in the absence of transactions costs, any economic agent who purchases 
or sells a fi nancial commodity must ascertain the values of these variables. The 
cost of assessing the riskless rate is very low, for it is exogeneous to the process and 
readily observable. However, assessment of the other relevant variables may entail 
high information costs. This task may be trivial in the case of an investment where 
repayment is guaranteed by a secure insuror (such as the FDIC, FSLIC, VA, FHA, 
or NCUA). But for other investments, the assessment of the magnitudes of the 
variables is costly and the agents incurring these costs must be compensated.

In providing funds to a borrower, lenders are faced with the possibility that 
honesty on the part of the borrower may not be his best policy. For example, if a 
borrower obtains a loan based on his stated intention to purchase low-risk assets 
with the proceeds, he can increase his equity by actually using the proceeds to 
purchase high-risk assets. If the lender does not perceive that this action is pos-
sible (and therefore charges an interest rate which assumes that this action will 
in fact be taken), he will suffer a capital loss: the market value of the loan will 
fall because the agreed rate of interest is insuffi cient compensation for the risk 
of bankruptcy. Consequently, the lender must charge a price (interest rate) suf-
fi cient to compensate him for the riskiest choice of assets that the borrower might 
acquire.  Furthermore, if the lender sets the interest rate at that level, the borrower 

14. These partial effects have intuitive interpretations: an increase in the value of the underlying 
assets directly increases the value of the equity and increases the coverage on the debt, thereby lowering 
the probability of default. An increase in the face value of the debt increases the claim on the assets 
by the creditors thereby increasing the current value of the debt and, since equity is a residual claim, 
reduces its current value. An increase in the time to maturity of the debt or an increase in the riskless 
rate decreases the present value of the debt obligation. Finally, an increase in the variance rate on the 
assets increases the likelihood of the value of the assets being less than the face value of the debt at 
maturity, thereby lowering the current value of the debt and increasing the current value of the equity. 
Furthermore, in the presence of taxes, bankruptcy costs, and other agency costs, the debt–equity ratio 
would be an argument in the equity and debt functions. As pointed out by Long (1974) the Black-
Scholes model cannot be directly applied in the presence of tax effects or agency costs which would 
make the value of the fi rm dependent upon the debt–equity ratio. However, it seems unlikely that 
qualitative results in (11.1) will be affected.
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must acquire assets at least as risky as those the lender implicitly expects him to 
purchase or he will overcompensate the lender.

As pointed out by Jensen and Meckling (1975), the cost of this confl ict of inter-
ests between the borrower and the lender can be reduced by placing a restrictive 
covenant into the credit agreement. This covenant contractually limits the activi-
ties of the borrower and therefore allows the lender to offer a lower rate of interest 
on the loan. However, there are other methods which can be used to minimize this 
problem, specifi cally the pledging of collateral. If collateral is included in a credit 
agreement, then the information costs imposed on the lender may be signifi cantly 
lowered. Instead of calculating the appropriate rate of interest based on the least 
favorable available action to the borrower, given the covenants in the instruments, 
the lender can base the rate on his estimate of the risks associated with the collat-
eral. This procedure may be much less expensive to administer and monitor than 
the procedure of employing general, restrictive covenants.

Of course, in the case of fi nancial commodities such as loans, trade-offs exist 
between these various ways of protecting one’s self as a lender. Increasing the down 
payment required, pledging collateral, and inserting restrictive covenants into the 
credit agreements imply different combinations of information and monitoring 
costs over the life of the loan. It is expected that the combination of these instru-
ments chosen would be such that the marginal reduction in expected costs would 
be equal for all instruments employed.

It also appears that, for certain types of loans, the information costs associ-
ated with ascertaining the magnitudes of the arguments in (11.1) are so high that 
it is preferable to employ instrumental variables instead. Consequently, fi nancial 
intermediaries generally gather, check, and update information about borrowers, 
for frequently the historical record of past obligations is a good source of informa-
tion about the likelihood of repayment. This information also may be quantifi ed 
and summarized with the aid of credit scoring techniques and fi nancial statement 
analysis.

The considerations discussed above are not specifi c to fi nancial intermediar-
ies—they are relevant to all fi nancial commodities produced by economic agents. 
Now we turn to the question of why fi nancial intermediaries usually perform these 
services rather than other services.

The Costs of Producing Financial Commodities

The production of fi nancial commodities, like the production of any other good, 
requires the use of various forms of labor and capital goods. In the production 
of fi nancial commodities, these inputs are more extensively employed in tasks of 
documentation, information, and monitoring. Extensive documentation is neces-
sary because fi nancial commodities are claims that can be easily converted into 
generalized purchasing power or consumption goods by the holder with small 
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transactions costs. Therefore, there must be little question that these claims are 
legally enforceable—so little question that the high legal costs associated with gov-
ernment enforcement of these contracts will be rarely employed.15

As suggested above, information costs are often relatively large for the produc-
tion of fi nancial commodities, especially for those that entail a promise to repay 
funds at a later date (e.g., loans). Where collateral is required to secure a loan, its 
value must be ascertained and kept current. This task is not diffi cult for assets that 
are continuously traded, such as listed securities; however, determination of the 
value of other assets may require specialized expertise. Though information and 
monitoring may be most useful for such fi nancial commodities as loans; depos-
its and other commodities require these aspects of production to reduce frauds, 
litigation, and misunderstandings which are expected to be more costly. Financial 
intermediaries create fi nancial commodities which require the performance of 
these tasks because they have a comparative advantage in processing documents, 
in acquiring information about borrowers’ ability to repay debts, and in monitor-
ing instruments that can be easily converted into generalized purchasing power.

Three sources of this comparative advantage may be delineated. First, the 
intermediary is able to achieve economies of scale as a consequence of specializa-
tion. Thus, routines designed for and information received about a consumer or 
types of consumers can be used to process other consumers;16 further, specialized 
machinery and forms may be developed and designed.17 Economies of specializa-
tion may make it cost-effective for some institutions to specialize in providing a 
single type of fi nancial commodity to a specifi c group of customers (e.g., con-
sumer fi nance companies), while others carry a limited line of related fi nancial 
commodities (e.g., wholesale commercial banks, thrift institutions, and invest-
ment companies), and others are virtually fi nancial department stores (e.g., full-
service commercial banks).18 Second, some important information, such as details 
about a borrower’s fi nancial condition, can be obtained by a fi nancial institution 

15. To reduce these enforcement costs and to minimize monitoring costs for the intermediary 
fi nancial commodities are sometimes negotiable: a holder of a fi nancial claim need prove only that he 
is a holder in due course, having not obtained the claim through fraud or theft. Consequently, nego-
tiable commodities require extensive control and monitoring by the holder, since it is very diffi cult to 
prove that the bearer of such an instrument is not a holder in due course. Therefore, these transactions 
costs can be shifted directly from the issuer to the bearer.

16. Credit scoring for screening consumer loans and lending by bank offi cers who specialize in 
specifi c industries or types of real estate are examples.

17. Check sorting machines and loan forms and routines are examples.
18. Available evidence indicates that many fi nancial institutions (such as thrift institutions) have 

achieved virtually all economies of scale available through specialization and consequently might ben-
efi t from economies of diversifi cation were they not prohibited by law from producing additional 
fi nancial commodities (see Benston, 1972). These issues are considered further, below.
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at much lower cost than by others because the fi nancial institution is expected to 
exhibit, and therefore can more easily acquire a reputation for exhibiting, discre-
tion with that type of information.19 Third, fi nancial institutions can reduce the 
transactions costs associated with search. An individual who wishes to lend can 
search for another person who wishes to borrow, but this process is generally more 
expensive than having a market through which these transactions can be accom-
plished. (Note, however, that the process does not require a matching of borrower 
and lender, even within the same institution.)

Specialization and Diversifi cation in the Production 
of Financial Commodities

It is generally the case (for reasons that are discussed below) that fi nancial inter-
mediaries tend to produce more than one kind of fi nancial commodity. They tend 
to have many sources and uses of funds. They can obtain funds through equity, 
borrowing, accepting deposits of various kinds, and so on. They can employ these 
funds by making loans, purchasing securities, building offi ces, buying equipment, 
and so on. In equilibrium, the total cost of obtaining another dollar from any of 
these sources should be equal. In equilibrium, the total return from employing 
another dollar in any of these uses also should be equal. Consequently, fi nancial 
intermediaries should not necessarily associate sources and uses of funds.

That fi nancial intermediaries should not associate sources and uses of funds 
does not imply that the two sides of the balance sheet involve independent and 
separable decisions. As long as bankruptcy costs are positive, the structure of the 
two are related. For instance, real estate investment trust companies generally bor-
rowed in the short-term credit market and loaned in the intermediate or long-term 
credit market. This practice exposed these trusts to interest rate risk which could 
have been hedged by matching the maturity structure of the assets and liabilities. 
When interest rates rose, the value of their assets fell by a much greater amount 
than did the value of their liabilities. This resulted in great fi nancial diffi culty for 
many of the trusts. Similarly, government regulations that essentially restrict thrift 
institutions to mortgage loans and savings deposits expose them to a higher prob-
ability of bankruptcy. Thus, a hedging of risks appears desirable. But it need not 
be achieved (and may not be achievable) by matching deposits from and loans to 
individuals (or any other group or type of consumers). What, then, determines 
whether and how fi nancial institutions offer a specialized or diversifi ed array of 
fi nancial commodities and services?

19. Private individuals may be denied access to this information for fear that it may be made avail-
able to competitors or others.
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Financial intermediaries, as they presently are organized, offer a wide variety 
and combination of fi nancial commodities and services. Aside from laws and gov-
ernment regulations (which, as we discuss in section V, are a principal determi-
nant), several factors may account for this diversity. Among these are economies of 
scale from specialization, economies from diversifi cation, economies to customers 
from purchasing fi nancial commodities and services at a single location or from a 
single institution, and reduction of the probability of incurring bankruptcy costs. 
The available empirical evidence suggest that there exist economies of scale in the 
production of fi nancial commodities. However, the fi nancial intermediaries stud-
ied are suffi ciently large to have achieved most of these economies with respect to 
the production of relatively homogeneous fi nancial commodities.20 Additionally, 
there appear to be some economies of scale from diversifi cation.21 Diversifi cation 
also may be valued because it lowers the probability (and hence the expected cost) 
of bankruptcy. This occurs because the returns from investments in different types 
of loans, customer services, locations, and so on, over different states of the world 
(such as general and local economic depressions, infl ation, changes in consumers’ 
tastes and preferences, changes in laws, and changes in the enforcement of regula-
tions) are likely to be imperfectly correlated. Of course, it is expected that institu-
tions will equate the marginal advantage from diversifi cation with the marginal 
cost of less specialization.

A combination of economies from joint production and lower consumer-
borne transactions costs, may explain why specifi c commodities and services gen-
erally are produced by fi nancial intermediaries.22 Reduced customer transactions 
costs also explains the offering of these services by many fi nancial institutions. 
However, specialized fi nancial intermediaries may have some comparative advan-
tages over department store types of institutions.23 But as we discuss in section 
V, outdated laws and regulations may prevent change from occurring. First we 
consider the pricing of fi nancial commodities and services.

20. See Benston (1965, 1970, 1974), Bell and Murphy (1968), Longbrake and Haslem (1975), and 
Halpern and Mathewson (1975).

21. See Benston (1972, 1974, 1975), Halpern and Mathewson (1975), and Bell and Murphy 
(1968).

22. Safe deposit boxes, for example, require investments in vaults, alarm systems and guards. 
These also are required for safeguarding the currency and negotiable instruments used for fund trans-
fers, deposits and loans.

23. For example, given the laws and consumers’ tastes, specialized small loan companies may be 
able to supply high-risk consumer cash loans at a lower transactions cost than can commercial banks. 
Changed conditions (such as changes in consumers’ tastes and effective reductions in graduated legal 
ceiling rates on small loans as a consequence of infl ation) may reduce the advantage of specialization 
to the point where the advantages from diversifi cation dominate.
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IV. Pricing of Financial Commodities and Services

Several studies have suggested that, in the absence of government regulation and 
in the presence of effi cient markets, fi nancial institutions would unbundle charges 
for their products.24 In equilibrium, given competitive markets, fi nancial institu-
tions would charge consumers the marginal cost of producing the commodities 
and services demanded. Similarly, consumers would be rewarded according to the 
marginal value of the resources they made available to the intermediary. Thus 
charges would be levied for each check processed, each deposit made, each state-
ment prepared and mailed, each note collected, each installment payment ren-
dered, and so on.

However, this analysis neglects the transactions cost of accounting for transac-
tions. It is clear that, were it not for the prohibition of interest on demand deposits, 
we would observe direct interest payments rather than “free” checking or lower 
rates charged on loans to depositors, and so on. But the cost of accounting for 
each service demanded by consumers might prevent complete unbundling from 
being cost-effective. Rather it seems likely that for some fi nancial commodities 
fi nancial institutions would estimate the average cost of processing a given type 
of account and pay (or charge) an interest rate and/or overall service charge that 
covers expected costs. This procedure would permit dispensing with the monitor-
ing and accounting system required for the explicit charge system.25 The issue, 
of course, is essentially an empirical one—which charging system (or combina-
tion of systems) requires the smallest costs net of benefi ts. However, government 
regulations impinge on the choice of method and on the ability of fi nancial insti-
tutions to repackage and alter their commodities as technology and consumers’ 
tastes change. We turn, next, to this question.

V. Government Regulation

It is clear that any government regulation presents a constraint on those regu-
lated that reduces aggregate welfare, with four possible exceptions: the constraints 
are not binding, there are externalities, the cost of government administration is 
reduced, and resources are redistributed among persons so that someone’s welfare 
is increased. The following discussion is limited to considering the effect of specifi c 
regulations on the ability of fi nancial institutions to meet consumers’ demands 

24. See, for example, Black (1975) and Knight (1975).
25. It should be noted that before the prohibition of interest payments on demand deposits (in 

1933), banks generally paid interest only on large account balances and generally did not charge for 
individual services rendered.
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effi ciently. In general, we do not consider the welfare effects of these regulations on 
individuals (in part because we believe these to be unimportant).

Government regulations on fi nancial intermediaries may be grouped as fol-
lows: (1) licensing, (2) price control, (3) credit allocation, and (4) supervision. 
Each is discussed in turn.

First, unlike most other enterprises, fi nancial intermediaries generally cannot 
be established without permission from some regulatory agency. In addition, bank-
type fi nancial institutions require regulatory permission to expand via branching, 
a method that is prohibited or restricted by many states, with expansion across 
state lines being generally prohibited. Financial intermediaries also are prohibited 
or restricted from offering specifi c fi nancial commodities and services.26 Licensing 
regulations also may prevent fi nancial intermediaries from organizing production 
of fi nancial commodities and services in effi cient ways. Restrictions on the inter-
mediaries’ ability to jointly produce and offer their output at locations of their 
choosing necessarily increases the transactions costs (including inconvenience 
costs) that some consumers must bear.

Second, control over the prices received and paid by fi nancial intermediar-
ies are imposed by the states and the federal government. State-imposed usury 
laws place ceilings on the amounts that intermediaries can receive on loans.27 As 
is the case for price controls generally, interest rate restrictions tend to misallocate 
resources. When they are effective, usury laws result in restricted availability of 
riskier and operationally more costly loans as fi nancial intermediaries shift their 
funds to loans whose net yields are within legal limits. Since the ceilings are stated 
as rates per dollar and rarely are changed, infl ation increases the effectiveness of 
the ceilings as the premium for infl ation increases to the point where loans are not 
as profi table as other investments. Larger business loans are made in preference 
to smaller loans since, generally, larger loans require lower operating expenses 
per dollar loaned. Tie-in arrangements, such as compensating balances, are used 
which effectively increase the rate of interest charged. Smaller consumer loans are 
not offered, except as “loss leaders” (Benston, 1975; Bowsher, 1975). If the ceil-
ings become suffi ciently restrictive, consumers cease using the services of regu-
lated fi nancial intermediaries and, where the law permits, direct loans and other 
forms of disintermediation take their place. The net result seems to be a decline 
in welfare.

26. For example, only commercial banks can offer demand deposits. Thrift institutions cannot 
offer non–real estate related commercial loans. Consumer cash loans (except for real estate–related and 
student loans) cannot be offered by thrift institutions in most states. Commercial banks cannot make 
equity investments or offer equity investment services to consumers.

27. See Bowsher (1975), pp. 20–21, for a table that summarizes the usury rates state by state.
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Ceilings on deposit payments similarily have dysfunctional effects. The argu-
ment that prohibiting interest payments on demand deposits is necessary to keep 
banks from making risky loans in an effort to offset the interest expense has been 
shown to be false (Benston, 1964). Rather the prohibition has the effect of a gov-
ernment-administered oligopolistic cartel price enforcement. Ceilings on the rates 
paid on time and savings deposits also have the effect of raising transactions costs, 
as fi nancial intermediaries and consumers attempt to evade the restrictions. Pre-
miums and promotions are less valuable to consumers than their cash equivalents 
and disintermediation is generally more costly than intermediation. However, the 
cost to consumers of disintermediation may exceed the benefi ts (which appears to 
be the case for holders of smaller savings accounts).28 The effect, then, of ceilings 
on the prices fi nancial intermediaries may charge and pay for funds is to increase 
transactions costs (borne by the intermediaries and consumers) and misallocate 
resources.29

The third form of government regulation, control or credit allocation, takes at 
least four forms: (1) mortgage lending is encouraged by a variety of subsidies, (2) 
loans made to fi nance purchases of securities are discouraged by margin require-
ments that call for relatively large amounts of collateral, (3) small consumer cash 
loans are limited by state-imposed limitations on maturities and interest rate ceil-
ings, and (4) mandatory credit allocation to groups and areas which presumably 
have been discriminated against have been proposed. Other controls have been 
attempted in the past, such as “moral suasion” by the Federal Reserve to discourage 
banks from making foreign and other undesirable loans and wartime controls on 
consumer loans and mortgages.30

Although there is doubt that subsidies on mortgage loans actually increase 
the stock of housing (Jaffee, 1975; Meltzer, 1974), there seems little doubt that 
controls reduce some forms of lending by fi nancial intermediaries. In the short 
run, such controls as margin requirements for loans to purchase securities can 

28. See Pyle (1974) for an estimate of the opportunity losses incurred by savers from interest rate 
regulation.

29. The ceilings have been defended as necessary for the continued viability of specialized thrift 
institutions and benefi cial to deserving groups (such as the housing industry, in the belief that the 
intermediaries’ reduced cost of funds necessarily will be passed on to mortgages and that an interest 
rate differential in favor of thrift institutions will favor allocation of credit to mortgage loans). Even 
assuming that savers who fi nd it too costly to disintermediate should (and do) support home builders 
and buyers, the effectiveness of this form of subsidy has been questioned by a large number of studies 
(see Meltzer, 1974; and Jaffee, 1971). Since this argument explicitly assumes intermediaries associate 
sources and uses of funds, it is highly doubtful that this rationale is valid. The continued viability of 
fi nancial intermediaries who are required by regulations to concentrate on mortgage loans and savings 
and time deposits, though, is in question as continued infl ation increases the effectiveness of interest 
rate ceilings.

30. We also should mention that non–interest bearing required reserves in effect allocate resources 
from users of deposits to the federal government.
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reduce the amount of funds allocated for this purpose. But, as Mayer (1975) con-
cludes after an extensive review of the literature and analysis of credit allocation 
schemes: “credit allocation is not an effi cient system. The shifts in the distribution 
of credit which it tries to bring about are of doubtful value, and, in any case, credit 
allocation would be ineffective in the long run. But this would not prevent it from 
imposing substantial costs on the economy” (p. 91).31

Efforts of authorities to force or encourage fi nancial intermediaries to lend 
specifi c groups or in specifi c areas also have been proposed.32 It is possible that 
these efforts will succeed, particularly if the institutions have not been making 
loans as a consequence of misinformation or prejudice. However, if past experi-
ence is a guide, the net effect is likely to be the imposition of additional transac-
tions costs with little effect on the allocation of credit.

Finally, fi nancial intermediaries have almost always been subjected to rather 
close supervision by governmental authorities. This supervision takes the form 
of detailed reporting requirements (i.e., quarterly call reports by banks, monthly 
reports by savings and loan associations, annual statutory reports by life insurance 
companies, etc.) and (for bank-type intermediaries) direct examination. Several 
reasons explain this type of supervision: (1) the public-facility nature of most 
intermediaries, wherein the general public believes or is encouraged to believe that 
funds deposited in a fi nancial intermediary are “safe”; (2) the fact that the assets 
held by fi nancial intermediaries can be misappropriated relatively easily if controls 
are not maintained; (3) the externalities that are believed to exist, wherein the 
failure of one intermediary affects others (bank runs) and the economy in general; 
and (4) deposits are insured by government agencies (FDIC, FSLIC, NCUA).33

One important effect of close supervision is increased transactions costs. The 
supervised fi nancial intermediaries must bear the direct cost of assessments and 
examination fees. They also absorb the costs of meeting the examiners’ and super-
visors’ requests for data and the opportunity cost of complying with their orders. 
In equilibrium, these costs are borne by the purchasers of their output. However, 
the benefi ts from examination should be deducted from the costs. The principal 
benefi t is the savings by consumers of the information and insurance costs that 
they otherwise would have to bear were the FDIC, FSLIC, and NCUA not examin-
ing the institutions and insuring deposits and shares. These cost savings would 
appear to be relatively greater for holders of small deposits, since much of the cost 

31. Also see Benston (1975) for an example of the effect of state-imposed restrictions on driving 
almost all of the consumer fi nance companies in Maine out of business.

32. These proposals include mandatory mortgage loans in sections of a city presumably discrimi-
nated against (anti–redlining), loans to black-owned businesses, loans to women, and so on.

33. These reasons are analyzed in Benston (1973) and, with the exception of the last reason, are 
found generally not to be valid.
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of information about the operations of an institution is fi xed with respect to the 
amount deposited. Borrowers, on the other hand, have much less interest in the 
safety of their creditors.

Conclusions on Government Regulation and 
Financial Intermediation

Government regulation increases the transactions costs of fi nancial intermedia-
tion principally by restricting fi nancial intermediaries from operating as effi ciently 
as they otherwise would. Licensing restrictions increase the costs. Obviously, these 
restrictions increase the transactions costs of fi nancial intermediation. Further-
more there appear to be few offsetting benefi ts for consumers, other than some 
reduction in information costs derived from the knowledge that the regulatory 
authorities can punish a poorly or fraudulently run intermediary by removing 
its license or refusing it permission to expand. Controls on interest payments and 
charges, mandatory credit policies, and close supervision also result in higher 
transactions costs and asset misallocations. Only examination and deposit insur-
ance appear to reduce some information and insurance costs that consumers oth-
erwise would incur.

On the other hand, government regulations may benefi t existing fi nancial 
institutions at the expense of consumers and of would-be competitors. This con-
clusion would be consistent with the capture hypothesis of regulation.

However, a mitigating factor should be mentioned. There is considerable contem-
porary evidence that fi nancial institutions, acting in their own self-interest, have and 
are breaking down the regulatory barriers. The prohibition of interest payments on 
demand deposits is violated by “free” checking and, most recently, by negotiable orders 
of withdrawal accounts and other demand deposit-like systems offered by thrift insti-
tutions. Automatic shifts between checking and savings deposits in commercial banks 
and the establishment and growth of money management funds also are examples 
of institutional methods of effectively paying interest on demand deposits. Place-of-
business funds transfer terminals, located in food and other stores by savings and loan 
associations, are permitting them to offer demand deposit-like services at remote loca-
tions in unit banking areas. Approval of these systems by the Federal Home Loan Bank 
Board in January 1974 led to the Comptroller of the Currency’s approval in December 
1974 of similar customer-bank-communication-terminals. These, in turn, are forc-
ing a number of state authorities in unit banking states to approve their use by state 
banks.34 Thus, the higher opportunity value of deposits appears to have made the same 

34. See Lovati (1975) for a review of these developments.
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existing electronics technology economically feasible. The regulatory barriers are being 
breached. But of course, the price paid by consumers is greater than had the barriers 
not initially existed.

VI. Conclusions

In this essay we have tried to show that the analysis of transactions costs is central 
to the theory of fi nancial intermediation. Financial intermediaries produce fi nan-
cial commodities which can be used to effect consumers’ intertemporal, intratem-
poral and state-determined consumption decisions. Changes in technology and in 
consumer-borne transactions costs alter the types of fi nancial commodities pro-
duced, the way in which they are packaged, and the institutions that produce and 
sell them to consumers. Furthermore, government regulation essentially restricts 
fi nancial intermediaries from changing the specifi c commodities they produce to 
meet changes in technology and consumer tastes. We believe a more complete 
analysis would show the relationship between specifi c types of transactions costs 
and the type of fi nancial intermediary and fi nancial commodity that should arise 
to reduce these costs. We feel that this approach represents an appropriate direc-
tion for future analysis.
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I. Borrowing Controls and Consumer Welfare

Perhaps because of the continuing infl uence of the Old Testament, Aristotle, and 
medieval Christianity,1 many people and governments do not regard interest sim-
ply as a price paid for a good or service. Although few people today believe that 
charging interest for the use of money is immoral, our laws and regulations refl ect 
the still-held belief that people ought not to pay more than a given rate of inter-
est and ought not to borrow without restrictions. As a consequence, state usury 
and small loan laws restrict the amount that can be charged and the maximum 
amount that can be loaned to individuals.

Limitations on the time over which a “high rate” lender (consumer fi nance 
company) may extend loans to a consumer is the most recent regulation imposed 
by those who wish to protect consumers from presumably rapacious lenders. 
These “consumer advocates” believe that many consumer fi nance companies, 
which are permitted to charge rates averaging about 24 percent, deliberately keep 
their clients in debt continuously. Richard Poulos, Federal Referee in Bankruptcy 
for the Southern District of Maine and perhaps the most forceful proponent of 
legislation restricting the period of indebtedness to small loan companies, puts 
the argument as follows:

12
The Impact of Maturity 

Regulation on High Interest Rate 
Lenders and Borrowers

Research for this essay was supported by the National Commission on Consumer Finance. Addi-
tional support was provided by the Institute for Humane Studies. Thanks are due to Neil Murphy, James 
Kershner, and Dan Sullivan of the University of Maine, who supervised and conducted the survey of bor-
rowers; Richard Poulos and Gerald Cope, who provided background documents; the fi nance companies 
and the State of Maine Banking Department, who generously provided data; and Kim Benston and Joe 
Safi er, who aided in research. Of course, they are not responsible for and may not agree with the essay.

1. See Taeusch (1942).
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High interest has always plagued civilization. Most regulation has con-
centrated on controlling the rate of interest by setting maximum statu-
tory limits. But this is not enough. Any problems about interest must be 
resolved by also considering (1) the amount of the loan and (2) the length 
of time for which it was granted. And the effectiveness of whatever restric-
tions may exist as far as these two factors are concerned must be tested 
against their possible evasion by the device of renewals.

Loans for short terms, even at high rates of interest, are not overly bur-
densome for most poor persons. The cost to meet some monetary emer-
gency by a loan of one or two years is not exorbitant. But no one, let alone 
a low income person, can long endure (1) high rates of interest (2) on rela-
tively large amounts of indebtedness (3) over long periods of time, from 
3–8 years or more. . . .

Renewals soon convert short term loans into long term obligations 
thereby subjecting the debtor to economic slavery. This has the effect of 
diverting large amounts of money from a debtor’s limited income merely 
for the purpose of paying interest, thus hampering him from meeting the 
basic necessities of life for himself and his family. His fi nancial strength is 
sapped to a point where any common hazard of life such as illness, loss of 
employment, divorce, etc., inevitably leads to a personal fi nancial catas-
trophe compelling him to seek relief from welfare agencies or, ultimately, 
from the bankruptcy court. (Undated, pp. 24–25)

In large measure because of the efforts of Mr. Poulos and other “consumer 
advocates,” the state of Maine adopted a law in 1967 which reduces the maximum 
interest rate that fi nance companies could charge to 8 percent on any loan bal-
ance remaining unpaid after 36 months. While this legislation probably benefi ted 
and may have been supported by the fi nance companies’ competitors (commercial 
banks, credit unions, loan sharks, etc.), the principal proponents appear moti-
vated primarily by a desire to help consumers. Whether or not the law served this 
purpose is the subject of the analysis which follows. The situation in Maine pro-
vides us with a valuable “laboratory experiment” from which the effects of such 
restrictive legislation can be measured and evaluated before it is extended to other 
jurisdictions.

The analysis is presented in four additional sections. The next section describes 
the effect on fi nance companies in Maine of the law which limited small loan 
maturities to 36 months. Hypotheses about the reasons for the dramatic decline 
in fi nance company offi ces and assets and the effect of this decline on consumers 
are delineated in the balance of the section. Tests of the hypothesis are developed 
and reported in sections III and IV. Section III analyzes hypotheses concerning the 
effect of the restrictive legislation on fi nance company operations, while section 
IV investigates its impact on the availability of consumer credit. Section V presents 
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data to test hypotheses about the characteristics of long-term borrowers, those 
whom the legislation is designed to protect. The study and fi ndings are summa-
rized in the last section.

II. Hypotheses on the Effect of “Limiting” 
Small Loan Maturities to 36 Months

Conditions Obtaining before and after the Law

Maine’s 8 percent limitation on the interest consumer fi nance companies can 
charge on loan balances unpaid after 36 months has been very strictly applied. 
The maturity of a loan is dated from its inception; extensions, rewritings, and 
additional cash advances are not considered new loans. Nor can the effects of the 
“limitation” be avoided by splitting loans, since this practice previously was (and 
still is) prohibited. The consequences attending the law have been considerable.

At the time the law was passed (1967), 116 offi ces (licenses) were operated by 
28 fi nance companies in the state (as of June 30). In 1965, 111 offi ces had been 
operated by 27 companies. By June 1972 the number had decreased to 24 offi ces 
operated by 9 companies and by June 1975 the number had decreased further to 
14 offi ces operated by 6 companies. By 1977 all consumer fi nance companies will 
have closed. As fi gure 12.1 shows, the reduction in offi ces and companies occurred 
primarily since 1969, the year in which the legislation affected the companies’ loan 
portfolios and the year in which most companies realized that they were unlikely 
to succeed in getting the “36 month limitation” repealed or modifi ed. Similarly, 
the dollar amount of loans outstanding fell from $31.0 million in December 1967 
to $10.8 million in December 1971. (Later data are not available.)

Proponents’ Hypotheses

While proponents of the law did not expect the dramatic decline experienced, they 
consider the situation a net benefi t for consumers.2 These consumer advocates believe 
that the fi nance companies had been making exorbitant and immoral profi ts and view 
their departure as proof that they are not satisfi ed with normal returns. As they see 
it, the “36 month limitation” reduces the fi nance companies’ revenues by preventing 
them from “exploiting” consumers: no longer can they entice consumers into renew-
ing loans or compound more than 60 days unpaid interest in contravention of law.3

2. Quotations and sources of the viewpoints summarized are given in Benston (1974b).
3. The law permits lenders to add no more than 60 days unpaid interest to the principal on which 

additional interest is compounded. A “renewal” creates a new loan to which another 60 days unpaid 
interest can be added to principal.
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Some supporters of the law also believe that national companies pulled out of 
Maine to “teach the state a lesson” and show other states that restrictive legislation 
means losing the small loan companies. They argue that the national companies 
fi nd forgoing “normal” profi ts a price well worth paying to administer this lesson. 
However, the data presented in fi gure 12.1 refute this hypothesis. The decline in 
the number of national and local companies and their offi ces was about the same. 
Indeed, local companies appear to have ceased operations sooner.

A somewhat different “business” explanation for the decline in the number 
of fi nance companies is that the companies simply closed some of their offi ces to 
achieve economies of scale. As a consequence, it is argued, larger companies could 
operate at lower costs and thus “live” with the new legislation.

In any event, the consumer advocates believe that consumers were not seriously 
inconvenienced by the decline in fi nance company lending. Quite the  contrary, 
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they view the increase in credit union loans from $166 million in December 1967 
to $225 million in December 1971 as evidence that borrowers were being served 
effectively by lower rate lenders and that, consequently, they benefi ted from the 
legislation.

Opponents’ Hypotheses

Opponents of the legislation believe that the virtual elimination of consumer 
fi nance companies is due primarily to the negative effect of the “36 month limita-
tion” on ordinary operating expenses and revenue. The law not only effectively 
prohibits them from making loans with maturities longer than 36 months (since 
the 8 percent they are permitted to charge is about the same rate at which they 
obtain the funds loaned, leaving nothing for operating expenses and losses); it also 
makes renewals past this limit very unprofi table. This prohibition, the companies 
claim, does not allow them to serve regular customers or extend the term of a loan 
on which a borrower is unable to make scheduled payments.4 Consequently, the 
small loan company cannot renew or extend loans, but must limit its operations 
to making one-time loans.5

The companies deny the consumer advocates’ belief that they should be able to 
make normally profi table one-time loans with maturities of less than 36 months. 
Operating expenses are higher under such restrictions, they claim. Lending to a pres-
ent borrower is much less expensive than lending to a new customer: the credit check 
required is much less extensive, the interview need not be as long, and, most impor-
tant, the risk is less since the present customer’s payment record is known. The cost of 
acquiring customers also increases if lending to present customers is made prohibi-
tively unprofi table. In addition, the law creates much higher collection costs and loan 
losses. When a customer cannot make his payments, the usual practice is to reduce 
the size of the payments and extend the term of the loan. With this practice made 
unprofi table, the companies must formally declare the loan in default and obtain a 
court judgment, a more expensive procedure for both companies and customers.

Finally, opponents of the law question the claim that consumers are served 
better when one source of supply, fi nance companies, is eliminated as a com-
petitor for consumers’ trade. While some borrowers may be served better by 

4. As one company vice president puts it in correspondence with the author: “Each time the bor-
rower refi nances his loan with the lender, the term of the loan becomes shorter and the monthly pay-
ment larger than the payment on the previous loan. Eventually, because of the 36 month limitation 
that dates from the initial loan, the term of the loan becomes so short and the payment so large that 
the lender can no longer serve the borrower’s needs since he is unable to make the big payment each 
month.”

5. While data on the percentage of loans made to present customers are not reported to the 
Bank Commissioner in Maine, data from large companies and from other states indicate that about 
62 percent of the number of loans made are renewals (with and without cash added), about 27 percent 
are made to new borrowers, and 11 percent to former borrowers.
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 commercial banks and credit unions, others may not be able to borrow from 
legal lenders at all.

Summary of Hypotheses

In summary, the following hypotheses are proposed by proponents and oppo-
nents of the “36 month limitation.”

Proponents

1. Finance companies were making abnormal and immoral returns before 
the penalty on maturities over 36 months was imposed, and now they are 
not satisfi ed with normal returns.

2. Abnormal, immoral revenue was generated by tempting consumers into 
making improvident loans which they couldn’t repay and had to renew.

3. National companies suspended operations to “teach Maine and other 
states a lesson” (this hypothesis is rejected by fi gure 12.1).

4. Economies of scale, rather than the adverse effects of the law, led the 
companies to close and consolidate offi ces.

5. In any event, consumers were benefi ted, not hurt, because they were able 
to obtain loans at credit unions and other lower rate lenders.

Opponents

1. The 8 percent maximum rate on balances outstanding more than 
36 months decreases average gross yields intolerably.

2. Renewals are no longer profi table, and new customers require higher 
acquisition and operating expenses.

3. Since extensions of loans to borrowers in default is very costly when the 
balance earns only 8 percent gross, companies are forced to attempt to 
collect these loans rather than “work with” the customer.

4. Consumers are worse off when an important source of credit is no longer 
available.

In large measure, then, the alternative positions are based (1) on assumptions 
about the loan companies’ revenue, expenses, and return on capital, and (2) on 
the effects of the drastic decline in fi nance company lending on consumers. To put 
these viewpoints into perspective and render them testable, a descriptive model is 
presented in section III of the revenue and costs that a profi t-maximizing lender 
faces when deciding whether or not to grant a loan. With this model, the effect of 
the maturity and other restrictions on the lender’s decision-making function can 
be shown. With the important parameters of the model estimated, a test of the 
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alternative hypotheses about loan company behavior can be made. Hypotheses on 
the availability of credit to consumers are considered in section IV.

III. Tests of Hypotheses on Finance 
Company Revenue and Costs

Revenue and Costs from Small Loans

In deciding the level of its loan portfolio in a particular location or state, and whether 
or not to grant a loan to a specifi c individual, a consumer fi nance company must esti-
mate the net cash fl ow that will be generated. With respect to the individual borrower, 
the company faces a certain outfl ow of the net cash loaned, the operations cost of 
processing the required papers, an uncertain infl ow of payments, and the additional 
operations cost of processing the payments. Simply accepting payments and making 
bookkeeping entries is a small part of the expense of serving a customer. The type 
of customer who borrows from fi nance companies requires more personal time and 
resource-consuming attention than customers who borrow from commercial banks 
or credit unions. This is part of the product he purchases. Were this attention not 
given, the probability of nonpayment would increase.

As with investments generally, there is an optimal level of resources for “ser-
vicing” loans. At some point, the present value of greater expected amounts of 
payments is exceeded by the present value of additional expenditures on servicing. 
In general, if the expected net present value is not positive, the company will not 
make the loan. And where the state enforces a ceiling on the amount of interest 
and fees that can be charged, neither the company nor the borrower has the option 
of increasing the gross amount of cash infl ow.

Nevertheless, a loan may be made to a borrower for whom an initial loan 
appears unprofi table (negative expected net cash fl ow) if the company expects a 
profi table long-term relationship with him. Several factors lead to this expecta-
tion. First, the operations cost of extending a second or additional loan may be less 
than the cost of a new loan because the company already has established records 
for the borrower. Second, the company obtains information about the probabil-
ity of repayment and the cost of servicing in the course of lending, information 
purchased at the cost of a negative expected present value cash fl ow from the fi rst 
loan. However, this may be a profi table investment if the company is able to reduce 
its expected losses and the “excessive” operations cost of dealing with initially 
“unprofi table” customers by granting small fi rst loans from which it determines 
the best prospects for larger second loans. Finally, although a company might fi nd 
loans under a given dollar size unprofi table (since gross income is determined by 
a ceiling rate per dollar while operating costs are primarily a function not of the 
dollar amount loaned but of servicing the customer), it might be willing to make 
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these loans as “loss leaders.” If, in the company’s experience, fi rst-time borrow-
ers tend to make larger successive loans that are profi table, it would be willing to 
make individually unprofi table fi rst loans. By making the customer a fi rst loan, the 
company expects a high proportion of customers to borrow from it again because 
satisfaction with the service and/or inertia keeps them from changing to other 
lenders, even lower cost lenders such as commercial banks or credit unions.

However, before these complex possibilities are structured and specifi ed, the 
direct effect of the law on revenue is analyzed.

Effect of the “36 Month Limitation” on Revenue

Reduction of revenue is an obvious effect of the law restricting gross interest yields 
to 8 percent on balances outstanding more than 36 months. The law, in effect, 
reduces the ceiling rate on loans to a weighted average of loans outstanding less 
and more than 36 months. The magnitude of this effect can be determined by 
calculating the average gross yield (A) on loans of different maturities, with the 
following formula:6

(1 ) (1 ) (1 ) ,p u p uA P U++ = + +  (12.1)

P = profi table (higher) rate allowed up to 36 months,
U = unprofi table (8 percent) rate allowed after 36 months,
p = number of periods remaining at rate P,
u = number of subsequent periods at rate U.

Solving equation (12.1) for A yields

1/[(1 ) (1 ) ] 1.p u p uA P U += + + −  (12.2)

Values for A show one extreme effect of the law, since it is the average gross yield 
on funds outstanding over the entire period, p + u. The average gross yield also can 
be calculated on the assumption that a loan is repaid in equal periodic amounts. In 
this event, A is calculated from equation (12.3):

11

0 0
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=

+ −
+ + + +∑ ∑

 (12.3)

Table 12.1, part A shows the average rate, A, on funds not repaid until the end of 
the period p + u of various combinations of years over which a loan earns profi table 

6. I am indebted to Marshall Freimer for discussions that clarifi ed and simplifi ed the following 
analysis.
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gross yields, P, of 30 and 24 percent and an unprofi table gross yield, U, of 8 percent. 
Part B of table 12.1 shows the average rate, A, on a loan repaid in equal install-
ments over the period, p+u. Thus a fi nance company can expect a loan made for 
three years at 24 percent, but outstanding for an additional one, two, or three years 
will earn an average yield of 20 percent, 17 percent, and 16 percent. If this loan is 
repaid in equal installments over a four-, fi ve-, or six-year period, the average gross 
yield is 23, 21, and 20 percent. Considering the likelihood that only a fraction of 
a loan with a greater than three-year maturity will be outstanding when the lower 
8 percent ceiling applies and that some original loans made will be repaid entirely 
within three years, the postlaw average gross yields are of a magnitude imposed in 
some other states and higher than the rates charged by banks. Thus, while the lower 
gross yields might explain a reduction in the number and riskiness of loans made, 
it does not appear to be the primary explanation of the demise of the industry. 
Consequently, I now turn to an analysis of their operating costs.

Operating Cost Analysis

Operating cost data as reported to the Maine Bank Commissioner were gathered 
for each year 1960 through 1971.7 A cost model was estimated, based on an exten-
sive consideration of the fi nance company operations presented in another paper 
(Benston, 1974a). The primary output variable is the number of loans serviced, 

table 12.1 Average Gross Yields Assuming Profi table Yields (P) of 30 and 

24 percent and Unprofi table Yield (U) of 8 Percent, over Combinations of 

Three-Year Periods

Years (u) at Unprofi table 
Yield (U) of 8 Percent

Years (p) at Profi table 
Yield (P) of 30 Percent

Years (p) at Profi table 
Yield (P) of 24 Percent

3 2 1 3 2 1

(A) Loan unpaid over entire period
1 24 22 19 20 18 16
2 21 19 15 17 16 13
3 19 16 13 16 14 12

(B) Loan repaid in equal periodic installments
1 28 26 23 23 21 19
2 26 24 19 21 19 16
3 24 22 17 20 18 14

7. After extensive checking (that proved time-consuming, frustrating, and necessary), some of the 
data had to be rejected for obvious defi ciencies in reporting. In particular, a company’s fi rst full year 
of operation and last year of operation were discarded as unrepresentative of normal operating condi-
tions. A description of the sample is presented in Benston (1974b, table 3).
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approximated by the average number outstanding during the year. Other variables 
are included to account for cost differences among fi rms that are not related to the 
primary output. A multiplicative cost function is assumed (from which log-linear 
regression were run) as follows:

= +3 5 61 2 4
0 ( / ) ( / ) ( / ) ,b b bb b bOC b NLO NLM O NLL M DEL60 NLO OF LOCAL u  (12.4)

OC =  operating costs per year (default losses, interest, and income taxes 
not included),

NLO =  average number of loans outstanding [(number year beginning + 
number year end)/2],

NLM/O = number of loans made per year to number outstanding (NLO),
NLL/M =  number of large (over $1,000) loans made to the total number 

made × 100 + 1 (1 is added because some companies did not 
make large loans in this event log [(NLL/M) + 1] = 0).

DEL60+ =  dollars of loans delinquent 60 days or more per dollar of loans 
outstanding × 100,

NLO/OF = NLO per offi ce,
LOCAL = 10 if the company is local, 1 if it is national,

u =  error term, where log u has mean equal to 0 and is distributed 
independently across units.

“Output” is measured by NLO; NLM/O measures the rate of growth of a company; 
NLL/M is an output homogeneity measure which extensive testing of a much larger 
amount of branch data from three major companies (Benston, 1974a) showed 
to be the only meaningful distinction of loan size; DEL60 + measures the addi-
tional costs of handling delinquencies; NLO/OF measures the economies of scale 
related to offi ce size rather than company size; and LOCAL measures differences 
in reported operating costs between local companies that tend to be owner-run 
and national companies that allocate central company overhead to their Maine 
operations. Unfortunately, data on loans to new, present, and former borrowers 
are not reported to the state, nor could these data be acquired from a suffi cient 
number of companies.

The cost of servicing a small loan was estimated with multiple regression 
analysis after all variables were transformed to common logarithms. Regressions 
were computed for each year individually, 1960 through 1971. Table 12.2 gives 
the regression coeffi cients and t-values computed for each year.8 Notable in the 

8. The regressions were tested for conformance with homoskedisticity, linearity, and indepen-
dence as follows: the data were ordered by the principal independent variable, NLO; the residuals were 
plotted and Durbin-Watson statistics and fi rst-order serial correlation coeffi cients were computed. 
These tests indicated the desired conformance.
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table are the positive (though not large) coeffi cients for large loans (NLL/M), 
positive (though not consistently signifi cant) coeffi cients for local versus national 
companies (LOCAL), and generally insignifi cant coeffi cients for the size of offi ce 
(NLO/OF).

Economies of Scale Hypothesis

The coeffi cients estimated contradict the hypothesis that consumer fi nance com-
panies reduced the number of offi ces to achieve economies of scale. First, the aver-
age size of offi ce did not increase over the period: the geometric mean number 
of loans per offi ce were 367 in 1960, 246 in 1964, 278 in 1967, and 269 in 1970. 
Second, the insignifi cant coeffi cients of the size of offi ce variable (NLO/OF) and 
the consistently greater than unity (though not statistically signifi cantly greater) 

table 12.2 Determinants of Total Operating Expenses Regression Coeffi cients (t-values). 

Dependent Variable: Total Expenses before Income Taxes, Interest, and Lossesa

Independent Variables (see description in the text)

Year NLO NLM/O NLL/M DEL60+ NLO/OF LOCAL CONST

1960 1.18
(8.59)

0.65
(1.04)

0.020
    (1.24)

    −0.11
     (0.67)

        0.26 
      (1.37)

       0.22
      (1.80)

0.30
(1.60)

1961   1.16
(11.46)

b 0.070
    (0.83)

      0.12
     (1.13)

        0.38
      (3.12)

       0.17
      (1.97)

0.60
(0.65)

1962   1.22
(12.71)

0.03
(2.39)

0.061
    (6.35)

      0.60
     (4.53)

     −0.02
      (0.12)

       0.22
      (2.14)

b

1963 1.10
(8.90)

0.74
(2.07)

0.044
    (4.44)      (3.39)

        0.27
      (1.76)

       0.22
      (1.98) b

1964 1.15
(4.22) b

0.035
    (1.99)

      0.16
     (0.85)

        0.24
      (0.72)

       0.30
      (1.28)

0.20
(0.66)

1965 1.30
(9.29)

1.30
(4.11)

0.067
    (5.55)

      0.23
     (1.18)

     −0.20
      (0.99)

       0.43
      (3.69)

0.38
(2.15)

1966   1.29
(13.14)

0.21
(0.74)

0.037
    (2.12)

      0.33
     (1.48) b

       0.36
      (2.38)

0.23
(0.82)

1967 1.28
(8.88)

0.52
(1.96)

0.077
    (4.35)

      0.15
     (1.00)

     −0.09
      (0.40)

       0.39
      (2.70)

0.15
(0.70)

1968   1.10 
(17.45)

0.46
(1.33)

0.041
    (2.42)

    −0.05
     (0.60)

        0.49
      (4.07) b

0.10
(0.31)

1969 1.07
(7.73)

0.20
(1.22)

0.050
    (1.59)

    −0.19
     (1.39)

        0.42
      (1.68)

       0.13
      (0.82)

0.16
(0.90)

1970 1.19
(4.55) b

0.055
    (1.14)

    −0.04
     (0.16)

        0.09
      (0.19)

       0.45
      (1.35)

0.50
(1.60)

1971 1.06
(8.47)

     −0.20
(1.29)

0.016
    (0.71)

−0.057
     (0.63)

0.057
      (0.32)

0.027
      (0.26)

1.47
(4.13)

a R2 for any year’s regression is no less than .96. Variables were converted to common logarithms for 
regressions.
b F-value too small for inclusion.
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coeffi cients of the scale variable (NL) are contrary to the “economies of scale” 
hypothesis.9

Tests of the Hypothesis that the Maturity Limitation Makes 
“Normal” Operations Unprofi table

Competing hypotheses about profi tability of “normal” operations were tested by 
estimating the annual cost of making and servicing a loan compared to the rev-
enue produced by the loan, given the legal ceiling rates. While it may seem that 
the maximum legal ceiling rate in Maine of 36 percent before 1967 and 30 percent 
thereafter on small loans is high, the data indicate that operating costs were even 
higher.

Average (and marginal, since these are almost the same) costs of making and 
servicing loans under $1000 were calculated from the coeffi cients presented in table 
12.2 and the underlying data. The estimates, presented in table 12.3, show gener-
ally increasing average costs per loan over the period. From 1960 through 1963 
costs averaged about $56 a loan. From 1964 through 1967, when the “36 month 
limitation” was enacted, they were about $70 a loan. For 1968 through 1970 per 

table 12.3 Average Annual Operating Cost per Loan under $1,000 (Income Taxes, Interest, 

and Default Losses not Included) Assessed at Geometric Meansa

Only Variables Signifi cant at .05 Level Included

Year All Variables Included Amount Variables

1960 55.72 53.15 NLO, NLO/OF
1961 54.73 53.44 NLO, NLO/OF, LOCAL
1962 62.89 62.92 NLO, LOCAL, NLM/OF, LL/NLM, DEL60+
1963 62.81 62.08 NLO, LOCAL, NLM/OF, LL/NLM, DEL60+
1964 66.48 64.63 NLO, LOCAL, LL/NLM
1965 76.79 72.46 NLO, LOCAL, LL/NLM, NLM/O
1966 75.11 71.44 NLO, LOCAL, LL/NLM
1967 66.68 65.14 NLO, LL/NLM, NLO/OF
1968 96.25 96.55 NLO, LL/NLM, NLO/OF
1969 78.23 75.97 NLO, NLO/OF
1970 82.08 73.54 NLO, NLO/OF
1971 105.32 68.33 NLO, CONST

aAll variables evaluated at geometric mean values against coeffi cients given in table 12.2, with LL/NLM set 
equal to 1 (log LL/NLM = 0). Since operating cost 31 2( / ) ( / )bb b

oOC b NLO NLM O NLL M= = , etc., setting 

NLL/M to 1, average cost 
21 2

= ( / )
b b

oOC /NLO = b NLO NLM O
−

 etc., where bars denote geometric means. 
Marginal costs can be calculated by multiplying average cost by b

1
. Since b

1
 is not signifi cantly different from 

1, these calculations are not presented.

9. Since all the data are in logarithms, the coeffi cients measure elasticities directly. For example, the 
1960 coeffi cient of 1.18 indicates that a 10 percent increase in the number of loans outstanding would 
on the average result in an 11.8 percent increase in operating costs.



 the impact of maturity regulation  289

loan costs averaged about $82.10 In part, the increasing costs mirror changes in the 
price level. However, the ceiling rates under which the companies operate were not 
changed to refl ect changes in nominal costs. Rather, in 1967, the annual ceiling 
rate on loans with initial amounts of under $150 was reduced from 36 to 30 per-
cent. Figure 12.2 shows average annual operating costs expressed as a percentage 
of dollars of loans outstanding, together with Maine’s ceiling rates in effect before 
and after the 1967 law change. It seems clear that even under the higher rates 
allowed before 1967, loans under $150 probably were not profi table (recall that 
default losses and interest are not included in the average costs). With the lower 
ceiling rates the fi nance companies do not appear able to cover operating costs and 
interest for loans under about $500. Why, then, do they make these loans?

10. It is interesting to note that operating costs per loan in 1968, 1969, and 1970, estimated from 
data from 124 national companies, averaged $72 (Benston, 1974a).

A
B
C

A

A = operating cost computed at $82 per loan (1968–70)
B = operating cost computed at $70 per loan (1964–67)
C = operating cost computed at  $56 per loan (1960–63)
D = legal ceiling rate before 1967
E = legal ceiling rate after 1967
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fi gure 12.2 Average Operating Costs and Legal Ceiling Rates per Dollar of Loans
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The reason fi nance companies make apparently unprofi table loans (except 
when the negative contribution margin becomes too great) is suggested by the 
description of loan company operations presented above. Unprofi table small 
loans may be made when the company expects that a portion of these customers 
will renew these loans for larger amounts, primarily by borrowing again before 
the loan matures. Also, the loan company is able to assess the risk of lending larger 
amounts by fi rst lending smaller sums. Thus, an initially unprofi table loan may 
result in a later profi table relationship. As is indicated by the model, the present 
value of the expected net cash fl ow from the customer is expected to be positive.

This explanation is consistent with the data. The 1967 reduction in rate ceilings 
for loans under $150 made these very unprofi table. The number of under $100 loans 
made dropped from 13 and 14 percent of total loans made in 1966 and 1967 to 7 and 
3 percent of the total in 1968 and 1969 (Benston, 1974b, fi g. 3). But companies still 
found loans of $100 to $300 worth making. Until 1969, the number of loans made of 
this size did not change greatly. However, the “36 month limitation,” which became 
operationally effective in 1969, deprived them of the opportunity to engage a cus-
tomer in a profi table long-term relationship. The effect on the average size of loans 
made by four major fi nance companies (from whom data could be obtained), shown 
in fi gure 12.3, also is consistent with the implications of the analysis. Loans made to 
new and former borrowers were consistently smaller than those made to present bor-
rowers. Average amounts for all three types of loans increased over time as infl ation 
reduced the real amount of funds borrowed and as increasing operating and money 
costs made smaller loans less profi table to the fi nance companies. In 1969, when the 
“36 month limitation” became effective (and the particular companies whose data are 
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fi gure 12.3 Average Size of Loans Made to New, Present and Former Borrowers in Maine, 

1960–1971 (means of averages at three major fi nance companies)
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reported realized that the law would not be repealed), the average size of loans made 
to new borrowers increased sharply from $482 in 1967 and $528 in 1968 to $712 in 
1969. In comparison, the average size of loans made to present borrowers was $758 in 
1967, $778 in 1968 and $822 in 1969. As fi gure 12.3 shows, by 1970 and 1971 size of 
loans made to new, present, and former borrowers averaged about the same.

Costs of Lending to New versus Present Customers

The numbers or amounts of loans made to present borrowers are not reported to the 
Maine authorities. However, comparative differences in the cost of lending to new and 
former borrowers versus present borrowers were measured in a study of the branch 
operations of one small and three major consumer fi nance companies. The method-
ology and data used, and detailed fi ndings derived, are reported in Benston (1974a). 
In that study, data from approximately 2,600 branches for each of the three years were 
analyzed. Regressions of direct cash operating expenses (total direct branch expenses 
not including occupancy, advertising, losses, and interest) were run for each year of 
each company on output (the average number of loans serviced), cost homogeneity 
variables (percent of loans made to new borrowers, percent of large [over $1,000] 
loans made, percent of other than personal loans made, relative factor prices in the 
county, and whether or not the branch was in a suburb), and market structure and 
legal variables (concentration ratios, state laws on entry restrictions, and creditors’ 
remedies). The elasticities estimated indicate that an increase in the percentage of 
loans made to new borrowers from, say, 25 to 30 percent, and an offsetting decrease in 
the percentage made to present borrowers might result in a 1.6 to 3.2 percent increase 
in total branch costs for one company, a 0.4 to 1.5 increase for the second, as much as 
a 4.9 percent increase for the third, and no signifi cant difference for the fourth. The 
data on former borrowers are not consistent: two companies’ data show operating 
costs to be lower the higher the percentage of former borrowers, while two reveal 
higher costs. However, the coeffi cients estimated are not statistically signifi cant.

It appears, then, that new borrowers are served at not much higher cost than 
present or former borrowers, so that even if a fi nance company made 54 rather 
than 27 percent of its loans to new customers, its operating costs might increase by 
only 10 percent. Consequently, it does not appear that a law restricting lending to 
new customers would increase operating costs suffi ciently to “explain” the demise 
of the small loan companies in Maine.

Collection Costs and Losses

The effect of the “36 month limitation” on collection costs and losses can be illus-
trated by considering the monthly payments schedule for a loan that provides the 
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borrower with about $600. At the present ceiling annual simple interest equiva-
lent rate of 26 percent, the monthly payment for a 12-month loan is $58, for a 
24-month loan $32, and for a 30-month loan $28.11 For about an $800 loan, the rate 
is a bit more than 24 percent and the monthly repayments are $80 for a 12-month 
loan, $44 for a 24-month loan, and $36 for a 30-month loan. The take-home fam-
ily income of the average small loan borrower in Maine is between $475 and $550 
a month.12 While the borrower normally can make the required payments, a small 
disaster, such as illness or job layoff, might make it diffi cult for him to keep up to 
date. The loan companies recognize the possibility and usually “work with” the bor-
rower by allowing him to extend his payments, often lending him additional funds 
to “tide him over.” Possibly because of this practice, the lost rate actually experi-
enced had been relatively low. Measured as charge-offs or increases to allowances 
for bad debts less recoveries divided by average dollars of loans outstanding, the net 
loss rate experienced by Maine consumer fi nance companies averaged 2.22 percent 
from 1960 through 1967. (The low was 1.87 in 1962 and the high 2.62 in 1967.)

The lower gross yields allowed by the “36 month limitation” apparently 
changed the trade-off between higher operating expenses and lower default costs. 
In 1968 the net loss rate increased to 3.25 percent, in 1969 to 4.10 percent, in 1970 
to 7.66 percent, and in 1971 (the last year for which data are available) to 8.41 per-
cent. The companies apparently could not require repayment within 36 months 
without incurring additional losses.

Thus, the analyses support the hypothesis that the “36 month limitation” 
made customary operations by fi nance companies unprofi table. It appears that 
(1) the impossibility of extending loans, when the borrower is unable to pay on 
time with consequent increase in defaults and reduction in revenue from which 
operating and other costs could be paid, and (2) the impossibility of maintaining a 
long-term customer relationship were important factors in the decision of fi nance 
companies to cease operations in Maine, though the additional cost of lending to 
new compared to present customers did not appear important. This hypothesis is 
tested further with an analysis of the companies’ profi tability before and after the 
restrictive legislation was effective.

Profi tability of Finance Companies

Those who urged passage of the “36 month limitation” and the reduction in ceil-
ing rates argue that the companies could easily withstand the lower revenue. As 
Governor Kenneth Curtis said in 1969: “Indeed, our small loan regulating laws 

11. The actual proceeds are adjusted up or down to make the monthly payments equal, even dollar 
amounts.

12. Source: Interviews with fi nance company executives and analysis of survey data presented in 
section V.
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are, and they remain, favorable to small loan concerns.” To provide a test of this 
contention, the annual yield on assets was computed for each fi nance company 
whose data are given above for the years 1960 through 1971. Because the data do 
not permit an unambiguous measure of yield, two rates were computed: (1) net 
small loan business operating income before income taxes and interest as a per-
cent of average loans outstanding;13 and (2) net total operating income from all 
sources before income taxes and interest expense as a percentage of average assets 
“used and useful,” which includes working capital, furniture and fi xtures, and so 
on, in addition to loans receivable. While the returns on equity would have been 
preferable numbers, the data (particularly those of national companies and unin-
corporated local companies) do not allow meaningful measures.

The data were disaggregated because some critics believe that national fi nance 
companies shift profi ts from life, accident, and disability insurance to an affi liated or 
owned insurance company to understate the income data reported to the bank com-
missioner. Mean percentage rates of return on assets are given for local and national 
companies, for the companies grouped according to asset size (under and over $1 mil-
lion), and for all companies. Figure 12.4 presents these data graphically.

Without some standard of comparison, one can only draw defi nitive conclu-
sions about the data that show a negative rate of return. Nevertheless, unless the 
reports are in error, it is clear that the net income before income tax and interest 
expense of most fi nance companies in Maine after 1969 (when the 1967 law began 
to take effect) was inadequate to support continued operations. For all companies, 
small loan operating income, as a percentage of average outstanding loans, dropped 
from 10.8 percent in 1960 to 6.0 percent in 1967, to 4.6 percent in 1969, and then to 
1.7 percent and 0.08 percent in 1970 and 1971. The reduction was similar for total 
net operating income, for local and national, small, medium, and large companies.

Turning (with less certainty) to the period before the law, it appears that fi nance 
companies’ return on assets was reasonably good, considering that they are rela-
tively highly leveraged. However, even before the 1967 law was enacted, their yields 
were trending downward, as fi gure 12.4 graphically shows. In part, the reduced 
percentages are explained by the increasing operating costs shown in table 12.3. 
Average costs per loan increased from $55.72 in 1960 to $66.68 in 1967. Interest on 
the funds they borrowed also increased over the period,14 but the maximum rates 
companies could charge did not increase. It appears, then, that their rapid exodus 
from the state was a result of decreasing returns due primarily to the “36 month 

13. Income taxes are omitted because they need not refl ect current operations and because they are 
often allocated arbitrarily by national companies. Interest also is often allocated arbitrarily by national 
companies and is largely a function of the type of fi nancing (debt versus equity, primarily) used.

14. The annual average rate of fi nance company paper placed directly, three to six months, from 
1960 through 1971 was 3.54 (1960), 2.68, 3.07, 3.40, 3.83, 4.27 (1965), 5.42, 4.89, 5.69, 7.16, 7.23 (1970), 
and 4.91 (Federal Reserve Bulletin, various issues).
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limitation” and secondarily to the reduction in the rate ceiling and maximum loan 
size. These factors were compounded by greater bad debt losses, largely due also to 
the “36 month limitation.”

IV. The Effect of the Decline in Finance Companies’ 
Lending on the Availability of Credit to Consumers

Description of Data

A large sample of borrowers was interviewed to determine directly the effect of 
the reduction in fi nance company lending on their customers.15 In November and 

15. An analysis was made of the supply and demand of consumer loans outstanding in Maine 
at consumer fi nance companies, industrial banks, federal and state credit unions, commercial banks, 
and mutual savings banks at each year-end, 1965 through 1967. The demand coeffi cients estimated 
were used to predict the amount of loans demanded in 1968 through 1971. Though the results are not 
conclusive, the amount of loans supplied appear to be signifi cantly (though not radically) less than the 
amounts demanded. See Benston (1974b) for details.
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December 1971, four major consumer fi nance companies which were shrinking 
and/or discontinuing their operations in Maine were asked to supply the names, 
telephone numbers, addresses, and other information on former or present cus-
tomers who had wanted to take out or increase loans during the previous four 
months, but whose requests were refused because the company was not extending 
or making loans. In all cases, these were people to whom the companies would 
have been pleased to lend had they not decided to reduce or eliminate their opera-
tions in Maine. Names, addresses, and telephone numbers of 771 borrowers were 
received from the companies.

All borrowers for whom valid telephone numbers could be found were con-
tacted.16 In all, 436 persons were contacted at this stage of the survey. The telephone 
interviews proved very satisfactory, in part because the interviewers were very good 
at establishing rapport. The principal interviewer was a graduate student at the 
University of Maine who was familiar with much of the state. After some experi-
mentation, he developed the technique of conducting an apparently unstructured 
conversation of from four to six minutes, during which he avoided leading the 
borrowers to answers, yet managed to get replies to most of the questions. When 
an interviewee wouldn’t give information until specifi c questions were asked and 
then seemed to be answering to please or get rid of the interviewer, the interview 
was marked “refused to respond.” Most in this group include people who simply 
wouldn’t speak to the interviewer. Of the 436 people contacted, 58 (13.3 percent) 
refused to answer and 378 (86.6 percent) gave the requested information. The 
interviewers believe that they received valid answers to their questions, with one 
exception, the question “What percentage amount of loan was outstanding when 
you attempted to renew your loan?” Many interviewees gave vague replies which 
indicated that they either really did not know the amount or did not understand 
the question.

The 436 borrowers contacted represent 56.6 percent of the sample. It would 
be potentially misleading to assume that the persons not contacted are like those 
contacted; the absence of locatable telephone numbers might be an indication that 
inability to borrow additionally from the fi nance companies put them in a particu-
larly diffi cult fi nancial situation. Consequently, a subsample of 82 (24.2 percent) 
of the 335 borrowers not contacted was selected. (The subsample comprised all 
borrowers in several towns.) The last known home and work addresses of these 
borrowers was obtained, from which all were located (eventually) and interviewed, 
although this proved quite time-consuming. Thus a control against the 235 persons 
not contacted was established.

16. Initially, borrowers were sent a letter that informed them of the study and that they would 
be contacted by telephone, assuring them that they would not be sold anything, that the information 
gathered would be kept confi dential, and that the study might benefi t them. The letters appeared to be 
ignored completely. Consequently this procedure was abandoned.
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The principal question the borrowers were asked was whether or not they had 
obtained elsewhere the funds for which they had gone to the fi nance companies. 
To ascertain which characteristics were associated with ability or inability to get 
funds, data on the borrowers were obtained from the fi nance companies, as fol-
lows: occupation, weekly gross salary, age, marital status, number of dependents, 
number of years the borrower was continuously in debt to the fi nance company, 
and the number of previous loans with the fi nance company.17

The data were used fi rst to determine whether or not the 460 borrowers con-
tacted (67.2 percent) are representative of the entire sample of 771. Chi-square 
statistics were computed from two-way comparisons of the samples. The chi-
square statistics show no signifi cant differences (at the 5 percent level) in any of 
the characteristics measured between the people who answered the initial tele-
phone survey (A) and those who refused (R), between the A group and those who 
were contacted by fi eld interviews (C), and between the C group and those not 
contacted (N). Only those who answered the initial survey (A) and those not con-
tacted (N) showed signifi cant differences. The most striking differences are: those 
not contacted (N) include a slightly higher percentage of unskilled and much 
higher percentage of professional workers, they earn somewhat less on average, a 
higher percentage of them are single, and they have fewer dependents than the A 
group.18 Of greatest interest for this study is the fact that the groups do not differ 
much in number of years in debt or number of previous loans. Consequently, it is 
concluded that the 460 borrowers interviewed, on which the balance of this sec-
tion is based, represent well the entire sample of 771.

Ability to Borrow and Source of Funds of 
Individuals Surveyed

Table 12.4 shows that close to half the borrowers obtained funds (O) from other 
sources and half did not obtain new funds (NO). This table also shows that of 
those people who were able to borrow, most wanted the money to consolidate 
debts (54.5 O versus 48.9 percent NO) or buy a used car (19.5 O versus 12.7 NO). 
Among people who did not obtain funds, the percentage wanting to purchase fur-
niture and household items was highest (10.0 NO versus 5.6 percent O). People 
who wanted to borrow for “socially acceptable purposes,” that is, to pay medi-
cal bills, make home improvements, or pay school expenses, were about evenly 
divided, O versus NO. There seems no evidence that those who did not obtain 
funds wanted the money for obviously “less worthy” purposes.

17. The price at which loans were obtained was not asked, since all fi nance companies charge the 
legal maximum.

18. See Benston (1974b, tables 10, 11, and 13) for details.
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Each of the seven characteristics reviewed above, plus the percent of loan 
unpaid at the time the borrower wanted additional funds, and reason for 
 borrowing, were examined to determine what distinguished those who obtained 
funds (O) from those who did not (NO). This examination and the chi-square 
statistics computed revealed that the only signifi cant difference between the O
and the NO former fi nance company customers is the “reason for borrowing” 
(see table 12.4).19 Thus (contrary to expectations), the explanation of why some 
people did and some did not obtain funds is not discernible from the data col-
lected. The interviewers were unable to say whether the people who did not bor-
row tried to borrow but were refused, could not fi nd another institution in their 
area from which to borrow (such as a credit union), gave up trying after being 
told that the fi nance company would not advance them funds (“if they wouldn’t 
lend to me, who would?”), or bought more goods on credit but did not consider 
this “borrowing.”

Those who obtained funds were queried about the source. Most (39.8 percent) 
shifted their debt to another fi nance company, which shows that the “36 month limi-
tation” was not entirely effective. Banks provided loans to 32.9 percent, 20.8 percent 
borrowed from a credit union, and 6.5 percent from other sources. None said they 
borrowed from an unlicensed lender.

19. The chi-square statistics for the other characteristics are reported in Benston (1974b). None 
is signifi cant at the 5 percent level. Eisenbeis and Murphy (1974) subjected these data to a multivari-
ate analysis. They also added variables for “sex” and “ethnic” factors (French surname) to test for the 
possibility of discrimination. They concluded “the multivariate analysis of successful and unsuccess-
ful borrowers in this study supports Benston’s work. That is, in terms of the characteristics that were 
available and which are typically used in credit scoring models, there does not seem to be a systematic 
relationship between denials and the measures refl ecting credit worthiness.”

table 12.4 Primary Reason for Original Borrowing: Obtained 

(O) and Not Obtained (NO) New Funds

Percentages O NO

Consolidate debts 54.5 48.9
Used car 19.5 12.7
Medical bills 7.4 8.7
Furniture and household items 5.6 10.0
Home improvements 5.2 4.8
School-related expenses 2.6 3.5
Miscellaneous 5.2 11.4

100.0 100.0

Number of borrowers 231 229
Chi-square 

(at 5 percent level, 6 degrees of freedom = 12.60)
12.78
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Those who did not obtain funds took one of three actions. Most continued to 
pay regularly (77.3 percent). Only one person (0.4 percent) declared bankruptcy. 
The balance missed some payments but were paying off or had paid off the loan 
(22.3 percent).20

In summary, these data support the tentative conclusion that other lenders did 
not completely replace the loans that would have been made by the fi nance com-
panies. More specifi cally, the interviews indicate that half of the former “good” 
fi nance company customers did not obtain the funds they wanted and 40 per-
cent of those who did obtain funds got them from another fi nance company.21

Unfortunately, nothing is known about the source (if any) of funds for people who 
would have been fi rst-time borrowers from fi nance companies.

Of course, some “consumer advocates” argue that most of the former long-term 
fi nance company customers were now “out of the companies’ clutches” because 
they couldn’t or didn’t borrow additional funds or borrowed from another source. 
The characteristics of these debtors whom these consumer advocates want to pro-
tect are analyzed next.

V. Long- and Short-Term Borrowers: Characteristics 
and Relationship with Bankruptcy

An important motivation (among “consumer advocates” at least) behind the 
enactment of the “36 month limitation” is the belief that long-term borrowers 
need protection from the fi nance companies and from themselves. In-depth psy-
chological, economic, and sociological studies of long-term borrowers would be 
desirable to determine whether the legislation is, in fact, wanted by and helpful to 
them. Unfortunately, such studies are not only very expensive to make, but dif-
fi cult to interpret. However, the economic and other measurable characteristics 
of long-term borrowers can be compared to those of shorter term borrowers to 
determine what characterizes those people who are presumed to need protection. 
Data on the sample of borrowers described above are used for this analysis.

20. The interviewees also were asked how they felt about not having been able to borrow 
from their customary finance company. Seventy-five percent of those who obtained funds and 55 
percent of those who did not felt “better off.” A detailed analysis of the data is given in Benston 
(1974b).

21. Some interviewees indicated that some fi nance companies evaded the law by means of a 
simple subterfuge. The borrowers were told to pay off their loan with a check that would not be 
deposited until they had obtained another loan at another (suggested) fi nance company. Data on 
aggregate fi nance company loans indicate that this practice was not widespread (see Benston, 1974b, 
fi g. 6).
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Characteristics of Long- and Short-Term Borrowers

In percentage terms, the fi nance company customers surveyed on whom addi-
tional data were available (383 observations) were previously in debt to the com-
pany the following number of years: 1 year, 13 percent; 2 to 4 years, 42 percent; 5 
to 8 years, 20 percent; 9 to 12 years, 16 percent; and 13+ years, 10 percent. With 
respect to number of loans previously held, the percentages are: 1, 23 percent; 
2 to 4, 34 percent; 5 to 8, 21 percent; and 9 +, 21 percent. Thus, most of these 
people were in debt continuously to fi nance companies for much longer than the 
36 months the law allows.

Tables were prepared and chi-square statistics computed to determine differ-
ences in the characteristics of long- and short-term borrowers.22 Years of previous 
indebtedness and number of previous loans were compared with their occupa-
tion, salary, age, marital status, number of dependents, reason for wanting original 
loans, ability to obtain funds, and reaction to not being able to borrow from their 
customary fi nance company. Only “age” revealed a chi-square statistic signifi cant 
at the 5 percent level. Not surprisingly, a high proportion of borrowers (relative 
to their number in the sample) who were previously in debt only 1 year or who 
had only one previous loan were under 34 years of age. And among borrowers in 
debt 13 or more years or with nine or more previous loans, most were in the 45 to 
64 age bracket. The number of previous loans and years in debt of the other age 
groups were in approximate proportion to their distribution in the sample.

Although the chi-square statistics indicate no other “signifi cant” differences in 
the other characteristics, examination of the tables (presented in Benston, 1974b) 
reveals some interesting facts. Long-term borrowers (those continuously in debt 
for 9 or more years = CD, or those who had nine or more previous loans = PL)
tend to be skilled workers (CD and PL), people who make $200 or more per week 
(PL), between 45 and 64 years of age (CD and PL), people with no dependents (CD
and PL), and borrowers who wanted the money to consolidate debts (PL). The 
long-term borrowers appear not to be professional workers (CD), people making 
less than $80 a week (PL), and those under 34 years of age (CD and PL). Very-long-
term debtors (those in debt continuously for 13 or more years) include fewer than 
expected borrowers with three or more dependents and those who wanted money 
for medical bills, furniture, and home improvements. Short-term debtors (those 
continuously in debt for less than four years = CD, or with one previous loan = 
PL) tend to be unskilled workers (CD and PL), people earning less than $80 a week 
(PL), those under 24 (CD) or 34 (PL), married borrowers (CD and PL), people 
with fi ve or more dependents (CD and PL), and those whose primary reason for 

22. These tables and analyses are presented in Benston (1974b).
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borrowing was to pay medical bills (CD and PL). Further, short-term borrowers 
appear not to be skilled, semi-skilled workers, or white-collar workers (CD and 
PL), to make over $161 a week (PL), to be between 45 and 64 years of age (CD and 
PL), to be unmarried people, or to have one or no dependents (CD and PL).

In my opinion, the portrait of the long-term borrower that emerges from the 
data reviewed is not consistent with the view that they are a homogeneous group 
who are ill-equipped to handle their fi nancial affairs. Rather their occupations, 
salaries, marital status, number of dependents, and stated reasons for borrow-
ing show that they are diverse. Only age is signifi cantly (and obviously) related 
to previous indebtedness. Further, the data suggest that the relationship between 
borrowers’ characteristics and whether they are short- or long-term debtors is con-
sistent with the view of borrowers as rational consumers whose debts refl ect their 
economic and family positions and need for credit. As a further test of whether 
long-term indebtedness is “bad” for consumers and/or society, the relationship 
between such borrowing and bankruptcies is considered next.

Long-Term Borrowing and Bankruptcy

Concern over the number of personal bankruptcies fi led in Maine was an impor-
tant reason for the enactment of the “36 month limitation.” In a speech supporting 
the legislation on April 5, 1967, State Senator Peter Mills said:

The real question, however, is why do people become so indebted that they 
cannot meet their monthly payments and, therefore, are compelled to fi le 
bankruptcy. The main reason for this is the:

 (a) high cost of credit,
 (b) on unreasonable large indebtedness,
 (c) for long periods of time.

The Federal Referee in Bankruptcy for the Southern District of Maine, Richard 
Poulos (who strenuously and effectively supported the restrictive legislation), also 
considered long-term indebtedness an important cause of bankruptcies,23 perhaps 
because he comes in direct and frequent contact with those who declare bank-
ruptcy and with their creditors.

Aside from the important philosophical (and empirical) question of whether 
bankruptcy is detrimental to consumer welfare, the preliminary question to be 
answered is whether long-term indebtedness is associated with (or a causal factor 
of) bankruptcies. Some data on this question were gathered by Referee Poulos from 

23. See last sentence of quote above.
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351 bankruptcy cases on fi le as of June 13, 1972, in which a particular fi nance com-
pany was the principal creditor. Poulos’s staff analyzed the available fi les and deter-
mined the number of times the loan in question had previously been rewritten 
(with or without an additional cash advance). This determination could be made 
for 90 of these loans. Table 12.5 gives the number and percentage of the rewrites 
of this total compared to similar data, from the same company, of borrowers who 
were included in the sample above. It is clear from table 12.5 that the people who 
declared bankruptcy had renewed their loans far less often than those who were 
considered good customers by the fi nance company and who, when credit was cut 
off, did not declare bankruptcy. Thus, the available data runs contrary to the belief 
that such long-term indebtedness is a causal factor of bankruptcy. Rather, as several 
studies have shown, bankruptcy appears related to harsh wage garnishments and 
unexpected costly medical problems, job losses, and marriage failures.24

VI. Summary and Conclusions

This study analyzes legal restrictions on the length of time during which people 
may borrow from relatively high interest rate lenders—fi nance companies. The 

table 12.5 Number of Times Loan Was Previously Rewritten at a Large 

Finance Company

Number of 
Rewrites

Cases in Bankruptcy Good Customers

Number Percentage Number Percentage

0 2 2.2 0 0.0
1 59 65.6 17 14.0
2 13 14.4 18 14.9
3 2 2.2 11 9.1
4 1 1.1 4 3.3
5 3 3.3 9 7.4
6 1 1.1 6 5.0
7 1 1.1 4 3.3
8 1 1.1 6 5.0
9 1 1.1 3 2.5

10 1 1.1 7 5.8
11 2 2.2 1 0.8
12+ 3 3.3 35 28.9

90 99.8 121 100.0

No information 261 290.0 116 95.9

351 237

24. See Stanley and Girth (1971) and Shuchman and Jantscher (1972).
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arguments for and against such legislation are based, in large measure, on alterna-
tive hypotheses about the operations of fi nance companies, on the effect of the law 
on the availability of credit, and on the desire to protect long-term borrowers. An 
opportunity to test these hypotheses occurred when Maine passed legislation in 
1967 that imposed on fi nance companies a ceiling rate of 8 percent simple interest 
on loan balances outstanding for more than 36 months.

There were 28 fi nance companies in Maine just before the legislation was 
enacted, and they had 116 offi ces. By June 30, 1972, the total had dropped to nine 
companies and 24 offi ces. Loan dollars outstanding declined from $31.0 to $10.8 
million. The companies’ gross earnings were affected, but the major effect was on 
their operating costs. Empirical analysis of fi nance company operations shows that 
the cost of processing loans makes those under about $300 to $400 unprofi table. 
Since fi rst-time borrowers tend to borrow such small amounts, the companies 
count on the larger, profi table loans taken when customers renew or add to their 
initial loans. In addition, fi nance companies depend on loan extensions to allow a 
borrower who is “in trouble” to pay out his debt. These factors explain why fi nance 
companies cannot operate profi tably with the “36 month limitation” in force. The 
data analyzed also show that fi nance companies do not experience economies of 
scale, did not consolidate their operations, and probably ceased operations because 
their rates of return declined to the point where no other course was sensible. 
Thus, the data analyzed are inconsistent with the “consumer advocates” hypoth-
eses 1, 2, 3, and 4 given in section II. The data also are inconsistent with the fi nance 
companies’ hypotheses 1 and 2, but support their hypothesis 3. The major fi nding, 
though, was not suggested by the proponents of the legislation. It appears that the 
major effect of the legislation is that it restricts fi nance companies from engaging 
in profi table long-term borrower relationships in which unprofi table fi rst-time 
loans serve as “loss leaders.”

Individual borrowers were interviewed to determine the effect of the fi nance 
companies’ radical decline in lending. The sample consisted of 518 former fi nance 
company borrowers who wanted to borrow additionally from the companies in 
1970 but were turned away because the companies were closing their operations. 
Half of these “good” customers did not obtain funds elsewhere. Forty percent of 
those who did obtain funds borrowed from other fi nance companies. All of those 
who did obtain funds paid off their loans, some with diffi culty. An analysis of the 
characteristics (occupation, salary, age, dependents, etc.) of those who did and did 
not obtain funds revealed no signifi cant differences. Thus the data do not sup-
port the belief of the “consumer advocates” who claimed borrowers were served 
without the fi nance companies, since only half those who wanted to borrow and to 
whom the fi nance companies would have loaned obtained the desired funds.

The occupations, and so on, of long-term debtors were compared to those of 
short-term debtors to determine what characterizes the people whom the legislation 
was designed to protect. Not surprisingly, “age” is the only signifi cantly different (at 
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the 5 percent level) factor—long-term debtors are middle aged, short-term debtors 
are young. However, the systematic (though not statistically signifi cant) differences 
associated with short- and long-term indebtedness are consistent with the view that 
long-term indebtedness is a function of the usual demands and resources of con-
sumers. Finally, the hypothesis that long-term indebtedness with fi nance companies 
leads to bankruptcy was tested and rejected.

The conclusion of this analysis is that legislation that restricts the term of 
fi nance company loans to consumers drives these lenders out of the market and 
hence limits the availability of funds to consumers. This limitation appears unjus-
tifi ed and unfair to consumers who would prefer the services offered by fi nance 
companies or who have no other legal alternative.
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13
Risk on Consumer Finance 
Company Personal Loans

I. Introduction

The losses incurred by consumer fi nance companies are considerably greater than 
those experienced by other lenders of consumer cash installment loans: in 1970, 
for example, losses net of recoveries as a percentage of outstanding loans averaged 
1.80 for consumer fi nance companies, 0.63 for commercial banks, and 0.26 for 
federal credit unions. In addition, fi nance companies incur considerably greater 
operating expenses than do the other consumer lenders: average direct branch 
offi ce operating expense, less occupancy cost, per loan at fi nance companies is esti-
mated to be $38 compared to $24 at commercial banks.1 Much of these amounts 
are expended to prevent borrowers from becoming delinquent and to keep delin-
quencies from becoming losses.

Because it was recognized that legal lenders would not make funds available 
to high-risk borrowers at the usury ceiling rates, all states except Arkansas have 
adopted small loan laws that permit licensed lenders to make installment loans to 
consumers at higher rates. These higher rate ceilings presumably are designed to 
permit most borrowers to obtain funds at rates that refl ect lenders’ costs, including 
the cost of risk (nonrepayment). Where the ceilings are not suffi ciently high, lend-
ers might refuse to lend to higher risk borrowers. Several studies fi nd this expected 
result. A positive, signifi cant correlation is reported between gross income and 
loan losses, these variables being assumed to be proxies for legal ceiling rates and 
risk incurred. Shay (1967, 1970), Goudzwaard (1968), and Kawaja (1969, 1971) 
using 1964 statewide data, fi nd positive correlations between loan losses and gross 

The study was supported by the National Commission on Consumer Finance. Thanks also are 
due to Dr. Lees Booth of the National Consumer Finance Association and to a major consumer fi nance 
company (who prefers not to be identifi ed) for providing the data used.

1. Benston (1977b). Data are for 1970 for fi nance companies and 1965 adjusted to 1970 prices for 
commerical banks.
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income (both as percentages of average outstandings). Zwick (1967) also fi nds 
this relationship using data from 48 fi nance companies. However Goudzwaard 
(1969, 1970) questions these fi ndings. He analyzed the demographic and fi nancial 
characteristics of samples of individual borrowers from companies in three pairs 
of cities, wherein a city in a low interest ceiling state was paired with a city in a high 
interest ceiling state. He reports no signifi cant difference among the borrowers, 
which appears to contradict the other fi ndings.2

The present study supplements and expands the scope of the research reported 
in these papers. Data from 124 fi nance companies are analyzed to determine the 
variables associated with losses, net of recoveries, in each of three years. Estimates 
of the amount of net losses incurred by size of loan and the effect of scale econo-
mies are provided. The effects of state laws that restrict entry and creditors’ legal 
remedies are measured. In addition, since these data (and data previously ana-
lyzed) relate charge-offs and recoveries of loans made in previous years to loans 
made or outstanding in a current year, the net losses incurred on loans made by a 
large fi nance company were traced back to the loan amounts originally advanced.

II. Theory

Conceptually, losses on loans are a function of the risk incurred in serving specifi c 
borrowers, the resources expended to reduce loan losses and laws that restrict or 
enhance the lender’s ability to collect amounts due. Obviously a lender will tend to 
expend resources to avoid making loans to borrowers from whom the net present 
value of expected cash fl ows (including servicing costs) is negative.3 Lenders also 
monitor loans outstanding to increase the probability that the amounts due will 
be repaid. At the margin, a dollar spent on screening borrowers and monitoring 
loans should be equated with the present value of the revenue expected.

State usury laws (that limit the amount that can be charged) reduce the lend-
er’s expected cash infl ow from borrowers and hence increase the benefi t to the 
lenders from screening out high-risk borrowers. (However where lenders oper-
ate in noncompetitive markets, interest rate ceilings may increase the amount of 
funds loaned to some borrowers.4) Laws that restrict creditors’ collection practices 

2. Greer (1973, p. 93) questions the validity of Goudzwaard’s fi ndings because the characteristics 
of average rather than marginal borrowers are compared. Greer also studied the question with second 
quarter 1971 data on the statewide loan rejection rates of three major fi nance companies in 48 states 
(1973, pp. 95–101). He found a signifi cant negative correlation between rejection rates and interest 
rate ceilings. However, he coded Arkansas, which has a very low 10 percent usury law and hence no 
fi nance companies, as a 100 percent rejection rate. The negative correlation may be due to this extreme 
outlier.

3. Portfolio effects may enter the calculation where the covariance of cash fl ows between a specifi c 
loan or type of loan and the portfolio of loans held affects the lenders’ cost of capital. See Avio (1974) 
for a formal analysis.

4. See Goudzwaard (1968), Shay (1970), and Greer (1974) for illustrations.
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(such as the prohibition of wage garnishments) might increase the costs of collect-
ing loans and hence increase the benefi ts from avoiding high risks and from moni-
toring present borrowers. Since it is neither effi cient nor possible for lenders to 
expend suffi cient screening and monitoring costs to eliminate all loan losses, the 
risks they accept and losses they incur should be a positive function of the interest 
ceiling rate, ceteris paribus. However, lenders in states that restrict their ability to 
collect bad debts should experience lower loan losses, ceteris paribus, as a conse-
quence of activities to screen out loans that would be more diffi cult to collect.

Given the impact of state laws, lenders’ loan losses are a function of the pro-
clivity of the borrowers residing in the lenders’ market to repay their debts and the 
lenders’ operating effi ciency. One measure of the borrowers’ willingness to repay 
debts is the degree to which the personal bankruptcy laws are used. Within these 
contraints, lenders attempt to assess the probability that a specifi c borrower will 
repay his or her loan when due with credit scoring, judgment, credit investiga-
tions, and past experience with the borrower. Once a loan is made, the probability 
of nonrepayment is maintained or reduced by such means as personal contact 
with the borrower. The cost of these activities may be subject to economies of 
scale. Regulatory considerations also direct attention to this factor. Many states 
have enacted restrictions on entry (convenience and advantage clauses) in the 
expectation that fewer, larger lenders can achieve lower costs and hence operate 
profi tably under lower interest rate ceilings, ceteris paribus. (A more direct means 
of the effect of these entry restrictions on losses also is included in the analysis.)

Given the estimated risk and cost of lending, fi nance companies either can 
reject an applicant or vary the amount loaned. The relationship between the loan 
amounts and losses is important to measure because state interest ceiling rates 
are given in these terms. No provision is made in the state small loan laws for dif-
ferential ceilings for borrowers with different characteristics (unless size of loan 
is considered a suffi cient proxy). However, lenders may choose to accept greater 
risk on loan amounts where the differential between the ceiling rate determined 
revenue and marginal cost (contribution margin) is greater.

To summarize, loan losses are considered to be a function of the loan amount, 
scale economies, borrowers’ willingness to repay debt, and state laws that impose 
interest ceiling rates, restrict creditors’ collection remedies, and restrict entry. 
A description of the data used for this analysis follows.

III. Data from 124 Consumer Finance Companies

Data collected by the National Consumer Finance Association (NCFA) from its 
member companies were analyzed.5 Since 1961, the NCFA has asked its members 

5. Zwick (1967) used data from this source from 48 companies for his study.
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for annual balance sheet, income statement, and operations data. These data for 
the years 1968, 1969, and 1970 were analyzed. Consistency and other checks of 
each company’s data within each year and across years were made. As a conse-
quence, a number of errors were found and corrected. However, 19 companies 
(13 percent) had to be omitted because the errors and inconsistencies could not 
be corrected or reconciled, because the companies were only peripherally in the 
direct personal small loan business, or because reports for all three years could 
not be obtained.6 This left 124 companies in the sample. Most of these companies 
operate in one state, some over regions, and a few nationwide. None have offi ces 
in Arkansas (which does not have a small loan statute).

As of December 31, 1972, the sample companies in the aggregate held $5,564 
million of direct personal installment loans.7 They range in size (in 1970) from 
$0.09 million in direct personal loans and 120 accounts outstanding to $1,283.6 
million in loans and 1,657,900 accounts. The geometric mean dollar and number 
of loans outstanding are $1.3 million and 2,600 loans. Few of these companies are 
entirely in the small loan business. Less than half the portfolios (receivables) of 
10 percent of the sample are direct personal loans. Most companies, though, are 
primarily small loan lenders: 56 percent have over 90 percent of their receivables 
in direct personal loans.

Losses net of recoveries average 9 percent of the companies’ pretax total 
expenses. (The cost of borrowed funds averages 26 percent and operating expenses, 
65 percent of total expenses.) Net losses include amounts charged off plus addi-
tional increases to loss reserves less recoveries. Since the net loss amounts booked 
in a particular year are related imperfectly to the loans processed during that year, 
the data for the three years, 1968, 1969, and 1970, also were averaged to partially 
offset this limitation.

As is discussed above, net losses8 are considered to be a function of the opera-
tions of consumer fi nance companies and of the laws of the states in which they 
operate. Additional (homogeneity) variables are included to account for differ-
ences among companies that might affect the amount of net losses recorded. The 
following explanatory variables, then, were included in the analysis (all 1968 and 
1969 dollar amounts were adjusted to 1970 prices by the GNP defl ator).

Company operations:

NLS =  number of (direct personal) loans serviced, a simple average of 
beginning and end of year numbers. NLS measures the scale of a 

6. Zwick (1967) does not state how or whether he determined the accuracy of his numbers.
7. Data on total direct cash lending by consumer fi nance companies were not published by the 

Federal Reserve Board for the years analyzed. In 1964, when such data were published, Zwick (1967) 
states that his NCFA sample of 48 companies held 93 percent of the outstanding consumer fi nance 
company installment credit (p. 60).

8. Net losses as a percentage of average dollars of loans outstanding also was used as a dependent 
variable. The coeffi cients estimated are very similar in signs and magnitudes to those reported below.
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company’s operations since it is the principal measure of output.9

Since the dependent variable is undefl ated for company size, there 
should be a very signifi cant relationship between it and NLS.

NLS/OF =  number of loans serviced per offi ce (NLS divided by the number 
of offi ces). This variable measures the economies of scale of a 
plant.

AVLM  =  average size of (direct personal) loans made, the total dollars 
loaned divided by the number of loans made. AVLM ranges from 
$322 to $1,118 (average over the three years’ data). (This variable 
was used, rather than the amount of loans outstanding, because 
the graduated interest rate ceilings are stated in terms of initial 
loan amounts.)

NLM/S  =  number of loans made per loan serviced (NLS). The greater this 
variable, the greater the relative growth of the company. The 
coeffi cient of the variable also measures the differential effect on 
losses of making compared to servicing loans, since NLS is included 
in the regression equation.

Homogeneity variables:

P/R90+ =  10 if direct personal loans as a percentage of total receivables is 
over 90 percent, 1 otherwise (see next variable for explanation).10

P/R50− =  10 if the amount of direct personal loans as a percentage of total 
receivables is less than 50 percent, 1 otherwise. Losses on other 
loans could not be excluded. This and the preceding variable are 
included to adjust the data for these costs. Dummy variables were 
used because the relationship between net losses and the percentage 
of other receivables need not be linear (or log-linear). Analysis of 
the sample dictated the “natural” break points (90 and 50 percent) 
that are used. The percentages for each company can vary from year 
to year. On the average, P/R90+ = 10 for 56 percent of the sample 
and P/R50− = 10 for 10 percent. The coeffi cient of P/R90+ should 
be negative and that of P/R50− positive, since companies with more 
other loans have greater losses, given a scale of operations based on 
the number of direct personal loans only (NLS).

NCORP =  10 if the company is not a corporation, 1 if it is not (8 percent of the 
sample are noncorporations). This variable is included to account 
for the possibility that corporate policies on recording losses differ 
from those of companies whose owners are directly taxed.

 9. See Benston (1977a, 1977b) for more complete discussions.
10. Since the data are transformed to common logarithms in the regressions, the dummy variables 

are log 10 = 1, log 1 = 0.
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State usury laws and entry restrictions (47 states: Hawaii, Alaska, and Arkansas are 
excluded):

IRC =  interest rate ceiling on small loans in the state, in percentages. IRC 
is an average of APRs taken at $100 intervals up to $1,500 or the 
legal maximum size, if lower. A weighted average of state IRCs was 
constructed for regional and national companies.

ENTVR = 10 if entry into the state is very restricted, 1 otherwise (23 states).
ENTNR =  10 if entry into the state is not restricted, 1 otherwise (12 states). 

Where companies operate in more than one state, the condition 
that predominated was used. For national companies, both 
variables were coded 1 (moderately restricted entry is assumed).11

State restrictions on creditor’s legal remedies:12

WAR =  10 if wage assignment is restricted or prohibited (so that the debtor 
cannot agree to allow the creditor, at his or her option without the 
necessity of obtaining a court order, to require that the debtor’s 
employer to assign-garnishee his or her wages to the creditor), 1 
otherwise (WAR = 10 for 31 states)

HDCR =  10 if the holder in due course defense is restricted or prohibited (so 
that the creditor cannot maintain that, as a holder in due course of 
the debtor’s note, his or her claim cannot be offset by the debtor’s 
defense that the goods or services purchased, for which the note was 
assigned, are defective, etc.), 1 otherwise (HDCR = 10 for fi ve states).

GARR =  10 if garnishment of wages is restricted or prohibited (so that a 
creditor cannot obtain a court order that requires the debtor’s 
employer to assign the debtor’s wages to the creditor), 1 otherwise 
(GARR = 10 for 11 states).

CJR =  10 if confession of judgment is restricted or prohibited (so that the 
creditor cannot ask the debtor to confess his/her acquiescence to a 
judgment in advance should the loan be defaulted, thus saving the 
creditor the cost of obtaining a judgment from a court), 
1 otherwise (CJR = 10 for 36 states).

Proclivity to repay; bankruptcy law usage:13

11. Though the small loan laws of all but six states have “convenience and advantage” clauses 
that limit the granting of licenses to operate loan offi ces, many states do not enforce these clauses 
restrictively. The senior offi cers of four nationwide or multiregional fi nance companies were asked, in 
interviews, to rate each state’s administration of the clause as very restrictive, moderately restrictive, or 
nonrestrictive. The degree of agreement was almost complete.

12. These variables are due to a state-by-state analysis by Alan Feldman, a lawyer on the staff of the 
National Commission on Consumer Finance. Where companies operate in more than one state, the 
predominant condition was used. National companies were assigned 1 = no restriction.

13. Weighted averages were used for companies that operate in more than one state; national aver-
ages were used for national companies.
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BANK/P =  number of nonbusiness (straight) bankruptcies per 100,000 
population in a state. With a straight bankruptcy, a debtor is 
discharged of all his or her debts (save certain nondischargeable 
obligations and those incurred by fraud) and loses most of his or 
her assets. (The allowable asset exemptions vary widely among 
states.)

XIII/B =  the number of Chapter 13 (wage earners’) bankruptcies as 
a percentage of total nonbusiness bankruptcies in a state. 
In a Chapter 13 bankruptcy, the court-appointed Referee in 
Bankruptcy acts as a consolidator of debts and collection 
agency. The debtor keeps his or her assets, but must pay off his 
or her obligations to the extent the Referee deems feasible over a 
period of three years, after which the debtor is discharged from 
bankruptcy and the remaining obligations are canceled.

IV. Findings: Analysis of Finance Company Data

One-stage least squares regressions were computed, there being no reason to 
specify simultaneous equations. The variables were converted to (common) log-
arithms because previous analyses indicated that this form provided the required 
statistical properties for deriving inferences from the coeffi cients.14 Table 13.1 
gives the coeffi cients, standard errors, and t values estimated for 1968, 1969, 
1970, and an average of the data (the basic data were averaged before the vari-
ables were constructed). The coeffi cients of the different samples generally are 
insignifi cantly different from each other. The exception is the 1970 data, where 
several signifi cant coeffi cients, notably NLS, AVLM, and IRC differ in magni-
tude from those of the other years’ data. A recheck of the data did not reveal 
the reason for the difference. Consequently, the analysis of the fi ndings and the 
implications drawn therefrom are based primarily on the 1968, 1969, and aver-
age coeffi cients.

Economies of Scale and Restrictions on Entry

The coeffi cients of the output variable, NLS, are uniformly greater than one, sig-
nifi cantly so in two of the three years and in the average. However, the measured 
diseconomies of scale are not great: a 100 percent increase in company output 
indicates an average increase in losses of 108.5 percent (all other variables, includ-
ing NLS/OF, held constant). Some economies of scale are indicated on the offi ce 
level (which is the more relevant measure for the restrictions on entry argument). 

14. See Benston (1977a, 1977b) and references therein.
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table 13.1 Losses Net of Recoveries (124 consumer fi nance companies) 

Regression Coeffi cients (fi rst line), Standard Errors (in parentheses), t Values (third line)

AVG 1970 1969 1968

Company operations
  NLS (number of loans 

serviced)
1.085*

(0.038)
1.128**

(0.043)
1.067

(0.040)
1.129**

(0.040)
28.763 26.492 26.539 28.024

  NLS/OF (number of loans 
serviced per offi ce)

−0.157
(0.123)

−0.192
(0.138)

−0.224*
(0.133)

−0.260*
(0.131)

−1.275 −1.394 −1.689 −1.980
  AVLM (average size of 

loans made)
1.088**

(0.260)
0.580*

(0.270)
1.063*

(0.287)
1.135**

(0.278)
4.190 2.145 3.699 4.087

  NLM/S (number of loans 
made/number serviced)

0.363
(0.363)

−0.070
(0.374)

0.332
(0.346)

0.540
(0.354)

1.000 −0.187 0.961 1.525

Homogeneity
  P/R90+ (over 90 percent 

personal loans)
−0.129*
(0.064)

−0.141*
(0.065)

−0.208**
(0.065)

−0.080
(0.070)

−2.020 −2.166 −3.190 −1.147
  P/R50− (less than 50 percent 

personal loans)
0.353**

(0.098)
0.289**

(0.110)
0.191*

(0.100)
0.307**

(0.097)
3.613 2.640 1.903 3.166

 NCORP (noncorporation) −0.095
(0.101)

−0.062
(0.118)

0.014
(0.101)

(a)

−0.942 −0.526 0.141

State usury law and 
entry restrictions
  IRC (mean interest 

rate ceiling)
0.860

(0.566)
0.353

(0.679)
0.720

(0.711)
1.703**

(0.611)
1.518 0.520 1.013 2.785

  ENTNR (entry not 
restricted)

0.112
(0.114)

0.147
(0.133)

−0.022
(0.126)

0.141
(0.107)

0.988 1.099 −0.178 1.316
  ENTVR (entry very 

restricted)
0.049

(0.074)
0.110

(0.087)
−0.036
(0.080)

0.100
(0.082)

0.659 1.262 −0.448 1.209

Restrictions on creditors’ 
legal remedies
  WAR (wage assignments 

restricted)
0.007

(0.070)
0.036

(0.083)
0.040

(0.076)
0.041

(0.071)
0.106 0.435 0.518 0.588

  HDCR (holder in due 
course restricted)

1.000
(1.000)

0.074
(0.139)

0.043
(0.134)

0.029
(0.145)

1.000 0.530 0.324 0.198
  GARR (garnishment of 

wage restricted)
−0.127
(0.100)

−0.211*
(0.111)

−0.086
(0.119)

−0.152*
(0.085)

−1.275 −1.904 −0.729 −1.789
  CJR (confession of 

judgment restricted)
−0.044
(0.062)

−0.060
(0.072)

−0.037
(0.071)

0.056
(0.072)

−0.707 −0.840 −0.525 0.782

(continued)
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A doubling of the number of accounts serviced per offi ce (NLS/OF) (with no 
change in NLS) indicates an average decrease in losses on only 7.8 percent (but 
more for the individual years). The coeffi cients measured are signifi cant at the .05 
levels for two years and at about the .10 level for one year and the average.15 The 
negative coeffi cient of NLS/OF could measure either greater effi ciency of control-
ling loan losses or greater selectivity in accepting risks.

The variable that measures directly the effect of entry restrictions, ENTVR, has 
coeffi cients that are positive, weakly signifi cant (.10 level or above) for the average, 
1968, and 1970, and negative with almost no signifi cance for 1969. However, the 
coeffi cients of variables that measures no restrictions in entry (ENTNR) are very 
similar in magnitudes and signs to the restricted entry variable, ENTVR. This fact 
plus the inconsistency of signs among samples and the weak or nonsignifi cance of 
the coeffi cients leads to the conclusion that restrictions on entry do not measur-
ably affect loan losses incurred.

Interest Rate Ceiling and Risk

The coeffi cients of the interest rate ceiling variable (IRC) are uniformly positive, 
but are not consistently signifi cant or close in magnitude. The positive coeffi cients 

table 13.1 Continued

AVG 1970 1969 1968

Proclivity to repay
  BANK/P (straight bankruptcy/

population)
−0.075
(0.100)

−0.113
(0.122)

−0.081
(0.116)

a

−0.753 −0.925 −0.699
  XIII/B (Chapter 13 

bankruptcy per 
straight bankruptcy)

0.043
(0.072)
0.598

0.017
(0.084)
0.196

0.117
(0.083)
1.409

0.036
(0.080)
0.447

 CONSTANT −6.018** −3.855* −5.462** −7.501**
(1.248) (1.403) (1.471) (1.345)

−4.822 −2.748 −3.714 −5.576
 R2 .954 .941 .945 .944

aToo insignifi cant to enter equation.
**t values over 2.358 (one-tail) indicate signifi cance at the 1 percent level.
*t values over 1.658 (one-tail) indicate signifi cance at the 5 percent level (for NLS, signifi cance is measured 
from one rather than zero).

15. Since the state usury laws, entry restrictions, restrictions on creditors’ legal remedies, and pro-
clivity to repay variables may be imperfectly related to the operations of individual companies, the 
regressions were rerun with these variables omitted. The coeffi cients estimated for NLS are almost 
unchanged and those for NLS/OF are almost the same as those reported, with the exception of the 1970 
data. The coeffi cient and t value in this sample are −0.097 and −0.839.
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indicate that companies operating in states that permit them to charge higher rates 
of interest incur greater losses (and hence may be assumed willing to accept more 
risky borrowers). Though the t statistics give one only limited confi dence in the 
levels measured, they reveal an elasticity of losses with respect to interest ceiling 
rates of close to one (except for 1970), which implies that higher ceilings benefi t 
riskier borrowers at least in that lenders appear willing to make loans to them. 
Lenders also benefi t, since ceteris paribus, a given percentage increase in revenue 
is much greater in amount than the same percentage increase in losses. (However, 
their collections cost also may be higher.)

Restrictions on Creditors’ Legal Remedies

Three of the creditors’ remedies are insignifi cantly related to losses. The signs of 
WAR and HDCR are uniformly positive, though the t values are less than 0.6 in 
only one instance. The coeffi cients of CJR are negative in three regressions and 
positive in one, and the t values are less than 0.8. Only GARR has coeffi cients with 
t values greater than 1.3 (except for 1969). The coeffi cients also are consistently 
negative. Thus it appears that states’ restrictions on creditors’ legal remedies either 
had no effect on their losses or, in the case of garnishments of wages (GARR), had 
a possible negative effect.

The magnitudes of the coeffi cients of GARR indicate that the losses incurred 
are lower by from 38 to 18 percent (5 percent on the average) in states where wage 
garnishments are restricted or prohibited. While the not signifi cant t values do not 
give one much confi dence in these numbers, it does appear reasonable to conclude 
that the restrictions did reduce losses (and presumably risk) incurred, perhaps to 
the detriment of more risky borrowers.

Proclivity to Repay: Use of Bankruptcy Proceedings

The coeffi cients of the straight bankruptcy variable (BANK/P) are negative but 
insignifi cant (t < 0.9) for all samples. The coeffi cients of the Chapter 13 (wage 
earners’) variables (XIII/B) are also uniformly insignifi cant but are positive. This 
somewhat unexpected fi nding indicates that the losses incurred by consumer 
fi nance companies are dependent more on the companies’ ability to screen and 
work with borrowers than on the borrowers’ proclivity to use the bankruptcy laws 
to avoid repaying their debts.

Losses and the Size of Loans Made

The amount of net losses per loan and per dollar of loan were calculated at several 
levels of the average size of loans made (AVLM), with variables that measure the 
scale of operations (NLS and NLS/OF), interest rate ceiling (IRC), and  proclivity 
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to pay (BANK/P and XIII/B) held constant at their geometric mean values. The 
homogeneity and state law variables were set equal to 10 (in logs) so that the num-
bers calculated refer to a corporation with receivables that are 90 percent or more 
in consumer direct personal loans and that does business in a state where credi-
tors’ legal remedies and entry are not restricted.

Table 13.2 gives the amount of net losses per loan and per $100 of loans made 
at loan sizes of $300, $600, and $900. (Recall that average AVLM is the average 
loan size made by a company.) Average net losses per loan increase with the aver-
age size of loan made from $2.71 for $300 loans to $8.94 for $900 loans (“average” 
regression). Per dollar of loans made, net losses decline slightly, from 1.43 percent 
for $300 loans to 1.19 percent for $900 loans (“average” regression). By way of 
contrast, the average net losses per dollar of loans outstanding for the companies 
sampled, unadjusted for other factors, are 1.80 percent in 1970, 1.82 percent in 
1969, 1.72 percent in 1968, and 1.81 percent for the three-year average.

Losses and Operating Expenses

It was postulated that lenders may trade off greater expenditures of screening out 
high risks and of monitoring loans for losses incurred. This possibility was tested 
for by regressing operating expenses (expenses other than interest, losses, advertis-
ing, and income taxes) on losses net of recoveries as a percentage of average loan 
amounts outstanding (the dependent variable of the regressions given above) plus 
the independent variables described above and listed in table 13.1 (all variables 
in common logarithms). The coeffi cients (and t values) of this variable for each 
regression are as follows: average = 0.039 (0.968); 1970 = 0.038 (0.939); 1969 = 
0.087 (2.282); 1968 = too insignifi cant to enter regression. Thus the coeffi cients 

table 13.2 Annual Losses Net of Recoveries per Loan and per Hundred Dollars of Loan 

Made at Selected Loan Sizes (Other Variables at Geometric Means or Selected Valuesa)

Average Loan Size (AVLM)

$300 $600 $900

Per loan
AVG 3.71 5.75 8.94
1970 3.75 5.60 7.08
1969 3.23 6.74 10.38
1968 3.24 7.11 11.27

Per hundred dollars of loan made
AVG 1.43 1.30 1.19
1970 0.90 0.96 0.99
1969 1.25 0.93 0.79
1968 1.08 1.12 1.15

aFor all years: NLS = 2500; NLS/OF = 650; P/R90+ = 10; P/R50−, NCORP, ENTVR = 1; ENTNR, WAR, 
HDCR, GARR, and CJR = 10. All other variables are at their geometric mean values of their year.
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are generally positive but insignifi cant. Both fi ndings are inconsistent with the 
hypotheses that operating expenses and net losses are substitutes.16

V. Loss Rates Associated Directly with Loans Made

A possibly important shortcoming of the fi nance company data analyzed above is 
the lack of direct association between the losses recorded and the loans made or 
outstanding in a particular year. Another data limitation is the use of the range of 
average loans made by companies to stand for the size distribution of loans, when 
the average may not be a suffi cient statistic. These limitations are recognized by 
 Fiedler (1971) is his comprehensive compilation of credit statistics, when he identi-
fi ed “large gaps in our statistical arsenal” as including “the almost complete absence 
of credit experience data tied back to the original dates the loans were made” (p. 7).

A study of loan losses experienced by a major regional consumer fi nance com-
pany at all of its branch offi ces in eight states was undertaken to overcome these 
limitations. All of the loan amounts written off (net of amounts recovered) from 
January 1, 1968, through June 30, 1971, were recorded, along with the date and 
amount of each loan at the time it was written.17 (Loans made to present custom-
ers were recorded, in effect, as if they were new loans, even if the loan was a rewrite 
with no cash advance, on the assumption that in granting the loan the manager 
was putting that amount of funds at risk at that time.) This period was chosen 
because the company believed that by June 1970 and June 1971 virtually all loans 
made in 1968 and 1969 would be charged off, collected, or rewritten. The cumu-
lated net charge-offs were summed according to the amount of the loan when 
made (as defi ned above), grouped into fi ve size of loan groups: $0–300, $301–600, 
$601–1,000, $1,001–1,500, and $1,500+. The net losses on loans made in 1968 and 
1969 were divided by the dollar amounts of all loans made in 1968 and 1969 in 
their respective groups to determine the loss rate by size of loan made.

Table 13.3 presents the results of these computations. The replication of the 
study provides an indication of the validity of the numbers and the stability of 
the  loss rates. Only in Louisiana (and in a few instances, Missouri and Texas) do 
the loss rates by size of loan made differ very much between years.

16. This fi nding is consistent with the results obtained from a study of the branch offi ce operations 
of four fi nance companies (2,500 observations in each year, 1968, 1969, and 1970). Direct operating 
expenses (which exclude allocated central offi ce expenses) were regressed on output, homogeneity, 
and market structure variables, including dollars of delinquencies (60 days and over) as a percentage 
of average outstandings. The coeffi cients computed generally are insignifi cant and small in magnitude. 
See Benston (1977b), table 2.

17. The data were checked for errors of classifi cation. In fi ve instances where the errors could not 
be corrected, the branches were removed from the study.



table 13.3 Loss Rate Experience by Size of Loan Made of a Major Finance Company in Eight States Mean Rates and Standard Errors 

(in parentheses)

Florida Georgia Indiana Illinois Louisiana Michigan Missouri Texas

1968 1969 1968 1969 1968 1969 1968 1969 1968 1969 1968 1969 1968 1969 1968 1969

$ 0  –300 1.94
(1.30)

2.07
(1.72)

2.50
(2.44)

2.91*
(1.47)

3.85*
(2.00)

4.10*
(2.40)

2.64
(1.65)

2.20
(1.81)

6.46
(4.18)

4.82*
(2.58)

2.60*
(1.32)

2.67*
(1.40)

1.77
(1.51)

2.35*
(1.28)

2.81
(2.14)

2.71
(2.02)

301 –600 1.85*
(0.89)

1.81**
(0.84)

3.76*
(1.61)

4.03*
(1.95)

3.18*
(1.60)

3.39
(2.12)

2.27
(1.46)

2.05
(1.24)

2.98*
(1.55)

2.44*
(1.35)

2.77**
(0.90)

2.35*
(1.30)

2.88
(1.88)

2.73
(2.33)

4.21*
(2.21)

3.30
(2.28)

601 –1,000 2.58*
(1.03)

3.32*
(1.76)

2.58*
(1.21)

2.13*
(1.20)

1.75
(1.16)

1.64*
(0.93)

6.02*
(3.43)

4.88*
(2.75)

1.96*
(0.66)

1.72*
(0.71)

3.11
(1.95)

2.77
(2.10)

3.97
(2.48)

3.07*
(1.72)

1,001 –1,500 3.33
(2.03)

3.23*
(1.51)

2.13
(1.72)

2.24
(1.41)

15.13
(10.55)

8.05
(10.12)

2.99
(1.90)

4.17
(3.18)

2.11
(1.45)

2.21
(1.63)

1,500 + 2.92
(1.84)

3.42
(2.30)

1.59
(1.53)

1.22
(0.79)

13.54*
(6.97)

11.10
(9.18)

2.67*
(1.32)

3.18
(2.96)

4.32
(3.80)

3.04
(3.02)

F statistic 0.14 0.80 1.39 0.72 4.21* 7.04** 2.94* 3.11* 10.75** 3.98** 5.22** 4.91** 1.41 1.37 5.30* .12**

$ 0 –1,000 1.90
(1.10)

1.93
(1.33)

2.78*
(1.22)

3.51*
(1.49)

3.19*
(1.69)

3.20
(2.11)

1.89
(1.17)

1.72
(0.92)

4.97*
(2.46)

3.38*
(1.79)

2.44*
(1.05)

2.25*
(1.23)

2.56
(1.77)

2.52
(2.01)

3.71*
(1.88)

3.02
(1.82)

1,001 + 2.97*
(1.59)

3.06**
(1.10)

1.30
(1.03)

1.13
(0.77)

12.74
(7.77)

7.61
(6.67)

2.32
(1.56)

3.08
(2.64)

2.06
(1.49)

1.78
(1.30)

F statistic 0.12 0.81 5.03* 8.39** 16.28** 6.65* 0.17 0.49 16.49** 10.31*
State mean 1.90

(1.10)
1.93

(1.33)
3.01*

(1.65)
3.38*

(1.77)
3.19*

(1.69)
3.20

(2.11)
2.11

(1.48)
1.88

(1.34)
8.52

(7.59)
5.92

(6.49)
2.44*

(1.05)
2.24*

(1.23)
2.70

(1.78)
3.09

(2.44)
3.44

(2.49)
2.89

(2.10)
Number of 

observations 
(branches)

46 45 14 14 28 28 47 46 18 16 29 29 17 19 40 41

*Signifi cant at .05 level
**Signifi cant at .01 level
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The loss rates measured in this study are considerably greater than those found 
for the 124 fi nance companies. Excluding Louisiana (of which more below), the 
average loss rate per dollar of loan made experienced by the company is 2.67 per-
cent, compared to the average for the 124 companies of 1.28 percent. The compa-
ny’s data also show some signifi cant differences among loan sizes. The F statistics 
given in table 13.3 are signifi cant for Indiana, Illinois, Michigan, and (in 1968) 
Texas. However, differences within the states are not uniform. Higher loss rates are 
shown for smaller loans in Michigan and Indiana; Illinois’s and Texas’s loss rates 
are uneven over ascending loan size groups. The very high rates for loans over 
$1,000 dominate the Louisiana data. With respect to the dichotomy between loans 
less and greater than $1,000, the smaller loans have higher loss rates in Illinois and 
Texas while the reverse is true for Louisiana. These results together with the mag-
nitudes of the differences lead to the conclusion that size of loan is not consistently 
associated with rates of loss among the eight states sampled.

The loan loss rates among states differ considerably. If the fi nance company 
accepted greater risks in states where the ceiling rate is higher, there could be a posi-
tive association between the rate ceiling and the loss rate, ceteris paribus. There are 
too few observations to support a comprehensive analysis. A partial analysis was con-
ducted with a plot of the average loss rates experienced for each loan size group in a 
state against that state’s ceiling rate for loans of that size. The plot (not reproduced 
because of space limitations) reveals that, with Louisiana omitted, there is no signifi -
cant correlation of loss rates and interest rate ceilings within loan size groups.18

Since the loan size groups chosen may be too narrow, the average loss rate in 
each state was computed and compared with the average interest rate charged in 
each state.19 The interest charges and loss rates are positively, though rather imper-
fectly, correlated.20 The Spearman rank correlation coeffi cient is 0.536, which is 
not signifi cant. However, if Florida, which shows the lowest loss rates and the sixth 
highest interest charge rate, is omitted from the sample, the Spearman rank cor-
relation coeffi cient is 0.750, which is signifi cant at the 5 percent level. And if Loui-
siana is omitted, the rank correlation is 0.600.

This limited study, then, provides but weak or no support to the hypothesis 
that higher interest rate ceilings result in higher losses, ceteris paribus, with the 
exception of Louisiana. Here the hypothesis is strongly accepted. The company 
whose data are presented stated that the high losses they experienced are the result 
of their having consciously accepted greater risks to take advantage of the higher 
rates they were permitted to charge.

18. The (insignifi cant) correlation coeffi cient is −0.028 with Louisiana omitted and 0.298 (signifi -
cant at the .06 level with Louisiana included).

19. The average interest rate charged is taken from Schober and Shay (1973), table 16-1.
20. The table giving the data is omitted due to space limitations.
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A comparison of each state’s loss rate with the state’s restrictions on creditors’ 
legal remedies reveals an imperfect, though slightly positive relationship. Thus, 
there is no support for the hypothesis that restrictions on the remedies results in 
the lender’s incurring less risk, as measured by lower loss rates.

VI. Summary and Conclusions

The loan loss experience (net of recoveries) of 124 consumer fi nance compa-
nies in each of three years reveals results that are consistent with the fi ndings of 
previous studies: net losses are positively, though not strongly signifi cantly, associ-
ated with the average ceiling rates in the states in which the companies operate. 
The coeffi cients measured indicate an elasticity of net losses with respect to the 
interest rate ceilings of 0.86 (on average), which is consistent with the hypothesis 
that higher interest rate ceilings result in lenders accepting more risks but in earn-
ing even greater revenues, ceteris paribus. The data from the 124 companies also 
show diseconomies of scale on the company level but some economies of scale 
on the offi ce (plant) level. However, restrictions on entry when measured directly 
tend, if anything, to increase net losses. The relative use of bankruptcy proceedings 
by individuals in a state do not appear to affect losses. Restrictions on creditors’ 
legal remedies also are generally unrelated to net losses, with the exception of gar-
nishment of wages (GARR). Lower net losses appear to be experienced in states 
where garnishments are restricted or prohibited.

The data reveal that, ceteris paribus, net losses average about $1.30 per $100 of 
loan made with little variation according to the size of loan. Since the size of loan 
made variable is a company-wide average and since the net losses booked are not 
directly related to the loans made, a detailed study of one company’s experience 
in eight states was undertaken. This study confi rms the conclusion that net losses 
per dollar of loan are not consistently related to the size of loan made. However, 
the amount of net losses measured per dollar of loans made is more than twice the 
level measured for the 124 company study that used average size of loans made. 
The individual company study does not fi nd a relationship between interest rate 
ceilings and net losses per dollar of loan made with the exception of one state (Lou-
isiana) where there is no effective ceiling on loans over $300. Since operating costs 
(which excludes interest) are not essentially related to the amount loaned,21 this 
fi nding, on the whole, is inconsistent with the hypothesis that fi nance companies 
tend to advance to risky borrowers those loan amounts on which the contribution 
margin is greatest. Rather it appears that they react to interest rate ceilings by rais-
ing or lowering the overall level of risk incurred while lending to each borrower the 
amount that they expect he or she can repay at the overall level of risk assumed.

21. See Benston (1977a).
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Thus, the fi ndings derived from the data from 124 companies, while consistent 
with previous studies, indicate a weaker relationship between net losses and inter-
est rate ceilings. The individual company study fi ndings are consistent with those 
reported by Goudzwaard (1969) (who also used individual company loan offi ce 
data, though in a univariate analysis) with the exception of the results for the high 
ceiling rate state, Louisiana.

One tentative conclusion that might be drawn from these fi ndings is that the 
acceptance of risk by consumer fi nance companies, while a positive function of the 
level of state interest rate ceilings, is only partially measured by the amount of net 
losses incurred, ceteris paribus. Though the loss rates experienced by the companies 
are several times those experienced by lower rate lenders, the magnitudes of the 
differentials are much less than the differences in interest rates received. However, 
the companies’ operating costs are much higher than those of low-rate lenders. 
Thus it seems plausible to hypothesize that the risk assumed by fi nance companies 
also is a positive function of the monitoring costs they incur. (Screening costs may 
be positively or negatively related to the degree of risk accepted depending on the 
risk inherent in the population screened.) The question that remains unanswered 
is whether these higher operating costs plus higher net losses offset the higher 
interest charged so that fi nance companies earn a “normal” profi t, one comparable 
to that earned by low-rate lenders. Or, do fi nance companies who operate in high 
interest rate ceiling states accept somewhat greater risks but still earn extranormal 
profi ts because they are able to take advantage of consumers’ insensitivity to inter-
est rates? Answers to these questions are considered in another essay.
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the ceiling rates of interest permitted by state small loan laws for consumer 
cash loans are inversely dependent on the size of loan: that is, loans under $300 
may bear 36 percent interest while lenders can charge no more than 15 percent on 
amounts over $1,000. The ceiling rate schedules are based, in large measure, on an 
assumed relationship between lending costs (including interest and risk) and loan 
size, a relationship about which little is known. Restrictions on entry imposed by 
many states are based, in part, on assumed economies of scale. This study presents 
measurements of these costs and scale economies derived from a statistical analy-
sis of the records of some 2,500 branches of three consumer fi nance companies 
in each of three years, supplemented by a similar study of data from 124 fi nance 
companies. Average and marginal costs and economies of scale are calculated. The 
analysis indicates that the size-of-loan method of stating ceiling rates is inappro-
priate. Though a considerably improved method is suggested, any cost-based ceil-
ings are not likely to be very close to “optimal.”

I. Introduction

State regulation of the rates charged by consumer fi nance companies to borrow-
ers is related to the historical, social, moral, and ethical concerns about interest 
charges for money.1 Hence the usury laws. A modifi cation was provided by the 

14
Rate Ceiling Implications of the 

Cost Structure of Consumer 
Finance Companies

This paper was supported by the National Commission on Consumer Finance. Thanks are due to 
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1. A more extensive discussion of the history of governmental regulation of loan rates may be 
found in Kawaja (1971), chapter 2, and references cited therein.
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Uniform Small Loan Law, drafted in 1916, which allowed rates of up to 3.5 per-
cent a month for loans under $300. Prior to its complete or partial adoption by 
state legislatures, the state usury statutes (which generally limited annual interest 
rates to 6 or 8 percent) made lending small amounts to individuals economically 
impossible. As a consequence, small loans were available only from loan sharks 
and, in limited amounts, from fraternal or charitable organizations.

Since 1916, small loan laws have been adopted by all states except Arkansas 
(and the District of Columbia), under which lenders must obtain a license to make 
loans (usually less than a specifi ed size) at higher than the legal rates. Though the 
laws differ among states, they similarly specify maximum rates that are higher for 
smaller loans. For example, the most common version of a new model law called 
the Uniform Consumer Credit Code (UCCC), adopted by some 7 to 11 states 
(depending on how loosely one defi nes “version”), permits 36 percent interest a 
year on the fi rst $300 of loans, 21 percent on the balance between $301 and $1,000, 
and 15 percent on amounts over $1,000, with an average rate of not less than 18 
percent. The laws of many states also restrict the number of licensees (fi nance 
company offi ces) that can be operated, in part because of a belief that economies 
of scale permit larger offi ces to process loans at lower costs which, in turn, makes 
lower rate ceilings less restrictive of credit availability.

Any effective ceiling, of course, results in the denial of service to some bor-
rowers.2 The legislative history of small loan laws (which provide exceptions to 
the general usury statutes), though, indicates the desire to permit legal lenders 
to provide credit at rates that refl ect the costs of lending to “credit-worthy” bor-
rowers.3 These appear to be defi ned operationally as consumers to whom fi nance 
companies will lend at rates that will cover costs (defi ned more explicitly in sec-
tion II) and (not very high) losses and permit a “reasonable” return on invested 
capital.4 The inverse relationship between the ceiling rates and the dollar size of 

2. See Greer (1974) and references cited therein for analysis of the effect of interest rate ceilings 
on credit availability.

3. The Sixth Draft of the Uniform Small Loan Law (1935) introduced graduated rate ceilings. 
Kawaja (1971) observes: “The graduated rate was designed to equalize the profi tability of large and 
small loans” (p. 29).

4. In deciding whether or not to make a loan, a company must expect that the present value of 
receipts (the interest portion of which is governed by the interest rate ceiling) exceeds the present value 
of expenditures (which include operating costs that are incurred as a consequence of the loan), dis-
counted at the rate of capital (which as Avio, 1974, shows may be a function of repayment risk and the 
covariance of returns among loans). A “loss” loan might be made if offsetting profi table future loans 
are expected and the present value of the entire relationship is positive, or if the company believes that 
some loss loans should be made for ethical or political reasons. See Benston (1976a) for an analysis of 
the former situation.



 rate ceiling implications  323

loans is based on an assumption that lenders’ costs, and so on, are similarly related, 
so that lenders will be willing to make loans over the amount spectrum permitted 
by the law.5

Given the legislative conclusion that ceiling rates on small loans are desirable, 
it is necessary to estimate the specifi c relationship between lenders’ costs and the 
size of loans.6 Alternatively, if costs are primarily a function of other variables, 
another basis for stating interest rate ceilings should be considered that might 
be more consonant with legislative intent. Knowledge about the cost structure of 
consumer fi nance companies also is required to determine whether the effect on 
costs of economies of scale, if they exist, are suffi cient to justify restrictions on the 
licensing of lenders.7

II. The Small Loan Cost Function

The small loan lender is seen as facing an essentially exogenously determined 
demand function for loans, under the constraints of state-imposed ceiling rates 
and laws governing collection practices. Essentially, transactions costs limit the 
extent of the market. A consumer fi nance company typically does not lend to bor-
rowers who work or live far from it because otherwise the cost of monitoring the 
loan would be too great. Borrowers typically do not attempt to borrow at loan 
offi ces that require them to incur extensive travel cost. The lender thus faces cus-
tomers whose numbers are limited by the geographical extent of the market in 
which the lender has been given a license by the state to operate and whose charac-
teristics (such as propensity to repay debt) are a “given” to the lender. The amounts 
and maturities that these customers wish to borrow, however, may be infl uenced 
by the lender, who either may refuse them loans they want and/or “entice” them 
into taking loans in amounts determined by the lender.

The costs of making and securing small loans (or any loan) may be usefully 
delineated into (1) the cost of money—the opportunity cost of lending funds 
to borrowers, (2) the cost of risk—losses net of recoveries, and (3) operations 
costs—salaries, occupancy, supplies, and so on. The cost of money (holding risk 

5. See Johnson (1967) for a discussion of the issues involved in the regulation of consumer loans 
and lenders.

6. Two published studies measure costs with respect to the size of loans: Zwick (1967) and Nagata 
(1973). The available data and the methodology used limit severely their usefulness for present pur-
poses. (Nagata’s fi ndings are discussed further below.)

7. In all except six states, an application for a license to operate under the small loan laws must 
show that the prospective loan offi ce serves the public’s “convenience.” A major reason (other than 
maintaining monopolies for established lenders) for limiting the number of small loan companies and 
offi ces is the belief that the industry is subject to economies of scale. See Sartoris [1971] for a complete 
review and analysis of the convenience and advantage clause.
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constant) clearly is linearly proportional to the amount of funds outstanding. 
Therefore, no further analysis is required.8 The cost of risk need not be linearly 
or proportionally related to the amount loaned. Risk also may be a function of 
operating costs expended, since more extensive credit checks and monitoring 
of delinquent loans can be traded off for lower defaults and higher collections. 
However, the amount of net losses incurred need not have the same functional 
relationship to the amounts of loans made or outstanding as have operation 
costs. Therefore, these two elements of the small loan cost function are best 
analyzed separately.

Field study of the operations of small loan companies (and other lenders) 
has led me to the following simplifi ed two-step decision process. The companies 
tend fi rst to set a level of expected risk, which is a function of the ceiling rates 
in the state, the cost of collecting delinquent loans (a function, in large part, of 
state laws and the propensity of customers to repay their obligations).9 Then they 
determine the level of monitoring necessary to hold actual losses to the expected 
amount.10 Setting the level of risk requires information about the potential risk 
of lending to a specifi c borrower. This information may be obtained from two 
sources. For a present or former borrower, the lender’s previous experience is 
reviewed. Secondarily, the customer is reinterviewed and information (such as 
salary, type of job, previous credit experience, assets, etc.) is updated, checked 
(probably with a credit bureau) and analyzed (possibly with a credit scoring 
model). If he is a new borrower, only the interview, and so on, are available. 
Therefore, the company tends initially to offer a smaller loan than it later may 
offer when experience shows the customer to be “good.”11 The cost of gathering 
this information thus is related more to whether the customer is a new, present, 
or former borrower than to the size of the loan.

 8. The cost of funds is the lender’s cost of capital (debt and equity), which is a function of its 
portfolio of loans and other business. The size distribution, maturity structure, and riskiness of the 
loan portfolio is determined by exogenous demand and the profi t maximizing decisions described 
below. I assume that these decisions are made independently of the effect they may have on the 
lender’s cost of capital, since I believe that this indeed is what is done. However, see Avio (1974) for 
a formal analysis.

 9. Losses do not appear to be a function of the size of loans made, which indicates that lenders 
tend to make that size of loan that is consistent with a preferred level of risk. However, losses are posi-
tively related to the level of legal interest rate ceilings. (See Benston, 1977a).

10. Of course, lenders equate the marginal cost of monitoring with the marginal revenue (sav-
ing) from reduced losses. However, their experience appears to indicate that the probability of a loan 
becoming uncollectable primarily is a function of the customer served and economic conditions, 
unless monitoring is insuffi cient. Then losses increase such that a trade-off between less monitoring 
and more losses is not profi table.

11. The size of initial loans averages two-thirds that of loans to present borrowers (Benston, 
1976a).
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With the risk decision made, lenders incur operating costs to the point where, 
given expected losses and the cost of funds, marginal costs are equated with mar-
ginal revenue and profi ts (or more correctly, shareholders’ wealth) is maximized. 
Marginal revenue is determined by the legal rate ceiling and the size of loans made. 
Since the level of risk and the operating costs incurred to cope with it are primarily 
a function of exogenous factors (state laws, population characteristics, number of 
new customers, etc.), the decision about what level of operating costs to incur is 
predominantly a function of the level and type of output expected. When the cost 
of funds changes (and the ceiling rate on loans does not change), lenders react by 
changing the riskiness, size, and number of loans they are willing to make to (or 
push on) borrowers, given the operating cost of making and servicing loans. Of 
course, the borrowers need not borrow more than they wish. Therefore, borrow-
ers’ demand and the lender’s costs determine the size composition, and so on, of 
loans made. Since the lender’s cost of funds is readily available from market data 
and since the level of risk accepted is primarily a function of the ceiling rate per-
mitted on loans, state laws, and population characteristics,12 attention is directed 
toward estimates of the functional relationship between operating costs and the 
size of loans.

Analysis of Operating Costs

Operating costs may be expressed functionally as:13

C = ƒ(Q, T, D, O, P, M), (14.1)

where

C = operating costs,
Q = quantity of (personal loans) output,
T = type of customer served,
D = delinquency and collection activities,
O = other non-personal loan activities,
P = relative factor prices for inputs,
M = market factors and laws that affect operating costs.

The nature and measurement of each of these factors is discussed next.

12. Benston (1977a).
13. A description and analysis of the operations of fi nance companies upon which this choice of 

variables is based may be found in Benston (1974).
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C, operating costs, include salaries, supplies, rent, and so on—in short, all of the 
recorded annual expenses except interest, bad debts and recoveries, income taxes, 
and the imputed cost of capital. It is necessary that recorded expenses measure 
well the opportunity cost of producing output in the period in which output is 
recorded. Such is the case for the annual costs of consumer fi nance companies.14

The most important single expense is labor: salaries account for some 58 percent 
of total operating costs and 38 percent of total expenses (including losses and 
interest) before taxes. Since the industry is not unionized and since labor turn-
over averages about 80 percent a year, currently recorded labor costs are a good 
measure of opportunity costs. Almost all consumer fi nance companies rent their 
branch offi ces; hence the major nonopportunity accounting cost, depreciation, is 
of relatively small importance.

Q, quantity of output, can be measured by the number of loans made, the num-
ber serviced or by the dollar amounts loaned. Of the alternatives, most cost-related 
operations appear associated with making and servicing loans, as such. Therefore, 
the number of loans made and serviced (per year) are considered the primary out-
put variables. The dollar size of loans (which is an important variable for policy 
considerations since legal rate structures are predominantly a function of loan 
amounts) also may be important if larger loans require more careful checking 
of credit and greater concern should the borrower become delinquent. However, 
given the rather limited range of loan amounts made by consumer fi nance com-
panies (most states limit loans to under $2,000), there is no reason to believe that 
the size of loans serviced (outstanding) affects operating costs.

T, the type of customer served, affects operating costs to the extent that the cost 
of recording, processing, and collecting a loan differ by customer. Many charac-
teristics of customers might be considered. However, the only one on which data 
generally are recorded is whether or not a loan is made to a new, former, or present 
borrower. Lending to new customers probably is more expensive than lending to 
former customers for whom the company has previous applications and lending 
experience. Present customers may be the least expensive to lend to, unless a new 
or additional loan is made because of the customer’s inability to maintain pay-
ments, in which event time consuming fi nancial counseling may be required.

D, delinquency and collection activities, generally are undertaken by the same 
personnel who make and service loans. In addition, companies may trade off effort 
on delinquencies for losses on uncollectable accounts. Since loan losses are not 
included in operating expenses but the salaries and other expenses of delinquency 

14. Analysis for periods of less than one year is likely to introduce serious measurement problems. 
Consumer fi nance companies face seasonal fl uctuations. Nevertheless, they charge many expenses on 
an annual accrued basis and rarely release personnel simply because of a temporary decline in output. 
For these reasons, the usefulness of Nagata’s (1973) study of monthly data is limited.
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control are included, it is necessary to include “delinquencies” in the analysis as an 
independent variable.15

O, other nonpersonal loan activities, must be accounted for as an independent 
variable since there is no direct way to separate operating expenses due to these 
other operations.16 The most important of these other activities is sales fi nancing, 
that is, lending to individuals through merchandisers to fi nance purchases, usually 
of consumer durables.

P, relative input factor prices, must also be accounted for. Annual operating 
costs may differ among branches because the prices paid for labor, occupancy, 
supplies, and so on, are a function of prices in a location. Since labor averages 58 
percent of total expenses and since other expenses in an area probably are highly 
correlated with salaries, the wage level in a branch’s area is used as an index. Specif-
ically, the index (P) is average wages per employee paid by consumer fi nance com-
panies and related fi nancial enterprises (commercial banks, mutual savings banks, 
and savings and loan associations) in the county in which a branch is located.17

Differences in purchasing power among years also must be accounted for the coef-
fi cients calculated to be comparable. For this purpose, the gross national product 
defl ator is used to adjust 1969 and 1968 prices to 1970 equivalents. Thus all prices 
are given in terms of 1970 purchasing power.

M, market factors and laws, that may affect consumer fi nance company opera-
tions include the following: (a) state laws that restrict creditors’ legal remedies (in 
particular laws that (1) restrict or prohibit wage assignments, (2) garnishment 
of wages, (3) confession of judgment, and (4) holder in due course defenses)18;
(b) restriction of entry as a consequence of enforced convenience and advantages 
clauses in the state small loan laws19; and (c) the extent of competition (as mea-
sured by the ratios of the number of consumer fi nance company offi ces to total 
banking offi ces in a county).

15. State laws on collection remedies which may affect operating costs are considered with M,
market factors.

16. Though some states require a separation of expenses by type of business, the allocations 
reported essentially are arbitrary.

17. These data are published for the four types of fi nancial institutions by the U.S. Commerce 
Department (various years) for states and counties where there are at least three companies. The data 
are taken from the fi rst quarter FICA (social security) returns.

18. Special studies were conducted to determine the extent to which the laws were enforced in 
each state. See Benston (1976c). These variables were entered into the regressions in dummy vari-
able form.

19. These clauses (see note 2) are enforced differentially, such that entry is considered (in 1970) 
very restrictive in 23 states, moderately restrictive in 8 states, and easy in the remainder, including the 
6 states without this clause. See Benston (1976c) for the source of this evaluation and list of the states. 
Arkansas, Alaska, and Hawaii are excluded.
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III. The Data

Detailed analysis of costs, by size of loan and scale of operations in particular, 
can be made only with data derived from branch offi ce operations. Counts of the 
numbers and dollar amounts of loans made and serviced of different size are not 
available from a suffi ciently large number of companies to provide an adequate 
number of observations for statistical analysis. Cost data on the branch operations 
of individual companies also are likely to be recorded more consistently than those 
recorded by many companies. Another advantage of branch data is that they relate 
to operations limited to a specifi c area for which observations on factor prices and 
market conditions can be relatively accurately measured.

For this study, detailed branch operations data were provided by three fi nance 
companies for the years 1968, 1969, and 1970.20 Two are major companies which 
operate in most states. The third is a very large company that operates in about 
20 states. (The description of the companies is deliberately vague to protect their 
identities.) Two of these companies could provide data for all three years, and one 
for two of the three years. For each of the two years in which all three companies 
were represented, the operations of about 2,500 branches were analyzed.

Only those branches in operation two years or longer are analyzed, to exclude 
one-time start-up costs. The same branches are included in each of the three years 
analyzed (1968, 1969, and 1970) to ensure that differences between years are not 
due to sample variations. Expenses not directly incurred by a branch (home offi ce 
and other allocated expenses) were not included. Annual direct operating expense 
data were disaggregated into salaries (excluding fringe benefi ts but including 
bonuses), occupancy (rent, heat, light, janitorial services), telephone and tele-
graph, and other. Considerable effort was expended to ascertain that the compa-
nies reported data consistently (with respect to branches, years, and each other) 
and without error.

Operating data (independent variables) collected for each branch and year to 
specify the cost function (14.1) include the following.

Output (Q):

NLM
i
 =  number of personal loans made for each of 15 loan-size categories 

(where i = 1, 2, . . ., 15) (dollar amounts also were collected for 
accuracy checks),21

20. Data were provided by two additional medium-sized companies. One of these had to be 
dropped because it was uncooperative in checking and correcting data that appeared incorrect, per-
haps because of some management changes that the company was experiencing at the time. The other 
company included allocated home offi ce expenses by mistake, an error that was not caught until it was 
too late to rerun the data.

21. The dollar size categories are 0–100, 101–200, . . . , 701–800, 801–1000, 1001–1500, 1501–
2000, . . . , 2501–3000, 3001–4000, 4001+.
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NLS  =  average number of (total) personal loans serviced (average of 12 
month-end outstandings) (DLS, the dollar amounts also were 
collected for accuracy checks).

Type of Customer Served (T): number (and dollars, net of discount), of personal 
loans made to

NLMNB = new borrowers,
NLMPB = present borrowers,
NLMFB = former borrowers.

Delinquency (D):

DELA60 =  dollar amount of loans delinquent 60 days or more, average of 
month-end balances.22

Other nonpersonal loan activities (O):

NSCM =  number of other loans made, predominantly sales fi nance 
contracts (dollar amounts also were collected for accuracy 
checks),

NSCS =  average number of other loans serviced, predominantly sales 
fi nance contracts (average of 12 month-end outstandings) (dollar 
amounts also were collected for accuracy checks).

Factor prices (P) and market factors (M) were measured as indicated above 
(section II). In addition, the location of each branch as suburban or urban was 
included as a variable.

IV. Estimation of the Cost Function

As the discussion in section II indicates, the output of consumer fi nance compa-
nies essentially is demand determined. Hence a single equation model in which 
each observation represents a point at which a local demand curve intersects with 
a long-run supply curve is appropriate. Long-run costs (more than short-run) also 
are relevant to interest rate regulation.

Previous studies of the operating costs of financial intermediaries con-
cluded that the number of loans serviced per period is the best measure of 
output.23 However, since the rate ceiling schedules imposed by state small loan 
laws are stated in terms of dollars of loans made, the relationship between 

22. Field interview revealed that only delinquencies stated in terms of 60 or 90 days past due could 
be provided consistently by the companies.

23. See Benston (1972) for a review of these studies.
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operating cost and loan sizes was analyzed. As indicated above, the number of 
loans made for each of 15 loan-size categories (NLM

i
) was collected. A model 

was specified that included these data as output variables (Benston, 1977b). 
The coefficients of NLM

i
 estimated are statistically insignificant and/or incon-

sistent and economically unbelievable. Few are significantly different from 
zero at the .05 level, many are smaller than their standard errors, and their 
magnitudes and signs change inconsistently over an ascending range of loan 
size categories. Further, the coefficients for the same variables differ markedly 
in magnitude, significance and, in some instances, even in sign among the 
samples: coefficients do not agree between years of the same company and 
between companies in the same year. These findings obtained for alternative 
groupings of NLM

i
. Only the coefficients of number of the loans made over 

$1,000 are, generally, significant, consistent, and meaningful.24 Consequently, 
except for these “large” loans, the sizes of loans made were determined to be 
not meaningful.

In accordance with the rationale presented in previous studies, a multipli-
cative functional relationship between the variables is specifi ed. Among other 
advantages, it yields nonlinear cost functions and direct estimates of economies 
of scale.

The following set of regressions was computed, where each observation is a 
fi nance company branch, for each year, 1968, 1969, and 1970:

C
d

= aQ
i
πdi Hj

πhj Mk
πmk U, (14.2)

where

C
d
 =  Cost: Salaries (d = 1), total direct expenses less occupancy (d = 2), total 

direct expenses (d = 3) or contribution margin per dollar (d = 4),
Q

i
 = quantity (level) and type of output (i = 1, . . . , 4),

H
j
 =  output homogeneity variables that adjust for differences in the output 

between branches (including differences in factor prices) (j = 1, . . . , 5),
M

k
 =  market structure variables that measure differences in costs associated 

with differences in market conditions and state laws (k = 1, . . . , 6),
U = unspecifi ed variables.

The determinants (independent variables) are as follows:25

24. A complete explanation of the regressions computed and the coeffi cients estimated therefrom 
are given in Benston (1977b).

25. Because the function is multiplicative and to reduce collinearity, a number of the variables are 
transformed to ratios, as indicated.
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Q
i
:  NLS =  number of (personal) loans serviced (average of 12 month-

end number of loans outstanding).26

NB/NLM =  number of (personal) loans made to new borrowers as a 
percentage of the total number of (personal) loans made.27

FB/NLM =  number of (personal) loans made to former borrowers as a 
percentage of the total number of (personal) loans made.27

LL/NLM =  number of large (over $1,000) (personal) loans made as a 
percentage of the total number of (personal) loans made plus 1.0.28

H
j
:  SC/NLS =  number of sales fi nance contract loans serviced as a percentage 

of the number of (personal) loans serviced plus 1.0.28

NLM/S =  number of (personal) loans made (NLM) as a ratio of the 
number serviced (NLS).

DEL60+ =  delinquency rate, measured as the average dollars of 
(personal) loans delinquent 60 days or more (DELA60) 
as a percentage of the average dollars of (personal) loans 
outstanding at month-end.

SUBURB =  10 if branch is located in a suburb or rural area, 1 if branch is 
located in an urban area (log 10 = 1, log 1 = 0).

FACTPR =  relative factor prices measured by the average wages paid per 
employee by fi nance companies, commercial and mutual 
savings banks and savings and loan associations in the county 
in which the branch is located.

M
k
: dummy variables for entry restricted by convenience and advantage laws and 
for the four restrictions of creditors’ legal remedies (10 = restricted, 1 = not 
restricted since log 10 = 1, log 1 = 0); the degree of competition is measured 
by the ratio of the number of consumer fi nance company offi ces to the total 
number of banking offi ces in the county.29

U: error term, where log U has mean = 0 and is distributed independently 
across units.

26. The number of loans made (NLM) was tested as an alternative measure of output. The R
squares computed (observations and other variables the same) were, on average, 4 percentage points 
lower than when NLS was used. This result is the same as that found in a study of savings and loan 
costs, which are better explained by the number of mortgages serviced than the number made 
(Benston, 1970, pp. 704–5). However, the effect of differences in NLM is accounted for with a homo-
geneity variable, NLM/S. This variable also measures the effect on costs of a more rapidly growing 
branch.

27. The number of loans made to present borrowers is omitted to avoid overidentifi cation. Thus 
the coeffi cients of NB/NLM and FB/NLM measure the cost of loans made to new or former borrowers 
relative to the cost of loans made to present borrowers.

28. Some branches do not make loans greater than $1,000 or sales fi nance contract loans. Since 
the variables are transformed to logarithms, 1 is added to these variables for all branches so that a 
logarithm can be taken (log 1 = 0, log 0 is not defi ned).

29. The coeffi cients of these variables are not presented to save space; consequently they are not 
described in detail. See Benston (1976c) for a further discussion.
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The geometric means and standard deviations expressed as percentages of the 
means of the important output and homogeneity variables are presented in 
table 14.1. To protect the anonymity of the companies, the columns are identifi ed 
by letters for companies (A, B, C).

Separate regressions were computed for each year for each company.30 These 
provide replications of the model and an important check on the meaningful-
ness of the coeffi cients estimated. Regressions were computed with salaries, 
total direct expenses less occupancy, and total direct expenses as dependent 
variables as a check on the consistency of the data between companies and years 
and among branches of a company and to determine whether the functional 
relationship of cost to output, and so on, differed for different constructs of 
costs.

Regressions also were computed with contribution margin per dollar as 
a dependent variable. This variable, measured as total branch income less total 
direct expenses as a percentage of the average dollar amount of personal loans 

30. The multiplicative form was converted to linear form for multiple regression analysis by trans-
forming all variables to common logarithms.

table 14.1 Geometric Means of Antilogarithms of Output and Homogeneity Variables 

Standard Errors (in parentheses) Expressed as Percentage Increases of the Means

Company and Year

A B C

Variable 1970 1969 1968 1970 1969 1970 1969 1968

NLS 1,170 
(64%)

1,210
(66%)

1,200
(69%)

1,080
(62%)

1,060
(67%)

1,080
(49%)

1,060
(42%)

1,060
(44%)

NB/NLS 25.0 
(40%)

25.0
(43%)

25.5
(41%)

23.2
(48%)

23.4
(57%)

24.9
(33%)

24.3
(34%)

23.2
(37%)

FB/NLS 10.6 
(27%)

10.1
(29%)

10.4
(29%)

11.5
(32%)

11.3
(35%)

11.7
(26%)

12.5
(24%)

11.4
(25%)

LL/NLS 9.0 
(186%)

8.3
(182%)

NA 15.9 
(311%)

NA 5.7 
(352%)

5.1
(317%)

4.4
(278%)

SC/NLS 18.0 
(137%)

16.0
(151%)

12.2
(181%)

21.4
(230%)

23.0
(242%)

2.5
(224%)

2.1
(163%)

NA

NLM/S 1.35 
(20%)

1.14
(19%)

1.11
(15%)

1.38
(22%)

1.28
(30%)

1.26
(44%)

1.19
(23%)

1.03
(19%)

NA = Data not available.
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outstanding, allows one to consider further the impact of economies of scale and 
other factors on consumer fi nance company profi tability.

The regressions were tested for conformity with the statistical requirements of 
homoskedasticity. The data for each regression were ordered by the major inde-
pendent variable, log NLS, and divided into quintiles.31 The standard deviations 
of each quintile were computed and subjected to Bartlett’s test for homogeneity. 
The residuals were also plotted. The tests (statistical and visual) of the residuals 
for Companies A and C showed them to conform to the homoskedasticity require-
ments of the regression model. They also indicated that the log-linear form of the 
major output and scale variables, log NLS, fi ts the data best. However, the tests 
indicated some curvilinearity (though only slight heteroskedasticity) with respect 
to Company B’s regressions. The last two quintiles had positive mean residuals, 
indicating that the larger branches were subject to some decreasing economies of 
scale. An additional variable, the square of log NLS was introduced, but it proved 
colinear with log NLS. Therefore, the regressions as given by equation (14.4) were 
computed, although it should be noted that for Company B, the coeffi cients prob-
ably underestimate the larger branches’ costs by approximately 6 to 8 percent.

As measured by the R2’s, the expense models fi t the data very well; the smallest 
and median R2’s of the total direct expense regressions are .758 and .858, of the 
total less occupancy regressions are .804 and .805, and of the salaries regressions 
are .759 and .857. However the R2’s of the contribution margin regressions are 
much lower; the low is .087 and the median .240. Therefore, I believe that mean-
ingful conclusions can be drawn from the coeffi cients computed with the expense 
regressions, at least. To conserve space, only the coeffi cients computed for total 
direct costs (table 14.2) and contribution margin per dollar of loans (table 14.3) 
as the dependent variables are presented. The coeffi cients computed for the other 
costs constraints are very similar in magnitude and statistical signifi cance.32 The 
coeffi cients of the market structure variables (M

k
) also are not shown, since their 

impact is not discussed in this essay.33

Conclusions derived from these coeffi cients about economies of scale and the 
other determinants of operating expense are drawn next, followed by estimates of 
the average and marginal cost per loan serviced.

31. Where the number of observations was not divisible by 5 without a remainder, the “extra” 
observations were omitted by random selection.

32. See tables 4, 6, 7, 8, and 9 in Benston (1972).
33. The regressions also were computed with the market structure variables omitted. These omis-

sions had little effect on the major output variable, NLS, though the other variables were changed 
somewhat. See Benston (1972). The impact of state laws that restrict entry and creditors’ collection 
practices are the subject of another paper, Benston (1976c).
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table 14.2 Total Direct Operating Expenses All Variables, Regression Coeffi cients (fi rst 

line), Standard Errors (in parentheses), t Value (third line) (all variables are in common 

logarithms)

Company and Year

A B C

1970 1969 1968 1970 1969 1970 1969 1968

OUTPUT NLS 0.797 
(0.011)

0.819
(0.010)

0.818
(0.010)

0.767
(0.010)

0.743
(0.010)

0.708
(0.021)

0.627
(0.025)

0.627
(0.032)

72.724 84.115 85.895 77.064 75.174 33.106 24.838 19.462

NB/NLM 0.043 
(0.022)

0.053
(0.018)

0.085
(0.018)

0.019
(0.013)

0.069
(0.013) b

0.054
(0.034)

0.051
(0.040)

1.969 2.993 4.672 1.443 5.411 1.582 1.285

FB/NLM −0.037
(0.022)

−0.038
(0.019)

−0.003
(0.020)

−0.037
(0.015)

−0.032
(0.016)

0.084
(0.031)

0.089
(0.040)

0.067
(0.047)

−1.679 −2.013 −0.134 −2.457 −2.059 2.703 2.193 1.440

LL/NLM 0.015
(0.006)

0.022
(0.005) a

0.013
(0.003) a

0.031
(0.020)

0.017
(0.023)

−0.011
(0.029)

2.487 4.124 3.799 1.515 0.716 −0.367

CONST. 1.176
(0.128)

1.220
(0.113)

1.772
(0.077)

1.462
(0.118)

1.691
(0.123)

2.166
(0.205)

2.284
(0.247)

2.268
(0.302)

9.204 10.824 22.956 12.355 13.754 10.565 9.249 7.502

HOMOGENEITY 
SC/NLS

0.068
(0.007)

0.043
(0.006)

0.033
(0.005)

0.097
(0.005)

0.091
(0.005)

0.024
(0.005)

0.015
(0.008) a

9.947 7.575 6.290 19.176 18.655 4.495 1.952

NLM/S 0.017
(0.028)

−0.012
(0.029)

0.010
(0.028)

−0.067
(0.022)

−0.034
(0.018)

0.056
(0.026)

0.052
(0.050)

0.011
(0.072)

0.608 −0.548 0.354 −2.978 −1.911 2.158 1.051 0.148

DEL60+ 0.012
(0.012) b

−0.009
(0.011)

0.012
(0.007)

0.017
(0.007) b

0.015
(0.017)

−0.004
(0.024)

1.008 −0.786 1.678 2.509 0.887 −0.149

SUBURB −0.009
(0.005)

−0.010
(0.004)

−0.013
(0.004)

−0.016
(0.004)

−0.016
(0.004)

−0.009
(0.007)

−0.013
(0.008)

−0.010
(0.009)

−1.924 −2.354 −2.849 −4.168 −3.881 −1.260 −1.648 −1.034

FACTPR 0.323
(0.042)

0.290
(0.037)

0.088
(0.020)

0.220
(0.036)

0.137
(0.037)

0.042
(0.059)

0.097
(0.070)

0.134
(0.089)

7.691 7.892 4.278 6.082 3.689 0.714 1.394 1.511

R2 .878 .900 .901 .872 .868 .883 .827 .775

a Data not available or company did not make such loans.
b Coeffi cient too insignifi cant for inclusion.
t Value greater than 2.807 (one-tail) or 2.576 (two-tail) indicates signifi cance at the 1 percent level.
t Value greater than 2.241 (one-tail) or 1.960 (two-tail) indicates signifi cance at the 5 percent level.
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table 14.3 Contribution Margin as a Percentage of Average Dollars of Loans Outstanding, 

Regression Coeffi cients (fi rst line), Standard Errors (in parentheses) t Value (third line) 

(all variables are in common logarithms)

Company and Year

A B C

1970 1969 1968 1970 1969 1970 1969 1968

OUTPUT NLS 0.061
(0.011)

0.073
(0.010)

0.090
(0.010)

0.061
(0.013)

0.146
(0.016)

0.039
(0.055)

0.037
(0.052)

0.087
(0.041)

5.415 7.189 9.215 4.804 9.357 0.708 0.710 2.127

NB/NLM −0.075
(0.022)

−0.016
(0.019)

−0.059
(0.019)

−0.004
(0.018)

−0.075
(0.020)

0.144
(0.068) b

−0.018
(0.050)

−3.410 −0.864 −3.188 −0.211 −3.761 2.112 −0.356

FB/NLM 0.109
(0.023)

0.192
(0.020)

0.191
(0.020)

−0.017
(0.020)

−0.118
(0.024)

0.073
(0.084)

0.333
(0.081)

0.170
(0.059)

4.762 9.592 9.362 −0.837 −4.847 0.868 4.115 2.889

LL/NLM −0.012
(0.006)

−0.048
(0.006) a

−0.018
(0.004) a

−0.045
(0.052)

−0.084
(0.047)

−0.150
(0.036)

−1.944 −8.494 −4.044 −0.869 −1.801 −4.131

CONST. 0.593
(0.133)

1.369
(0.122)

0.942
(0.079)

0.915
(0.152)

1.118
(0.197)

1.252
(0.538)

0.210
(0.496)

0.446
(0.382)

4.452 11.198 11.870 6.037 5.681 2.328 0.422 1.168

HOMOGENEITY 
SC/NLS

0.059
(0.007)

0.063
(0.006)

0.032
(0.005)

0.031
(0.006)

0.056
(0.008)

0.011
(0.014) b a

8.214 10.528 5.925 4.845 7.158 0.805

NLM/S −0.371
(0.028)

−0.111
(0.030)

−0.325
(0.029)

−0.118
(0.030)

0.357
(0.024)

0.121
(0.070)

0.051
(0.101)

−0.238
(0.091)

−13.033 −3.651 −11.326 −3.872 15.003 1.730 0.502 −2.616

DEL60+
b

−0.038
(0.011)

0.023
(0.011)

−0.010
(0.010)

−0.032
(0.011)

0.023
(0.050)

0.035
(0.033)

−0.012
(0.031)

−3.288 2.019 −1.008 −2.962 0.458 1.053 −0.376

SUBURB
b

0.003
(0.005)

0.003
(0.005) b

0.028
(0.006)

0.010
(0.017)

0.010
(0.016)

0.013
(0.012)

0.557 0.739 4.428 0.586 0.606 1.092

FACTPR 0.118
(0.044)

−0.172
(0.040)

−0.061
(0.021)

0.021
(0.048)

−0.110
(0.060)

0.074
(0.154)

0.111
(0.144)

0.161
(0.112)

2.694 −4.326 −2.888 0.440 −1.843 0.480 0.770 1.435

R2 .302 .378 .288 .140 .323 .437 .459 .564

a Data not available or company did not make such loans.
b Coeffi cient too insignifi cant for inclusion.
t Value greater than 2.807 (one-tail) or 2.576 (two-tail) indicates signifi cance at the 1 percent level.
t Value greater than 2.241 (one-tail) or 1.960 (two-tail) indicates signifi cance at the 5 percent level.
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V. Description of the Findings

Economies of Scale

Since the relationship between cost and output is log-linear, the coeffi cients of the 
output variable, the average number of loans serviced (log NLS), provide a direct 
measure of economies of scale (elasticity)—the percentage change in costs associ-
ated with a percentage change in output.34 In all of the regressions, the t values of 
the NLS coeffi cients are no less than 19 for Company C and 72 for Companies A
and B. Also, the elasticities for different years of the same company are very simi-
lar. Thus the coeffi cients of NLS appear to be consistent measures of the underly-
ing elasticities.35

All of the elasticities computed are signifi cantly less than 1.0, indicating econo-
mies of scale. For total direct expenses (table 14.2), total less occupancy, and sala-
ries (not shown) the elasticities averaged over the years are 0.81, 0.91, and 0.90 
for Company A; 0.76, 0.83, and 0.83 for Company B; and 0.68, 0.75, and 0.71 for 
Company C. Thus, the elasticities indicate fairly substantial economies of scale; 
averaging over Companies A, B, and C, the elasticities of output (NLS) with respect 
to total expense, total less occupancy, and salaries are 0.87, 0.81, and 0.71.36

I believe that a major reason for the economies of scale is the relatively small 
size of the offi ces operated by the companies, a result of which is discontinuities 
in the use of personnel. About 1,100 loans are serviced by the average offi ce (see 
table 14.1). Some 10 percent of the offi ces of two companies and 6 percent of the 
other serve as few as 600 customers while more than 2,100 customers are served 
by about 10 percent of the offi ces of one company, 6 percent of another, and 2 
percent of the third. In comparison, commercial banks, whose direct installment 
loans cost function shows much smaller economies of scale (the elasticity of NLS 
is 0.967) serve many more customers.37 For example, the average $25 million bank 
studied services 6,500 loans, a $75 million bank 20,000 loans, and a $120 million 
bank 31,300 loans.38 The size of offi ce measured by the number of employees also 
is small. The average number of employees per offi ce (and the standard deviation) 
is 6.4 (3.3) for one company, 4.7 (2.1) for another, and 6.0 (1.5) for the third. 

34. For example, the coeffi cient of log NLS for total direct operating expenses of .797 measured 
for Company A, 1970 (table 14.2) means that a doubling of the number of loans serviced is associated 
with an increase in cost of 79.7 percent, ceteris paribus.

35. The coeffi cients were virtually unchanged when insignifi cant variables were omitted from the 
regressions.

36. Nagata (1973, p. 1332), who analyzed data from 45 branches of a company within a state with 
a similar model reports an elasticity of 0.77 for total direct expenses.

37. Bell and Murphy (1968), p. 49.
38. Ibid., table XIII-2, p. 225, 1965 data.
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The greater  economies of scale indicated by the smaller coeffi cients of the salaries 
regression is consistent with the belief that there are discontinuities in the use of 
personnel.

Although larger offi ces appear subject to economies of scale, the effect on the 
contribution margin is not great, though positive (table 14.3). The coeffi cients of 
log NLS are signifi cant for Companies A and B, averaging 0.07 for A and 0.11 for 
B. They are insignifi cant and average 0.05 for Company C. It appears, then, that 
larger offi ces are more profi table, though not overwhelmingly so.

Type of Borrower (NL/NLM and FB/NLM)

Two variables measure the effect on operating cost of lending to new, present, and 
former borrowers; the percentage of the total number of loans made to new bor-
rowers, NB/NLM, and the percentage of the number made to former borrowers, FB/
NLM.39 The average (geometric mean) percentages of loans made to new and for-
mer borrowers are given in table 14.1. The percentages for each company and years 
are remarkably similar; about 25 percent of the loans are made to new borrowers, 
11 percent to former borrowers, and the balance, 64 percent, to present borrowers. 
However, as the standard errors show, there is considerable variation among offi ces.

The signs of the coeffi cients of NB/NLM indicate that new borrowers are most 
costly to serve and are less profi table per dollar of loans outstanding than are pres-
ent or former borrowers. However, the coeffi cients are not consistently statistically 
signifi cant and differ considerably in magnitude. The magnitudes also are rather 
small; on the average a 20 percent increase in the percentage of loans made to new 
borrowers, say from 25 to 30 percent of the number of loans made, and an offset-
ting decrease in the percentage made to present borrowers, might result in a 1.2 
percent increase in cost for Company A and a 0.9 percent increase for Company B.

The coeffi cients of FB/NLM generally are negative in the expense regressions of 
Companies A and B and positive for Company C. The coeffi cients in the contribution 
margin regressions are inconsistent. Thus it is diffi cult to interpret these data. Perhaps 
some companies may make loans only to “good” former customers and others may 
not be as choosy. Or the fi ndings may be due to errors in classifi cation of customers, 
where present customers are not reliably distinguished from former customers.

Large Loans (LL/NLM)

The percentage (of the number) of large loans (loans of $1,000 or more, net of 
interest) to the total number of loans made was included as a variable because the 

39. The percentage of loans made to present borrowers is determined by NB/NLM and FB/NLM, 
since the percentages must add to 100.0.
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analysis of the relationship between loan size and cost discussed above indicated 
that only this size loan appeared to affect costs differentially. These loans amount 
to about 9 percent of Company A’s loans made, 16 percent of Company B’s loans, 
and 5 percent of Company C’s loans (see table 14.1). The coeffi cients of LL/NLM 
generally are signifi cant for Companies A and B but insignifi cant for Company 
C. These fi ndings may be due to the relative number of large loans made by each 
company, if those who make fewer large loans do so more as a by-product of small 
loan lending than as a separate, though related, business. In any event, this mag-
nitude of the coeffi cients for Companies A and B is rather small (0.01 to 0.02); it 
indicates that a doubling of the percentage of large loans made (the total made 
held constant) might result in a 1 or 2 percent increase in operating costs. How-
ever, the contribution margin regressions (table 14.3) show negative coeffi cients 
for LL/NLM, indicating that large loans are relatively less profi table than smaller 
loans.

Other Business: Sales Finance Contracts (SC/NLS)

As expected, the greater the percentage number of sales fi nance contract loans ser-
viced to personal cash loans serviced, the greater the operating costs. The compa-
nies vary widely in the proportion of the “other” business to their primary output, 
NLS. The geometric mean of SC/NLS ranges from 12.2 in 1968 to 18.0 in 1970 
for Company A, and averages 22.2 for Company B and 2.3 for Company C (table 
14.1). The coeffi cients of SC/NLS also vary considerably, though all are positive 
and signifi cant except for Company C’s 1968 regression. (The effect on costs of 
possible interaction between sales fi nance contract loans and personal loans is 
discussed below.)

Number of Loans Made Relative to the Number Serviced 
(NLM/S)

As table 14.1 shows, the companies made about 20 percent more loans than 
they serviced.40 Over the three-year period, the mean ratio increased.41 Since 
the denominator of the variable, NLS, is included in the equations as a variable, 
the coeffi cient of NLM/S measures the effect on costs of making loans, holding 
constant the number of loans serviced. The inconsistently signed, insignifi cant 

40. Since the number of loans serviced is an average of 12 month-end numbers, a loan made at 
mid-year is counted as a half-loan serviced.

41. This change need not indicate greater total growth for the companies if smaller branches grew 
relatively more than larger branches.
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 coeffi cients found for the total expense regressions (and the other cost regulations 
not shown) indicate that operating costs are not a function of the number of loans 
made, given the number of loans serviced.

The contribution margin percentage regressions are not as easily explained. 
Strongly signifi cant negative coeffi cients are found for Company A, a negative 
(1970) and a positive (1969) coeffi cient for Company B, and insignifi cant coef-
fi cients for Company C. Furthermore, the magnitudes of the coeffi cients among 
years and companies differ widely. These confl icting fi ndings are diffi cult to inter-
pret. Were it not the case that the data were very carefully checked, errors in the 
numbers would be a plausible explanation. Rather, I believe that other factors 
peculiar to offi ces of a company and a year are refl ected in the variables. As a con-
sequence, they may not measure what they were expected to measure with respect 
to the contribution margin percentages.

Location (SUBURB)

For all the the cost regressions, the uniformly negative coeffi cients of this variable 
indicate that operating costs are lower for suburban offi ces than for urban locations, 
all other things equal. (However, the relationship is not signifi cant for Company C.) 
Although a variable that measures differences in county wage rates (FACTPR) is 
included in the regressions, SUBURB may measure additionally lower factor prices 
in suburbs compared to urban areas in the same county. But it seems more likely 
that this variable measures differences in the cost of services to urban and subur-
ban customers. In any event, the reciprocal of the antilogarithms of the coeffi cients 
of SUBURB measure the percentage difference in costs of suburban compared to 
urban offi ces, ceteris paribus. The coeffi cients average about 0.01, which indicates 
that the costs of offi ces in suburban locations are about 98 percent of those of urban 
offi ces. Thus, while the lower costs are signifi cant for Companies A and B, they are 
not great. With respect to the contribution margin per dollar of loans outstanding, 
the coeffi cients of SUBURB are quite insignifi cant (with the exception of Company 
B’s 1969 data) and of very small magnitude. It appears, then, that urban branches 
are not much more expensive to operate than suburban ones and, in any event, are 
not less profi table.

VI. Calculation of Costs

Average and Marginal Annual Operating Costs per 
Loan Serviced

The average and marginal costs of servicing a loan for a year may differ among 
companies for three important reasons. First, the companies operate in different 



340 fi nance

 environments, facing different factor prices, different state laws on creditors’ remedies, 
and so on. Second, they have a different proportion of loans to new, present, and for-
mer borrowers, different amounts of other business conducted in the same offi ce, and 
so on. Third, their costs may differ because of variations in effi ciency, scale of opera-
tion, centralization of management, and so on. The effects of the fi rst two groups of 
factors are analyzed above. To determine the effect on costs of differences in scale and 
effi ciency (as well as to test the assumption that the companies report costs equiva-
lently), it is necessary to eliminate or otherwise account for the effect of the other fac-
tors on costs. The procedure described next was used to achieve this purpose.

As is discussed above, costs were computed from the following regression:

C
d
 = aNLSq

1(LL/NLM+1.0)q
2(SC/NLS+1.0)hiZ

z
pbx, (14.3)

where the variables are as described above and Z stands for all other variables in 
equation (14.3). The effect on operating cost of sales fi nance contracts and large 
loans is removed by setting SC/NLS and LL/NLS equal to zero (no sales fi nance 
contracts or large loans). Other factors that differ among companies also are stan-
dardized by setting them equal to the following values (before logarithms): NB/
NLM = 25.0 (percent); FB/NLM = 10.0 (percent); NLM/S = 1.2; DEL60+ = 3.0 
(percent); FACTPR = 1,500; and SUBURB = 1.0 (urban branch assumed).42

Since the coeffi cients of the market factor variables were generally not statisti-
cally signifi cant but were relatively large in magnitude and occasionally different 
in sign among companies and, for the same company, across years, the average and 
marginal costs presented are calculated from regressions computed without these 
variables. The difference, though, between the numbers computed from regres-
sions including and excluding the market variables is in general less than 10 per-
cent. Thus the average and marginal costs computed are for an urban branch that 
does not make large loans or purchase sales fi nance contracts,43 with the other 
homo geneity and market factor variables the same across fi rms and years. Average 
cost per loan serviced then π−= = 1 1C/NLS NLS zbq

za Z and marginal cost = ∂ ∂/ NLSC
π−= 1 1

1NLS ,zbq
zaq Z where Z

_

z
 are the other variables specifi ed as described.

Table 14.4 presents the average (panel A) and marginal (panel B) total 
(annual) direct cost per loan separately for each company and year. The 
amounts were computed at five levels of NLS since the measured economies 
of scale (the coefficient of NLS is less than 1.0) result in lower costs per loan 

42. With the exception of SUBURB, the values are the geometric means of the data rounded to 
even numbers.

43. The interrelationship between servicing personal loans and sales fi nance contracts may not be 
entirely eliminated, as is discussed further below.
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at higher numbers of loans serviced.44 Figures 14.1 and 14.2 present the data 
graphically.

Several observations can be drawn from the tables and fi gures. First, the 
amounts for the same company for each year are very similar. However, some 
trend in costs over time seems to have occurred. (Recall that the dollar amounts 
were adjusted for general price level changes to 1970 prices.) In general, 1970 costs 
per loan serviced are lower than those for 1969 which, in turn, are lower than 
those for 1968. The second general observation is that Company B’s total expenses 
are uniformly lower than those of the other companies. One reason may be that 
they charge their branches with fewer costs than do the other companies. How-
ever, salary costs (not presented) are fairly uniformly charged to branches by the 
companies and Company B’s salaries per loan (average and marginal) are lower by 
about the same proportion as their other expenses per loan are lower. Therefore, 

table 14.4 Average and Marginal Annual Total Direct Expense per Small 

Loan Serviced, All Other Variables Held Constant at Predetermined 

Values

Company and Year

Level of Average Number of Loans Serviced per Year

300 500 1000 1500 200

A. Average cost
A1970 54.36 49.06 42.70 39.36 37.15
A1969 56.99 51.95 45.82 42.58 40.42
A1968 59.33 54.17 47.88 44.55 42.33
B1970 43.56 38.71 33.00 30.06 28.13
B1969 47.01 41.29 34.63 31.24 29.04
C1970 69.02 59.56 48.77 43.39 39.93
C1969 82.07 67.77 52.27 44.91 40.32
C1968 85.84 71.14 55.15 47.52 42.75

B. Marginal cost
A1970 43.46 39.22 34.13 31.47 29.70
A1969 46.67 42.54 37.53 34.87 33.10
A1968 48.77 44.53 39.36 36.62 34.80
B1970 33.52 29.79 25.39 23.13 21.65
B1969 35.08 30.81 25.84 23.31 21.67
C1970 49.11 42.38 34.70 30.87 28.41
C1969 51.33 42.38 32.69 28.09 25.21
C1968 54.30 45.00 34.88 30.06 27.04

44. Average (and marginal) costs also were computed with the statistically insignifi cant (at .05 
level) variables omitted. The amounts differed from those given in table 14.4 by less than $2.00 per 
loan in all but a few cases. See Benston (1974), tables 14 and 17. Average and marginal salary and total 
expenses less occupancy costs also were computed. See Benston (1974), tables 15, 16, 18, and 19 and 
fi gures 10, 11, 13, and 14.
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figure 14.1 Average Annual Total Direct Expenses per Loan Serviced at Branch Offi ces of 

Three Major Finance Companies (A, B, C) Output and Homogeneity Variables 1968, 1969 

and 1970

I believe that while differences in accounting procedures no doubt exist and were 
not completely overcome, Company B’s lower costs may be due to another factor.

It was mentioned above that the average size of fi nance company offi ces is 
rather small—for the three major companies, the geometric mean offi ce has six 
employees and services 1,100 loans. This small size results, I believe, in disconti-
nuities in the use of personnel and other inputs. As table 14.1 shows, Company B
has a larger percentage of sales fi nance contracts to personal loans. Further, the 
coeffi cients of this variable (SC/NLS) are one and a half to two times as large as 
the coeffi cients computed for the other companies. Hence, when the estimated 
cost of servicing sales fi nance contracts is subtracted (by setting SC/NLS to zero), 
Company B’s costs per personal loan are less than those of the other companies. 
If this explanation is correct, fi nance companies should consider the cost saving 
potential of diversifi cation.

Overhead

The costs, estimated above, of servicing (and making) consumer loans exclude 
the supervisory, legal, and other services provided by the “home offi ces” of the 
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companies. Although there is no conceptual way to allocate meaningfully these 
costs to the branches and, thence, to individual loans, they should not be omitted 
from the cost estimates presented.

Annual overhead expenses (which exclude interest, charge-offs and recover-
ies, and federal income taxes) were collected from Companies A, B, and C for as 
many years as they believed the data were meaningful or available. Companies 
A and B supplied data for 1960 through 1971; Company C’s data cover 1961 
through 1971. Because infl ation characterized the period, the dollar amounts 
were adjusted to 1970 prices with the GNP defl ator. A “model” was developed to 
analyze overhead as a function of the number of direct cash loans serviced (out-
standing), the number of loans per branch, the number of branches opened, and 
the number closed.45 Various forms of the functional relationships were tried. 
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figure 14.2 Marginal Annual Total Direct Expenses per Loan Serviced at Branch Offi ces 

of Three Major Finance Companies (A, B, C) Output and Homogeneity Variables 1968, 

1969 and 1970

45. The model estimated is + += ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅3 4 5 6 7 8 91 2 NLS (NLS / NB) (NB) (NBO/NB)b b A b B b C b b bb bOH A B C
⋅ ⋅ +10 11(NBC/NB) ((SC/NLS) 100.0 1.0)b b where NLS = year end number of loans outstanding, NB = 

number of branches at year end, NBO = number of branches opened during year, NBC = number of 
branches closed during year, SC = number of sales fi nance contract loans at year end, and A, B and C
are dummy variables where A = 10 for Company A, 1 otherwise, and so on.
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In a statistical sense, they were successful—the residuals behaved “properly,” the 
coeffi cients of all variables except the percentage of the number of sales fi nance 
contracts to the number of direct cash loans serviced had t values greater than 
3.0. When the means of the variables were “plugged in” the cost per loan was 
“sensible” (indeed, the estimates are very similar to those given below). However, 
when other values (within the range of the data) were “plugged in,” the numbers 
generated were ridiculous. Therefore, it was concluded that the “sophisticated” 
analysis was not meaningful.

Overhead per loan, then, is estimated simply by dividing the annual overhead 
amounts, excluding and including advertising, by the number of direct cash loans 
outstanding for each company plus a weighted number of sales fi nance loans ser-
viced. These “other” loans were weighted by the ratio of the average coeffi cients 
of SC/NLS to NLS to adjust them for their relative importance (with respect to 
costs).

Table 14.5 presents the average annual overhead per loan (in 1970 prices). 
These amounts are rather stable over the time period, particularly for Company 
B and (excepting 1971) for Company C.46 The amounts calculated for each year, 
1968, 1969, and 1970, therefore, are used as the estimates of average overhead per 
loan.

Total average operating expenses per loan are taken to be the sum of the over-
head (including and excluding advertising) incurred in each year (table 14.5) plus 

46. The inclusion of the number of sales fi nance contract loans changed the average overhead 
amount but little, since the weights reduced the number greatly.

table 14.5 Average Annual Overhead per Loan (in 1970 prices)

Including Advertising Excluding Advertising

Co. A Co. B Co. C Co. A Co. B Co. C

1971 22.69 20.21 18.05 18.92 15.67 16.05
1970 23.26 19.88 15.24 19.50 15.01 13.53
1969 23.00 21.24 15.84 16.64 15.62 13.94
1968 20.53 21.24 15.85 15.37 15.20 12.83
1967 19.66 20.99 14.52 14.31 14.76 13.00
1966 17.99 20.80 14.73 12.46 14.04 12.59
1965 17.65 22.42 14.18 12.13 14.57 12.05
1964 17.51 22.46 13.68 12.11 13.95 11.30
1963 15.21 22.37 13.00 9.80 14.10 10.12
1962 14.73 22.81 11.91 9.68 14.26 9.73
1961 14.21 24.60 11.43 9.10 16.02
1960 15.16 21.85 10.00 14.47

Average 18.47 21.74 14.40 13.34 14.81 12.51
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47. Benston (1976b).
48. Ibid.

direct total operating expenses at a branch that services 1,000 loans (table 14.4, 
panel A). These amounts are given in table 14.6, panel A. In 1970, total costs per 
loan, excluding advertising, averaged $66 for Company A, $53 for Company B,
and $64 for Company C. Other estimates derived in another study from company-
wide data47 for a $600 loan (about the average size) is $72, a fi gure not too different 
than those estimated from the branch data.

Operating Costs per Dollar of Loan

State legal rate ceilings are stated in terms of the dollar amounts of loans; hence 
the cost data per loan should be similarly stated. The analysis indicates that oper-
ating costs are not a function of the dollar size of loans made (other than loans 
over $1,000). Consequently, the costs as percentages of loan amounts simply are 
the amounts presented in table 14.6, panel A, divided by varying dollar amounts. 
The quotients are given in table 14.6, panel B, for 1970 operating costs. Figure 14.3 
charts the hyperbola calculated from this exercise. In addition to these branch-
derived data, amounts calculated from an analysis of the operating costs of 124 
companies48 also are charted in fi gure 14.3. The latter curve is not a hyperbola 

table 14.6 Total Annual Operating Expense per Loan and per Hundred Dollars 

of Loan Balances Outstanding (1970 data), Three Major Finance Companies at 

Branches Servicing 1,000 Loansa

Including Advertising Excluding Advertising

Co. A Co. B Co. C Co. A Co. B Co. C

A. Per loan
1970 $65.96 $52.88 $64.01 $62.20 $48.01 $62.30
1969 68.82 55.87 68.11 62.46 50.25 66.21
1968 68.41 71.00 63.25 67.98

B. 1970 total as percentages of average loan balances outstandingb

$ 50 132% 106% 128% 124% 96% 124%
100 66 53 64 62 48 62
150 44 36 44 42 32 42
300 22 18 22 21 16 31
500 13 11 13 12 10 12

1000 7 5 3 6 5 6

aSources: table 14.5 and table 14.4, panel A.
bThe initial amount of a one-year loan is approximately twice the average amount outstanding.
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because the size of loans is a signifi cant variable in the company-wide regressions 
(in part because large loans are not excluded from the data). Nevertheless, the 
amounts per loan and per dollar of loans are quite similar to those calculated for 
the three companies. The UCCC ceiling rate also is charted in fi gure 14.3.

VII. Policy Implications of the Findings

The two principal policy considerations discussed in section I to which this study 
of fi nance company cost function pertains are (1) economies of scale and (2) 
interest rate ceilings.

The fairly large economies of scale measured on the offi ce level indicate that 
larger offi ces could serve borrowers at a lower operations cost. It would seem, 
then, that these fi ndings (together with the lack of signifi cance of the variables 
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that  measured restrictions or ease of entry49) would argue for restrictive “conve-
nience and advantage” laws, on the assumption that the companies would pass the 
savings on to their customers.50 One way of assuring this, some state regulators 
argue, is to prohibit the companies from charging customers more than a ceiling 
rate which would be set relatively low.

It is important to note that, though the elasticities computed indicate sub-
stantial economies of scale, it is the dollar magnitudes per loan that are the fi gures 
of interest to consumers. The average branch services 1,000 loans a year. Were 
branches to service 1,500 loans rather than 500 loans a year, average operating 
costs per loan might decrease (on average) by $10 a loan for Companies A and B
and $21 a loan for Company C. Were a branch to service 2,000 rather than 1,000 
loans a year, average operating costs might be $5 a loan less at companies A and B
and $11 a loan less at company C. These are the maximum estimated amounts by 
which the consumer might benefi t were restrictive licensing effective in increasing 
the size of loan company offi ces.

In addition, regulators should realize that, were the number of licensees 
restricted, the borrowers’ travel and waiting costs and the quality of service they 
would receive probably would be adversely affected. These costs are not included 
in the estimates presented above. I believe them to be greater than the operations 
savings that could be achieved, since otherwise I expect that some company would 
fi nd it profi table to offer people larger offi ces and lower prices.51 Admittedly, 
though, this judgment is subjective.

With respect to costs per loan, the study reports amounts that, by bank standards, 
are quite high. The average direct branch operating expense, less occupancy expense 
per loan (at a branch servicing 1,000 loans a year), computed for the three companies 
studied ranges from $28 to $49. In contrast, the average direct cost per consumer loan 
estimated at commercial banks in 1965, in 1970 prices, is about $24.52 Some might 
argue that these data show simply that consumer fi nance companies are ineffi cient. 
This explanation, no doubt true for some companies, is unlikely to be valid generally. 

49. Not presented herein. See Benston (1976c).
50. The positive coeffi cients of output (NLS) in the contribution margin regressions (table 14.3) 

are consistent with the conclusion that the companies did not pass all “savings” from economies of 
scale to their customers. However, the coeffi cients are not large and the R squares of the regressions 
are low.

51. It also is important to point out that the fi nance companies probably couldn’t expand the size 
of their offi ces without losing a very important product that borrowers apparently want to purchase. 
Because an average offi ce has fi ve employees, it can be run with a minimum of bureaucracy. Conse-
quently, the manager can provide borrowers with direct, fast, fl exible, confi dential, personal service. 
I believe that the value of this service to borrowers, and therefore to companies, explains why some 
companies have not established large offi ces.

52. Bell and Murphy (1968). It should be noted, however, that this fi gure is a weighted average of 
all consumer loans serviced by a commercial bank, which includes indirect as well as direct loans.
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The costs per loan are based on the branch operations of three large companies. In a 
separate sample of 124 companies, very similar costs per loan were estimated.53 This 
analysis also was replicated with three years’ data. It is doubtful if all of these com-
panies are ineffi cient. Surely it would pay most companies to be effi cient, since the 
amounts they fail to save are lost by their owners. Rather, the higher costs of consumer 
fi nance companies are due to the nature of their operations and the types of persons 
with whom they deal. Knowing customers individually, and working with them when 
they miss payments, and so on, is expensive, but no doubt cheaper than accepting 
losses or engaging in court action to collect past due accounts.

Because operating costs are, on the whole, invariant with respect to the amount 
of the loan (though not to the number of loans serviced), costs expressed as a rate 
per dollar appear very high for small loans. Figure 14.3 shows this relationship. 
The curve plotted therein should be raised uniformly by amounts that cover the 
cost of risk and the cost of money. The cost of risk (as detailed in another paper—
Benston, 1977a) was found not to be a function of the size of loan.54 It averages 
from 2 to 3 percent of the initial loan amount.55 Interest cost might be estimated as 
a weighted average of debt and equity costs. If the borrowing rate is 7 percent (the 
rate in 1970), the before-tax return on equity is 20 percent, and the percentage of 
equity to assets 26 percent, the average cost of funds is 10 percent. Thus if all factor 
costs are to be “covered” (roughly) and the 1970 total operating costs (including 
advertising) of Companies A and C of $65 per loan are “typical,” the ceiling rate on 
a one-year loan, expressed as an equivalent annual rate on the balance outstanding, 
would have to be about 144 percent on loans with an initial amount of $100 ($50 
outstanding on average) and 14 percent on additional amounts outstanding.56

However, it is potentially misleading to state costs (and the legal ceiling rate) 
as a percentage of dollars outstanding for small loans as one does for large loans, 
such as mortgages. For large loans, the operations costs of processing the paper-
work and dealing with the customer is small relative to the cost of funds. But 
for small loans, operations costs per loan are relatively high. Consequently, for 
small loans the amount required to cover costs appears unconscionably high (144 
percent for $100 loan). Therefore, it would be better to state the rates in two parts: 
$65 to service a loan for a year plus 14 percent of loan balances outstanding.

53. Benston (1976b).
54. The company’s assessment of risk appears to determine the amount which it is willing to 

extend to a borrower, given the ceiling rate permitted by the state. There is little evidence of a trade-off 
between risk and the rate charged or of portfolio balancing as suggested by Avio (1974).

55. The rate of charge-offs net of recoveries as a percentage of average receivables is reported by 
major lenders as from 1.5 to 2 percent.

56. $65 for operating expenses + risk at 2% of the initial amount = $67/$50 average amount out-
standing = 134% + 10% cost of funds = 144%. Additional amounts require only additional risk (2% on 
initial amount or 4% on average amount outstanding) + cost of funds (10%) = 14%.
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In addition, as the current infl ation has shown, ceiling rates should not be 
fi xed, but should be tied to a market interest rate that refl ects the infl ation cost of 
money. The rate at which consumer fi nance companies can lend necessarily is a 
direct function of the rate at which they can borrow, which in turn is a function 
of the expected rate of infl ation. The rate per dollar allowed, therefore, should be 
a function of the borrowing rate (say, the fi nance company or commercial paper 
rates published in the Federal Reserve Bulletin) and the service charge allowed 
should be adjusted to refl ect changes in the general purchasing power of the dol-
lar. As it now stands, the ceiling rates allowed to consumer fi nance companies put 
them in an almost impossible position. For example, due to infl ation, a loan made 
for $300 in 1964 is equivalent to a $416 loan made in 1974.57 The UCCC ceiling 
rate averages 36 percent per annum on an initial $300 loan and about 32 percent 
per annum on an initial $416 loan. In effect infl ation has lowered the legal ceiling 
rate on small loans. Yet the fi nance company paper rate increased to 8.53 percent 
in 1974 (November), compared to 3.83 percent in 1964 and the cost of labor, and 
so on, also has increased.

This effective reduction in ceiling rates tends, in part, to reduce the profi t-
ability of consumer fi nance companies. The primary effect, though, is a decrease 
in the availability of funds to consumers from this source. In the aggregate, the 
percentage of installment loans held by fi nance companies declined from 50 
percent in 1965 to 39 percent in 1974.58 More directly, the ceiling rate reduction 
makes smaller loans unprofi table and, consequently, makes these loans unavail-
able to consumers. Household Finance, for example, reports a steady decline in 
the percentage of loans made for amounts under $250 from 3.7 percent of the 
total made in 1965 to 1.0 percent in 1972 (the latest year reported).59 Loans under 
$500 declined from 16.9 percent in 1965 to 5.3 percent in 1972. On the other 
hand, loans of $2,000 and more increased from 9.3 percent in 1965 to 33.8 per-
cent in 1972 and loans over $1,000 increased from 36.8 percent in 1965 to 73.8 
percent in 1972. This change in the distribution of loans by size is not surprising. 
Figure 14.3 (plus losses and interests of about 14 percent) shows that loans with 
balances outstanding of about $400 (initial amount of about $800) are not profi t-
able in the long run. Though fi nance companies may offer loans in these amounts 
(or less) in the long run as “loss leaders,”60 and in the short run because marginal 
costs are about $8 a loan less than average costs, it is apparent that they will not 

57. Adjusted by the Consumer Price Index.
58. Source: Federal Reserve Bulletin, November 1974, pp. 47–48.
59. Source: Household Finance Corporation (1973). (The 1973 report does not provide these data.)
60. For a model of why fi nance companies make such loans and an empirical analysis of the effect 

of a state law that prevented fi nance companies from renewing loans see Benston (1976a).
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continue to do so as ceiling rates decline and operating and interest costs increase. 
Thus the states may be returning some consumers to the pre-1916 situation when 
legal loans were not available.

In addition, the ceiling rate structures enacted by most states encourage lend-
ers to “push” larger loans on borrowers than the borrowers might wish, since the 
largest loan that a borrower can repay is the most profi table. Since interest rate 
ceilings were designed primarily to prevent this type of expected behavior (which 
nevertheless, may not occur, since borrowers need not accept more funds than 
they wish), this built-in incentive to lenders seems perverse.

Aside from these considerations, the study shows that no ceiling rate structure, 
even the one suggested, can be optimal in the sense that it refl ects operating, bor-
rowing and risk costs. The study shows that costs vary from company to company 
and over time. In addition, costs differ depending on whether a company lends to 
new or present borrowers, conducts other business in the same offi ce, or is located 
in a high- or low-factor cost area. It is almost impossible for a state regulatory 
agency to estimate these costs with any accuracy. Hence, although the structure of 
interest rates suggested above is preferable to the present static procedure, based 
entirely on dollar amounts, I should emphasize that cost-determined regulation of 
interest rates and charges is hardly exact either, as this study shows.
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Managerial Motivations to Act Contrary 
to Shareholder Interests

That corporate managers, like other humans, tend to act in self-serving ways is 
hardly an original insight. This truism was applied to large corporations with 
diversely held shares by Berle and Means (1934). Since managers rarely own 
more than a very small fraction of the shares, Berle and Means postulated that 
this separation of ownership and control gives rise to the problem of professional 
managers maximizing their own welfare at the expense of shareholders. Kaysen 
(1960) and Gordon (1961) specifi ed that the managers’ personal goals of secu-
rity, power, prestige, advancement, and personal income take precedence over 
corp orate  profi ts. Baumol (1962, 1967) particularized the hypothesis by specify-
ing sales maximization as a major managerial goal. Marris (1964) developed the 
hypothesis more completely, presenting behavioral evidence showing that manag-
ers’ pecuniary and nonpecuniary rewards are positively related to the growth rate 
of their companies.

Reid (1968) extended the hypothesis to mergers. Analyzing data from 478 
fi rms over the period 1951–61, he found merger activity positively related to sales, 
assets, and employee growth more than to the growth in market price per share 
and profi ts. He concludes: “Mergers appear to contribute more to size maximiza-
tion than to profi tability; thus they tend to serve managers’ interests and goals, 
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independent of those of stockholders” (Reid, 1968, p. 4). Mueller (1980) drew a 
similar conclusion from studies of mergers in seven countries. He summarizes 
these fi ndings as follows:

the rather consistent lack of evidence that mergers led to or were expected 
to lead to signifi cant increases in profi ts is inconsistent with all the neo-clas-
sical theories of mergers. Some form of managerial motive for mergers—
as, say, in the pursuit of growth—is left as a sort of residual explanation for 
why mergers might take place. (Mueller, 1980, pp. 313–14)

Conglomerate mergers, in particular, have been viewed as generally incon-
sistent with the neoclassical hypothesis that mergers are undertaken to benefi t 
shareholders, since they do not appear to promise clear economic benefi ts. Unlike 
horizontal mergers that offer the prospect of economies of scale in manufacturing 
and distribution, and vertical mergers that might be undertaken to achieve pro-
duction or monitoring effi ciencies, conglomerates seem to some observers to be 
creatures of their senior managers’ preferences for running large organizations.1

This belief was supported by the dismal stock market performance of many con-
glomerates that followed grandiose claims by CEOs about their ability to achieve 
great gains from combining seemingly diverse enterprises. For example, Harold 
Geneen, then chairman and president of perhaps the most famous conglomerate, 
International Telephone & Telegraph Corporation (ITT), asserted that from 1960 
to 1965 his company had “developed the ability through management skill, rou-
tines, and techniques to set and progressively meet higher competitive standards 
and achieve them in practically every line and product we have undertaken.”2 The 
drop in the share prices of ITT from 1970 through 1974 of 62.5 percent (compared 
to a decline in the New York Stock Exchange [NYSE] Index of 30 percent) led some 
observers to question both the ability and incentives of the conglomerates’ senior 
managers.

Refutations of the Hypothesis

The sales maximization version of the self-serving management hypothesis was 
refuted by Lewellen and Huntsman (1970) and Masson (1971). The authors of 
both papers gathered data from proxy statements on corporate managers’ total
compensation (cash salaries, bonuses, and indirect, deferred and contingent stock 

1. See Mueller (1969) for a statement of this hypothesis and Benston (1980, ch. 2) for a description 
of the benefi ts shareholders derive from mergers.

2. Quoted by Salter and Weinhold (1978, p. 170).
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option, retirement, and other compensation arrangements). They report that 
the managers’ total compensation is much more highly related to their compa-
nies’ stock price and (for Lewellen and Huntsman) earnings performance than to 
sales.3

The merger-for-the-benefi t-of-managers (but not shareholders) version of the 
hypothesis has been questioned on three grounds. One is that the performance of 
the acquiring company was not correctly measured, since it is based on account-
ing profi ts, which often provide poor measures of economic performance.4 Sec-
ond, in comparing pre- and postmerger profi ts, the studies did not account for 
changes unrelated to the merger.5 Third, studies that measure the effect of merg-
ers on shareholder wealth by examining changes in share prices at and around 
the time the tender offers and mergers were announced (event studies) show that 
shareholders of the acquiring fi rms are more likely than not to have gained from 
mergers. Jensen and Ruback (1983, p. 22) summarize these fi ndings as follows:6

The reported positive returns to successful bidders in tender offers and the 
generally negative returns to unsuccessful bidders in both mergers and  tender 

3. Lewellen and Huntsman (1970, p. 711) examined “the cross-sectional relationships between 
executive compensation and company performance at three-year intervals, beginning with 1942 and 
ending with 1963” for 50 of the 94 largest Fortune 500 companies. They concluded: “Because the results 
of the study persistently indicate that both reported profi ts and equity market values are substantially 
more important in the determination of executive compensation than are sales—indeed, sales seem 
to be quite irrelevant—the clear inference is that there is a greater incentive for management to shape 
its decision rules in a manner consonant with shareholder interests than to seek the alternative goal of 
revenue maximization” (Lewellen and Huntsman, 1970, pp. 718–19). Masson (1971) sampled 39 elec-
tronics, aerospace, and chemical companies for the years 1947–66. He found that the executives’ com-
pensation was more a function of changes in the market values of their fi rms than of changes in the 
fi rms’ sales or earnings per share. Indeed, Masson (1971, p. 1285) fi nds that “there may be a tendency 
for fi rms to pay their executives not to emphasize sales or profi ts performance at the expense of stock 
market performance, from which it follows that executives may derive utility value from current sales 
and profi ts fi gures” (emphasis in original). He also examined the relationship between the companies’ 
stock market performance from 1948–50 through 1963–65 and the relative amount of their execu-
tives’ compensation that was based on changes in sales, earnings per share, and stock performance 
(as derived from his previous analysis). Masson (1971, pp. 1289–90) reports that “the conclusions are 
that stock-oriented executive incentives are better able to benefi t the stockholder than profi t incentives 
or sales incentives,” since he fi nds that sales and profi t-related compensation are negatively related to 
company performance.

4. See Mueller (1977) for a survey of the accounting-based studies.
5. For example, Winslow (1973) compared the pre- and postmerger profi t rates of return on 

assets of 28 fi rms acquired during 1964–68 by four major conglomerates. Finding that the profi t rates 
declined, he concluded that the conglomerates were poorly managed. Conn (1976) compared these 
rates of return with those of fi rms in similar industries and of the manufacturing sector over the same 
time period. He concludes that “declining conditions in the industries of acquired fi rms and the manu-
facturing sector account for the poor performance of the acquired fi rms, not ineffective management” 
(Conn, 1976, p. 1172).

6. See Benston (1980, pp. 37–45) for a review of six of these studies.
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offers are consistent with the hypothesis that mergers are positive net pres-
ent value projects. The measurement of returns to bidders in mergers is 
diffi cult, and perhaps because of this the results are mixed. The evidence 
suggests, however, that returns to successful bidding fi rms in mergers are 
zero. (emphasis in original)

The inconclusive fi ndings for acquiring fi rms’ shareholders in mergers may refl ect 
the prior impounding in share prices of the market’s expectation that the acquir-
ing fi rms will be engaging in profi table merger activity, as Schipper and Thomp-
son’s (1983) evidence suggests. The fi ndings also may refl ect the consequences 
of a competitive market for acquired companies, such that the owners of these 
properties get all the gains.

Support for the Hypothesis

Despite the evidence to the contrary, the hypothesis that the managers of diversely 
held corporations often act contrary to the interests of their shareholders still 
appears to be widely held. One reason seems to be the apparent lack of relationship 
between the remuneration of top corporate offi cers and the performance of their 
fi rms. This view was given considerable exposure in a Fortune article (Loomis, 
1982) in which the return in 1981 on the stockholders’ equity of 140 large compa-
nies was compared to the remuneration (salary plus bonuses) paid to their chief 
executives. The charts presented show little relationship between these two vari-
ables. Loomis (1982, p. 42) concludes:

In the upper reaches of corporate America, the market frequently does not 
seem to work. In a totally rational world, top executives would get paid 
handsomely for fi rst-class performance, and would lose out when they 
fl opped. But to an extraordinary extent, those who fl op still get paid hand-
somely.

Reid (1976) similarly studied data from an earlier period on 11 conglomerates 
that the Federal Trade Commission (FTC) had identifi ed as being “merger-active.” 
The shareholders of these companies experienced an average percentage decline in 
the value of their shares of 66.9 percent over the fi ve years 1970–74 (compared to a 
30 percent decline in the NYSE index). The least decline was 37.4 percent (General 
Telephone & Electric) and the greatest was 93.6 percent (Litton Industries) (see 
Reid, 1976, table 6.4, p. 97). He states:

While the stockholders of the conglomerates were generally experiencing 
a much higher than average shrinkage in the market value of their hold-
ings the total compensation of the offi cers and directors was increasing. 
For the 11 merger-active conglomerates identifi ed by the Federal Trade 
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Commission, offi cer and director compensation increased from $28 mil-
lion in 1970 to over $34 million in 1973. In only 1 of the 11 fi rms was there 
a decline in offi cer and director compensation, and this resulted from a 
substantial thinning of the ranks. (Reid, 1976, p. 98)

Lev (1983, p. 15) cites studies showing “positive market reaction to spin-offs 
and leveraged buy-outs” in deciding that “we are justifi ed in doubting, if not 
actually rejecting, the value maximization explanation of managerial behav-
ior in mergers—the argument that mergers are done to maximize stockholders’ 
wealth.” These studies plus his review of event studies showing what he describes 
as “mostly negative market consequences around and after acquisitions” leads him 
to conclude:

if . . . I were forced to make a choice among the various hypotheses about 
motives for mergers & acquisitions, I would lean away from the value-
maximizing hypothesis and towards the managerial preferences explana-
tion . . . What we seem to be witnessing in the rise of conglomerate fi rms 
is mostly “expansion” or “growth for growth’s sake.” And this of course is 
consistent with all those managerial motives of power, prestige, empire-
building, etc., which come with managing larger fi rms.

Of course, growth by merger need not be contrary to the interests of share-
holders. The shareholder-benefi t motivation for mergers is questioned only when 
share prices do not seem to refl ect the presumed benefi t, or, more tellingly, when 
the conglomerates’ share prices decline. Moreover, such ex post results are consis-
tent with the hypothesis that the CEOs made the best (or at least unbiased) deci-
sions at the time for their shareholders by acquiring companies, but unpredictable 
subsequent events caused the losses. An alternative, the self-serving management 
hypothesis, is that the CEOs acted opportunistically, overestimating the benefi ts 
from acquisitions because they could thus increase the size of their domains, and 
hence, their pecuniary and nonpecuniary rewards.

A Test of the Self-Serving Management Hypothesis

The hypothesis is tested by examining the personal fi nancial gains and losses 
achieved and absorbed by the senior managers of the major conglomerates, most 
(perhaps all) of which engaged in extensive merger activity. If the self-serving 
management hypothesis were correct, these managers would have taken actions 
that tended to increase their personal well-being even when shareholders’ wealth 
decreased. The managers’ well-being could be expressed in the change in their 
fi nancial wealth and in the security of their positions. The numbers used by Reid 
(1976) and Loomis (1982) are insuffi cient for this test, since the compensation of 
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these managers is not limited to their salaries and bonuses. Rather, as Lewellen 
and Huntsman (1970) and Masson (1971) point out, the executives’ compensa-
tion includes such benefi ts as stock options.7

Importantly, the researchers who studied the behavior of conglomerates (as well 
as those who generally studied management-controlled versus owner-controlled 
fi rms, with the notable exception of Lewellen, 1971) did not include a material 
part of the senior executives’ rewards and penalties from their decision-making 
positions in their companies—the executives’ personal holdings of the companies’ 
shares.8 These shares in the companies they manage provide the executives with 
the same sort of gains and losses that are experienced by their shareholders. They 
are a means by which the executives bond themselves to the companies. Further-
more, it would be misleading to identify a company as “manager controlled” only 
when the managers control at least 10 percent of the company’s shares (a met-
ric used by many researchers interested in owner versus management controlled 
fi rms), with the implication that the managers have no motivationally meaningful 
interest in the company. This metric is misleading since a very small percentage of 
a large publicly traded company is a lot of money, making it very unlikely that a 
manager could own as much as 5 percent of his or her company. For executives (as 
for other people) the determining variable is the amount of the executive’s total 
wealth invested in the companies they manage. Therefore, the executives’ wealth 
changes resulting from their stock ownership should be included with their other 
compensation.

In addition, should the managers make decisions that turn out to be harmful 
to shareholders, they could lose their jobs. The hypothesis that the top manag-
ers of conglomerates where share prices decreased signifi cantly left their compa-
nies more frequently than did the managers of the other conglomerates studied is 
tested below.

Conglomerates were chosen because much concern is with this form of enter-
prise. The particular sample examined here was taken from an article by Salter 
and Weinhold (1978) to focus on controversial fi rms. They critically reviewed the 
performance in 1967, 1973, 1975, and 1977 of 36 diversifi ed manufacturers iden-
tifi ed by the FTC in 1969 as representative of companies pursuing strategies of 
diversifi cation by merger and not classifi able in standard industrial categories. To 

7. See Smith and Watts (1982) for a description and discussion of such benefi ts.
8. Lewellen and Huntsman (1970) and Lewellen (1968) do not mention the executive’s share hold-

ings. Masson (1971) states that he estimated compensation as did Lewellen (1968). His only mention 
of stock holdings is the following: “Stock options are calculated on a present-value basis net of oppor-
tunity cost of exercise of option, and stock value is estimated on the change in present value of price 
change and dividends accrued each year” (Masson, 1971, p. 1283).
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be included, a company had to meet four conditions: (1) assets of $250 million or 
more, (2) 50 percent or more of its total sales derived from manufactured prod-
ucts, (3) less than 50 percent of its total sales from one industry, and (4) three or 
more product lines. The 36 companies include all except two of those analyzed by 
Reid (1976). General Telephone and Electric and General American Transporta-
tion were omitted, perhaps because they did not meet the product diversifi cation 
criteria.9

The subjects of this study are managers who also were directors of their com-
panies. Their positions gave them decision-making power over the major activities 
(including mergers) of their fi rms.10 Their annual salaries and bonuses, retirement 
benefi ts, stock options, and share holdings were obtained from company proxy 
statements. The data were gathered for the years 1967 through 1977 for the 36 
companies covered by the Salter and Weinhold (1978) article. Unfortunately, proxy 
statements could not be obtained for all companies and years over this period. 
Missing data reduced the sample to 29 conglomerates for the six years 1970–75.11

The conglomerates studied had from two to fi ve offi cer-directors. The total 
stock gains and losses plus salary and other remuneration of each offi cer-director 
were summed and averaged for each company (since the CEO is assumed to share 
major decisions with his fellow offi cer-directors). Thus each observation is the 
monetary rewards of the average offi cer-director in each of the 29 conglomerates.

The annual rewards of the average offi cer-director of each of the 29 companies 
were measured as described next, after which three potentially important short-
comings of the measurements are discussed.

Remuneration. The amounts include salary, profi t sharing, and bonuses and an 
additional 20 percent for fringe benefi ts. The proxy statements often did not 
give the amount of retirement and other fringe benefi ts consistently. Those that 
did averaged around 20 percent. Hence, this percentage was added to the salary 
amounts for all offi cer-directors in lieu of fringe benefi ts. Though this percentage 
is arbitrary, it is preferable to eliminating fringe benefi ts or including them incon-
sistently. In any event, as the tables presented below show, reasonable alternative 
percentages would have no effect on the fi ndings.

 9. The percentage decline in share prices of these companies over the years considered by Reid 
(1976) were less than the mean of his data. Hence their exclusion would not appear to bias the present 
study against Reid’s hypothesis.

10. Lewellen (1971) used the same type of managers for his study.
11. The seven companies from the Salter-Weinhold list omitted are GAF, W.R. Grace, ICI, NL 

Industries, Ogden, and Studebaker-Worthington. The included companies are Avco, Bangor Punta, 
Bendix, Boise Cascade, City Investing, Colt Industries, FMC, General Tire, Gulf & Western, ITT, Wal-
ter Kidde, Koppers, LTV, Litton, Martin Marietta, 3M, Norton Simon, Rapid-American, SCM, Signal, 
Singer, Sperry Rand, TRW, Teledyne, Tenneco, Textron, U.S. Industries, White Consolidated, and Whit-
taker.
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Change in value of stock options. Number of options held at the beginning and end 
of the year divided by two, valued at the change in price per share of the company 
(adjusted for stock dividends and splits) from the beginning to the end of the year. 
When the average exercise price of the option was less than the year-end price, the 
option was valued at zero. Though it would have been preferable to have valued 
the options with the option pricing model, the required data were not available;12

in any event, as the tables show, the fi ndings are unlikely to change appreciably.

Change in value of share holdings. Number of shares held at the beginning and 
end of the year divided by two, valued at the price per share at the beginning 
of the year times the annual yield per share.13 The yield is the annual geometric 
mean of monthly returns (including dividends), measured with CRSP fi le data. 
The fi nal dollar amounts for each year were converted to 1975 dollars with the 
gross national product implicit price defl ator so that the annual amounts would 
be comparable.

Three potentially important biases from the measurements employed should 
be mentioned. One is the before- rather than after-tax measurement of the man-
agers’ fi nancial rewards. As a consequence, remuneration is overstated more than 
is gains from stock options and share holdings, since the stock gains are taxed at a 
lower capital gains rate. Capital losses are not generally overstated, however, since 
capital loss tax deductions were limited to capital gains plus $3,000. Therefore, 
the before-tax numbers used in this study bias the conclusions in favor of the self-
serving management hypothesis.

Second, the present value of expected remuneration changes was not added 
to the annual salary, bonus, and fringe benefi ts amounts, though this would be 
consistent with the “annual change in wealth” approach of this study. This limita-
tion only affects the salary component of remuneration, since bonuses tend to be 
determined for each year independently. Murphy (1985) fi nds that top managers’ 
bonuses average 32 percent of their total salary plus bonuses. The remaining bias 
works against the self-serving management hypothesis.

Third, Murphy (1985) and Coughlan and Schmidt (1985) show that the man-
agers’ current remuneration is related to their companies’ current year’s stock 
performance. Therefore, the managers’ total remuneration amount overstates the 

12. The measure used is incorrect, for two reasons. (1) By Jensen’s inequality, the value of a port-
folio of options with different exercise prices is greater than the value of options on the same number 
of shares at the average exercise price. (2) The derivative of the option value with respect to the stock 
price is greater than zero but less than one. See Smith (1976, p. 25).

13. This measure understates the gains to offi cer-directors if they are able to take advantage of 
inside information. The gains and losses accruing to offi cer-directors also were measured as net of 
market-wide changes with the capital asset pricing model using monthly CRSP data and the Treasury 
bill rate as the risk-free rate. The fi ndings are almost the same as those reported below.
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extent to which they are assumed to be rewarded for their self-serving behavior, 
because it contains a portion that is related to changes in shareholder wealth.

Findings

The shareholders of the 29 conglomerates studied experienced considerable varia-
tion in returns over the years 1970 through 1975. As shown on the last line of table 
15.1, annual returns of between −10 percent and +10 percent occurred for only 
13.2 percent of the observations (an annual return for a company). Returns of 
less than −30 percent and more than +30 percent were found for 25.3 percent and 
20.1 percent of the observations. Table 15.2, which shows the returns for each year, 
provides more disaggregated data. As table 15.2 shows, the shareholders of the fol-
lowing number of companies experienced negative returns of at least 30 percent a 
year over the six-year period: 14, 1, 2, 14, 13, and 0. Over this period, annual gains 
of more than 30 percent were experienced by the shareholders of 1, 10, 3, 1, 0, and 
20 companies.

Tables 15.1 and 15.2 and fi gure 15.1 relate the top executives’ pretax changes 
in wealth from stock holding, stock options, and remuneration to the returns to 
shareholders. The data are aggregated into fi ve groups of returns (less than −30 
percent, −30 to −10 percent, −10 to +10 percent, +10 to +30 percent, and more 
than +30 percent). The average executive’s remuneration (over all companies for 
the six years, taken from table 15.2) was $174,000 per year (1975 dollars). As tables 
15.1 and 15.2 and fi gure 15.1 show, there was little relationship between the remu-
neration and the returns on the conglomerates’ shares. The standard deviations 
(shown in parentheses in table 15.2) are relatively small. These data, taken alone, 
are consistent with Reid’s (1976) and Loomis’s (1982) conclusion that company 
performance and top executives’ remuneration are unrelated.

Importantly, however, the tables and chart show that remuneration was a 
relatively small portion of the executives’ company-related changes in wealth.14

Rather, changes in the market values of the shares the executives’ owned in their 
companies (and, to a considerably lesser degree, stock options) overwhelmed their 
remuneration.

Table 15.1 shows that the pretax remuneration of the average executive 
exceeded the absolute value of his pretax change in wealth from shares only for 
companies with stock returns of from −10 percent to +10 percent. In years when 

14. The sum of the amounts shown in the tables for “stock holding” plus “stock option” may not 
exactly equal “stock total,” and this amount plus “remuneration” may not exactly equal “total wealth 
change,” because the amounts shown are the means of each variable for each offi cer-director. Thus the 
totals are the means of the amounts that each offi cer-director got, rather than the sums of the means.
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table 15.1 Annual Wealth Changes of Average Conglomerate 
Offi cer-Director Related to Annual Returns on Their Companies’ Shares, 
1970–75, Amounts Averaged over Companies and Years (thousands of 
1975 dollars)

Source of Average 
Offi cer-Director’s 
Change in Wealth

Returns

Less than
 −30%

−30% to 
 −10%

−10% to 
 +10%

+10% to 
 +30%

More than 
 +30%

Stock holding −1,139 −357 −25 213 1,027
Stock option −72 −18 1 14 28
Stock total −895 −325 −24 227 1,040
Remuneration 173 169 170 158 201
Total wealth change −1,040 −206 146 385 1,241
Number of observations 44 32 23 40 35
% of total number of obs. 25.3 18.4 13.2 23.0 20.1

Source: Table 15.2.

table 15.2 Annual Wealth Changes of Average Conglomerate Offi cer-Director Related 
to the Annual Returns on Their Companies’ Shares, 1970–75, Means and Standard 
Deviations in Parentheses (thousands of 1975 dollars)

Source of Average 
Offi cer-Director’s Change 
in Wealth

Returns

Less than 
−30%

−30% to 
−10%

−10% to 
+10%

+10% to 
+30%

More than 
+30%

1970
Stock holding −1,392 

(1,495)
−95
(94)

−150
(156)

373
(370)

497
(0)

Stock option −67 
(107)

−9
(13)

1
(7)

2
(2)

101
(0)

Stock total −1,459 
(1,524)

−105
(105)

−149
(160)

375
(369)

598
(0)

Remuneration 131 
(45)

127
(49)

134
(52)

121
(14)

77
(0)

Total wealth change −1,328 
(1,521)

23
(71)

−15
(121)

496
(368)

675
(0)

Number of companies 14 5 6 3 1

1971
Stock holding −2,098 

(0)
−302
(288)

−69
(97)

150
(124)

965
(857)

Stock option −207 
(0)

−51
(51)

−0
(0)

26
(46)

15
(31)

Stock total −2,368 
(0)

−353
(339)

−69
(97)

176
(150)

980
(851)

Remuneration 182 
(0)

140
(10)

163
(12)

114
(59)

158
(32)

Total wealth change −2,186 
(0)

−213
(329)

94
(85)

290
(203)

1,138
(845)

(continued)
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Source of Average 
Offi cer-Director’s Change 
in Wealth

Returns

Less than 
−30%

−30% to 
−10%

−10% to 
+10%

+10% to 
+30%

More than 
+30%

Number of companies 1 2 3 13 10

1972
Stock holding −3,026 

(2,401)
−387
(285)

78
(159)

326
(359)

942
(516)

Stock option 0 (0) −3
(7)

6
(40)

13
(19)

23
(32)

Stock total −3,026 
(2,401)

−390
(283)

84
(175)

339
(360)

965
(547)

Remuneration 163 
(4)

145
(34)

171
(98)

159
(33)

155
(58)

Total wealth change −2,863 
(2,405)

−245
(281)

255
(242)

498
(384)

1,120
(596)

Number of companies 2 6 8 10 3

1973
Stock holding −820 

(709)
−482
(416)

−60
(82)

91
(57)

4,202
 (0)

Stock option −83 
(143)

−45
(105)

−15
(18)

11
(10)

0
(0)

Stock total −903 
(748)

−527
(463)

−75
(100)

102
(49)

4,202
(0)

Remuneration 188 
(96)

173
(26)

198
(3)

162
(11)

243
 (0)

Total wealth change −715 
(694)

−354
(443)

123
(103)

264
(60)

4,445
(0)

Number of companies 14 9 2 3 1

1974
Stock holding −847 

(1,649)
−407
(348)

1
(9)

80
(55)

—

Stock option −67 
(187)

0
(0)

−2
(3)

2
(3)

—

Stock total −914 
(1,652)

−407
(348)

−1
(12)

82
(56)

—

Remuneration 204 
(97)

212
(52)

187
(37)

203
(13)

—

Total wealth change −710 
(1,615)

−195
(335)

186
(42)

285
(63)

—

Number of companies 13 9 3 4 0

1975
Stock holding — −21 

(0)
22
(0)

231
(177)

938
(1,601)

Stock option — 0
(0)

0
(0)

5
(11)

38
(115)

Stock total — −21 
(0)

22
(0)

236
(177)

976
(1,694)

Remuneration — 156 
(0)

296
(0)

224
(28)

237
(98)

Total wealth change — 135 
(0)

318
(0)

460
(201)

1,213
(1,735)

Number of companies 0 1 1 7 20
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his company’s shares returned shareholders from −30 percent to −10 percent, the 
average top manager of a conglomerate lost 2.22 times his remuneration (stock 
total/remuneration). Those managing companies with returns of from +10 per-
cent to +30 percent made 1.44 times their remuneration. At the extreme returns 
of less than −30 percent and more than +30 percent, the average offi cer-director 
lost or gained 5.17 times his remuneration. These data are consistent with those 
reported by Lewellen (1971). His study of offi cer-directors of 80 companies over 
the years 1940 through 1963 found that: “When those dividends and [capital] 
gains are added to the stock-related compensation of executives, the resulting 
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fi gure 15.1 Annual Wealth Changes of Average Conglomerate Offi cer-Director Related to 

Annual Returns on Their Companies Shares by Year, 1970–1975 (in 1975 dollars)
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table 15.3 Total Change in Wealth of Average Conglomerate Offi cer-Director Related 
to the Annual Returns on Their Companies’ Shares, 1970–75, Means, Maximums, and 
Minimums (thousands of 1975 dollars)

Returns

Total Change in Wealth Per Offi cer-Director

1970 1971 1972 1973 1974 1975

Less than −30%
Mean −1,328 −2,186 −2,863 −715 710 —
Minimum −5,555 −2,186 −5,268 −2,602 −6,176 —
Maximum −53 −2,186 −458 12 72 —
Number of companies 14 1 2 14 13 0

−30% to −10%
Mean 23 −213 −245 −354 −195 135
Minimum −81 −542 −690 −1,023 −746 135
Maximum 101 116 75 115 164 135
Number of companies 5 2 6 9 9 1

−10% to +10%
Mean −15 94 255 123 186 318
Minimum −245 −25 51 20 156 318
Maximum 137 169 676 226 245 318
Number of companies 6 3 8 2 3 1

+10% to +30%
Mean 496 290 497 263 285 461
Minimum 171 113 138 219 194 208
Maximum 1,011 803 1,485 349 352 844
Number of companies 3 13 10 3 4 7

+30% and over
Mean 675 1,138 1,120 4,445 — 1,213
Minimum 675 263 468 4,445 — 144
Maximum 675 3,268 1,909 4,445 — 7,559
Number of companies 1 10 3 1 0 20

totals run anywhere from three to fi ve times the value of the corresponding fi xed-
dollar rewards from salary, cash bonuses, pensions, and similar items” (Lewellen, 
1971, p. 11).

There also is considerable variability in the share-related amounts within years 
and among years, as is indicated by the standard deviations in table 15.2. A more 
precise indication of the range of the executives’ annual changes in wealth due to 
their ownership of their companies’ shares and options is provided by table 15.3. 
As the table shows, the means and ranges are considerable. In 1974 the senior exec-
utives in one company lost an average of $6,176,000 and in 1975 those in another 
gained an average of $7,559,000 (both amounts in 1975 dollars). Few of the aver-
age offi cer-directors of conglomerates where share returns decreased by more 
than 10 percent failed to lose more than their remuneration, and all gained several 
times their remuneration when share returns increased by more than 10 percent. 
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Thus, though some large values affect the averages reported, the fi ndings reported 
apply generally to the top managers studied.

The additional hypothesis tested is whether the offi cer-directors of the con-
glomerates lost more than monetary wealth as a consequence of the poor perfor-
mance of their companies. Did they also tend to lose their jobs? Unfortunately, the 
hypothesis cannot be tested directly, since top executives rarely are publicly fi red. 
The test employed compares the geometric average share price returns of the year 
an offi cer-director left his company and the two previous years with similarly mea-
sured returns for the other conglomerates.15 A fi nding that offi cer-directors left 
after their shareholders experienced signifi cantly greater losses than those experi-
enced by the shareholders of conglomerates where the top executives did not leave 
is consistent with the hypothesis.

As shown in table 15.4, in four of the six years 1970–75, the mean share returns 
of the conglomerates where an offi cer-director left were negative and lower than 

15. The choice of the particular three-year geometric average employed was made before the data 
were analyzed. Though another period (e.g., the same year, the prior year, or an average of the two) 
might have yielded a “better” fi t, this would have been ex post hypothesis “testing” or, if accounted for, 
would have used up too many degrees of freedom. It also should be noted that the test is subject to 
noise since some offi cer-directors probably left their jobs for reasons not related to the poor perfor-
mance of their fi rms, for example, better positions, and voluntary retirement.

table 15.4 Share Returns (Three-Year Geometric Average) of 
Conglomerates Where an Offi cer-Director Terminated Employment 
Compared to Conglomerates Where There Was no Change

Year

Offi cer-Director 
Left Position

Other
Conglomerates Difference 

between 
Means

Signifi cance 
Level of 

DifferencecNo. Meana No. Mean

1970 6 −17.9
(13.3)b

23 −13.7
(17.4)

−4.2 30%

1971 12 −16.9
(12.9)

17 −11.9
(11.6)

−5.0 16

1972 7 6.2
(12.1)

22 −5.0
(17.1)

11.2 7

1973 7 −10.9
(13.1)

22 −1.2
(16.7)

−9.7 9

1974 4 −17.1
(16.2)

25 −20.2
(14.0)

3.1 36

1975 10 −15.0
(21.9)

19 −3.7
(14.5)

−11.3 6

a Mean = geometric mean of year and previous two years.
b Standard deviation.
c One-tail t-test; all variances are not signifi cantly different at 0.05 level.
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the returns on the shares of the other conglomerates. Two of these differences 
(1973 and 1975) are signifi cant at the .09 level or lower (one-tail test). For the two 
years where the difference in returns is positive (1972 and 1974), one difference 
is statistically signifi cant at the .07 level, and the other is insignifi cant and very 
small.16

Implications for the Hypothesis

The data show that the offi cer-directors of 29 major conglomerates, including 
most of those described as “merger prone,” gained and lost personal wealth as their 
companies’ shareholders gained and lost. Though individually they did not own 
more than small percentages of the total shares outstanding, the amounts they 
owned yielded annual gains and losses that swamped their remuneration. The 
average offi cer-director’s remuneration averaged $174,000 (in 1975 pretax dollars) 
and did not vary much among companies with widely differing share returns. But 
his annual share-determined gains were $1,040,000 (1975 pretax dollars) in a year 
when his company’s share prices and dividends increased by more than 30 per-
cent. The average top manager of a company with share returns that decreased by 
more than 30 percent lost $1,139,000 in that year. It should be noted that, though 
these amounts might not represent the total annual income of the managers from 
all sources, the amounts derived from owning their companies’ shares are large, 
particularly compared to their remuneration. Thus, whether or not the managers 
made wise decisions, they tended to gain and lose along with their shareholders. 
These results are inconsistent with the self-serving management hypothesis that 
ascribes mergers and other corporate actions to the top managers’ desire to benefi t 
themselves at the expense of their shareholders.

The generally positive relationship between the offi cer-directors leaving their 
fi rms and the poor stock market performance of the fi rms also is inconsistent 
with the self-serving hypothesis that managers tend to make decisions that benefi t 
themselves, even though they expect that the result might be harmful to share-
holders. One cannot know whether or not the top managers studied considered, 
ex ante, the possibility that they might lose their positions as well as much of their 
personal wealth were they to make decisions that turned out poorly for sharehold-
ers. But the data show that this tended to occur, a result that is consistent with that 
reported by Coughlan and Schmidt (1985).

Consequently, the data analyzed are inconsistent with the self-serving man-
agement hypothesis, unless one subscribes to a rather peculiar version of this 

16. Because the years over which returns are measured overlap, the annual samples are not inde-
pendent and could not be pooled.
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hypothesis—that is, that such is the desire to govern huge groups that a manager 
is willing to take a monetary loss for this psychic gain. The data do not speak 
directly to the hypothesis that managers act so as to benefi t their shareholders, but 
are not inconsistent with it. If the merger and other decisions made by the offi cer-
directors of the conglomerates studied were ex ante harmful to shareholders, those 
top managers also hurt themselves.

With respect to the universal nature of these fi ndings, it should be noted that 
the data analyzed are derived from very large conglomerates. Since these corpo-
rations are not representative of corporations generally, the fi ndings should not 
be generalized without further study. (However, see Lewellen [1971] and Murphy 
[1985] for confi rming evidence.) The reader also should note that the fi ndings 
apply to the average offi cer-director. The decisions of individual top managers 
should be analyzed with respect to their individual stock holdings. This analysis 
could relate the merger and other decisions of the managers to the changes in 
their wealth derived from remuneration compared to changes in the value of their 
investment in company shares.

Implications for Agency Theory

The data presented above indicate that the offi cer-directors of large corporations 
with diversely held shares studied tend to own a suffi ciently large amount of shares 
in their companies to give them a considerable incentive to make decisions that 
tend to increase the market value of those shares.17 For these top managers, stock 
options and annual remuneration are not nearly as important as determinants of 
changes in their wealth. It appears, therefore, that stock ownership is an impor-
tant means by which the managers are induced or bonded to act in the interest of 
shareholders. This method of dealing with the agency problem has the advantage 
of tying the fi nancial interests of senior offi cers who are likely to be close to retire-
ment age directly to the shareholders’ gains and losses.

The hypothesis that company stock holdings serve to overcome the principal-
agent problem could be tested further by examining the offi cer-directors’ total port-
folios and holdings of their corporations’ shares before and after they leave their 
corporate posts. Are the offi cer-directors’ portfolios as undiversifi ed as they appear? 
(They could be very wealthy.) Did they diversify their share holdings after they left 
their corporations? Positive answers would be consistent with the agency hypothesis.

It also would be interesting to learn how the offi cer-directors got their corpo-
rate shares. If the top managers came up through the ranks, it is likely that they 

17. I am indebted to Jerold Zimmerman for discussions that led to this extension of the essay.
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obtained their holdings through the exercise of stock options. Are people who 
make it to the top those who have shown their concern for the shareholders by 
exercising the options and holding the shares? Were those who came from other 
corporations given phantom stock or stock options or did they have the resources 
to purchase shares directly? If they purchased the shares, did this result in their 
holding undiversifi ed portfolios? If they held undiversifi ed portfolios, were they 
compensated for the risk with higher remuneration and/or with greater oppor-
tunities to use inside information? Positive answers to these questions would 
be consistent with share holdings being a preferred way of dealing with agency 
 problems.
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I. Introduction, Hypotheses, and Overview

In the 1990s the NASDAQ stock market was subjected to severe adverse public-
ity. By the mid-1990s the greater increase in spreads on NASDAQ than on the 
New York Stock Exchange (NYSE) at the beginning of the decade was noted and 
criticized. Christie and Huang (1993) found that quoted spreads decreased sub-
stantially on 51 stocks that moved in 1990 from NASDAQ to the NYSE or Amex, 
as did Barclay (1997) for 472 stocks that moved from NASDAQ between 1983 and 
1992. Christie and Schultz (1994) then reported that in 1991 NASDAQ market 
makers, but not NYSE traders, “avoided” quoting prices in odd eighths on 70 of 
the 100 actively traded NASDAQ stocks they sampled. They concluded that even-
eighths quoting is evidence of “implicit collusion” that resulted in wider spreads. 
Christie, Harris, and Schultz (1994) found that spreads on four of the fi ve most 
heavily traded of the 70 NASDAQ stocks dropped on May 27, 1994, the day after 
the Christie–Schultz fi ndings were publicized. These studies led to  investigations 

16
Why Effective Spreads on NASDAQ 
Were Higher than on the New York 

Stock Exchange in the 1990s

with Robert A. Wood
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by the Department of Justice (DOJ, 1996) and the Securities and Exchange 
 Commission (SEC, 1996), including examination of tape-recorded conversations 
among traders employed by NASDAQ market makers. The recordings revealed 
that some traders berated and threatened traders at other fi rms who offered quo-
tations that “broke the spread” and asked other traders to put in quotations that 
would establish a desired price. These clearly illegal (under the antitrust statutes) 
acts and the evidence from the academic research and DOJ/SEC investigations 
were followed by a class-action lawsuit resulting in a December 1997 $925 million 
settlement, as well as SEC fi nes and changes in NASDAQ operating procedures 
instituted in January 1997.1

Christie and Schultz (1994) also spawned several conferences and academic 
studies. Among these, Huang and Stoll (1996) (HS),2 Bessembinder and Kauf-
man (1997) (BK), and Keim and Madhavan (1997), using 1994 or earlier data, 
document higher NASDAQ effective spreads (the absolute difference between a 
transactions price and the midpoint of the prevailing best bid/offer).3 Although 
these spreads were not adjusted for commissions and other trading costs, it was 
generally accepted that for some reason trading on NASDAQ was more costly to 
investors.4 Christie and Schultz (1995, p. 199) believe that “brokerage fi rms mak-
ing markets in NASDAQ stocks . . . implicitly colluded to maintain profi ts at supra-
competitive levels.” Barclay’s (1997) supports this conclusion, based on his fi nding 
that spreads on NASDAQ stocks quoted on even eighths, but not those quoted 
on mixed eighths, dropped when they moved to the New York or American stock 
exchanges, thereby presumably escaping the collusion. HS, Godek (1996), Dutta 
and Madhaven (1997), and Kandel and Marx (1999) propose that preferencing 
and payment for order fl ow (wherein some NASDAQ market makers pay retail 
brokers for sending them trades and promise to match the best prices quoted) 
reduce NASDAQ market makers’ incentives and ability to compete vigorously. 
BK accept both Christie-Schultz’s collusion explanation and preferencing as pos-
sible reasons for higher NASDAQ spreads. However, they fi nd no support for 
 Christie-Harris-Schultz’s (1994) drop-in-spreads conclusion when the  sample is 

1. We were not involved in the lawsuit and do not know why the parties settled. Attempts to fi x 
prices (whether successful or not) are per se violations of law that can subject defendants to treble 
damages.

2. They review earlier literature and conclude: “Despite this volume of research, the difference in 
execution costs between NASDAQ and the NYSE has not been clearly established” (p. 317).

3. Kothare and Laux (1995) examined only NASDAQ quoted spreads in the month of October in 
1984, 1988, and 1992. They fi nd a substantial increase over this period, and state (p. 42): “Our main 
fi nding is that, even controlling for other factors that infl uence spreads, spreads are positively associ-
ated with the extent of institutional trading activity.”

4. Chan and Lakonishok (1997) adjusted trades by 33 large investment management fi rms for 
commissions and found that the differences were related to the size of fi rm traded, rather than the 
market. However, they caution that their fi ndings do not necessarily apply to retail trades.



372 fi nance

extended to 300 stocks. In addition, Grossman, Miller, Fischel, Cone, and Ross 
(1997, pp. 45–50), in a more extensive study of the sample used by Christie and 
Schultz (1994) and of a larger sample of stocks, similarly fi nd no support for 
the Christie-Harris-Schultz conclusion. Furthermore, shares of one of the four 
(Microsoft) experienced a two-for-one split a few days earlier and the drop in 
its spread is consistent with the split. Thus, the Christie-Harris-Schultz fi nding is 
based on 3 of the 70 Christie-Schultz even-eighths quoted stocks. Benston (2007) 
replicated and extended Barclay’s (1997) study and fi nds that the greater decline 
in spreads on even-eighths quoted stocks was due 21 of 362 (3.1 percent) thinly 
traded stocks with quoted spreads over 1.50 on which NASDAQ market makers 
faced informed-trade risk not present on NYSE/Amex. Furthermore, there is no 
difference in the spread decline after the Christie-Schultz results were publicized.

We suggest an alternative hypothesis that contributes to an understanding of the 
higher NASDAQ spreads in the 1990s—day trading primarily over its small order 
execution system (SOES). In June 1988 NASDAQ changed SOES from an e-mail 
inquiry system to an order entry system in response to the criticism the traders 
were unable to submit orders during the October 1987 market crash. Trades made 
through SOES had to be honored automatically and instantly by market makers at 
quoted prices for up to 1,000 shares with up to fi ve repetitions. Making SOES man-
datory had a dramatic impact on NASDAQ. Day traders began using the SOES sys-
tem to purchase (sell) and quickly sell (purchase) stocks with stale quotes—quotes 
that individual market makers failed to change coincident with market shifts when 
their attention was diverted to other stocks. Consequently, market makers drasti-
cally reduced the number of stocks covered by their individual dealers and imple-
mented costly software and systems to minimize stale quotes. We hypothesize that 
because market makers could not know which stocks might be “hit” by day traders 
and to compensate for the additional costs they incurred, as shown analytically 
by Glosten and Milgrom (1985) and Copeland and Galai (1983), they raised offer 
prices and lowered bids on all the stocks they followed, thereby widening quoted 
spreads. Whether or not as a result market makers made higher than competitive 
net profi ts is not our concern here; rather, we offer an explanation as to why spreads 
on NASDAQ compared to the NYSE increased in the 1990s.

Several observers have rejected the “SOES day trade” hypothesis. Indeed, fi rms 
that promoted day trading claimed that it was benefi cial, because it offered indi-
vidual traders an opportunity to effect transactions effi ciently, which resulted in 
more effective price determination (e.g., Houtkin, 1995). Kothare and Laux (1995, 
p. 44) dismiss day trading on SOES as an explanation for the increase in NASDAQ 
spreads among the three months they examined in 1984, 1988, and 1992, because 
“at the time of this writing, SOES accounts for only 2% of total NASDAQ vol-
ume.” HS (p. 348) similarly dismiss day trading as an explanation for higher NAS-
DAQ spreads, in part because “SOES trades account for only a small  fraction of 
 NASDAQ volume.” Yet by the mid-1990s the Electronic Traders Association, which 
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represented 26 SOES dealers (not all such dealers were members) who catered to 
day traders, called “SOES bandits,” claimed that day trades generated 20 percent of 
NASDAQ trades.5 HS and BK additionally dismiss SOES day trading, because they 
fi nd that NASDAQ market makers but not NYSE traders appear to have achieved 
positive realized spreads, from which they conclude that NASDAQ trades do not 
contain more adverse information costs than NYSE trades. In contrast to the real-
ized spread metric employed by HS and BK, which measures costs to liquidity 
suppliers in an accounting sense, we calculate the opportunity gains and losses 
to estimate the effect of SOES day trading on spreads rather than on the dealers’ 
accounting net profi ts. We also disaggregate the data by trade size to separate the 
effects of trades made by SOES day traders from those of other traders. Further-
more, because HS and BK studied only two years, 1991 and 1994, with relatively 
few observations (175 and 300 NASDAQ–NYSE pairs), their view was somewhat 
limited. In contrast, we present and analyze data over 13 years, 1987–99, years 
that span both NASDAQ’s SOES day trading experience and substantial changes 
in NASDAQ and NYSE spreads, from which we conclude that trading by SOES 
bandits are an important reason for the increase in relative effective spreads on 
NASDAQ but not on the NYSE.

Figure 16.1 shows relative effective (half) spreads (RES) on NASDAQ and 
NYSE trades, measured as the absolute difference between a transaction price and 
the midpoint of best bid and offer (BBO) in effect fi ve seconds before the transac-
tion divided by the transaction price. RES are computed daily from trade-weighted 
transactions and averaged (equally weighted) monthly from January 2, 1987 (the 
earliest date for which we have data), through December 31, 1999. We calculate 
this metric for all actively traded stocks on NASDAQ and the NYSE, where “active” 
is defi ned as having at least fi ve trades per trading day (9:30 a.m.–4:00 p.m.) for at 
least 10 days per month and a price per share of at least $10, but not more than 
$80.6 We include only the days with fi ve trades or more per day.7 As robustness 

5. See Byrne (1997). Gene Finn, National Association of Securities Dealers (NASD) chief econo-
mist at the time, confi rms this estimate.

6. To screen out extreme errors in the data not otherwise caught, we require an intraday variance 
of the midpoints of the inside quotes (best bids and offers, or BBO) that is less than 4.0, which reduced 
the sample by 0.001 percent. In addition, extreme values of prices and quotes were fi ltered, removing 
less than 0.001 percent of the observations. A maximum price of $80 excludes high-tech and dot-com 
NASDAQ stocks that were subject to extreme volatility and severely widened spreads during the bubble 
period of the late 1990s.

7. The NASDAQ (NYSE) sample includes an average of 1,370 (1,743) stocks per month. The 
January 1987 NASDAQ (NYSE) sample size of 757 (1,471) stocks declines through late 1988 and then 
increases gradually to 1,718 (2,000) stocks in December 1999. Through 1989, the ratio of NASDAQ 
to NYSE stocks ranges between 0.3 and 0.5 (14 percent are at 0.3); thereafter, the ratio ranges between 
0.7 and 1.0 (7 percent are at 0.7). Data are missing for the NYSE and/or NASDAQ for April, May, and 
August 1987, April and July 1988, and November and December 1989. Data sources: 1987–92 data were 
provided by ISSM; 1993–99 data were obtained from the NYSE TAQ database.
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checks, we also calculated and graphed RES using observations with at least 10 
trades a day (based on the possibility that day traders concentrated on actively 
traded stocks), medians instead of means, only stocks that traded throughout the 
period (202 on NASDAQ and 627 on the NYSE), only stocks with trades of 1,000 
shares or less, 2,000 shares or less, and so on by thousands through 5,000 shares or 
less, and all shares traded. Further, we formed matched portfolios in each month 
with a linear programming model that minimizes the Euclidean distance mea-
sures between NYSE and NASDAQ stocks, discussed further in section VII. In each 
case the resulting fi gures very closely mirror those shown in fi gure 16.1.

The use of RES rather than effective spreads accounts for changes in price 
levels during the 13 years studied and which Wood and McInnish (1992) fi nd is 
responsible for 80 percent of the variation in spreads. We examined changes in the 
ratio of the average price per share of NASDAQ to NYSE stocks to determine if 
differences in RES on these markets changed as a result of changes in the denomi-
nator rather than the numerator. The ratio is almost unchanged over the period. 
Other differences, though, are important. NASDAQ stocks tend to be riskier, 
not as liquid, and more subject to inventory costs because they are held, bought, 
and sold by dealers rather than transacted through brokers. Further, during our 
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 sample period stocks traded net (principal) for institutional trades on NASDAQ, 
while institutional orders traded on the NYSE with commissions (agency) as an 
additional charge. Consequently, spreads on NASDAQ tend to be wider than those 
on the NYSE. To compensate (in part) for these factors, we calculate the difference 
between the average RES for NASDAQ minus the average RES for NYSE over the 
“base” period, January 1987 through May 1988 (prior to the start of mandatory 
SOES trading), excluding the three 1987 market-crash months, October, Novem-
ber, and December. We add the difference, 18.4 basis points, to the NYSE RES val-
ues to approximate comparability between the NASDAQ and NYSE metrics over 
our entire sample period. When the three market-crash months were included, the 
difference is 18.2 basis points. We recognize that over the 11.5 years to which we 
apply the scaling factor to equalize the two venues, there were numerous changes 
in market mechanisms, some unique to each market center and some affecting 
both. Yet comparison of the two markets over an extended period is inherently 
interesting and the topic addressed we feel is vitally important for understanding 
the NASDAQ market in the 1990s. Nevertheless we must interpret our fi nding 
cautiously, considering our comparison method.

Figure 16.1 reveals the shock to RES values resulting from the market crash 
of October 1987. Note that the NASDAQ and adjusted NYSE RES closely track 
one another, including the market-crash months. Focusing on the NASDAQ less 
adjusted NYSE metric, beginning in late 1989 we observe a surge that peaks in 
early 1993. The NASDAQ RES in early 1993 exceeds the market crash peak. There-
after the difference declines steadily, with some acceleration in the decline follow-
ing publication of Christie and Schultz’s (1994) fi ndings on May 26, 1994, through 
December 1994. Then the difference increases through 1996, and subsequently 
declines somewhat erratically back to zero in June 1999 as the NASDAQ and NYSE 
RES converge. Thus, we see that a powerful economic force increased the RES of 
NASDAQ relative to that of the NYSE over a 10-year period, from August 1989 
through November 1999.

What economic force could have caused this large and long-lasting difference? 
And what caused the RES to revert to their pre-August 1989 difference? Consider, 
fi rst, the collusion hypothesis.8 If the difference between NASDAQ and NYSE RES 
were the result of collusion, there should be some explanation as to why it began 
in mid-1989 and did not end until mid-1999. There is no doubt that the Christie 
and Schultz (1994) and Christie, Harris, and Schultz (1994) papers, the DOJ/SEC 

8. A fairly large number of papers have been written and published debating the collusion hypoth-
esis. See, for example, papers published in volume 45 (1997) of the Journal of Financial Economics
(which tend to support the hypothesis) and papers noted in Grossman et al. (1997), which reject it. We 
do not and cannot adequately review the arguments and evidence here. Rather, we only raise questions 
relating to the differences shown in our fi gure 16.1.
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(1996) investigations, the class-action lawsuit, and SEC fi nes had a very strong 
impact on NASDAQ market makers. NASDAQ trading practices were scrutinized, 
changed, and closely monitored. It does not seem feasible that collusion could have 
persisted in this environment after 1994. Yet in 1995 and 1996 the gap between the 
NASDAQ and NYSE RES widened, even though a number of factors put down-
ward pressure on RES. First, systems designed to eliminate stale quotes increased 
in effectiveness over time. Second, the Manning court rulings in 1994/95 gave pub-
lic limit orders priority over dealer quotes. Third, increasingly dealers who wished 
to display customer limit orders would do so on Instinet (or other ECNs as they 
became available) where they could not be subject to SOES day trading (referred 
to as “being SOESed” by NASDAQ market makers).9 Hence, executions against 
these ECN quotes were often inside the Level II BBO (which did not include ECN 
quotes), thereby depressing RES. Fourth, the “brake-light” effect, resulting from 
the DOJ/SEC investigations into collusion, may have depressed RES. Thus, in the 
face of these downward pressures and despite exposure of the alleged collusion, 
NASDAQ RES increased in 1995 and 1996.

In January 1997 NASDAQ implemented Order Handling Rules (OHR) that 
required the public display of limit orders that bettered dealer quotes (with some 
exceptions). Further, dealers were not permitted to post different quotes to Insti-
net and NASDAQ Level II. Also, brokers were able to hit multiple quotes simul-
taneously through SelectNet, replicating the SOES bandits use of the “monster 
button.” In addition, the Actual Size Rule, which reduced the minimum depth that 
market makers had to post for quotes from 1,000 to 100 shares, was implemented 
in three stages—100 stocks in January and February 1997, an additional 100 stocks 
in October 1997, and all remaining stocks in July 1998. NASDAQ RES declined 
somewhat erratically throughout this period, and by mid-1999 the NASDAQ-
less-adjusted-NYSE RES returned to zero. By this point in time the NASDAQ rules 
had been modifi ed to the point the SOES day traders had essentially no advantages 
over other traders and SOES banditry gradually ceased.

If there were “even-eighths tacit collusion” among market makers, it may 
have resulted from a reaction to the costs imposed on them by SOES day traders, 
wherein market makers compensated by rounding quotations in their favor to 
even eighths. Or, as Finn has suggested (in conversation), market makers could 
have reduced the option value of stale quotes exercised against them by widening 
the contra side of their quotes. Since an unwritten NASDAQ rule specifi ed that if 
a dealer’s own quote was greater than fi ve-eighths they could only change their 
quote by one-fourths, even-eighth quoting could be due to widened own-spreads. 

9. According to Gene Finn, dealers’ quotes represented 95 percent of all ECN quotes in the 
1994–96 period, with the remainder coming from buy-side funds.
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While it is possible that this may have widened spreads beyond the noncollusive 
amount resulting from SOES day trading pressure, it is unlikely that the additional 
amount would have been large, considering the levels of the NASDAQ/NYSE RES 
gap in the years before the May 26, 1994, publication of Christie and Schultz’s 
(1994) even-eighths fi ndings and the gap in 1996, well after publicity about those 
fi ndings and the DOJ and SEC investigations of collusion, as well as the class-
action lawsuit. Also note that the NASDAQ market had existed for years with no 
evidence or charge of collusion, and that there is no evidence or charge of collu-
sion for NYSE stocks, although for the most part broker/dealers had both NYSE 
and NASDAQ trading desks.

Finally, we are not aware of any paper or investigation that explains why col-
lusion among NASDAQ market makers would have begun around mid-1989. We 
do not claim that there was no collusion, as the tapes of traders’ conversations 
indicate at least an attempt by some to affect prices. Our concern is with the asser-
tion that pervasiveness of collusion was the primary reason for the increase in 
NASDAQ relative to NYSE RES. It appears that some economic pressure other 
than collusion was responsible for the relationship shown by fi gure 16.1.

Although the preferencing and payment-for-order-fl ow hypothesis could be 
responsible in part for higher NASDAQ spreads, it does not appear to be respon-
sible for the pattern shown in fi gure 16.1. The practice of directing institutional 
order fl ow fl ourished before 1987, with the relaxation in 1986 of Section 28E of 
the Securities Exchange Act, which governs soft-dollar arrangements. In June 1990 
the SEC, in a letter ruling, decreed that directed principal trades generating soft 
dollars were not covered by the “safe harbor” provisions of Employee Retirement 
Income Security Act (ERISA) (1984), and that pension fund managers had to 
prove that any directed trade obtained best execution. With respect to retail trades, 
before October 1991 a market maker who agreed to be preferenced for a particular 
stock had to accept orders from any dealer or order entry fi rm without pre-notifi -
cation for up to 1,000 shares. After that date, market makers could be preferenced 
only with their permission. None of these changes are noticeably related to the 
pattern shown in fi gure 16.1. From discussions with practitioners and regulators, 
including NASD’s chief economist (Gene Finn) during this period, we are not 
aware of any other changes in soft dollars or preferencing that could produce the 
results observed in fi gure 16.1. Further, both preferencing and payment-for-order 
fl ow affected both NASDAQ and NYSE stocks, so if these factors were infl uenc-
ing NASDAQ stocks we would expect to see similar infl uences with NYSE stocks, 
which is not the case.

We turn now to the SOES day-trading explanation, which we show is con-
sistent with the differences between NASDAQ and NYSE RES over the 13-year 
period. We describe SOES history and day trading in section II, which drives 
our division of the 13 years studied into the seven periods specifi ed. In section 
III we present data on the extent of SOES day trading. Based on this  analysis 
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and following other researchers and practitioners (e.g., Battalio, Hatch, and 
Jennings, 1997; Harris and Schultz, 1997, 1998; Houtkin, 1995), we use trades of 
the maximum amount eligible for SOES—1,000, 500, or 100 shares—as our ini-
tial, preliminary measure of SOES day trades. In section IV, we calculate liquidity 
supplier’s losses and gains to informed SOES day traders and other traders. We 
calculate this metric for six trade sizes, fi ve that are eligible for trading through 
SOES and one that is not (which serves as a control). The metric is examined 
during the periods before SOES became mandatory and after it was phased out, 
as well as for NYSE transactions. Adjusting for trades at the maximum trade size 
that were not made through SOES, we fi nd informed-trade losses ascribed to 
SOES day trades average at least 21 basis points on 1,000-share trades, and 15 
basis points on 500-share trades and 21 basis points on 100-share trades when 
these were the SOES maximum trade size. In contrast, we estimate that market 
makers obtained additional gains of 17, 7, and 10 basis points on 100-, 101–499-, 
and 500-share trades (when not the SOES maximum size). We believe these gains 
are due to market makers’ actions to reduce informed trade losses to SOES day 
traders and related operating costs. During this time, there were very small and 
statistically insignifi cant increases in informed trade costs on NYSE stocks of zero 
to two basis points.

We also fi nd that market makers compensated for informed-trade losses to 
SOES day traders, as well as the costs of substantially reduced coverage by individ-
ual market makers and system enhancements to reduce stale quotes, by increasing 
quoted sale and decreasing quoted buy prices, thereby widening spreads. In sec-
tion V we present relative effective spreads (RES) for each of the six trade sizes and 
fi nd that the RES increased much more for the smaller trade sizes. Thus, investors 
who used the smaller trade sizes, who on the whole were unable to trade within the 
BBO, incurred substantially greater actual transactions costs.

In section VI we compare changes in the percentage of volume at the maxi-
mum SOES trade size (our proxy for SOES day trades) and the percentage of 
stocks quoted on even eighths (the Christie-Schultz proxy for tacit collusion 
among NASDAQ market makers) with the difference in RES on NASDAQ and 
NYSE stocks over the 13 years studied. These data are consistent with the SOES 
day-trade and inconsistent with the even-eighths tacit-collusion hypotheses. 
Section VII applies robustness checks wherein prior results are verifi ed. Section 
VIII states our conclusions and the implications of our study for contemporary 
issues.

II. Description of SOES History and Day Trading

In this section we provide background regarding SOES to inform the analyses that 
follow. In response to brokers not answering telephones during the market crash 
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on October 19, 1987, the NASD, under pressure from the SEC, formed a blue-
ribbon committee of market makers from leading broker/dealers. This committee 
recommended that quotes by all market makers should be executable automati-
cally for NASDAQ Level II market orders of up to 1,000 shares submitted over the 
already developed but voluntary SOES. The SEC approved this change on June 9, 
1988. Since market makers were required to honor up to fi ve repetitions, they were 
required to fi ll orders aggregating as much as 5,000 shares at the best posted quote. 
(If the market for a stock was crossed or locked—the ask less than or equal to the 
bid—restrictions were removed and unlimited orders could be submitted over 
SOES.) This requirement contrasts sharply with the 100-share minimum order 
size imposed on NYSE specialists. Finally, on the surface SOES may seem similar 
to the NYSE DOT system, but DOT machines are only issued to brokerage fi rms 
and the specialist has 15 seconds to consider market orders.

Soon after SOES was made mandatory, some dealers began picking off market 
makers whose quotes became momentarily stale on the NASDAQ quotation sys-
tem. The NASD attempted to stop this use of the system by adopting a rule change 
(approved by the SEC on December 14, 1988) prohibiting members from entering 
orders through SOES on their own accounts or on behalf of a professional trad-
ing account, which is defi ned as any account in which fi ve or more “day trades” 
by an individual trader or fi rm were executed through SOES during any trading 
day or where a professional pattern in SOES is exhibited. However, SOES day trad-
ers could avoid this restriction by executing one side of a trade outside of SOES 
and by trading from several ostensibly separate accounts. A “professional pattern” 
also proved diffi cult to establish.10 From conversations with NASDAQ economists, 
market makers, and observations of data presented later (see fi gure 16.2), we 
determined that SOES day trading did not become really active and widespread 
until after June 1990. We term the months 8/88 through 6/90 the “Adjustment” 
period.11

SOES day trading “took off” largely through the efforts of two NASDAQ mar-
ket makers, Datek and All-Tech (especially All-Tech’s CEO, Harvey Houtkin, who 
calls himself the “original SOES bandit”; Houtkin, 1995). These fi rms recruited 
individual traders, now known as SOES day traders (or activists or bandits) and 
provided them with NASDAQ Level II terminals and software that would permit 
them to use the SOES system to pick off stale quotes. SOES day traders adopted a 
variety of strategies over time, including identifying the onset of buy/sell  programs 

10. In 1993 the U.S. Court of Appeals for Washington, D.C. formally voided the rule, because it was 
vague and did not apply to telephone orders for quoted stocks.

11. Data for July 1988 are not available. The analysis is not changed appreciably if the “Adjust-
ment” period were included in the following period we delineate.
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by institutional investors, stepping in front of these programs by absorbing the 
available liquidity, and then resupplying the liquidity at a short-term profi t.12 For 
example, 15 market makers might quote the same best offer price on a stock, and 
a major broker (which generally deals in substantial size transactions) begins a 
buy program for a client with the intent of obtaining a large number of shares at 
or near that price. Upon observing the broker acquiring liquidity from one or two 
market makers, SOES day traders instantly buy the shares offered by the remain-
ing market makers through SOES (referred to as “hitting the monster button,” a 
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12. See Houtkin (1995, ch. 8) and Harris and Schultz (1998) for descriptions of SOES trading tech-
niques. Also see Battalio, Hatch, and Jennings (1997, table 1) for a case study of trades in Apple Com-
puter common stock during a 10-minute period that illustrates SOES day trading. At 11:26 on June 20, 
1995, between 14 and 15 market makers quoted an ask price of $46.625. Within the next minute, with 
the exception of one broker, the ask increased to $46.750. This broker was hit with 12 1,000-share buy 
orders. Before the ask quote leveled off at $46.875, four more 1,000-share buy orders were placed.
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 procedure denied to brokers by NASD rule that required a broker to approach 
market makers serially). The bandits then offer the shares to the acquiring broker 
(who must obtain the shares to fulfi ll an order) at higher prices, often through 
SelectNet (Harris and Schultz, 1998). Thus, the initial market maker incurred 
an opportunity cost, having sold the stock at too low a price. Harris and Schultz 
(1998, p. 45) also report that “although SOES day traders are prohibited from sell-
ing short through SOES . . . [they] circumvent this restriction by purchasing 1,000 
shares of each stock that they would like to sell short. These shares are placed in 
the bandit’s hedge account. When the bandit believes that a stock will be mov-
ing down in the short-term, he uses SOES to sell shares from his hedge account.” 
(Note that this process results in higher informed trading costs to market makers.) 
We term this period, 7/90–1/94 (after which the rules changed), “Mature Man-
datory SOES.” Although in the mid-1990s market makers adopted software and 
decreased the number of stocks their traders followed, these procedures were not 
suffi cient to contain the increasing number of day traders who also adopted soft-
ware to identify stale quotes and institutional trading programs. The procedures 
did, though, increase market makers’ operating costs.

The NASD convinced the SEC to experiment by reducing temporarily the 
maximum SOES trade size from 1,000 to 500 shares and from fi ve to two the 
maximum number of times a market maker must honor an order before chang-
ing a quote. These rules were in effect from January 31, 1994, through March 26, 
1995, when the SEC ended its prior temporary ruling. We call this the “500-share 
Maximum” period. After that date, the maximum trade size of 1,000 shares was 
restored, but the number of orders that had to be fi lled before a quote could be 
changed remained at two. We call this the “1,000 Shares × 2” period.

In January 1997 the SEC mandated several Order Handling Rule (OHR) 
changes in NASDAQ operations that were applied to selected stocks in 22 
waves, beginning on January 16 and ending on October 13, 1997.13 Market 
makers were permitted to reduce their own quoted number of shares from 
1,000 to 100 for the 50 stocks in the January 16 wave and 50 stocks in the Feb-
ruary 10 wave. Barclay, Christie, Harris, Kandel, and Schultz (1999) and Weston 
(2000) study these first two waves and find that spreads declined substantially. 
They say that the lower spreads were not due to a reduction in the cost of 
informed SOES trades. In October 1997, the rule was applied to an additional 

13. SEC Release No. 34-37619A, File No. S7-30-95, Order Execution Obligations, Final Rules 17 
CFR Part 240. The change also requires that better customer limit orders be refl ected in the public 
quote (unless the customer specifi cally does not agree), the Excess Spread Rule (which dictates the 
maximum difference between bid and ask quotes) was relaxed, and market makers were permitted 
to quote stocks in sixteenths after June 1997. See Barclay et al. (1999) and Weston (2000) for a more 
detailed description and analyses.
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100 stocks, and in July 1998 to all NMS stocks.14 To examine the effects of these 
changes, we divide the years 1997–99 into two periods, the “Order Handling 
Rules” period, 1/97–7/98, and the “100-share Maximum” period, 8/98–12/99. 
During and, especially, after this period, trading through ECNs increased 
greatly and decimalization was introduced in 2000. Hence, we do not extend 
our analysis beyond 1999.

To summarize, based on the development of SOES described in this sec-
tion, we divide the 13 years analyzed into seven periods: “Pre-mandatory SOES” 
(1/87–5/88); “Adjustment” (8/88–7/90), when SOES developed and the NASD 
attempted unsuccessfully to restrict its use; “Mature Mandatory SOES” (8/90–
1/94); “500-share Maximum” (2/94–3/95), when the SEC allowed NASDAQ to 
reduce the maximum trade size from fi ve repetitions of 1,000 shares to two repe-
titions of 500 shares; “1,000 shares × 2” (4/95–12/96), when the maximum trade 
size but not the number of repetitions was restored; “Order Handling Rules” 
(1/97–7/98), when these were introduced; and “100-share Maximum” (8/98–
12/99), when pursuant to the Actual Size Rule market makers were allowed to 
reduce their own quoted depth to 100 shares on their quotes. (Customer limit 
orders posted by dealers for their customers would refl ect their actual size.) With 
this background we are prepared to examine the impact of SOES day trading 
on NASDAQ.

III. The Extent of SOES Day Trading

As noted above, SOES was limited initially to 1,000-share trades. Thus, we 
will confine our analysis to 1,000 shares and below, using 1,001–5,000-share 
(1–5K) trades as a comparison. However, as also noted above, SOES day trad-
ing strategies morphed over time in response to regulatory pressure and evolv-
ing profitable opportunities. In particular, day traders increasingly used the 
NASDAQ SelectNet system and phone orders in the early 1990s, both to enter 
into positions and to unwind them as well in quantities that might differ from 
1,000 shares per trade. So the validity of using 1–5K trades as a benchmark 
weakens over time.

We initially measure SOES day trades as trades made at the maximum 
quantity that can be transmitted through SOES—1,000 shares, except during 
the 500-share maximum, when the maximum was 500 shares, and the period 

14. However, if customer limit orders offered more or asked less than the market maker, the sum of 
customer limit orders for the number of shares offered at that price are posted, pursuant to the Actual 
Size Rule. See SEC Release No. 34-40139; File No. SR-NASD-97-26.
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8/98–12/99, when market makers were permitted to quote as few as 100 shares.15

We recognize that the maximum SOES trade size is an imperfect measure of 
SOES trades made by day traders. This metric both understates and overstates 
SOES day trading. It understates SOES day trading, because day traders can 
trade different quantities. They also can unwind their positions with trades of 
any size and not necessarily through SOES, as their goal is to end the day with 
no inventory. The metric overstates SOES day trading, because all 1,000-share 
trades (and 500- and 100-share trades when these were the maximum) are not 
made by SOES day traders or even through SOES. This is especially true fol-
lowing the SEC requirement in 1991 that the NASDAQ SOES 1,000-share quote 
minimum be extended to SelectNet and phone orders. Our base period, Janu-
ary 1987–May 1988, is somewhat contaminated since we are told by equity-
trading professionals that day traders picked off stale quotes before SOES was 
made mandatory.

Figure 16.2 shows the percentages of the dollar volumes of 1,000- and 500-
share trades to the dollar volumes on all NMS trades of SOES-eligible trades 
(1,000 shares or less), averaged over months, January 1987 through December 
1999. In this and succeeding fi gures, vertical lines identify the end of each of the 
seven periods of SOES history that we delineate. Similar data for NYSE trades 
offer a contrast. From the onset of our data we observe that NASDAQ 1,000-
share trades are 10 percentage points higher than the NYSE percentage and 
climbing, suggesting that day traders may have been picking off stale market 
maker quotes even before SOES was made mandatory in June 1988. By the end 
of the “Adjustment” period, the percentage of 1,000-share trades increased to 63 
percent and the percentage of 500-share trades decreased to 12 percent. Over 
the “Mature Mandatory SOES” period, 1,000-share trades averaged 67 percent 
and 500-share trades averaged 10 percent. During the February 1994 through 
March 1995 “500-share Maximum” period the dollar-volume percentages for 
1,000-share trades declined sharply to an average of 53 percent, while the per-
centage of 500-share trades increased to 26 percent, an almost exactly offsetting 
movement of 17 percentage points. It is important to note that the percentage 
of NASDAQ 1,000-share trades still remained quite high relative to that of the 
NYSE, which likely reveals that many day traders continued to employ or even 
increase their use of SelectNet and phone orders to place 1,000-share trades. 
Hence, even with the reduction of SOES pressure on  market makers with the 

15. Houtkin (1995, p. 39) states, after describing the reduction of the maximum trade size to 500 
shares at the time he was writing: “1,000 shares has proven to be a more optimally sized order [than a 
smaller order].” Our discussions with market makers additionally support our assumption that SOES 
bandits trade the maximum number of shares per order. Harris and Schultz (1997) and Battalio, Hatch, 
and Jennings (1997) also use this metric. Harris and Schultz (1998, p. 40), who study individual SOES 
day trades, state: “Trades are for 1000 shares because that is the maximum size allowed in SOES.”
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500-share maximum, the net pressure on  market makers was not substantially 
reduced. This important fact was apparently missed in the studies of the “500-
share Maximum” period conducted by and for the SEC, which found that spreads 
did not decrease substantially even with the halving of mandatory SOES size. 
Consequently, the SEC determined that SOES day trading was not the cause of 
earlier observed widened NASDAQ spreads, the “experiment” should be discon-
tinued, and the maximum SOES trade size should be returned to 1,000 shares. 
After the resumption to the 1,000-share maximum, the percentages returned 
close to their previous levels. From January 1997 through December 1999, the 
percentage of 1,000-share volume declined almost continuously to 34 percent, 
a bit below the percentage before SOES was made mandatory, thereby refl ecting 
the impact of the rule changes and the resultant relative reduction in SOES day 
trading. Although the dollar amount of 1,000-share trades actually increased 
slightly (to 112  percent of the December 1996 level), the dollar amounts of the 
smaller trade sizes increased substantially, thereby decreasing the dollar-volume 
 percentage of 1,000-share trades.

In contrast, over the same 13-year period, the dollar-volume percentages of 
NYSE 1,000- and 500-share trades to the total volume of all trades of 1,000 shares 
or less were virtually unchanged at between 27 and 33 percent for 1,000-share 
trades and 17 and 18 percent for 500-share trades. Considering that many traders, 
particularly institutional investors who trade 1,000-share lots, act in both markets 
with a common objective, it appears that the patterns shown in fi gure 16.2 are 
endogenous to NASDAQ, rather than the result of exogenous events that affect 
trades in stock markets generally.

We next estimate the extent to which SOES day trading has imposed costs on 
market makers and other liquidity suppliers in the form of informed-trade oppor-
tunity costs. For comparison we calculate this metric for non-SOES trades and for 
NYSE trades. We separate the effects of SOES day trades and other trades with a 
simple formula (described in section IV).

IV. Informed-Trade Losses Due to SOES Day Trading

Concepts, Measurement, and Previous Studies

As noted above, NASDAQ market makers incur an opportunity loss when they 
sell a stock at time t for less than they would have received had they sold it at 
time t + t or when they pay more for a stock at time t than they would have 
paid had they bought the stock later, at time t + t. They gain from the reverse 
sequence—selling stock at a lower price than a later possible purchase and 
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 buying at a higher price than a later sale.16 We term these “informed-trade” 
losses and gains, on the assumption that one side or the other has superior 
information or ability.

Harris and Schultz (1997) examine transactions from a sample of 20 NASDAQ 
stocks with the greatest market capitalization at year-end 1993 over the period 
November 1, 1993, through March 31, 1994. Defi ning SOES day trades as “clus-
ters . . . of three or more consecutive trades [at the same quoted price] of the maxi-
mum allowable size under the prevailing SOES rules, ‘they fi nd’ that in the twenty 
minutes after 1000- [or 500-] share clustered buying [or selling] begins, the bid [or 
ask] price of the stock increases [or decreases] by about $0.18 on average” (ibid., 
p. 137). No signifi cant change was found for other trade sizes. Harris and Schultz 
(1997, p. 165) interpret this fi nding as “[indicating] that SOES trades have greater 
information content than other trades.” They also state that their results “confi rm 
that SOES bandits and other traders submit clusters of orders that trade ahead 
of short-term price changes” (ibid., p. 158). Battalio, Hatch, and Jennings (1997) 
report a similar trading pattern. Thus, these fi ndings indicate that SOES day trad-
ers impose informed-trade opportunity costs on market makers.

HS (1996) study 1991 data for 175 pairs of NASDAQ and NYSE stocks with a 
procedure that yields opposite results. They calculate the market makers’ “realized 
half-spread” as the increase or decrease in the price at which a stock is purchased or 
sold (identifi ed as such with the Lee and Ready, 1991, algorithm, which we also use) 
and its price (not identifi ed as a purchase or sale) fi ve or thirty minutes later. They 
fi nd: “For all trades at the bid, the realized half-spread averages 15.3 cents . . . [and] for 
all trades at the ask, the realized half spread averages 13.6 cents” (ibid., p. 328). These 
results are essentially the same for the 5- and 30-minute intervals and for each of the 
three trade sizes specifi ed (<1,000 shares, 1,000 < 10,000 shares, and 10,000+ shares). 
Similar calculations reveal much smaller, insignifi cant amounts for a matched sample 
of NYSE stocks. Based on these fi ndings, HS “reject the theory that higher execution 
costs on NASDAQ are the result of an inability of dealers to cope with adverse infor-
mation and SOES bandits” (ibid.). BK similarly measure realized half-spreads for a 
paired sample of 300 NASDAQ and 300 NYSE stocks in 1994. They divide this sample 
into small trades (less than $10,000), medium trades ($10,000 through $199,000), 

16. We did not employ the procedure used by Barclay and Hendershott (2004) (which is due to 
Lin, Sanger, and Booth, 1995, who cite other papers from which the method is derived) of regressing 
the change in quote on the effective spread to calculate a coeffi cient that measures the proportion of 
the spread due to adverse selection costs, as we believe it is not applicable to the situation we study. 
Day traders take advantage of stale quotes, wherein the BBO has changed but some market makers 
have failed to change quickly enough. Also, our method of sectioning trades into relatively small divi-
sions allows us to control differences in transactions costs (which Lin et al., 1995, fi nd are a function 
of trade size) and inventory costs are small (given the short time spans considered herein and as found 
by other studies).
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and large trades (over $200,000). They also report higher realized half-spreads for 
NASDAQ than for NYSE stocks (where higher amounts indicate greater costs to 
investors and gains to NASDAQ market makers and NYSE specialists, fl oor traders, 
and limit orders), although their numbers are 24.9 basis points for NASDAQ and 
12.5 basis points for NYSE transactions. Based on this fi nding, they conclude that 
“the wider quoted and effective spreads on NASDAQ cannot be attributed to greater 
adverse information costs on NASDAQ” (ibid., p. 300).17

The confl icting and inconsistent fi ndings reported by Harris and Schultz (1997), 
HS, and BK could be due to the different samples or time periods studied or to the 
way they measure informed trades (which they call adverse selection).18 Unlike the 
realized spread measure employed by HS and BK, we measure the opportunity gain 
or loss to liquidity suppliers. We ask: “if liquidity suppliers had been able to wait 300 
seconds before executing a buy or sell, would they have gained or lost as a result of 
having waited?” We measure this opportunity cost by comparing a buy/sell initiated 
trade with a subsequent buy/sell initiated trade 300 seconds later. In contrast, HS and 
BK compare each trade, identifi ed as buy- or sell-initiated, with a subsequent trade at 
least 30 minutes later that can be either buy- or sell-initiated—in effect comparing the 
initial transaction with the subsequent spread midpoint.19

Realized spreads measure the cost incurred by market makers assuming that 
they unwind their position randomly at the bid or the ask. Our intent, though, 
is not to measure the change in dealer net profi ts from mandatory SOES. We are 
unable to fully measure all dealer costs since major components, such as the costs 
of drastically reduced coverage by individual market makers and the cost of soft-
ware and systems to minimize stale quotes, are not observable. Thus, we focus 
directly on the information content of trades, rather than on realized spreads and 
dealer profi ts. We do not claim that NASDAQ dealers did not make potentially 
large profi ts, perhaps as a result of collusion or payment for order fl ow. We simply 
argue that SOES, both directly and indirectly, caused effective spreads to widen 
above and beyond the impact of other factors.

In addition, HS and BK do not distinguish among trades made by SOES ban-
dits and those made by other traders. We separate the data into six trade sizes, 

17. Foucault, Röell, and Sandås (2003) present a model of SOES bandit behavior and empiri-
cal estimates of their effect on spreads based on December 1996 data. We believe that their model is 
incorrectly specifi ed, in large measure because they do not consider bandits’ payoffs from picking off 
stale quotes and their use of the “monster button.” Among other shortcomings, they do not consider 
the effect of ECNs in December 1996. Furthermore, they assume that the effect of SOES banditry is 
refl ected both immediately and only on the spreads of the individual stocks they trade. As we point 
out, market makers could not know which stocks would be subject to SOES day trades and hence had 
incentives to offer quotes that refl ected the cost imposed on them by that otherwise unpriced option.

18. Neither Harris and Schultz (1997) nor BK contrast their fi ndings with those of HS.
19. We examined lengths greater than 300 seconds but found that greater lengths provided similar 

results while 300 seconds increased our sample size.
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which allows us to isolate and test hypotheses about the possible effect of SOES 
day trading.

Per Trade Basis Point Opportunity Losses or Gains to 
NASDAQ Market Makers (and Other Traders) from 
Informed Trades, Not Yet Adjusted for Other-Than-SOES 
Day Trades or Offset by Larger Effective Spreads

We use the Lee and Ready (1991) algorithm to identify each transaction at time 
t in stock i by a market maker as a buy or sell.20 The opportunity loss or gain on 
the transaction is measured by the change in the price of the next purchase if the 
initial transaction is a purchase or sale if the initial transaction is a sale that occurs 
at least fi ve minutes later, at t + t, within the same day.21 Consequently, we exclude 
trades that occur in the last fi ve minutes of the trading day, and trades during a day 
that are not followed by a trade on the same side of the spread. The liquidity pro-
vider suffers an opportunity loss when, for a sale, P

it+t − P
it
 > 0 or, for a purchase, 

P
it+t − P

it
 < 0, and gains when the reverse occurs. To account for differences at a 

point in time and changes over time of the prices of the stocks traded, we divide 
the opportunity loses or gains for each transaction by P

it
, to obtain the percentage 

loss or gain (in basis points).
As noted earlier, to provide adequate tests of the hypotheses, we disaggregate 

the NASDAQ and NYSE data into fi ve trade sizes that can be transacted through 
SOES—100, 101–499, 500, 501–999, and 1,000 shares—and one trade size that can-
not be transacted through SOES 1,001–5,000 (1–5K) shares. The  informed-trade 
(opportunity) loss or gain is assigned to a trade size according to the number of 
shares of the fi rst transaction (P

it
). The observations are stock days. Within a day, 

20. Ellis, Michaely, and O’Hara (2000) compare the accuracy of this quote procedure with a tick 
rule, the Lee and Ready (LR) (1991) combined tick rule for trades at the BBO midpoint and quote rule 
for other trades, and their alternative of using the quote rule for trades executed at the quote and the 
tick rule for all other trades. Using a sample where the direction of the trade is known, they fi nd that 
their alternative is more accurate for transactions other than at quotes (61 percent versus 55 percent). 
However, they fi nd almost no difference in accuracy using the LR rule for trades of 5,000 shares or 
less. (They do not present such data for their quote-tick alternative.) Hence, although their alternative 
might be more accurate than the quote rule we employ, we believe that there is no bias among the trade 
sizes we examine, which is central to our investigation. Misidentifi cation of purchases or sales bias our 
measure of market makers’ informed trade costs downward, as illustrated earlier, thereby understating 
their costs of trades by SOES bandits.

21. To the extent that market makers do not report trades in the exact order they are effected, there 
can be sequencing error. However, this is mitigated by our using a fi ve-minute delay. HS used both 
5- and 30-minute delays and BK used both 30-minute and 1-day delays, with similar results. Further-
more, there is no reason to believe that this problem imparts a bias, as there was no change in practice 
or association with a given trade size of which we are aware over the period studied.
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for each trade size, we average the calculated informed-trade basis points; for trade 
sizes that cover a range (e.g., 101–499 shares), the dollar volumes of each transac-
tion weight the basis points. The gains or losses are not further weighted, yielding 
informed-trade basis points on the average stock on the average day. If we did not 
do this, the very high volume stocks would dominate the fi ndings.

Figure 16.3 shows liquidity supplier’s (opportunity) gains and losses per trade 
in basis points from informed and uninformed trades for the average stock on an 
average trading day in a month, January 1987 through December 1999, for each of 
the six trade sizes. Before June 1988, when SOES was made mandatory (excluding 
the 1987 “market crash” months of October, November, and December), market 
makers had informed-trade losses on 500- and 1,000-share trades (denoted by 
stars and triangles), each averaging 16 basis points (17 if the market-crash months 
were included). Apparently, informed traders used both trade sizes, as these often 
were the quoted amounts posted by market makers. After SOES was made manda-
tory, the percentage of informed-trade losses on 500-share trades declined until 
they became an average gain of three basis points in the “Mature Mandatory 
SOES” period, 8/90–1/94. The relative volume of 500-share trades declined simi-
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larly, as shown in fi gure 16.2. Informed-trade losses on 1,000-share trades, which 
include both SOES day trades and other transactions, increased to 31 basis points, 
on average, in the “Mature Mandatory SOES” period.

When the maximum SOES trade size was reduced to 500 shares during the 
“500-share Maximum” period, market makers’ informed-trade losses on 1,000-
share trades declined by an average of 2.5 basis points, while those on 500-share 
trades increased by 8.7 basis points. We interpret these continuing, though some-
what lower, average informed-trade losses on 1,000-share trades when 500 shares 
was the SOES maximum as showing that some SOES day traders successfully 
shifted their trades to SelectNet and telephone orders. They took advantage of 
NASDAQ’s requirement (beginning in 1991) that market makers must fulfi ll quo-
tations for at least 1,000 shares from those sources (per interview with Gene Finn, 
then chief economist for NASD). Harris and Schultz (1997, p. 139) also state: “bro-
kerage fi rms who specialize in trading for SOES bandits generally allow customers 
access to [SelectNet and Instinet] through their trading desk.” Following restora-
tion of the maximum trade size to 1,000 shares, in the “1,000 Shares × 2” period 
average informed-trade losses on 500-share trades decreased by 7 basis points 
to a 1 basis point gain, while average losses on 1,000-share trades continued to 
become somewhat smaller. Over the next two periods, market makers experienced 
increased losses on 500-share trades and smaller losses on 1,000-share trades. 
After July 1998, when SOES was limited to 100-share trades, informed trade losses 
on 1,000-share trades were fairly close to the amount in the Pre-Mandatory SOES 
period, 1/87–5/88.

In contrast, market makers experienced similar informed-trade gains from 
100-share and 101–499-share trades (denoted by solid circles and diamonds) 
through mid-1998, when 100 shares became the SOES maximum for all stocks. 
(Note that except for 500-share trades when these were the maximum, after the 
“Pre-mandatory SOES” period the patterns for trades of less than 1,000-share 
trades are similar.) These gains were about 8 basis points through mid-1990, then 
about 14 basis points through mid-1994, after which the gains decreased.  However, 
after market makers were allowed to reduce the number of shares quoted to 100 
on some stocks after 1996 and on all stocks after July 1998 informed-trade gains 
on 100-share trades became losses—14 basis points by December 1999.

Trades of 1–5K shares (denoted by crosses within circles), which cannot be 
made through SOES, provide a control. Market makers suffered informed-trade 
losses on the 1–5K-share trades averaging 11 basis points before SOES was made 
mandatory (excluding the market crash months), gradually increasing to about 
16 basis points through March/April 1997, and then decreasing to 2 basis points 
by December 1999. Thus, 1,000-share trades and 500-share trades during the 500-
share maximum appear to have imposed substantially greater informed-trade 
losses (or gains) on market makers than other trade sizes. In our calculations of 
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the amounts of these increases due to SOES day traders (presented shortly), we 
take into account the changes in informed-trade losses from 1–5K-share trades.

The data are summarized in table 16.1, panel A, which presents the percentage-
of-share-price gains (losses) per trade in basis points for each of the six trade sizes, 
averaged over the seven periods that describe states of SOES history. With very few 
exceptions (noted in panel D of the table), these amounts are signifi cantly different 
from zero at the .01 level or lower. Over the 77 months when day trading through 
SOES was most prevalent (8/90–12/96), market makers had informed-trade losses 
on 1,000-share trades averaging (over all months) 29 basis points, compared to 
average informed-trade losses on 1–5K-share trades of 20 basis points. Market 
makers had informed-trade gains averaging 21 and 14 basis points on 100- and 
101–499-share trades, and almost no gains or losses on 500-share trades (exclud-
ing the period when 500 shares was the maximum SOES-eligible trade size) and 
losses of 5 basis points 501–999-share trades. (The averages are lower by one to 
two basis points if the “Adjustment” period months were included.) Also shown 
are the percentages of 1,000-share trades to all trades of 1,000 shares or less (1,000 
sh. % of all <=1,000).

Comparison with NYSE Trades

Similarly computed informed trade gains and losses for NYSE liquidity provid-
ers over the same period and for the same trade sizes as the NASDAQ trades can 
serve as an indicator of the extent to which the informed trade gains and losses 
experienced on NASDAQ are due to time-dependent factors that affect stock trad-
ing generally or the trades through SOES, which are unique to NASDAQ.22 The 
data, presented in panel C of table 16.1, indicate relatively small mean informed 
trade losses to specialists, fl oor traders, and limit orders for all trade sizes and 
all periods, all signifi cantly different from zero at the .01 level. (Since the Pre-
mandatory-SOES base period is subtracted, the t test provides a measure of sig-
nifi cant difference from that period.) This fi nding might be due to specialists, who 
are required to stabilize prices by moving against the market or (more likely) to 
losses incurred on limit orders, which offer other investors options similar to those 
offered by NASDAQ market makers to informed traders (e.g., SOES day traders). 

22. We understand that NYSE specialists sometimes list (report) as a single trade several individual 
trades that cleared at the same price. To the extent that this occurs, the NYSE trade sizes are incorrect. 
We understand that this practice did not change over the 13 years studied. Indeed, as shown in fi gure 
16.2, the proportion of NYSE 500- and 1,000-share trades was almost unchanged over the period stud-
ies. Table 16.1 shows almost unchanged NYSE adverse selection losses by trade size over the period. 
Thus, either this practice does not affect the NYSE data much or, if it did, does not affect our fi ndings.
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table 16.1 Opportunity Gains (Losses) per Trade to NASDAQ Market Makers from Informed Trades on the Average Stock on the Average Day, in Basis

Points by Size of Trade Averaged over Pre- and Postmandatory SOES Periods, January 1987–December 1999

Periods No. Months*

SOES-Eligible Trade Sizes 
(number of shares per trade)

1,000 sh. % 
of all £1,000

SOES ineligible 
1–5K100 101–499 500 501–999 1,000

A. NASDAQ
Pre-mandatory SOES (1/87–5/88) 10** 6 6 (16) 2 (16) 41% (11)
Adjustment (8/88–7/90) 22 8 9 (9) 3 (23) 53% (16)
Mature Mandatory SOES (8/90–1/94) 42 23 16 3 (4) (31) 61% (22)
500-share Maximum (2/94–3/95) 14 23 14 (6) (8) (28) 52% (21)
1,000 shares × 2 (4/95–12/96) 21 16 10 1 (7) (25) 67% (16)
Order Handling Rules (1/97–7/98) 19 8 2 (5) (8) (21) 60% (10)
100-share Maximum (8/98–12/99) 17 (11) (5) (10) (8) (14) 44% (4)
Average 8/90–12/96 (note 2) 21 14 1 (6) (29) 61% (20)

B. NYSE
Pre-mandatory SOES (1/87–5/88) 10** 0 (3) (6) (5) (6) 29% (6)
Adjustment (8/88–7/90) 22 (0) (2) (6) (4) (5) 29% (6)
Mature Mandatory SOES (8/90–1/94) 42 (1) (3) (7) (5) (6) 28% (7)
500-share Maximum (2/94–3/95) 14 (1) (2) (6) (4) (5) 30% (6)
1,000 shares × 2 (4/95–12/96) 21 (1) (2) (5) (4) (5) 30% (5)
Order Handling Rules (1/97–7/98) 19 (1) (2) (5) (3) (5) 31% (4)
100-share Maximum (8/98–12/99) 17 (2) (2) (6) (3) (5) 30% (4)

No. Months* 100 101–499 500 501–999 1,000 Other Day Trades 1–5 K

C. NASDAQ mandatory-SOES periods less pre-mandatory period means (note 2) less similar NYSE change
Adjustment (8/88–6/90) 22 3 2 6 (0) (5) (17) (5)
Mature Mandatory SOES (8/90–1/94) 42 18 10 19 (6) (10) (23) (10)
500-share Maximum (2/94–3/95) 14 18 7 0 (10) (10) (24) (10)
  500-share day trades (18)



Periods No. Months*

SOES-Eligible Trade Sizes 
(number of shares per trade)

1,000 sh. % 
of all <=1,000

SOES ineligible 
1–5K100 101–499 500 501–999 1,000

1,000 shares × 2 (4/95–12/96) 21 12 3 (3) (11) (5) (15) (5)
Order Handling Rules (1/97–7/98) 19 4 (6) (9) (13) (1) (19) (1)
100-share Maximum (8/98–12/99) 17 0 (12) (14) (12) 6 6
100-share day trades (14)
Average 8/90–12/96 [note 2] 77 17 7 10 (8) (9) (21) (9)

D. Statistical signifi cance of means at the .01 level or lower
Panel A: signifi cantly different from zero, all means except:
 “Order Handling Rules” period: 101–499 shares (.08 level)
 Signifi cantly different from “Pre-mandatory SOES” period means, all means except:
  “Adjustment” period: 501–999 shares (.09 level)
  “Order Handling Rules” period-100 shares (.02 level) and 1–5K shares (.09 level)
  “100-share Maximum” period: 1000 shares (.27 level)
Panel B: signifi cantly different from zero, all means
 Signifi cantly different from “Pre-mandatory SOES” period means, all means except:
  “Adjustment” period: 1,000 and 1–5 K shares
  “Mature Mandatory SOES” period: 101–499 shares (.04 level); 500 and 501–999 shares

table 16.1 Continued



Panel B: signifi cantly different from zero, all means
  “500-share Maximum” period: 1,000 shares (.06 level); 1–5 K shares
  “100-share Maximum” period: 500 shares (.03 level)
Panel C: signifi cantly different from zero, all means except:
  “Adjustment” period: 501–999 shares
  “Order Handling Rules” period: 1–5K shares
  “100-share Maximum” period: 1,000 shares

This table shows the opportunity gains (losses) to market makers ascribed to informed trades by SOES day traders and others, grouped according to trade size. The observations 
include stocks for which there are at least fi ve trades in a day and trades at least fi ve minutes later on the same side of the BBO, aggregated daily for each stock. The observations 
(stock days) are averaged over months and the months are averaged over periods that describe stages of SOES history. Panels A and B show the informed-trade losses (gains) for 
each of the periods (and the percentages of 1,000-share trades to total trades of 1,000 shares or less) for the NASDAQ and NYSE samples. Panel C reduces the NASDAQ amounts 
to those ascribed to mandatory SOES trading by subtracting the averages of informed-trade gains (losses) in the pre-mandatory SOES period from those in the following periods 
and also subtracting the change from the “Pre-mandatory SOES” period in informed-trade gains (losses) on the same-trade-size NYSE stocks, except for 500-share trades and 
100-share trades when these were the SOES maximum trade size, as described in note 1. The amounts estimated as due to day trades, rather than to trades of the same size 
when the size was the SOES maximum, are calculated with formula (1a) described in the text, using “1,000 sh.% of all b = 1,000” given in panel A to estimate the percentage of 
1,000-share trades made by SOES day traders. The amounts for other-than day trades (IT

O
) are described in note 1. Panel D indicates the statistical signifi cance of the means 

presented in panels A, B, and C

*Data for 4/87, 5/87, 8/87, 4/88, 7/88, 11/89, and 12/89 are not available.
**Excluding the 1987 market crash months of October, November, and December.
Note 1: Basis points for other-than day trades (IT

O
) for 1,000 share trades are basis points for 1–5 K trades; for 500-share and 100-share trades when these were the SOES-maximum

trade size, amount in previous period plus the change in 101–499-share trades from its previous period amount adjusted for the change in those periods of NYSE amounts for 500- 
or 100-share trades.
Note 2: Weighted by number of months; in panel B, excludes 500- and 100-share day trades listed with 100-share trades.
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Indeed, Harris and Hasbrouck (1996, table 7), who measure the ex post order 
performance of NYSE completely fi lled limit orders using a procedure similar to 
the one we employ, fi nd uniformly negative performance at a time (November 
1990–January 1991) when the market generally was rising.23 In our NYSE sample, 
the ranges of the mean number of negative basis points over the seven SOES peri-
ods for each trade size are: 100-share trades, 1–2; 101–499-share trades, 2–3; 500-
share trades, 5–7, 501–999-share trades, 4–5, 1,000- and 1–5K-share trades, 3–6. 
The changes in the means from period to period are either zero or one basis point 
and the maximum cumulative change is two basis points. None of the changes are 
signifi cant. Thus, the NYSE data are consistent with the hypothesis that SOES sub-
stantially affected informed trade gains and losses on NASDAQ and inconsistent 
with there having been a market-wide change in informed trading.

Adjustment for NASDAQ Informed Trades 
by Other-Than-SOES Day Traders

We employ two procedures for adjusting the NASDAQ data for trades by 
 other-than-SOES day traders from which we can separate losses from SOES day 
traders and other traders who make 1,000-, 500-, and 100-share trades, when these 
were the maximum SOES trade size: (1) deduction of informed-trade losses and 
gains in each trade size in the period before SOES was made mandatory, adjusted 
for contemporaneous changes in NYSE trades, and (2) calculations based on 
changes in the percentages of 1,000-, 500-, and 100-shares when these became and 
later no longer were the SOES maximum trade sizes.

As shown in fi gure 16.3 and panel A of table 16.1, market makers experienced 
informed-trade losses and gains before SOES was made mandatory in June 1988. 
After the SOES maximum trade size was reduced to 100 shares, largely after July 
1998, the levels of informed trade losses and gains generally returned to or toward 
these pre-mandatory SOES levels (particularly for 1,000-share trades), except 
for 100-share trades which then became the SOES maximum trade size. Conse-
quently, we estimate net mandatory-SOES-related informed-trade costs and gains 
(NIT) on NASDAQ (N) for each trade size (s) in a mandatory-SOES period (p), 
NIT

Nsp
, as follows. We start with the NASDAQ informed-trade basis points (IT

Nsp
)

and subtract the average basis points in the base “Pre-mandatory-SOES” period 

23. Battalio, Greene, Hatch, and Jennings (2002) also measure the performance of limit orders in 
October–November 1990 and fi nd small positive returns. However, they state: “the order pairs likely 
to be included in our performance measure are those associated with small positive returns. Thus our 
economic performance measure, by examining only order pairs with exactly one order fi ling, is likely 
to differ from the negative performance of Harris and Hasbrouck (1996) and SEC (1997) that include 
all fi lled orders” (ibid., note 16, p. 178).
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(excluding the 1987 market crash months, which only slightly affects the num-
bers) (IT

Nsb
). The difference, (IT

Nsp
 − IT

Nsb
), is the increase or decrease over the 

base. To account for changes due to other factors that occurred in the same period, 
we next subtract the comparable NYSE change (IT

Ysp
 − IT

Ysb
). Thus, NIT

Nsp
 = IT

Nsp

− IT
Nsb

 − (IT
Ysp

 − IT
Ysb

). Panel C of table 16.1 presents these differences.
The net informed-trade basis points include trades by both SOES day traders 

and other traders of 1,000 shares and, at times, 500 and 100 shares. We estimated 
the net informed-trade basis points on SOES day trades for each mandatory-SOES 
period by noting that the amounts that we calculate (NIT

Nsp
) are weighted averages 

of SOES day trades (NIT
DT

) and other informed trades (NIT
O
), where P

DT
 equals 

the percentage of the dollar volume of day trades to the dollar volume of total 
trades of the same share size:

= + −* * (1 ), orNsp DT DT O DTNIT NIT P NIT P  (16.1)

= − +1/ * ( ) .DT DT Nsp O ONIT P NIT NIT NIT  (16.1a)

For 1,000-share trades we determined P
DT

 by deducting the percentage of 1,000-
share trades in the “Pre-mandatory-SOES” period from the percentage in each sub-
sequent period (shown in the second column from the right in panel A of table 16.1 
labeled “1,000 sh. % of all <= 1,000”) and dividing the difference by that percentage 
to obtain an estimate of the percentage increase due to SOES day trading. P

DT
, thus 

calculated, is 23.6 percent in the “Adjustment” period, 33.3  percent in the “Mature 
Mandatory SOES” period, 21.7 percent in the “500-share Maximum” period, 39.0 
percent in the “1,000 Shares × 2” period, 32.1 percent in the “Order Handling 
Rules” period, and 6.5 percent in the “100-share Maximum” period. These percent-
ages tend to overestimate the proportion of SOES day trading to the extent that 
some of the proportional increase was in other 1,000-share trades. In particular, it 
might seem strange that when the maximum SOES trade size was reduced to 500 
shares, the percentage of 1,000-share trades declined by 9.1 percentage points to 52 
percent rather than to 41 percent, the percentage before SOES was made manda-
tory. As described earlier (discussion of fi gure 16.3), the bandits could effect 1,000-
share trades through venues other than SOES (e.g., SelectNet and telephone). Note, 
though, that lower P

DT
 would result in higher day-trade informed-trade losses. IT

O

is assumed to be equal to the NYSE-adjusted change on 1–5K-share trades of the 
same stocks. (Since NIT

Nsp
 is given, lower assumed values for NIT

O
 would yield 

higher values of NIT
DT

. ) Our calculation of informed-trade losses on day trades 
(NIT

DT
) is shown in panel C of table 16.1. These average informed-trade losses 

(which tend to be understated) range over the periods between 15 and 24 basis 
points and average 21 basis points over the 77 active-SOES months, 8/90–12/96 (20 
basis points if the “Adjustment” period was included).

For 500-share trades, when this was the maximum SOES trade size (2/94–3/95), 
the dollar volume of 500-share trades to the total dollar volume of trades of 1,000 
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shares or less increased by 10.4 percentage points (from 19.1 to 29.6 percent of the 
total), apparently due to SOES day trading. Thus, assuming that just previously 
there were no 500-share day trades, during the “500-share Maximum” period P

DT

equals 54.5 percent. During this period, informed-trade losses on 500-share trades 
increased by nine basis points, from a positive three to negative six basis points. 
We assumed that NIT

O
 is the same as the basis points in the previous period plus 

the NYSE-adjusted (negative) change in 101–499-share trades from its previous 
period basis points, from which we calculated average informed trade losses of 16 
basis points. During this period we also calculate average informed-trade losses 
for 1,000-share trades of 26 basis points, which is consistent with some day traders 
having shifted to SelectNet and telephone orders, as discussed earlier.

We used the same procedure to calculate informed-trade losses to SOES day 
traders who use 100-share trades in the “100-share Maximum” period. We calcu-
lated that P

DT
 is 116.2 percent. For NIT

O
 we use the previous period amount, 3 

basis points plus the NYSE-adjusted (negative) change in 101–499-share trades, 
from which we calculated informed-trade losses (NIT

DT
) of 14 basis points.

Market makers, though, obtained additional informed-trade gains from trades 
of 100, 101–499, and 500 shares (except when this was the maximum SOES size). 
We suggest that these gains are associated with SOES day trading, because they 
are due to market makers’ efforts to reduce informed-trade losses by updating 
quotes more rapidly, in part by having traders follow fewer stocks. We next mea-
sure the extent to which market makers acted to offset these increases in informed-
trade and other related trading costs (e.g., labor and equipment expense), thereby 
increasing effective spreads.24

V. The Effect of SOES Day Trades 
on Relative Effective Spreads

Measurement of RES

As noted earlier, market makers might react to higher informed-trade costs 
imposed by SOES day traders by increasing selling prices and decreasing buying 
prices for stock. We analyze the extent to which this occurred with relative effective 
spreads (RES). The effect on RES of the number of shares traded is accounted for 
by grouping the data into the six trade-size groups analyzed earlier. Within each 
trade size group, the RES for each stock for each trading day are averages of the 

24. We acknowledge the following limitations of the above analysis: (1) misclassifi cation of buys 
and sells by the Lee-Ready algorithm and (2) the increasing posting of limit orders on Instinet (and 
later their competitors) by buy-side traders attracted to earning the widened spread with patient trad-
ing. Both factors will, to a degree, distort this analysis.



 effective spreads on nasdaq and the nyse in the 1990s  397

RES on each trade; for the trade sizes that include a range (e.g., 101–499 shares), 
we weight the transactions by the number of shares traded. The observations are 
“stock-days.” The monthly data for NASDAQ stocks are presented in fi gure 16.4. 
RES on NYSE stocks are similar among the six trade sizes, with RES on 1,000-
share trades about eight basis points lower through 1991, after which the differ-
ence gradually declines to about three basis points, as shown in table 16.2, panel B. 
Over the 13 years studied, the NYSE RES follow the pattern shown in fi gure 16.1.

RES by Size of Trade

Figure 16.4 and table 16.2 extend and confi rm the analysis of RES shown in fi g-
ure 16.1 by trade size. We estimated the effect of SOES day trading on NASDAQ 
RES with the same procedure used for informed trades, as described in section IV. 
That is, we calculated the additional RES in the post-mandatory SOES periods by 
subtracting from the RES in each period the RES in the pre-mandatory SOES base 
period adjusted for the comparable NYSE change in RES, and then calculated the 
RES due to SOES day trades with equation (16.1a), where RES is substituted for 
informed trades (IT).
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table 16.2 Relative Effective Spreads (RES), Transactions on NASDAQ and the NYSE by size of trade averaged over pre- and 

post-mandatory SOES periods, January 1987–December 1999

SOES-Eligible Trade Sizes (Number of Shares per Trade)
SOES ineligible

1–5 KPeriods No. Months 100 101–499 500 501–999 1,000

A. NASDAQ
Pre-mandatory SOES (1/87–5/88) 10** 86 85 61 76 61 68
Adjustment (8/88–7/90) 22 82 82 58 71 55 60
Mature Mandatory SOES (8/90–1/94) 42 115 111 82 86 74 79
500-share Maximum (2/94–3/95) 14 111 106 80 80 71 77
1,000 shares × 2 (4/95–12/96) 21 98 95 76 75 72 74
Order Handling Rules (1/97–7/98) 19 76 73 57 60 57 60
100-share Maximum (8/98–12/99) 17 59 58 49 52 46 51
Average 7/90–12/96 (note 1) 77 110 105 80 82 73 78

B. NYSE
Pre-mandatory SOES (1/87–5/88) 10** 39 40 41 40 31 40
Adjustment (8/88–7/90) 22 36 36 36 34 27 32
Mature Mandatory SOES (8/90–1/94) 42 37 37 37 36 30 36
500-share Maximum (2/94–3/95) 14 33 34 34 33 28 35
1,000 shares × 2 (4/95–12/96) 21 29 30 30 30 26 32
Order Handling Rules (1/97–7/98) 19 23 24 24 24 21 26
100-share Maximum (8/98–12/99) 17 24 25 26 26 23 30
Average 7/90–12/96 (note 1) 77 34 34 35 34 28 35



C. NASDAQ less adjusted NYSE (NASDAQ less NYSE in the “Pre-Mandatory SOES” period)
Pre-mandatory SOES: NASDAQ less NYSE 10** 47 45 20 35 29 27
Adjustment (8/88–7/90) 22 (1) 1 2 2 (1) (7) 1
Mature Mandatory SOES (8/90–1/94) 42 31 29 24 15 15 13 16
500-share Maximum (2/94–3/95) 14 31 27 26 12 14 10 15
500-share day trades 28
1,000 shares × 2 (4/95–12/96) 21 22 20 25 10 17 20 15
Order Handling Rules (1/97–7/98) 19 6 4 13 1 7 8 6
100-share Maximum (8/98–12/99) 17 (12) (12) 3 (9) (7) (6)
100-share day trades (10)
Average 7/90–12/96 (note 1) 77 29 26 25 13 15 14 15

This table shows the RES accruing to market makers from SOES day traders and others, grouped according to trade size. For each transaction the RES are 
calculated as twice the absolute difference between the transaction price and the midpoint of the best bid and offer (BBO), divided by the midpoint price, 
in basis points, and are aggregated daily for each stock. The observations (stock days) are averaged over months, which are averaged over periods that 
describe stages in SOES history. Panels A and B show the RES on NASDAQ and NYSE trades. Panel C presents, for each period during which SOES was 
mandatory and trade size, the RES on NASDAQ stocks less the adjusted RES on NYSE stocks (RES plus the difference between the NASDAQ and NYSE 
RES in the “Pre-mandatory SOES” period). Panel C provides an estimate of the additional changes in RES associated with SOES, using equation (16.1a) 
as described in the text and in table 16.1.

All means are statistically signifi cantly different from zero at least at the .01 level, except panel C. Adjustment: 100, 101–499, 500 (5 percent level), 
1,000 (9 percent level), 1–5K. Order Handling Rules: 101–499 (5 percent level), 501–999. 100-share Maximum: 500.
*Data for 4/87, 5/87, 8/87, 4/88, 7/88, 11/89, and 12/89 are not available.
**Excluding the 1987 market crash months of October, November, and December.
Note 1: Weighted by number of months; in panel B, excludes 500- and 100-share day trades listed with 100-share trades.
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In the “Pre-mandatory SOES” period RES are ordered by trade size with the 
exception of 500- and 1,000-share trades, which have the lowest RES. This lends 
credence to the NASD’s assertion that some stale quotes were being picked off 
before SOES became mandatory. In the “Mature Mandatory SOES” period we 
see the dramatic increase in 100 and 101–499 RES accompanied by substantial 
increases in the other trade sizes. As SOES day trading increased through mid-
1990 (see fi gure 16.2), market makers increased their quoted offers and decreased 
their quoted bids, thereby increasing RES on shares traded at the quote, apparently 
to compensate for the informed trade losses and trading costs imposed by SOES 
day traders.

We ascribe the negative RES calculated for the “100-share Maximum” period 
primarily to the Order Handling Rules that became effective during 1997. The 
switch from 1/8th to 1/16th tick size in July 1997, accompanied by the elimination 
of the Excess Spread Rule, also contributed to the decline in RES.

Note that RES on 1,000-share trades did not increase as did RES on the smaller 
trade sizes, despite the higher informed trade and operating costs imposed on 
NASDAQ market makers. We believe this is due to two factors. One is that SOES 
day traders were able to obtain shares at quoted prices before the market mak-
ers could change the quotes, which is their essential strategy; this reduced their 
RES. The other factor is that they could bargain for prices within the quotes when 
laying off their inventory, similar to negotiations effect by other traders in large 
numbers of shares, as is shown next.

Trading inside the Spread

In the “Pre-mandatory SOES” period the percentage of trading inside the spread 
on NASDAQ was under 5 percent with a brief exception during the crash period 
(see fi gure 16.5). Apparently traders were for the most part satisfi ed with trading 
at the spread. Then in mid-1989 the widening of spreads was accompanied by a 
rapid increase in trading inside the spread, ordered by trade size. We ascribe this 
change as due to market makers giving preferential pricing to known institutional 
customers that were not SOESing them.

The percentage of larger-size (1K and 1–5K) trades inside the BBO increased, 
as shown in fi gure 16.5, from about 5 percent in mid-1989 to 22 and 27 percent in 
early 1994. Over this period, the percentages also increased for smaller trade sizes. 
These increases explain the approximate stability of RES through about March 
1996 for trades of 500 shares and larger, and through March 1994 for trades under 
500 shares, and the subsequent declines in RES through 1998. In the 77-month 
active SOES period, 7/90–12/96, NASDAQ RES averaged 77 and 110 basis points 
for 100- and 101–499-share trades, and between 73 and 80 basis points for the other 
trade sizes. In contrast, over this period, NYSE RES averaged 28 basis points for 
1,000-share trades and 34–35 basis points for the other trade sizes. The  percentage 
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of NASDAQ trades inside the BBO, though, continued to increase only for trades 
of 500 and fewer shares. By year-end 1999, NASDAQ RES were both lower and 
closer to each other than before SOES was made mandatory, and the percentages 
traded inside the BBO were similar at about 15 percent. A notable exception is the 
increase in the percentage of 100-share trades inside the BBO after this became the 
maximum SOES trade size.

In June 1989 Instinet became anonymous. Then dealers who wished to dis-
play their customers’ limit orders could do so without being subject to the one-
fourth unwritten quote-change rule and without being SOESed. Hence, two 
markets developed—NASDAQ Level II and Instinet (and other ECNs as they 
developed). Increasingly institutional trading migrated to ECNs, as refl ected in 
the widening gap between 100–499-share RES and the remainder. Since access 
to ECNs was by invitation only, retail business and SOES dealers (for the most 
part) were excluded from ECNs. Hence, both spreads and prices were much 
more favorable on Instinet. Consequently its volume soared and competition 
was attracted with the  formation of additional ECNs. Thus all of our metrics are 
increasingly skewed by ECN trading, which we are unable to distinguish from 
NASDAQ dealer trading.

40

35

30

25

20

15

10

5

0

P
er

ce
nt

1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999

<Pre Mandatory>
SOES

< 500-share >
Maximum

< 1000 Shares x 2 > <-100-Share->
Maximum

<Order Handling>
Rules

<          Adjustment          > <            Mature Mandatory SOES             >

fi gure 16.5 Percentage of NASDAQ Dollar Volume Traded Inside the BBO by Trade Size 

100 Share Trades = (˜), 101–499 = (¸), 500 = (ê), 501–999 = (™), 1000 = (▲), 

1–5K = ( )



402 fi nance

The Extent to Which Estimated Costs Imposed by Day 
Traders Explain the Increase in NASDAQ over NYSE RES

As shown in fi gure 16.3 and table 16.1, we estimate that SOES day traders imposed 
costs on market makers. These additional costs, taken alone, only partially explain 
the higher RES shown in fi gure 16.1, since we estimate that SOES day trades com-
prise less than a quarter of the volume of trades of 1,000 shares or less (see table 
16.1 panel 3). However, the opportunity cost of “informed” day trades is only part 
of the cost imposed on market makers by day traders. Faced with having to offer 
day traders a free option to take out or sell up to 5,000 shares at a quoted price 
before it could be changed, market makers reduced the number of companies each 
trader followed and invested in equipment that provide earlier warnings of inter-
ests in stocks followed. It also may be that market makers took advantage of their 
jointly experienced SOES day trades and increased selling prices and decreased 
buying prices more than necessary to offset costs imposed by day traders. Or, we 
may have underestimated the informed trade costs imposed by day traders.

Of course, some other factor not studied here or elsewhere may have played a 
role. As noted above, the possibilities suggested by other researchers are implicit 
collusion, preferencing, and payment for order fl ow. As also noted above, pref-
erencing and payment for order fl ow do not fi t the data pattern as there were no 
corresponding changes in these practices. If collusion were the prime mover, why 
were so many large traders permitted to trade inside the widened spreads? Conse-
quently, we believe that the most likely cause of the dramatic increase in trading 
inside the spread coincident with mandatory SOES is pressure from SOES bandits 
which widened spreads, but trading inside the spread which was granted to known 
institutional traders.25 The analysis of changes in the percentage of stocks quoted 
on even-eighths over the period studied, presented next, provides additional sup-
port for this explanation.

VI. Comparison with the Percentage of Even-Eighths

We examined the extent to which changes in SOES day trading and even-eighths 
quotations track changes in the difference in NASDAQ and NYSE RES over the 
13 years studied in fi gure 16.6. For SOES day trades we used the volume of trades 
at the SOES maximum size to total trades of 1,000 shares or less (denoted by tri-
angles). We followed the Christie-Schultz (1994) rule for determining the percent-
age of even-eighths quotes. If 75 percent of the time-weighted BBOs in a month 

25. Further, as previously noted many ECN trades would occur inside the NASDAQ Level II 
quote.
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were both at even eighths, we classifi ed the stock as “even-eighth.”26 Stocks quoted 
with an odd-sixteenth spread are less than 1 percent of the sample in all months 
prior to July 1997 and are but 4 percent in December 1997. However, in January 
1998 this percentage is 13 percent, and it increases monotonically to 26 percent in 
December 1999.

To facilitate comparison, we normalized the data to equal about zero initially 
by dividing the monthly data by their averages over the “Pre-mandatory-SOES” 
period (1/87–6/88). For the even-eighths sample the average is 51.3; thus, before 
SOES was made mandatory, half the actively traded stocks on NASDAQ were 
quoted on even eighths. If “avoidance” of odd-eighths quotes by market makers 
were a valid measure of collusion, it would appear that there was no collusion on 
NASDAQ before mid-1988.

26. We also computed the even-eighth percentages by restricting the sample to stocks with at least 
10 trades a day in 10 days of a month. This restriction increases the percentage of even-eighth quoted 
stocks by about two percentage points.

50

40

30

20

10

0

−10

−20

−30

In
de

x

1987 1988

Note: CS = publication of Christie–Schultz (1994) findings

1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999

<Pre Mandatory>
SOES

< 1000-Shares x 2 > <Absolute size>
Rule

<Order Handling>
Rules

< 500-share >
Maximum

<   Adjustment Period   > <            Mature Mandatory SOES             >

fi gure 16.6 Differences in Relative Effective Spreads (RES) on NASDAQ and NYSE, 

Percentages of Volume at Maximum SOES Trade Size to Total Dollar Volume of 1000 

Shares or Less, and Percentage of Stocks Quoted on Even Eighths, Monthly, 1987–99 All 

Normalized by Dividing by Averages over 1/87–6/88 NYSE–NASDAQ RES = (ê), SOES 

Maximum = (▲), % Even Eighths = (˜)



404 fi nance

Figure 16.6 shows a fairly close movement of all three series through 1994, with 
some important differences. The correlation coeffi cients of the RES Difference are 
83 percent for the SOES Maximum Percentage and 65 percent for the Percentage 
Even Eighths. The SOES Maximum Percentage leads RES during the “Adjustment 
Period,” while Percentage Even Eighths lags RES during this period and through 
most of the “Mature mandatory SOES” period. Interestingly, the percentage of 
even-eighths stocks increases through December 1992 and then plateaus through 
December 1994, before decreasing. Thus, there is almost no change in the percent-
age after publication of the Christie-Schultz fi ndings on May 26, 1994.27 Thereaf-
ter, the SOES Maximum Percentage tracks the RES very closely, with the exception 
of the “Actual Size Rule” period. (With these data from this period excluded, the 
correlation coeffi cient increases to 86 percent.) This appears to result from our 
having to assume that in the previous “Order Handling Rules” period the SOES 
maximum trade size was 1,000 shares for all stocks and the quoted depth then 
dropped to 100 shares, even though the decline in the SOES maximum was grad-
ual. In contrast, after 1994 the percentage of even-eighths stocks declines much 
more than the RES. One reason for the decline is that we included only even-
eighth-quoted stocks as “evens,” although with the adoption of sixteenths in 1997 
one might consider a two-sixteenth-quoted stock an even.

It appears that, in response to the informed-trade costs imposed by SOES day 
traders, NASDAQ market makers tended to round up or down their offers and 
bids, apparently to even numbers. As a result, the percentage of stocks quoted on 
even eighths increased. As market makers gained more experience with day trades 
and monitored stocks more closely by following fewer issues, they were able to 
be selective and more precise, particularly with respect to stocks for which there 
was much competition. Consequently, we believe, the percentage of even-eighths-
quoted stocks declined, but relative effective spreads did not decline until SOES 
was effectively phased out.

VII. Robustness Checks

In order to test the robustness of our fi ndings we conduct several further tests. 
While our sample generation procedure creates the largest possible sample size of 
both NASDAQ and NYSE stocks, individual stocks may drop in and out of the sam-
ple set month by month. Furthermore our adjustment of the NYSE RES to match 
that of NASDAQ during the base period may not adequate control for difference in 
NYSE and NASDAQ stocks over our entire test interval. To address these concerns 
we consider several different sample sets of portfolios and replicate our tests.

27. We examined the even-eighth percentage of a subsample of stocks that bridged 1994 and 1995 
and found a similar sharp decrease from December 1994 to January 1995.
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First, we form matched pairs of NASDAQ and NYSE stocks in each of our 
sample months using four Euclidean distance measures:
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 for i = price, share volume traded, volatility, and market cap. Then each of 

the four distance measures are normalized by subtracting their median value and 
dividing by their interquartile range (assuming that we have contaminated and 
nonnormal distributions) within each month. These metrics are then combined 
into an aggregate distance measure by
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with a double weight given to the price distance, since McInish and Wood (1992) 
fi nd that price is the most important spread determinant. The optimal combina-
tion of matched pairs that minimize the aggregate Euclidian distance within each 
sample month is found with the following linear programming model.
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where f
jk
 is the LP solution variable that will have a value of 1 if the jth NAS-

DAQ stock is paired with the kth NYSE stock and 0 otherwise.28 The D has a 
value of 0.1 percent of each of the right-hand-side values, which allows the LP 
to attain feasibility. The fi rst two constraints limit each NYSE and NASDAQ 
stock to entering at most once in the solution, while the third constraint forces 
30 percent of the NASDAQ stocks into the solution—a level selected to generate 
a suffi ciently large sample with the best possible matches between NASDAQ and 
NYSE stocks.29 The advantage of forming matched pairs in this manner is that 

28. The solution values, which are bounded between 0 and 1, will naturally gravitate to 0 or 1 since 
this LP is an assignment problem. The few positive solution values that are less than one are rounded 
to 0 or 1.

29. As more matches are required of the LP, the quality of each successive match will deteriorate.
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all possible combinations are examined simultaneously in deriving the optimal 
set of matched pairs.

Figure 16.1 recast with these matched pairs using trades with share volumes of 
1,000 and less is shown in fi gure 16.7. As can be seen the result is quite similar to 
that shown in fi gure 16.1.

We also calculated and graphed RES using observations with at least 10 trades 
a day (based on the possibility that day traders concentrated on actively traded 
stocks), medians instead of means, only stocks that traded throughout the period 
(202 on NASDAQ and 627 on the NYSE), only trades of 1,000 shares or less, 2,000 
shares or less, and so on by thousands through 5,000 shares or less, and fi nally all 
shares traded. In each case patterns quite similar to fi gure 16.1 result.30

30. These results will be provided upon request.
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VIII. Conclusions

We fi nd a remarkable pattern of RES on NASDAQ compared to NYSE stocks. 
From January through August 1989, RES on NASDAQ (plus 18.4 basis points) and 
the NYSE moved in very close concert. The difference then increased through the 
mid-1990s, and then decreased, until by year-end 1999 it returned to its pre-August 
1987 level. We consider the two hypotheses that were advanced to explain this phe-
nomenon, at least through 1994—“collusion” among NASDAQ market makers 
to widen spreads and “preferencing and payment for order fl ow,” which reduces 
competition, thereby widening spreads. Evidence is presented that is inconsistent 
with these hypotheses. We posit an alternative hypothesis that SOES day trad-
ing on NASDAQ was at least an important cause of the divergence in NASDAQ/
NYSE trading costs. This hypothesis is subjected to fi ve tests: the introduction of 
mandated SOES in June 1988, the change in the SOES maximum trade size from 
1,000 to 500 shares in January 1994 and then back again in March 1995, and the 
gradual and then the complete reduction of the SOES maximum trade size to 
100 shares after 1996. From the changes in volume of these and other trade sizes, 
we compute increases in informed trade costs incurred by NASDAQ market that 
appear due to SOES day traders and the changes in trades within the BBO quotes 
and relative effective spreads that we believe resulted therefrom. These fi ndings are 
contrasted with similar measurements of stocks traded on the NYSE, which did 
not have a mandatory SOES. The tests provide results that are consistent with the 
hypothesis that day trading, primarily through NASDAQ’s mandatory SOES, was 
largely responsible for the higher NASDAQ spreads. We also fi nd that the SOES 
system that was designed to benefi t small traders actually hurt them, as they bore 
the brunt of the higher spreads.

Prior empirical studies employ from one month to one year of data. Of neces-
sity such studies must assume an immediate correlation between SOES bandit 
trading and spreads, which presumes that market makers can anticipate such 
trading and adjust spreads accordingly. Our discussions with practitioners reveal 
that market makers could not anticipate such events. Furthermore, SOES banditry 
began slowly with the onset of mandatory SOES and continued through most 
of the 1990s, being mitigated with the Order Handling Rules that began with a 
phased introduction in June 1997, and the subsequent Absolute Size Rule. Thus, 
in our view only a sample window that covers the entire time period can capture 
the impact of SOES banditry.

Given the differences between NASDAQ and the NYSE—stock characteristics, 
market mechanisms, institutions trading net on NASDAQ and with commissions 
on the NYSE—we gross up NYSE RES to match those of the NASDAQ sample 
in our base period, January 1987–May 1988. Then we maintain the same scal-
ing factor for the remaining 9.5 years. A series of changes—some affecting just 
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one  market while others affect both—weaken this relationship over time. These 
include the rapid growth of ECNs on NASDAQ (which resulted from the pressure 
from SOES banditry), the tick size reduction to teenies in 1997, rule changes on 
both markets, and the impact of the DOJ NASD prosecution. Yet we take com-
fort from robustness checks and the convergence of NASDAQ and NYSE RES in 
1999 after the introduction of NASDAQ rule changes implemented to mitigate the 
infl uences of the bandits.

The blue-ribbon committee that recommend automatic execution of trades 
submitted over the SOES electronic network included senior market makers who 
had grown up in the dealer environment and who had little comprehension of 
the potential impact of electronic trading on this environment. They (and the 
SEC) failed to recognize the impact on dealer costs of traders being able to pick 
off stale quotes electronically with automatic executions. This failure spawned 
an enormous growth in SOES day traders who ultimately executed 20 percent of 
NASDAQ trades and who greatly increased NASDAQ trading costs over a decade. 
Furthermore, institutional traders, as well as market makers seeking to avoid inter-
acting with day traders, fueled the growth of ECNs—SOES day traders did not 
have access to ECNs. Thus, mandatory SOES executions not only affected spreads 
on NASDAQ in the 1990s, but continue to play out today, as ECNs have come to 
dominate trading in NASDAQ stocks. An important lesson from the SOES “exper-
iment” is that traders can and will take advantage of a system that offers them the 
opportunity to profi t from its weaknesses.

While we have focused primarily on the impact of SOES bandits on widened 
spreads and the resultant increased cost of trading, it is worth noting that a sub-
stantial cost was imposed on pension and mutual fund holders through front 
running institutional order fl ow. Specifi cally, bandits would identify the onset of 
institutional buy/selling, acquire existing liquidity and offer it back at worse prices, 
thereby increasing costs of the money funds. Hence the irony of mandatory SOES 
is that it not only hurt the intended benefi ciaries, small investors (as shown in 
fi gure 16.3), but fund holders also paid a dear price.
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