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## Preface

Recently, the non-associative algebraic analytic structures of the spaces of bounded complex harmonic functions and harmonic functionals, which are eigenfunctions of convolution operators on locally compact groups and their Fourier algebras, have been studied in detail in [13, 14]. It was proposed in [13] to further the investigation in the non-abelian matrix setting which should have wider applications. This research monograph presents some new results and developments in this connection. Indeed, we develop a general theory of matrix convolution operators on $L^{p}$ spaces of matrix functions on a locally compact group $G$, for $1 \leq p \leq \infty$, focusing on the spectral properties of these operators and their eigenfunctions, as well as convolution semigroups, and thereby the results in $[9,13,14]$ can be subsumed and viewed in perspective in this matrix context. In particular, we describe the $L^{p}$ spectrum of these operators and study the algebraic structures of eigenspaces, of which the one corresponding to the largest possible positive eigenvalue is the space of $L^{p}$ matrix harmonic functions. Of particular interest are the $L^{\infty}$ matrix harmonic functions which carry the structure of a Jordan triple system. We study contractivity properties of a convolution semigroup of matrix measures and its eigenspaces. Connections with harmonic functions on Riemannian manifolds are discussed.
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## Chapter 1 Introduction

Let $G$ be a locally compact group and $1 \leq p \leq \infty$. In this monograph, we study the basic structures of the convolution operators $f \mapsto f * \sigma$ on $L^{p}$ spaces of matrixvalued functions on $G$, induced by a matrix-valued measure $\sigma$ on $G$. This study is motivated by recent works in $[9,10,12-14,16]$ on complex and matrix-valued $\sigma$-harmonic functions on $G$ which are eigenfunctions of the operator $f \mapsto f * \sigma$, as well as their applications in [45] and the fact that a system of scalar convolution equations is equivalent to a matrix convolution equation. The ubiquity of matrixvalued functions gives another impetus to our investigation, for example, the matrix convolution $f * \sigma$ of a matrix distribution $f$ and a matrix measure $\sigma$ on $\mathbb{R}^{n}$ has been used in [49] to study partial differential and convolution equations and recently, applications of vector-valued $L^{2}$-convolution operators with matrix-valued kernels have been described in depth in [6], and the Fredholm properties of finite sums of weighted shift operators on $\ell^{p}$ spaces of Banach space valued functions on $\mathbb{Z}^{n}$ have been analysed in detail in [54]. Convolution operators on $L^{p}$ spaces of real and complex functions are well-studied in literature, however, there are at least two new elements in the matrix setting, namely, the non-commutativity of the matrix multiplication and the non-associative structures of the harmonic functions, which add complexity to the subject and often require more delicate treatment. Some of our results for matrix convolution operators are also new in the scalar case.

Among many well-known examples of convolution operators, the following is relevant to us. Let $G$ be a connected Lie group and let $\mathcal{L}$ be a second order $G$-invariant elliptic differential operator on $G$, annihilating the constant functions. Then $\mathcal{L}$ generates a convolution semigroup of probability measures $\left\{\sigma_{t}\right\}_{t>0}$ on $G$, giving rise to a strongly continuous contractive semigroup $T_{t}: L^{p}(G) \longrightarrow L^{p}(G)$ of convolution operators, where $1 \leq p<\infty$ and

$$
T_{0}=I, \quad T_{t}(f)=f * \sigma_{t} \quad(t>0)
$$

A function $f \in L^{\infty}(G)$ satisfies $T_{t}(f)=f$ for all $t>0$ if, and only if, it is $C^{2}$ and $\mathcal{L}$-harmonic on $G$, that is, $\mathcal{L} f=0$ (cf. [39] and [1, Proposition V.6]). Moreover, a $C^{2} L^{p}$-function $f$ on $G$ satisfies $\mathcal{L} f=\alpha f$ if, and only if, $T_{t}(f)=e^{\alpha t} f$ for all
$t>0$. A similar example in the matrix setting has been given in [9]. More generally, if $\mathcal{L}$ is a translation invariant Dirichlet form on a locally compact group $G$, then the semigroup it generates is also a semigroup of convolution operators on $L^{p}(G)$. In view of these examples, it is natural to include convolution semigroups $\left\{\sigma_{t}\right\}_{t>0}$ of matrix-valued measures in our study. Also, the 1-eigenspace $\left\{f \in L^{\infty}(G)\right.$ : $\left.f * \sigma_{t}=f\right\}$ of $T_{t}$, that is, the space of bounded $\sigma_{t}$-harmonic functions on $G$, will be of particular interest to us.

Now we outline the contents of the monograph. Let $M_{n}$ be the space of $n \times n$ complex matrices. We first introduce, in Chapter 2, $L^{p}$ spaces of $M_{n}$-valued functions on $G$, denoted by $L^{p}\left(G, M_{n}\right)$, as a setting for convolution operators. We recall some basic definitions and derive some results for scalar convolution operators in Section 2.1, for later reference. In Section 2.2, we discuss differentiability of the norm in $L^{p}\left(G, M_{n}\right)$. When $M_{n}$ is equipped with the Hilbert-Schmidt norm, we compute, in Proposition 2.2.5, the Gateaux derivative of the norm of $L^{p}\left(G, M_{n}\right)$. This is needed in Chapter 4 for proving some differential inequalities for matrix convolution semigroups in order to derive hypercontractive properties.

We study, in Chapter 3, the matrix convolution operators $T_{\sigma}: f \in L^{p}\left(G, M_{n}\right) \mapsto$ $f * \sigma \in L^{p}\left(G, M_{n}\right)$, where $\sigma$ is an $M_{n}$-valued measure. Due to non-commutativity of the matrix multiplication, we need to introduce the left convolution operator $L_{\sigma}: f \mapsto \sigma *_{\ell} f$ in order to have a consistent duality theory. In the scalar case, we have $T_{\sigma}=L_{\sigma}$. This gives another perspective of the difference between the scalar and matrix cases. We first characterise the matrix convolution operators $T_{\sigma}$, in Section 3.1, and show they are translation invariant operators satisfying some continuity condition. On the matrix $L^{1}$ space, they are exactly the operators commuting with left translations. This result is known to be false in the scalar case for $L^{p}$ spaces if $p \neq 1$, even when $G$ is abelian. We give precise results in the matrix setting for all $p$. In Section 3.2, we give necessary and sufficient conditions in Theorem 3.2.1 for weak compactness of the convolution operator $T_{\sigma}$ on the matrix $L^{1}$ and $L^{\infty}$ spaces. In Section 3.3, we focus on the spectral properties of $T_{\sigma}$. We prove various results concerning its spectrum and eigenvalues. To obtain these results, we introduce the matrix-valued Fourier transform and, for abelian groups $G$, the determinant of a matrix-valued measure $\sigma$ on $G$. The latter enables us to reduce some arguments to the scalar case. Among other results for abelian groups, we extend the Wiener-Levy theorem to the matrix setting and use it to show in Theorem 3.3.23 that, for an absolutely continuous matrix-valued measure $\sigma$ on an abelian group $G$, the $L^{p}$-spectrum of $T_{\sigma}$ is exactly the closure of the eigenvalues of matrices in the Fourier image of $\sigma$. For $p=2$, absolute continuity of $\sigma$ is not required and the result follows from a matrix version of the Plancherel theorem for $L^{2}\left(G, M_{n}\right)$. For non-abelian groups, computation of spectrum is known to be rather complicated and there seem to be fewer definitive results even in the scalar case. Nevertheless, we develop a device to study the $L^{2}$ spectrum by identifying the left convolution operator $L_{\sigma}$ on $L^{2}\left(G, M_{n}\right)$ as an element in the tensor product $C_{r}^{*}(G) \otimes M_{n}$ of the reduced group $\mathrm{C}^{*}$-algebra $C_{r}^{*}(G)$ and $M_{n}$. From this, we are able to deduce several spectral results for $T_{\sigma}$ and obtain an extension of the above result for $L^{2}$-spectrum to the non-abelian case. We show, in Corollary 3.3.39, that, for absolutely continuous
symmetric $\sigma$ and disregarding 0 , the $L^{2}$-spectrum of $T_{\sigma}$ consists of spectrum of each element in $\widehat{\sigma}\left(\widehat{G}_{r}\right)$, where $\widehat{\sigma}$ is the Fourier transform of $\sigma$ and $\widehat{G}_{r}$ is the reduced dual of $G$. However, for compact groups $G$ and absolutely continuous $\sigma$, the convolution operator $T_{\sigma}$ is compact and the above result for $L^{p}$-spectrum of $T_{\sigma}$ still holds in this case. As an application, we use the above result for $L^{2}$-spectrum to describe the spectrum, in Example 3.3.41, of a discrete Laplacian $\mathcal{L}_{d}$ of a (possibly infinite) homogeneous graph acted on by a discrete group. If, moreover, $\mathcal{L}_{d}$ acts on vectorvalued functions on the graph, its spectrum is called the vibrational spectrum in [20], because of its connection with vibrational modes of molecules, and our result also applies for the case of $M_{n}$-valued functions.

The last topic in Chapter 3 concerns the eigenspaces of $T_{\sigma}$ :

$$
H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\left\{f \in L^{p}\left(G, M_{n}\right): f * \sigma=\alpha f\right\}
$$

For $\alpha=\|\sigma\|$, which is the largest possible non-negative eigenvalue, the functions in $H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ are the $M_{n}$-valued $L^{p} \sigma$-harmonic functions on $G$. By normalizing, we consider the space $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ for $\|\sigma\|=1$ and discuss synthesis for complex-valued harmonic functions on abelian groups. For any group $G$, we show in Proposition 3.3.56 that there is a contractive projection from $L^{p}\left(G, M_{n}\right)$ onto $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ and that $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=H_{1}\left(L_{\tilde{\sigma}}, L^{q}\left(G, M_{n}\right)\right)^{*}$, for $\|\sigma\|=1$ and $1<p<\infty$. For $p=\infty$, this result was proved in [9] and it implies that the space $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ of bounded $\sigma$-harmonic functions carries the structure of a Jordan triple system. The triviality of $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$, that is, the absence of a non-constant function in $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$, is a Liouville type theorem for $\sigma$. Such a Liouville theorem has been proved in [16] when $G$ is nilpotent and $\sigma$ is positive and non-degenerate. When $\sigma$ is positive and adapted, it is not difficult to show that $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ is trivial for compact groups $G$ and for all $p$. For arbitrary groups, we show that $H_{1}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$ has dimension at most $n^{2}$.

In Section 3.4, we study Jordan structures of the eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ and discuss applications to harmonic functions on Riemannian symmetric spaces. To put things in perspective, we first explain how Jordan structures originated from the geometry of Riemannian symmetric spaces. It is therefore interesting that the eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$, which is closely related to harmonic functions on symmetric spaces, also carries a Jordan structure. A symmetric space can be represented as a right coset space $G / K$ of a Lie group $G$. Furstenberg [29] has characterised bounded harmonic functions on a symmetric space $\Omega=G / K$ of non-compact type in terms of convolution of a probability measure $\sigma$ on $G$. Making use of this and of our previous results, one can show that the space $H^{\infty}(\Omega, \mathbb{C})$ of bounded harmonic functions on $\Omega$ contains non-constant functions and has the structure of an abelian $\mathrm{C}^{*}$-algebra. This gives a Poisson representation of $H^{\infty}(\Omega, \mathbb{C})$. We should note that, although this Jordan $C^{*}$-approach is slightly different from [29] and is valid in the wider class of locally compact groups, it is based on the main ideas in [29]. The remaining Section 3.4 is devoted to determining when the space $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a Jordan subtriple of the von Neumann algebra $L^{\infty}(G)$.

The object of study in Chapter 4 is the convolution semigroup $\mathcal{S}=\left\{\sigma_{t}\right\}_{t>0}$ of matrix-valued measures on $G$. Our investigation is guided by two objectives. One is the application to harmonic functions on Lie groups. The other concerns contractivity properties of the semigroup. The semigroup $\left\{\sigma_{t}\right\}_{t>0}$ induces a semigroup $\left\{T_{\sigma_{t}}\right\}_{t>0}$ of convolution operators on $L^{p}\left(G, M_{n}\right)$. Hence our previous results and techniques can be used in this context. For instance, one can show that there is a contractive projection $P: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ with range

$$
\bigcap_{t>0} H_{1}\left(T_{\sigma_{t}}, L^{p}\left(G, M_{n}\right)\right)=\left\{f \in L^{p}\left(G, M_{n}\right): f=f * \sigma_{t} \text { for all } t>0\right\}
$$

which is the space of matrix $L^{p}$ harmonic functions for the generator of $\left\{T_{\sigma_{t}}\right\}$, and is denoted by $H_{\mathcal{S}}^{p}\left(G, M_{n}\right)$. It is a Jordan triple system when $p=\infty$. If $\sigma_{t} \geq 0$, the triviality of $H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right)$ implies that $G$ is amenable. If $\left\{\sigma_{t}\right\}_{t>0}$ is generated by the above elliptic operator $\mathcal{L}$ on a connected Lie group $G$, then $H_{\mathcal{S}}^{p}(G, \mathbb{C})$ is the space of $L^{p}$ $\mathcal{L}$-harmonic functions on $G$ and it follows from the spectral theory of $T_{\sigma}$ that all $L^{p} \mathcal{L}$-harmonic functions on $G$ are constant for $1 \leq p<\infty$ (cf. Proposition 4.1.8), and the bounded $\mathcal{L}$-harmonic functions form an abelian $\mathrm{C}^{*}$-algebra which also admits a Poisson representation. The latter result has been proved in [1]. We should remark that the non-existence of a non-constant $L^{p} \mathcal{L}$-harmonic function on Lie groups, for $1<p<\infty$, is well-known from a result of Yau [64] for complete Riemannian manifolds. However, an analogous result for $p=1$ requires non-negativity of the Ricci curvature and cannot be applied directly to Lie groups because Ricci curvature of a Riemannian metric can change sign in Lie groups [50]. In the last section, we extend Gross's result on hypercontractivity for semigroups [36] to the matrix setting, and show in Theorem 4.2 .5 that the matrix semigroup $\left\{T_{\sigma_{t}}\right\}_{t>0}$ is hypercontractive if, and only if, its generator satisfies a log-Sobolev type inequality.

## Chapter 2 <br> Lebesgue Spaces of Matrix Functions

In this Chapter, we introduce the notations and define the spaces $L^{p}\left(G, M_{n}\right)$ of matrix $L^{p}$ functions on locally compact groups $G$ as a setting for later developments. We recall some basic definitions and derive some results for convolution operators in the scalar case. We discuss differentiability of the norm in $L^{p}\left(G, M_{n}\right)$ which is needed later, and compute the Gateaux derivative of the norm when the matrix space $M_{n}$ is equipped with the Hilbert-Schmidt norm.

### 2.1 Preliminaries

We denote by $G$ throughout a locally compact group with identity $e$ and a right invariant Haar measure $\lambda$. To avoid the inconvenience of additional measure-theoretic technicalities, we assume throughout that $\lambda$ is $\sigma$-finite. If $G$ is compact, $\lambda$ is normalized to $\lambda(G)=1$.

Let $1 \leq p<\infty$. Given a complex Banach space $E$, we denote by $L^{p}(G, E)$ the Banach space of (equivalence classes of) $E$-valued Bochner integrable functions $f$ on $G$ satisfying

$$
\|f\|_{p}=\left(\int_{G}\|f(x)\|^{p} d \lambda(x)\right)^{\frac{1}{p}}<\infty
$$

(cf. [22, p.97]). We write $L^{p}(G)$ for $L^{p}(G, E)$ if $\operatorname{dim} E=1$. In the sequel, $E$ is usually the $C^{*}$-algebra $M_{n}$ of $n \times n$ complex matrices in which case, a function $f: G \longrightarrow M_{n}$ is an $n \times n$ matrix $\left(f_{i j}\right)$ of complex functions $f_{i j}$ on $G$.

We denote by $\mathcal{B}(E)$ the Banach algebra of bonded linear self-maps on a Banach space $E$.

Let $\operatorname{Tr}: M_{n} \rightarrow \mathbb{C}$ be the canonical trace of $M_{n}$. Every continuous linear functional $\varphi: M_{n} \rightarrow \mathbb{C}$ is of the form $\varphi(\cdot)=\operatorname{Tr}\left(\cdot A_{\varphi}\right)$ where the matrix $A_{\varphi} \in M_{n}$ is unique and $\|\varphi\|=\operatorname{Tr}\left(\left|A_{\varphi}\right|\right)=\operatorname{Tr}\left(\left(A_{\varphi}^{*} A_{\varphi}\right)^{1 / 2}\right)$ which is the trace-norm $\left\|A_{\varphi}\right\|_{t r}$ of $A_{\varphi}$. We will identify the dual $M_{n}^{*}$, via the map $\varphi \in M_{n}^{*} \mapsto A_{\varphi} \in M_{n}$, with the vector space $M_{n}$ equipped with the trace-norm $\|\cdot\|_{t r}$. If we equip $M_{n}$ with the Hilbert-Schmidt norm
$\|A\|_{h s}=\operatorname{Tr}\left(A^{*} A\right)^{1 / 2}$, then $M_{n}$ is a Hilbert space with inner product $\langle A, B\rangle=\operatorname{Tr}\left(B^{*} A\right)$. We note that the $\mathrm{C}^{*}$-norm, the trace-norm and the Hilbert-Schmidt norm on $M_{n}$ are related by

$$
\|\cdot\| \leq\|\cdot\|_{t r} \leq \sqrt{n}\|\cdot\|_{h s} \leq n\|\cdot\|
$$

and norm convergence is equivalent to entry-wise convergence in $M_{n}$.
If $M_{n}$ is equipped with the Hilbert-Schmidt norm, then $L^{2}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$ is a Hilbert space, with inner product

$$
\langle f, g\rangle_{2}=\int_{G} \operatorname{Tr}\left(f(x) g(x)^{*}\right) d \lambda(x)
$$

Since $\left\|f(x) g(x)^{*}\right\|_{h s} \leq\|f(x)\|_{h s}\|g(x)\|_{h s}$ for $f, g \in L^{2}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$, the Bochner integral

$$
\langle\langle f, g\rangle\rangle=\int_{G} f(x) g(x)^{*} d \lambda(x)
$$

exists in $M_{n}$ and defines an $M_{n}$-valued inner product, turning $L^{2}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$ into an inner product (left) $M_{n}$-module.

We denote by $L^{\infty}\left(G, M_{n}\right)$ the complex Banach space of $M_{n}$-valued essentially bounded (locally) $\lambda$-measurable functions on $G$, where $M_{n}$ is equipped with the $\mathrm{C}^{*}$ norm. It is a von Neumann algebra, with predual $L^{1}\left(G, M_{n}^{*}\right)$, under the pointwise product and involution:

$$
(f g)(x)=f(x) g(x), \quad f^{*}(x)=f(x)^{*} \quad\left(f, g \in L^{\infty}\left(G, M_{n}\right), x \in G\right)
$$

We will study convolution operators on $L^{p}\left(G, M_{n}\right)$ defined by matrix-valued measures. In this section, we first recall some basic definitions and derive some results for convolution operators on $L^{p}(G)$, for later reference. One important difference in the matrix setting is the presence of non-commutative and non-associative algebraic structures.

We equip the vector space $C(G)$ of complex continuous functions on $G$ with the topology of uniform convergence on compact sets in $G$, and denote by $C_{c}(G)$ the subspace of functions with compact support. The Banach space of bounded complex continuous functions on $G$ is denoted by $C_{b}(G)$. Let $C_{0}(G)$ be the Banach space of complex continuous functions on $G$ vanishing at infinity. The dual $C_{0}(G)^{*}$ identifies with the space $M(G)$ of complex regular Borel measures on $G$. Each $\mu \in M(G)$ has finite total variation $|\mu|$ and $M(G)$ is a unital Banach algebra in the total variation norm and the convolution product:
$\|\mu\|=|\mu|(G), \quad\langle f, \mu * v\rangle=\int_{G} \int_{G} f(x y) d \mu(x) d v(y) \quad\left(f \in C_{0}(G), \mu, v \in M(G)\right)$
where we always denote the duality of a dual pair of Banach spaces $E$ and $F$ by

$$
\langle\cdot, \cdot\rangle: E \times F \longrightarrow \mathbb{C}
$$

We also write $\mu(f)$ for $\langle f, \mu\rangle=\int_{G} f d \mu$. The unit mass at a point $a \in G$ is denoted by $\delta_{a}$ where $\delta_{e}$ is the identity in $M(G)$. A measure $\mu \in M(G)$ is called absolutely continuous if its total variation $|\mu|$ is absolutely continuous with respect to the Haar measure $\lambda$.

Given $\sigma \in M(G)$, the support of $\sigma$ is defined to be the support of its total variation $|\sigma|$ and is denoted by supp $\sigma$. We denote by $G_{\sigma}$ the closed subgroup of $G$ generated by the support of $|\sigma|$. A measure $\sigma \in M(G)$ is called adapted if $G_{\sigma}=G$. A measure $\sigma \in M(G)$ is said to be non-degenerate if supp $|\sigma|$ generates a dense semigroup in $G$. Evidently, every non-degenerate measure is adapted. An absolutely continuous (non-zero) measure on a connected group must be adapted.

By a (complex) measure $\mu$ on $G$, we will mean a measure $\mu \in M(G) \backslash\{0\}$.
The convolutions for Borel functions $f$ and $g$ on $G$, when exit, are defined by

$$
\begin{aligned}
& (f * g)(x)=\int_{G} f\left(x y^{-1}\right) g(y) d \lambda(y) \\
& (f * \mu)(x)=\int_{G} f\left(x y^{-1}\right) d \mu(y) \\
& (\mu * f)(x)=\int_{G} f\left(y^{-1} x\right) \triangle_{G}\left(y^{-1}\right) d \mu(y)
\end{aligned}
$$

where $\triangle_{G}$ is the modular function satisfying $d \lambda(x y)=\triangle_{G}(x) d \lambda(y)$ and $d \lambda\left(x^{-1}\right)=$ $\triangle_{G}\left(x^{-1}\right) d \lambda(x)$.

We denote by $\ell_{x}$ and $r_{x}$, respectively, the left and right translations by an element $x \in G$ :

$$
\ell_{x} f(y)=f\left(x^{-1} y\right), \quad r_{x} f(y)=f(y x) \quad(y \in G)
$$

for any function $f$ on $G$. A complex function $f$ on $G$ is left uniformly continuous if $\left\|r_{x} f-f\right\|_{\infty} \longrightarrow 0$ as $x \rightarrow e$. It is right uniformly continuous if $\left\|\ell_{x} f-f\right\|_{\infty} \longrightarrow 0$ as $x \rightarrow e$. We also write ${ }_{x} f=\ell_{x^{-1}} f$ and $f_{x}$ for $r_{x} f$.

We note that each $f \in C_{c}(G)$ is both left and right uniformly continuous, and for any $\mu \in M(G)$, we have $f * \mu \in C_{b}(G)$ since $|f * \mu(x)-f * \mu(y)| \leq\left\|\ell_{x y^{-1}} f-f\right\|\|\mu\|$. We also have

$$
\begin{equation*}
\langle f, \mu * v\rangle=\langle\widetilde{f}, \widetilde{v} * \widetilde{\mu}\rangle \tag{2.1}
\end{equation*}
$$

where $v \in M(G)$ and we define $\widetilde{f}(x)=f\left(x^{-1}\right)$ and $d \widetilde{\mu}(x)=d \mu\left(x^{-1}\right)$. Note that

$$
\widetilde{\mu}(f)=\mu(\widetilde{f})=(f * \mu)(e) \quad \text { and } \quad \widetilde{\mu * v}=\widetilde{v} * \widetilde{\mu}
$$

for $f \in C_{c}(G)$.
Let $\sigma \in M(G)$. For $1 \leq p \leq \infty$, we define the convolution operator $T_{\sigma}: L^{p}(G) \longrightarrow$ $L^{p}(G)$ by

$$
T_{\sigma}(f)=f * \sigma \quad\left(f \in L^{p}(G)\right)
$$

To avoid triviality, $\sigma$ is always non-zero for $T_{\sigma}$. The definition of $T_{\sigma}$ depends on its domain $L^{p}(G)$ although we often omit referring to it if there is no ambiguity. When regarded as an operator on $L^{p}(G)$, the operator $T_{\sigma}$ is easily seen to be bounded and we denote its norm by $\left\|T_{\sigma}\right\|_{p}$, or simply $\left\|T_{\sigma}\right\|$ in obvious context. We have $\left\|T_{\sigma}\right\|_{p} \leq\|\sigma\|$.

A convolution operator $T_{\sigma}: L^{p}(G) \longrightarrow L^{p}(G)$ commutes with left translations:

$$
\ell_{x} T_{\sigma}=T_{\sigma} \ell_{x} \quad(x \in G)
$$

Conversely, for abelian groups $G$, every translation invariant operator $T: L^{1}(G) \longrightarrow$ $L^{1}(G)$ is a convolution operator $T_{\sigma}$ for some $\sigma \in M(G)$ [55, 3.8.4]. However, this result does not hold for $1<p \leq \infty$, even if $G$ is compact and abelian [44, p.85]. We will characterise the more general matrix convolution operators in Chapter 3. In particular, the above $L^{1}$ result is generalized to the matrix-valued case, for all locally compact groups.

For $1 \leq p \leq \infty$, we denote by $q$ its conjugate exponent throughout, that is, $\frac{1}{p}+\frac{1}{q}=1$, and for the dual pairing $\langle\cdot, \cdot\rangle$ between $L^{p}(G)$ and $L^{q}(G)$, we have

$$
\begin{equation*}
\langle f * \sigma, h\rangle=\langle f, h * \tilde{\sigma}\rangle \tag{2.2}
\end{equation*}
$$

for $f \in L^{p}(G)$ and $h \in L^{q}(G)$. This implies that $T_{\sigma}$ is weakly continuous on $L^{p}(G)$ for $1 \leq p<\infty$, and is weak* continuous on $L^{\infty}(G)$. In particular, $T_{\sigma}$ is a weakly compact operator on $L^{p}(G)$ for $1<p<\infty$. For $p=1, \infty$, we will discuss presently weak compactness of $T_{\sigma}: L^{p}(G) \longrightarrow L^{p}(G)$, but we note the following two lemmas first.

Lemma 2.1.1. Let $\sigma \in M(G)$ and $p<\infty$. Let $T_{\sigma}^{*}: L^{q}(G) \longrightarrow L^{q}(G)$ be the dual map of the convolution operator $T_{\sigma}: L^{p}(G) \longrightarrow L^{p}(G)$. Then $T_{\sigma}^{*}=T_{\widetilde{\sigma}}$. The operator $T_{\sigma}$ : $L^{2}(G) \longrightarrow L^{2}(G)$ is self-adjoint if $\widetilde{\sigma}=\sigma$ is a real measure. The weak* continuous operator $T_{\sigma}: L^{\infty}(G) \longrightarrow L^{\infty}(G)$ has predual $T_{\widetilde{\sigma}}: L^{1}(G) \longrightarrow L^{1}(G)$.
Proof. By (2.2), we have $\left\langle f, T_{\sigma}^{*} h\right\rangle=\left\langle f, T_{\widetilde{\sigma}} h\right\rangle$ for $f \in L^{p}(G)$ and $h \in L^{q}(G)$. The adjoint of $T_{\sigma}$ in $\mathcal{B}\left(L^{2}(G)\right)$ is $T_{\widetilde{\bar{\sigma}}}$ where $\bar{\sigma}$ is the complex conjugate of $\sigma$.
Lemma 2.1.2. Let $\sigma \in M(G)$ and let $T_{\sigma}$ be the convolution operator on $L^{p}(G)$ for $p=1, \infty$. We have $\left\|T_{\sigma}\right\|_{1}=\left\|T_{\sigma}\right\|_{\infty}=\|\sigma\|$.
Proof. We have $\|\sigma\|=\sup \left\{\left|\int_{G} f d \sigma\right|: f \in C_{c}(G)\right.$ and $\left.\|f\| \leq 1\right\}$ in which

$$
\left|\int_{G} f d \sigma\right|=|\widetilde{f} * \sigma(e)| \leq\|\widetilde{f} * \sigma\|_{\infty} \leq\left\|T_{\sigma}\right\|_{\infty}
$$

where $\tilde{f} * \sigma \in C_{b}(G)$. Next, we have $\left\|T_{\sigma}\right\|_{1}=\left\|T_{\sigma}^{*}\right\|_{\infty}=\left\|T_{\widetilde{\sigma}}\right\|_{\infty}=\|\widetilde{\sigma}\|=\|\sigma\|$.
Remark 2.1.3. We note that $\left\|T_{\sigma}\right\|_{p}$ need not equal $\|\sigma\|$ if $1<p<\infty$. Indeed, if $\sigma$ is an adapted probability measure whose support contains the identity $e$ and if $\left\|T_{\sigma}\right\|_{p}=$ 1 for some $1<p<\infty$, then $G$ is amenable (see, for example, [4, Theorem 1]). On the other hand, if $G$ is amenable and $\sigma$ is a probability measure, then $\left\|T_{\sigma}\right\|_{p}=1$ for all $p$ (cf. [33, p.48]).

By Lemma 2.1.2, the spectral radius of $T_{\sigma} \in \mathcal{B}\left(L^{p}(G)\right)$, for $p=1, \infty$, is $\lim _{n}\left\|T_{\sigma}^{n}\right\|^{\frac{1}{n}}=\lim _{n}\left\|T_{\sigma^{n}}\right\|^{\frac{1}{n}}=\lim _{n}\left\|\sigma^{n}\right\|^{\frac{1}{n}}$ where $\sigma^{n}$ is the $n$-fold convolution of $\sigma$ with itself.

Lemma 2.1.4. Let $G$ be a compact group and let $\sigma \in M(G)$ be absolutely continuous. Then the convolution operator $T_{\sigma}: L^{p}(G) \longrightarrow L^{p}(G)$ is compact for every $p \in[1, \infty]$.
Proof. Let $\sigma=h \cdot \lambda$ for some $h \in L^{1}(G)$. Consider first $T_{\sigma}: L^{\infty}(G) \longrightarrow L^{\infty}(G)$. By absolute continuity of $\sigma$, we have $T_{\sigma}\left(L^{\infty}(G)\right) \subset C(G)$. Hence, by Arzela-Ascoli theorem, we need only show that the set

$$
\left\{T_{\sigma}(f):\|f\|_{\infty} \leq 1\right\}
$$

is equicontinuous in $C(G)$. Let $\varepsilon>0$. Pick $\varphi \in C_{C}(G)$ with support $K$ and $\|\varphi-h\|_{1}<\frac{\varepsilon}{4}$. Let $W$ be a compact neighbourhood of the identity $e \in G$. By uniform continuity, we can choose a compact neighbourhood $V \subset W$ of $e$ such that

$$
|\varphi(x)-\varphi(y)|<\frac{\varepsilon}{2 \lambda(K W)}
$$

whenever $x^{-1} y \in V$. Then

$$
\begin{aligned}
\left\|\varphi_{x}-\varphi_{y}\right\|_{1} & =\int_{G}|\varphi(z x)-\varphi(z y)| d \lambda(z) \\
& =\int_{K W}\left|\varphi(z)-\varphi\left(z x^{-1} y\right)\right| d \lambda(z)<\frac{\varepsilon}{2}
\end{aligned}
$$

It follows that, for $x^{-1} y \in V$ and $\|f\|_{\infty} \leq 1$, we have

$$
\begin{aligned}
\left|T_{\sigma}(f)(x)-T_{\sigma}(f)(y)\right| & =\left|\int_{G} f\left(x z^{-1}\right) h(z) d \lambda(z)-\int_{G} f\left(y z^{-1}\right) h(z) d \lambda(z)\right| \\
& \leq \int_{G}\left|f\left(z^{-1}\right) h(z x)-f\left(z^{-1}\right) h(z y)\right| d \lambda(z) \\
& \leq\|f\|_{\infty}\left\|h_{x}-h_{y}\right\|_{1} \\
& \leq\|f\|_{\infty}\left(\left\|h_{x}-\varphi_{x}\right\|_{1}+\left\|\varphi_{x}-\varphi_{y}\right\|_{1}+\left\|h_{y}-\varphi_{y}\right\|_{1}\right)<\varepsilon
\end{aligned}
$$

which proves equicontinuity and hence, compactness of $T_{\sigma}: L^{\infty}(G) \longrightarrow L^{\infty}(G)$.
Likewise $T_{\widetilde{\sigma}}: L^{\infty}(G) \longrightarrow L^{\infty}(G)$ is compact and therefore $T_{\sigma}: L^{1}(G) \longrightarrow L^{1}(G)$ is compact.

Let $1<p<\infty$. Let $\left(h_{n}\right)$ be a sequence in $C(G)$ such that $\left\|h_{n}-h\right\|_{1} \longrightarrow 0$. Then $T_{\sigma}=\lim _{n \rightarrow \infty} T_{\sigma_{n}}$ in $\mathcal{B}\left(L^{p}(G)\right)$, where $\sigma_{n}=h_{n} \cdot \lambda$. Hence it suffices to show compactness of $T_{\sigma}$ on $L^{p}(G)$ for the case $h \in C(G)$.

Let $\left(f_{n}\right)$ be a sequence in the unit ball of $L^{p}(G)$. Then $\left\|f_{n}\right\|_{1} \leq 1$ for all $n$ and compactness of $T_{\sigma}: L^{1}(G) \longrightarrow L^{1}(G)$ implies that the sequence $\left(\bar{f}_{n} * \sigma\right)$ contains a subsequence $L^{1}$-converging to some $f \in L^{1}(G)$, and hence a subsequence ( $f_{k} * \sigma$ ) converging pointwise to $f \lambda$-almost everywhere. Since $h \in C(G)$, we have $\| f_{k} *$ $\sigma\left\|_{\infty} \leq\right\| f_{k}\left\|_{p}\right\| h\left\|_{q} \leq\right\| h \|_{q}$ for all $k$, and $f \in L^{\infty}(G)$. It follows that

$$
\left\|f_{k} * \sigma-f\right\|_{p}^{p} \leq\left\|f_{k} * \sigma-f\right\|_{1}\left\|f_{k} * \sigma-f\right\|_{\infty}^{p-1} \longrightarrow 0 \quad \text { as } k \rightarrow \infty
$$

This proves compactness of $T_{\sigma}: L^{p}(G) \longrightarrow L^{p}(G)$.
Remark 2.1.5. The above result is clearly false if $\sigma$ is not absolute continuous, for instance, $T_{\sigma}$ is the identity operator if $\sigma=\delta_{e}$.

A compactness criterion has been given in [48] for a class of convolution operators of the form $f \in L^{1}(G) \mapsto f * F \in C(G)$ where $F \in L^{\infty}(G)$ and $G$ is compact abelian. Compactness of the composition of a convolution operator with a multiplier has also been considered in [59, 60]. Fredholmness of convolution operators on locally compact groups has been studied in $[54,59,61]$.

Proposition 2.1.6. Let $\sigma$ be a positive measure on a group $G$ such that $\sigma^{2} * \tilde{\sigma}^{2}$ is adapted. Let $T_{\sigma}$ be the associated convolution operator. The following conditions are equivalent.
(i) $T_{\sigma}: L^{1}(G) \longrightarrow L^{1}(G)$ is weakly compact.
(ii) $T_{\sigma}: L^{1}(G) \longrightarrow L^{1}(G)$ is compact.
(iii) $T_{\sigma}: L^{\infty}(G) \longrightarrow L^{\infty}(G)$ is weakly compact.
(iv) $T_{\sigma}: L^{\infty}(G) \longrightarrow L^{\infty}(G)$ is compact.
(v) $T_{\sigma}: L^{p}(G) \longrightarrow L^{p}(G)$ is compact for all $p \in[1, \infty]$.
(vi) $G$ is compact and $\sigma$ is absolutely continuous.

Proof. (i) $\Longrightarrow$ (vi). We first prove compactness of $G$. Note that $L^{1}(G)$ has the Dunford-Pettis property and in particular, every weakly compact operator on $L^{1}(G)$ sends weakly compact subsets to norm compact sets [22, p.154]. Hence weak compactness of $T_{\sigma}$ implies that the operator $T_{\sigma}^{2}: L^{1}(G) \longrightarrow L^{1}(G)$ is compact, and so is the operator $T_{\sigma * \sigma * \tilde{\sigma} * \tilde{\sigma}}=T_{\tilde{\sigma}}^{2} T_{\sigma}^{2}$. Since $\sigma^{2} * \tilde{\sigma}^{2}$ is a positive measure, the spectral radius of $T_{\sigma^{2} * \tilde{\sigma}^{2}}$ is $\sigma(G)^{4}$, by a remark before Lemma 2.1.4. On the Hilbert space $L^{2}(G)$, the operator $T_{\sigma^{2} * \tilde{\sigma}^{2}}=T_{\sigma^{2}}^{*} T_{\sigma^{2}}$ is a positive operator and therefore has only non-negative eigenvalues. The eigenvalues of $T_{\sigma^{2} * \tilde{\sigma}^{2}} \in \mathcal{B}\left(L^{1}(G)\right)$ are also eigenvalues of $T_{\sigma^{2} * \widetilde{\sigma}^{2}} \in \mathcal{B}\left(L^{2}(G)\right)$ and therefore non-negative. It follows that $\sigma(G)^{4}$ is an eigenvalue of the compact operator $T_{\sigma^{2} * \tilde{\sigma}^{2}} \in \mathcal{B}\left(L^{1}(G)\right)$, that is, there is a nonzero function $f \in L^{1}(G)$ satisfying $f * \sigma^{2} * \widetilde{\sigma}^{2}=\sigma(G)^{4} f$. Note that the measure $\sigma(G)^{-4} \sigma^{2} * \tilde{\sigma}^{2}$ is an adapted probability measure on $G$. Now, by [10, Theorem 3.12], $f$ is constant which implies that $G$ must be compact.

Next, we show that $\sigma$ is absolutely continuous. By the Dunford-Pettis-Phillips Theorem [22, p.75], there is an essentially bounded function $g: G \longrightarrow L^{1}(G)$ such that

$$
T_{\sigma}(f)=\int_{G} f g d \lambda \quad\left(f \in L^{1}(G)\right)
$$

Now the arguments in [22, p.91] can still be applied without commutativity of $G$. Let $a \in G$. For each $f \in L^{1}(G)$, we have, for $\lambda$-a.e. $y$,

$$
\begin{aligned}
\int_{G} f(x) g(x)(y) d \lambda(x) & =T_{\sigma} f(y)=\ell_{a^{-1}} T_{\sigma}\left(\ell_{a} f\right)(y) \\
& =\int_{G}\left(\ell_{a} f\right)(x) g(x)(a y) d \lambda(x) \\
& =\int_{G} f\left(a^{-1} x\right) g(x)(a y) d \lambda(x) \\
& =\int_{G} f(x) g(a x)(a y) d \lambda(x)
\end{aligned}
$$

It follows that

$$
g(a x)(a y)=g(x)(y)
$$

for $\lambda$-a.e. $x$ and $y$. This implies that, for each $f \in C(G)$, the function

$$
F(y)=\int_{G} f(x) g\left(y x^{-1}\right)(y) d \lambda(x) \quad(y \in G)
$$

is invariant under the left translations $\ell_{a}$ for all $a \in G$. Using compactness of $G$, one can show that $F$ is constant $\lambda$-almost every on $G$, as in [22, p.91], and hence we have,

$$
\begin{equation*}
F(y)=\int_{G} F(z) d \lambda(z)=\int_{G} \int_{G} f(x) g\left(z x^{-1}\right)(x) d \lambda(x) d \lambda(z) \tag{2.3}
\end{equation*}
$$

for $\lambda$-a.e. $y$. Let $h \in L^{1}(G)$ be defined by

$$
h(x)=\int_{G} g\left(y x^{-1}\right)(y) d \lambda(y) .
$$

We show that $f * \sigma=f * h$ for each $f \in C(G) \subset L^{1}(G)$ which then yields absolutely continuity of $\sigma$. Indeed, for each $k \in L^{\infty}(G)$, we have

$$
\begin{aligned}
\langle k, f * h\rangle & =\int_{G} k(y) \int_{G} f\left(y x^{-1}\right) h(x) d \lambda(x) d \lambda(y) \\
& =\int_{G} k(y) \int_{G} \int_{G} f\left(y x^{-1}\right) g\left(z x^{-1}\right)(z) d \lambda(x) d \lambda(z) d \lambda(y) \\
& =\int_{G} k(y) \int_{G} f\left(y x^{-1}\right) g\left(y x^{-1}\right)(y) d \lambda(x) d \lambda(y) \quad(\text { by }(2.3)) \\
& =\int_{G} k(y) f * \sigma(y) d \lambda(y)=\langle k, f * \sigma\rangle
\end{aligned}
$$

which concludes the proof.
(vi) $\Longrightarrow$ (v). By Lemma 2.1.4.
(v) $\Longrightarrow$ (iv) $\Longrightarrow$ (iii). Trivial.
(iii) $\Longrightarrow$ (ii). The given condition implies that $\left.T_{\widetilde{\sigma}}: L^{1} G\right) \longrightarrow L^{1}(G)$ is weakly compact. Repeating (i) $\Longrightarrow(\mathrm{v}) \Longrightarrow$ (iv) for $\widetilde{\sigma}$, we see that $T_{\tilde{\sigma}}: L^{\infty}(G) \longrightarrow L^{\infty}(G)$ is compact, and hence $T_{\sigma}: L^{1}(G) \longrightarrow L^{1}(G)$ is compact.
(ii) $\Longrightarrow$ (i). Trivial.

Remark 2.1.7. In (i) $\Longrightarrow$ (vi) above, the proof of absolute continuity of $\sigma$ from weak compactness of $T_{\sigma} \in B\left(L^{1}(G)\right)$ is valid for any measure $\sigma$ on a compact group $G$, without adaptedness of $\sigma^{2} * \widetilde{\sigma}^{2}$.

Corollary 2.1.8. Given a positive absolutely continuous measure $\sigma$ on a connected group $G$, the following conditions are equivalent.
(i) $T_{\sigma}: L^{1}(G) \longrightarrow L^{1}(G)$ is weakly compact.
(ii) $T_{\sigma}: L^{\infty}(G) \longrightarrow L^{\infty}(G)$ is weakly compact.
(iii) $T_{\sigma}: L^{p}(G) \longrightarrow L^{p}(G)$ is compact for all $p \in[1, \infty]$.
(iv) $G$ is compact.

Proof. This is because absolutely continuous measures on a connected group are adapted.

Definition 2.1.9. The spectrum of an element $a$ in a unital Banach algebra $\mathcal{A}$ is denoted by $\operatorname{Spec}_{\mathcal{A}} a$ which is often shortened to $\operatorname{Spec} a$ if the Banach algebra $\mathcal{A}$ is understood. For $1 \leq p \leq \infty$, we write $\operatorname{Spec}\left(T_{\sigma}, L^{p}(G)\right)$, or simply, $\operatorname{Spec}\left(T_{\sigma}, L^{p}\right)$, for the spectrum $\operatorname{Spec} T_{\sigma}$, when regarding $T_{\sigma} \in \mathcal{B}\left(L^{p}(G)\right)$. We denote by $\Lambda\left(T_{\sigma}, L^{p}(G)\right)$, or simply, $\Lambda\left(T_{\sigma}, L^{p}\right)$, the set of eigenvalues of $T_{\sigma}: L^{p}(G) \longrightarrow L^{p}(G)$.

Given any Banach algebra $\mathcal{A}$ and an element $a \in \mathcal{A}$, we define, as usual, the quasi-spectrum of $a$, denoted by $\operatorname{Spec}_{\mathcal{A}}^{\prime} a$, to be the spectrum $\operatorname{Spec}_{\mathcal{A}_{1}} a$ of $a$ in the unit extension $\mathcal{A}_{1}$ of $\mathcal{A}$. We always have $0 \in \operatorname{Spec}_{\mathcal{A}}^{\prime} a$. If $\mathcal{A}$ has an identity, then we have

$$
\operatorname{Spec}_{\mathcal{A}}^{\prime} a=\operatorname{Spec}_{\mathcal{A}} a \cup\{0\} .
$$

We recall that

$$
\operatorname{Spec}\left(T_{\sigma}, L^{p}\right)=\Lambda\left(T_{\sigma}, L^{p}\right) \cup \operatorname{Spec}^{r}\left(T_{\sigma}, L^{p}\right) \cup \operatorname{Spec}^{c}\left(T_{\sigma}, L^{p}\right)
$$

where $\operatorname{Spec}^{r}\left(T_{\sigma}, L^{p}\right)$ denotes the residue spectrum of $T_{\sigma}$, consisting of $\alpha \in$ $\operatorname{Spec}\left(T_{\sigma}, L^{p}\right) \backslash \Lambda\left(T_{\sigma}, L^{p}\right)$ satisfying

$$
\overline{\left(T_{\sigma}-\alpha I\right)\left(L^{p}(G)\right)} \neq L^{p}(G)
$$

and $\operatorname{Spec}^{c}\left(T_{\sigma}, L^{p}\right)$ denotes the continuous spectrum of $T_{\sigma}$, consisting of $\alpha \in$ $\operatorname{Spec}\left(T_{\sigma}, L^{p}\right) \backslash \Lambda\left(T_{\sigma}, L^{p}\right)$ such that

$$
\overline{\left(T_{\sigma}-\alpha I\right)\left(L^{p}(G)\right)}=L^{p}(G) .
$$

Since $T_{\sigma}^{*}=T_{\widetilde{\sigma}}$ for $p<\infty$, we have

$$
\operatorname{Spec}\left(T_{\sigma}, L^{p}\right)=\operatorname{Spec}\left(T_{\widetilde{\sigma}}, L^{q}\right)
$$

for $1 \leq p<\infty$, and also $\operatorname{Spec}\left(T_{\sigma}, L^{\infty}\right)=\operatorname{Spec}\left(T_{\widetilde{\sigma}}, L^{1}\right)$.
We denote by Spec $\sigma$ the spectrum of $\sigma$ in the measure algebra $M(G)$. Note that $\operatorname{Spec} \sigma=\operatorname{Spec} \widetilde{\sigma}$ since $\widetilde{\sigma} * \widetilde{\mu}=\widetilde{\mu * \sigma}$ for each $\mu \in M(G)$.

Given a locally compact group $G$, we let $\widehat{G}$ be the dual space consisting of (the equivalence classes of) continuous unitary irreducible representations $\pi: G \longrightarrow$ $\mathcal{B}\left(H_{\pi}\right)$, where $H_{\pi}$ is a Hilbert space. Let $\imath \in \widehat{G}$ be the one-dimensional identity representation. For $\pi \in \widehat{G}, \sigma \in M(G)$ and $f \in L^{1}(G)$, we define the Fourier transforms:

$$
\begin{aligned}
& \widehat{\sigma}(\pi)=\int_{G} \pi\left(x^{-1}\right) d \sigma(x) \in \mathcal{B}\left(H_{\pi}\right) \\
& \widehat{f}(\pi)=\int_{G} f(x) \pi\left(x^{-1}\right) d \lambda(x) \in \mathcal{B}\left(H_{\pi}\right)
\end{aligned}
$$

We have $\widehat{f * \sigma}(\pi)=\widehat{\sigma}(\pi) \widehat{f}(\pi)$ and $\widehat{\mu * \sigma}(\pi)=\widehat{\sigma}(\pi) \widehat{\mu}(\pi)$ for $\mu \in M(G)$.
The spectrum $\operatorname{Spec}_{\mathcal{B}\left(H_{\pi}\right)} \widehat{\sigma}(\pi)$ of $\widehat{\sigma}(\pi) \in \mathcal{B}\left(H_{\pi}\right)$ will be written as $\operatorname{Spec} \widehat{\sigma}(\pi)$ if no confusion is likely.

If $G$ is abelian, $\widehat{G}$ is the group of characters and we often use the letter $\chi$ to denote an element in $\widehat{G}$. For $1<p<2$ and $f \in L^{p}(G)$, we define the Fourier transform $\widehat{f} \in L^{q}(\widehat{G})$ via Riesz-Thorin interpolation.

A continuous homomorphism $\chi$ from an abelian group $G$ to the multiplicative group $\mathbb{C} \backslash\{0\}$ is called a generalized character. For such a character $\chi$ with $|\chi(\cdot)| \leq 1$, one can still define $\widehat{\sigma}(\chi)$ as above. The spectrum $\Omega(G)$ of the Banach algebra $M(G)$, i.e., the non-zero multiplicative functionals on $M(G)$, identifies with the generalized characters $\chi$ of $G$ with $|\chi(\cdot)| \leq 1$, and by Gelfand theory, we have Spec $\sigma=\widehat{\sigma}(\Omega(G))$ which contains $\widehat{\sigma}(\widehat{G})$. The spectrum of $L^{1}(G)$ identifies with the dual group $\widehat{G}$ and if $G$ is discrete, then $M(G)=\ell^{1}(G)$ and $\operatorname{Spec} \sigma=\operatorname{Spec}_{\ell^{1}(\mathrm{G})} \sigma=$ $\widehat{\sigma}(\widehat{\mathrm{G}})$. For arbitrary groups, we have the following result.

Lemma 2.1.10. Let $\sigma$ be a complex measure on a group $G$. Then

$$
\Lambda\left(T_{\sigma}, L^{1}\right) \subset \bigcup_{\pi \in \widehat{G}} \operatorname{Spec} \widehat{\sigma}(\pi) \subset \operatorname{Spec} \sigma
$$

The inclusions are strict in general.
Proof. Similar inclusions hold in the more general matrix setting for which a simple proof will be given in Proposition 3.3.8. If $\sigma$ is an adapted probability measure and $G$ is non-compact, then by [10, Theorem 3.12], $1 \notin \Lambda\left(T_{\sigma}, L^{1}\right)$ while $1 \in \operatorname{Spec} \imath(\sigma)$ where $\imath \in \widehat{G}$ is the identity representation.

If $G$ is abelian, then $\widehat{\sigma}(\widehat{G})=\bigcup_{\pi \in \widehat{G}} \operatorname{Spec} \widehat{\sigma}(\pi)$ and Example 3.3 .4 shows that the last inclusion can be strict. In fact, even the closure $\overline{\hat{\sigma}(\widehat{G})}$ may not equal Spec $\sigma$ by Remark 3.3.24.

It has been shown in [10, Lemma 3.11] that $1 \notin \bigcup_{\pi \in \widehat{G} \backslash\{i\}} \operatorname{Spec} \widehat{\sigma}(\pi)$ if $\sigma$ is an adapted probability measure on a locally compact group $G$. In general, there seem to be few definitive results concerning the spectrum of $T_{\sigma}$ for non-abelian groups. We will consider this case in Chapter 3 and prove various results there.

We will make use of a version of the Wiener-Levy theorem, stated below, which has been proved in [55, Theorem 6.2.4] and will be generalized to the matrix setting in Chapter 3.

Lemma 2.1.11. Let $\Omega$ be an open set in $\mathbb{C}$ and let $F: \Omega \longrightarrow \mathbb{C}$ be a real analytic function satisfying $F(0)=0$ if $0 \in \Omega$. Given an abelian group $G$ and a function $f \in L^{1}(G)$ such that $\widehat{\widehat{f}(\widehat{G})} \subset \Omega$, then $F(\widehat{f})$ is the Fourier transform of an $L^{1}(G)$ function.

Example 2.1.12. For the Cauchy distribution

$$
d \sigma_{t}(x)=\frac{t}{\pi\left(t^{2}+x^{2}\right)} d x \quad(t>0)
$$

on $\mathbb{R}$, we have $\widehat{\sigma}_{t}(\widehat{\mathbb{R}})=\{\exp (-t|x|): x \in \mathbb{R}\}=(0,1]=\operatorname{Spec}\left(T_{\sigma}, L^{p}\right) \backslash\{0\}=$ $\Lambda\left(T_{\sigma_{t}}, L^{\infty}\right)$.

Example 2.1.13. Let $G$ be any locally compact group and let $\sigma=\delta_{a}$ be the unit mass at $a \in G$. Then $T_{\sigma}$ is a translation on $L^{p}(G)$ and we have

$$
\operatorname{Spec}\left(T_{\sigma}, L^{\infty}\right) \subset\{\alpha:|\alpha|=1\}
$$

If $G=\mathbb{T}$ and $a=i$, then $L^{\infty}(\mathbb{T}) \subset L^{2}(\mathbb{T})$ and $\operatorname{Spec}\left(T_{\sigma}, L^{\infty}\right)=\operatorname{Spec}\left(T_{\sigma}, L^{2}\right)=$ $\widehat{\sigma}(\mathbb{Z})=\{\exp (-i n \pi / 2): n \in \mathbb{Z}\}=\{ \pm 1, \pm i\} \neq\{\alpha:|\alpha|=1\}$.

If $G=\mathbb{Z}$ and $a=1$, then $\operatorname{Spec}\left(T_{\sigma}, \ell^{2}\right)=\{\alpha:|\alpha|=1\}=\operatorname{Spec}\left(T_{\sigma}, \ell^{\infty}\right)$.
If $G=\mathbb{R}$ and $a \neq 0$, then $\operatorname{Spec}\left(T_{\sigma}, L^{p}\right)=\{\alpha:|\alpha|=1\}=\Lambda\left(T_{\sigma}, L^{\infty}\right)$ as $\widehat{\delta}_{a}(\widehat{\mathbb{R}})=$ $\{\exp (-i a \theta): \theta \in \mathbb{R}\}$.

Next consider the measure $\mu=\frac{1}{2}\left(\delta_{0}+\delta_{1}\right)$ on $\mathbb{R}$. Its n-fold convolution

$$
\mu^{n}=\frac{1}{2^{n}} \sum_{k=0}^{n}\binom{n}{k} \delta_{k}
$$

is a convex sum of discrete measures and we have

$$
\operatorname{Spec}\left(T_{\mu^{n}}, L^{\infty}\right)=\Lambda\left(T_{\mu^{n}}, L^{\infty}\right)=\left\{\frac{1}{2^{n}} \sum_{k=0}^{n}\binom{n}{k} \exp (-i k \theta): \theta \in \mathbb{R}\right\}
$$

where, for example, $\operatorname{Spec}\left(T_{\mu}, L^{\infty}\right)$ is the circle containing 0 and internally tangent to the unit circle at 1 , with $\sin \pi x$ as a 0 -eigenfunction.

### 2.2 Differentiability of Norm in $L^{p}\left(G, M_{n}\right)$

We will be working with the complex Lebesgue spaces $L^{p}\left(G, M_{n}\right)$ where, for convenience and consistency with previous and related works elsewhere, we equip $M_{n}$ with the C*-norm unless otherwise stated. Some remarks are in order here. First,
there is no essential difference if one chooses to equip $M_{n}$ with the trace norm since it amounts to considering the space $L^{p}\left(G, M_{n}^{*}\right)$ which is, for $p>1$, the dual of $L^{q}\left(G, M_{n}\right)$. Also, the Lebesgue spaces $L^{p}\left(G, M_{n}\right)$ defined in terms of the $\mathrm{C}^{*}$, trace and Hilbert-Schmidt norms on $M_{n}$ are all isomorphic and most results for these three cases are identical. There is, however, a difference among the three cases if one considers the differentiability of the norm of $L^{p}\left(G, M_{n}\right)$ which will be needed later.

Let us first consider the differentiability of the $\mathrm{C}^{*}$-norm $\|\cdot\|$, the trace norm $\|\cdot\|_{t r}$ and the Hilbert-Schmidt norm $\|\cdot\|_{h s}$ on $M_{n}$, regarded as a real Banach space.

We recall that the norm $\|\cdot\|$ of a real Banach space $E$ is said to be Gateaux differentiable at a point $u \in E$ if the following limit exists

$$
\partial\|u\|(x)=\lim _{t \rightarrow 0} \frac{\|u+t x\|-\|u\|}{t}
$$

for each $x \in E$, in which case, the limit is called the Gateaux derivative of the norm at $u$, in the direction of $x$. We note that the right directional derivative

$$
\partial^{+}\|u\|(x)=\lim _{t \downarrow 0} \frac{\|u+t x\|-\|u\|}{t}
$$

always exists. In fact, it is equal to

$$
\sup \{\psi(x): \psi \text { is a subdifferential at } u\}
$$

where a linear functional $\psi$ in the dual $E^{*}$ is called a subdifferential at $u$ if

$$
\psi(x-u) \leq\|x\|-\|u\|
$$

for each $x \in E$. The norm is Gateaux differentiable at $u$ if, and only if, there is a unique subdifferential at $u$, in which case, the subdifferential is the Gateaux derivative (cf. [53, Proposition 1.8]).

The Hilbert-Schmidt norm $\|\cdot\|_{h s}$ on $M_{n}$ is Gateaux differentiable at every $A \in$ $M_{n} \backslash\{0\}$. Indeed, we have

$$
\begin{aligned}
\lim _{t \rightarrow 0} \frac{\|A+t X\|_{h s}-\|A\|_{h s}}{t} & =\lim _{t \rightarrow 0} \frac{\operatorname{Tr}\left((A+t X)^{*}(A+t X)\right)-\operatorname{Tr}\left(A^{*} A\right)}{t\left(\|A+t X\|_{h s}+\|A\|_{h s}\right)} \\
& =\frac{\operatorname{Tr}\left(A^{*} X+X^{*} A\right)}{2\|A\|_{h s}} \\
& =\frac{1}{\|A\|_{h s}} \operatorname{Re} \operatorname{Tr}\left(A^{*} X\right)
\end{aligned}
$$

Although the norm of a separable Banach space is Gateaux differentiable on a dense $G_{\delta}$ set, it is easy to see that the $\mathrm{C}^{*}$-norm and the trace norm need not be Gateaux differentiable at every non-zero $A \in M_{n}$.

Lemma 2.2.1. Let $A \in M_{n} \backslash\{0\}$. The $C^{*}$-norm on $M_{n}$ is Gateaux differentiable at $A$ if, and only if, given any unit vectors $\xi, \eta \in \mathbb{C}^{n}$ with $\|A \xi\|=\|A \eta\|=\|A\|$, we have

$$
\langle A \xi, X \xi\rangle=\langle A \eta, X \eta\rangle \quad\left(X \in M_{n}\right) .
$$

In the above case, the Gateaux derivative at $A$ is given by

$$
\partial\|A\|(X)=\frac{1}{\|A\|} \operatorname{Re}\langle A \xi, X \xi\rangle \quad\left(X \in M_{n}\right)
$$

where $\xi \in \mathbb{C}^{n}$ is a unit vector satisfying $\|A \xi\|=\|A\|$.
Proof. Suppose the norm is Gateaux differentiable at $A$. Let $\xi \in \mathbb{C}^{n}$ be a unit vector such that $\|A\|=\|A \xi\|$. Define a real continuous linear functional $\psi_{\xi}: M_{n} \longrightarrow \mathbb{R}$ by

$$
\psi_{\xi}(X)=\frac{1}{\|A\|} \operatorname{Re}\langle A \xi, X \xi\rangle \quad\left(X \in M_{n}\right) .
$$

Then for each $X \in M_{n}$, we have

$$
\begin{aligned}
\psi_{\xi}(X-A) & =\frac{1}{\|A\|} \operatorname{Re}\langle A \xi, X-A \xi\rangle \\
& =\frac{1}{\|A\|} \operatorname{Re}(\langle A \xi, X \xi\rangle-\langle A \xi, A \xi\rangle) \leq\|X\|-\|A\| .
\end{aligned}
$$

Hence $\psi_{\xi}$ is a subdifferential at $A$. If $\eta$ is a unit vector in $\mathbb{C}^{n}$ such that $\|A \eta\|=$ $\|A\|$, then we must have $\psi_{\eta}=\psi_{\xi}$, by uniqueness of the subdifferential, which gives $\langle A \xi, X \xi\rangle=\langle A \eta, X \eta\rangle$ for every $X \in M_{n}$.

To show the converse, we note that (cf. [5, Proposition 4.12]),

$$
\lim _{t \downarrow 0} \frac{\|A+t X\|-\|A\|}{t}=\sup \left\{\lim _{t \downarrow 0} \frac{\|(A+t X) \xi\|-\|A \xi\|}{t}:\|\xi\|=1,\|A \xi\|=\|A\|\right\}
$$

where

$$
\begin{aligned}
\lim _{t \downarrow 0} \frac{\|(A+t X) \xi\|-\|A \xi\|}{t} & =\lim _{t \downarrow 0} \frac{\langle(A+t X) \xi,(A+t X) \xi\rangle-\langle A \xi, A \xi\rangle}{t(\|(A+t X) \xi\|+\|A \xi\|)} \\
& =\frac{\langle A \xi, X \xi\rangle+\langle X \xi, A \xi\rangle}{2\|A\|} .
\end{aligned}
$$

Hence the necessary condition implies that the above set on the right reduces to a singleton which gives the right directional derivative. We also have

$$
\begin{aligned}
\lim _{t \uparrow 0} \frac{\|(A+t X) \xi\|-\|A \xi\|}{t} & =-\lim _{t \downarrow 0} \frac{\|(A-t X) \xi\|-\|A \xi\|}{t} \\
& =-\frac{\langle A \xi,-X \xi\rangle+\langle-X \xi, A \xi\rangle}{2\|A\|} \\
& =\lim _{t \downarrow 0} \frac{\|(A+t X) \xi\|-\|A \xi\|}{t} .
\end{aligned}
$$

This proves Gateaux differentiability at $A$. The last assertion is clear from the above computation.

Example 2.2.2. Let $A=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) \in M_{2}$. Then the unit vectors in $\mathbb{C}^{2}$ where $A$ achieves its norm are of the form $(\alpha, 0)$ with $|\alpha|=1$. For any matrix $X=\left(x_{i j}\right)$ in $M_{2}$, we have $\left\langle A(\alpha, 0)^{T}, X(\alpha, 0)^{T}\right\rangle=\overline{x_{12}}+\overline{x_{21}}$ which is independent of $\alpha$, and the $\mathrm{C}^{*}$-norm is Gateaux differentiable at $A$ with derivative

$$
\partial\|A\|(X)=\operatorname{Re}\left\langle A(1,0)^{T}, X(1,0)^{T}\right\rangle=\operatorname{Re} x_{11}
$$

The matrix $B=\left(\begin{array}{ll}1 & 1 \\ 0 & 0\end{array}\right)$ achieves its norm at $(\sqrt{2}, 0)$ and $\left(\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right)$; but

$$
\left\langle B(\sqrt{2}, 0)^{T}, X(\sqrt{2}, 0)^{T}\right\rangle \neq\left\langle B\left(\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right)^{T}, X\left(\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}\right)^{T}\right\rangle
$$

if $X$ is the identity matrix, say. Hence the $\mathrm{C}^{*}$-norm is not Gateaux differentiable at $B$, however, we have the right $I$-directional derivative

$$
\begin{aligned}
\partial^{+}\|B\|(I) & =\lim _{t \downarrow 0} \frac{\|B+t I\|-\|B\|}{t} \\
& =\lim _{t \downarrow 0} \frac{\sqrt{1+t+t^{2}+\sqrt{1+2 t+2 t^{2}}}-\sqrt{2}}{t}=\frac{\sqrt{2}}{2} .
\end{aligned}
$$

On the other hand, the trace norm $\|\cdot\|_{t r}$ is not Gateaux differentiable at $A$ since

$$
\frac{\|A+t X\|_{t r}-\|A\|_{t r}}{t}=\frac{|t|}{t}
$$

for $X=\left(\begin{array}{rr}0 & 0 \\ 0 & -1\end{array}\right)$, say.
Lemma 2.2.3. Let $A \in M_{n} \backslash\{0\}$ with polar decomposition $A=u|A|$. If the trace norm $\|\cdot\|_{t r}$ on $M_{n}$ is Gateaux differentiable at $A$, then the Gateaux derivative is given by

$$
\partial\|A\|_{t r}(X)=\operatorname{Re} \operatorname{Tr}\left(u^{*} X\right) \quad\left(X \in M_{n}\right)
$$

Proof. We only need to show that $\psi(X)=\operatorname{Re} \operatorname{Tr}\left(u^{*} X\right)$ is a subdifferential. Indeed, we have $|A|=u^{*} A$ and

$$
\begin{aligned}
\psi(X-A) & =\operatorname{Re} \operatorname{Tr}\left(u^{*} X\right)-\operatorname{Re} \operatorname{Tr}\left(u^{*} A\right) \\
& \leq\left\|u^{*}\right\|\|X\|_{t r}-\|A\|_{t r} \\
& =\|X\|_{t r}-\|A\|_{t r} .
\end{aligned}
$$

Example 2.2.4. In Example 2.2.2 above, we have $u=A$ in the polar decomposition of $A$ and $\operatorname{Re} \operatorname{Tr}\left(u^{*} X\right)=0$ for $X=\left(\begin{array}{rr}0 & 0 \\ 0 & -1\end{array}\right)$, while the right $X$-directional derivative is given by

$$
\lim _{t \downarrow 0} \frac{\|A+t X\|_{t r}-\|A\|_{t r}}{t}=\lim _{t \downarrow 0} \frac{|t|}{t}=1 .
$$

Due to the non-smoothness of the $\mathrm{C}^{*}$-norm and trace norm on $M_{n}$, we will consider the Lebesgue spaces $L^{p}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$ with $M_{n}$ equipped with the HilbertSchmidt norm when we need to make use of norm differentiability later. We compute below the Gateaux derivatives for $L^{p}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$.

Since the function $u \in E \mapsto\|u\|^{p}$ is convex on any Banach space $E$, we have, for $0<t<1$ and $u, v \in E$,

$$
\|u+t v\|^{p} \leq(1-t)\|u\|^{p}+t\|u+v\|^{p}
$$

and

$$
\|u\|^{p} \leq \frac{t}{1+t}\|u-v\|^{p}+\frac{1}{1+t}\|u+t v\|^{p}
$$

which gives

$$
\begin{equation*}
\|u\|^{p}-\|u-v\|^{p} \leq \frac{1}{t}\left(\|u+t v\|^{p}-\|u\|^{p}\right) \leq\|u+v\|^{p}-\|u\|^{p} . \tag{2.4}
\end{equation*}
$$

Proposition 2.2.5. Let $1<p<\infty$. The norm of $L^{p}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$ is Gateaux differentiable at each non-zero $f$ with Gateaux derivative

$$
\partial\|f\|_{p}(g)=\operatorname{Re}\|f\|_{p}^{1-p} \int_{\{x: f(x) \neq 0\}}\|f(x)\|_{h s}^{p-2} \operatorname{Tr}\left(f(x)^{*} g(x)\right) d \lambda(x)
$$

for $g \in L^{p}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$.
Proof. Given $A \in M_{n} \backslash\{0\}$, we have, by the chain rule,

$$
\left.\frac{d}{d t}\right|_{t=0}\|A+t X\|_{h s}^{p}=\left.p\|A\|_{h s}^{p-1} \frac{d}{d t}\right|_{t=0}\|A+t X\|_{h s}=p\|A\|_{h s}^{p-1} \operatorname{Re} \operatorname{Tr}\left(A^{*} X\right)
$$

for $X \in M_{n}$.
Fix a non-zero $f$ in $L^{p}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$. Given $p>1$ and $g \in L^{p}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$, we have

$$
\left.\frac{d}{d t}\right|_{t=0}\|\operatorname{tg}(x)\|_{h s}^{p}=0
$$

By (2.4) and the dominated convergence theorem, we have

$$
\begin{aligned}
\left.p\|f\|_{p}^{p-1} \frac{d}{d t}\right|_{t=0}\|f+\operatorname{tg}\|_{p} & =\left.\frac{d}{d t}\right|_{t=0}\|f+\operatorname{tg}\|_{p}^{p} \\
& =\left.\int_{G} \frac{d}{d t}\right|_{t=0}\|f(x)+\operatorname{tg}(x)\|_{h s}^{p} d \lambda(x) \\
& =\left.\int_{\{x: f(x) \neq 0\}} \frac{d}{d t}\right|_{t=0}\|f(x)+\operatorname{tg}(x)\|_{h s}^{p} d \lambda(x) \\
& =\int_{\{x: f(x) \neq 0\}} p\|f(x)\|_{h s}^{p-2} \operatorname{Re} \operatorname{Tr}\left(f(x)^{*} g(x)\right) d \lambda(x)
\end{aligned}
$$

which gives the formula for the Gateaux derivative at $f$.
Corollary 2.2.6. For $1<p<\infty$, the Lebesgue space $L^{p}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$ is strictly convex, that is, the extreme points of its closed unit ball are exactly the functions of unit norm.

Proof. This follows from the fact that a Banach space $E$ is strictly convex if, and only if, the norm of its dual $E^{*}$ is Gateaux differentiable on the unit sphere.

## Chapter 3 Matrix Convolution Operators

In this Chapter, we study the basic structures of matrix convolution operators $T_{\sigma}: f \in L^{p}\left(G, M_{n}\right) \mapsto f * \sigma \in L^{p}\left(G, M_{n}\right)$. Noncommutativity of the matrix multiplication necessitates the introduction of the left convolution operator $L_{\sigma}: f \mapsto \sigma *_{\ell} f$ for a consistent duality theory. We first characterise these operators and show they are translation invariant operators satisfying some continuity condition. We also determine when these operators are weakly compact on $L^{1}$ and $L^{\infty}$ spaces.

Spectral theory is developed in Section 3. We introduce the matrix-valued Fourier transform and, for abelian groups, the determinant of a matrix-valued measure. We describe the $L^{p}$ spectrum of $T_{\sigma}$ in Theorem 3.3.23, for an absolutely continuous matrix measure $\sigma$ on an abelian group. For non-abelian groups, we develop a device to study the $L^{2}$ spectrum by identifying $L_{\sigma}$ as an element in the tensor product $C_{r}^{*}(G) \otimes M_{n}$ of the reduced group $\mathrm{C}^{*}$-algebra $C_{r}^{*}(G)$ and $M_{n}$. We show that, for absolutely continuous symmetric $\sigma$, the $L^{2}$ spectrum of $T_{\sigma}$ is the union of the spectrum of each element in $\widehat{\sigma}\left(\widehat{G}_{r}\right)$, where $\widehat{\sigma}$ is the Fourier transform of $\sigma$ and $\widehat{G}_{r}$ is the reduced dual of $G$. This result is used to compute the spectrum of a homogeneous graph.

We study eigenspaces of $T_{\sigma}$ in the latter part of the Chapter. The focus is on the eigenspace

$$
H_{\alpha}\left(T_{\sigma}, L^{p}\right)=\left\{f \in L^{p}\left(G, M_{n}\right): T_{\sigma}(f)=\alpha f\right\}
$$

with $\alpha=\|\sigma\|$, which is the space of matrix $L^{p}$ harmonic functions on $G$. We show that $H_{\|\sigma\|}\left(T_{\sigma}, L^{p}\right)$ is the range of a contractive projection $P$ on $L^{p}\left(G, M_{n}\right)$ for $1<p<\infty$, extending an analogous result in $[9,13]$ for $p=\infty$. We discuss Liouville theorem and Poisson representation for harmonic functions and show that $\operatorname{dim} H_{\|\sigma\|}\left(T_{\sigma}, L^{1}\right) \leq n^{2}$ if $\sigma$ is positive and adapted. As an application, we use the results to show the existence of $L^{\infty}$ non-constant harmonic functions on Riemannian symmetric spaces of non-compact type. Finally, we study the Jordan structures in $H_{\|\sigma\|}\left(T_{\sigma}, L^{\infty}\right)$ and in particular, determine when it is a Jordan subtriple of $L^{\infty}(G)$ in the scalar case.

### 3.1 Characterisation of Matrix Convolution Operators

We are now prepared to study the structures of matrix-valued convolution operators $f \mapsto f * \sigma$ on the Lebesgue spaces $L^{p}\left(G, M_{n}\right)$ of matrix functions on a locally compact group $G$, induced by a matrix-valued measure $\sigma$ on $G$. Matrix convolutions of distributions in $\mathbb{R}^{n}$ have also been considered in [49].

We begin in this section by characterising matrix convolution operators. We show they are the translation invariant operators satisfying some continuity condition. On $L^{1}\left(G, M_{n}\right)$, they are exactly the translation invariant operators, and on $L^{\infty}\left(G, M_{n}\right)$ they are the weak* continuous translation invariant operators.

We note that $M_{n}$ is equipped with the $\mathrm{C}^{*}$-norm throughout unless otherwise stated. A matrix $A \in M_{n}$ is positive if $\langle A \xi, \xi\rangle \geq 0$ for all vectors $\xi \in \mathbb{C}^{n}$. Let $M_{n}^{+}$ denote the cone of positive matrices in $M_{n}$.

We first introduce the notion of a matrix-valued measure. By an $M_{n}$-valued measure $\mu$ on a locally compact space $G$, we mean a (norm) countably additive function $\mu: \mathcal{B} \rightarrow M_{n}$ where $\mathcal{B}$ is the $\sigma$-algebra of Borel sets in $G$. Since the trace-norm $\|\cdot\|_{t r}$ is equivalent to the $C^{*}$-algebra norm on $M_{n}$ and $M_{n}^{*}=\left(M_{n},\|\cdot\|_{t r}\right)$, we can regard an $M_{n}^{*}$-valued measure on $G$ as an $M_{n}$-valued measure on $G$, and vice versa. We can denote an $M_{n}$-valued measure $\mu$ on $G$ by an $n \times n$ matrix $\mu=\left(\mu_{i j}\right)$ of complexvalued measures $\mu_{i j}$ on $G$. The variation $|\mu|$ of $\mu$ is a positive real finite measure on $G$ defined by

$$
|\mu|(E)=\sup _{\mathcal{P}}\left\{\sum_{E_{i} \in \mathcal{P}}\left\|\mu\left(E_{i}\right)\right\|\right\} \quad(E \in \mathcal{B})
$$

with the supremum taken over all partitions $\mathcal{P}$ of $E$ into a finite number of pairwise disjoint Borel sets. We define the norm of $\mu$ to be $\|\mu\|=|\mu|(G)$. As shown in [9, p. 21], $\mu$ has a polar representation $\mu=\omega \cdot|\mu|$ where $\omega: G \rightarrow M_{n}$ is a Bochner integrable function with $\|\omega(\cdot)\|=1$. Likewise, if $\mu$ is an $M_{n}^{*}$-valued measure, we define its norm by $\|\mu\|_{t r}=|\mu|_{t r}(G)=\sup _{\mathcal{P}}\left\{\sum_{E_{i} \in \mathcal{P}}\left\|\mu\left(E_{i}\right)\right\|_{t r}\right\}$.

A function $f=\left(f_{i j}\right): G \longrightarrow M_{n}$ is said to be $\mu$-integrable if each $f_{i j}$ is a Borel function and the integrals $\int_{G} f_{i j} d \mu_{k \ell}$ exist in which case, we define, for any $E \in \mathcal{B}$, the integral $\int_{E} f d \mu$ to be an $n \times n$ matrix with $i j$-th entry

$$
\sum_{k} \int_{E} f_{i k} d \mu_{k j}
$$

We have

$$
\begin{equation*}
\left\|\int_{E} f d \sigma\right\|=\left\|\int_{E} f(x) \omega(x) d|\sigma|(x)\right\| \leq \int_{E}\|f(x)\| d|\sigma|(x) \tag{3.1}
\end{equation*}
$$

since $\|\omega(\cdot)\|=1$. If we regard an $M_{n}$-valued measure $\mu$ as an $M_{n}^{*}$-valued measure, then we can also regard an $M_{n}$-valued $\mu$-integrable function $f$ on $G$ as an $M_{n}^{*}$-valued $\mu$-integrable function, with $\int_{E} f d \mu \in M_{n}^{*}$, and vice versa.

Let $M\left(G, M_{n}^{*}\right)$ be the space of all $M_{n}^{*}$-valued measures on $G$, equipped with the total variation norm $\|\cdot\|_{t r}$. It is linearly isomorphic to the space $M\left(G, M_{n}\right)$ of $M_{n}$-valued measures on $G$, equipped with the total variation norm $\|\cdot\|$. Let $C_{0}\left(G, M_{n}\right)$ be the Banach space of continuous $M_{n}$-valued functions on $G$ vanishing at infinity, equipped with the supremum norm. Let $C_{c}\left(G, M_{n}\right)$ be the subspace of $C_{0}\left(G, M_{n}\right)$ consisting of continuous $M_{n}$-valued functions with compact support. We denote by $C_{b}\left(G, M_{n}\right)$ the Banach space of bounded continuous $M_{n}$-valued functions on $G$.

It has been shown in [9, Lemma 5] that $M\left(G, M_{n}^{*}\right)$ is linearly isometric orderisomorphic to the dual of $C_{0}\left(G, M_{n}\right)$, where a measure $\mu \in M\left(G, M_{n}^{*}\right)$ and a function $f \in C_{0}\left(G, M_{n}\right)$ are positive if $\mu(E)$ and $f(x)$ are positive matrices for all $E \in \mathcal{B}$ and $x \in G$. The above duality is given by

$$
\begin{gathered}
\langle,\rangle: C_{0}\left(G, M_{n}\right) \times M\left(G, M_{n}^{*}\right) \rightarrow \mathbb{C} \\
\langle f, \mu\rangle=\operatorname{Tr}\left(\int_{G} f d \mu\right)=\sum_{i, k} \int_{G} f_{i k} d \mu_{k i}
\end{gathered}
$$

where $f=\left(f_{i j}\right) \in C_{0}\left(G, M_{n}\right)$ and $\mu=\left(\mu_{i j}\right) \in M\left(G, M_{n}^{*}\right)$ (cf. [9, Lemma 5]). Further, as shown in [14, Proposition 2.4], $\left(M\left(G, M_{n}^{*}\right),\|\cdot\|_{t r}\right)$ is a Banach algebra in the convolution product $\mu * v$ given by

$$
\langle f, \mu * v\rangle=\operatorname{Tr}\left(\int_{G} \int_{G} f(x y) d \mu(x) d v(y)\right) \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

Likewise $\left(M\left(G, M_{n}\right),\|\cdot\|\right)$ is a Banach algebra in the convolution product and is algebraically isomorphic to $M\left(G, M_{n}^{*}\right)$.

Given $a \in G$, we denote by $\delta_{a} \in M\left(G, M_{n}\right)$ the unit mass at $a$, having values $\{0, I\} \subset M_{n}$. A measure $\sigma \in M\left(G, M_{n}\right)$ is called adapted if its variation $|\sigma|$ is an adapted measure on $G$, that is, supp $|\sigma|$ generates a dense subgroup of $G$.

Since the matrix product is non-commutative, given a matrix valued measure $\sigma=\left(\sigma_{i j}\right)$ and a matrix Borel function $f=\left(f_{i j}\right)$ on $G$, besides the matrix-valued integral $\int_{G} f d \sigma$ defined above, we need to introduce the transposed integral

$$
\int_{G} d \sigma(x) f(x)
$$

which is defined to have the $i j$-entry

$$
\left(\int_{G} d \sigma(x) f(x)\right)_{i j}=\sum_{k} \int_{G} f_{k j}(x) d \sigma_{i k}(x)
$$

We also have

$$
\begin{equation*}
\left\|\int_{G} d \sigma(x) f(x)\right\| \leq \int_{G}\|f(x)\| d|\sigma|(x) \tag{3.2}
\end{equation*}
$$

The matrix-valued convolution $f * \sigma$, if exists at $x \in G$, is defined by

$$
f * \sigma(x)=\int_{G} f\left(x y^{-1}\right) d \sigma(y) .
$$

We note that the same definition of matrix convolution of a matrix-valued distribution and measure on $\mathbb{R}^{n}$ has been given in [49, p.279].

We introduce the left convolution $\sigma *_{\ell} f$ to be the following integral if it exists :

$$
\sigma *_{\ell} f(x)=\int_{G} d \sigma(y) f\left(x y^{-1}\right) \quad(x \in G)
$$

The subscript $\ell$ is used to avoid confusion with the convolution $\sigma * f$ in the scalar case:

$$
\sigma * f(x)=\int_{G} f\left(y^{-1} x\right) \triangle_{G}\left(y^{-1}\right) d \sigma(y) .
$$

Given $\sigma \in M\left(G, M_{n}\right)$, we define the measure $\tilde{\sigma} \in M\left(G, M_{n}\right)$ by $d \tilde{\sigma}(x)=d \sigma\left(x^{-1}\right)$, as in the scalar case.

For complex measures $\mu$ and $\sigma$, we have

$$
\widetilde{\mu * \sigma}=\widetilde{\sigma} * \widetilde{\mu}
$$

for $\mu, \sigma \in M(G)$. This formula need not hold for matrix-valued measures $\mu, \sigma \in$ $M\left(G, M_{n}\right)$, instead, we have

$$
\begin{equation*}
\widetilde{\mu * \sigma}=\widetilde{\mu} *_{\ell} \widetilde{\sigma} \tag{3.3}
\end{equation*}
$$

where the transposed convolution $\widetilde{\mu} *_{\ell} \widetilde{\sigma}$ is defined by

$$
\widetilde{\mu} *_{\ell} \widetilde{\sigma}(f)=\operatorname{Tr}\left(\int_{G} \int_{G} f(x y) d \widetilde{\mu}(y) d \widetilde{\sigma}(x)\right) \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

If $\sigma=g \cdot \lambda$ for some $g \in L^{1}\left(G, M_{n}\right)$, then we have

$$
\widetilde{\mu} *_{\ell} \tilde{\sigma}=\left(\widetilde{\mu} *_{\ell} g\right) \cdot \lambda .
$$

This is one of the reasons for introducing transposed integrals.
An $M_{n}$-valued measure $\sigma$ is called absolutely continuous (w.r.t. $\lambda$ ) if its total variation $|\sigma|$ is absolutely continuous with respect to the Haar measure $\lambda$. This is equivalent to the existence of a function $h \in L^{1}\left(G, M_{n}\right)$ such that $\sigma=h \cdot \lambda$. Indeed, given the latter and given $\lambda(E)=0$ for some Borel set $E \subset G$, we have

$$
\begin{aligned}
|\sigma|(E) & =\int_{E}\|\omega(\cdot)\|^{2} d|\sigma|=\int_{E}\left\|\omega(\cdot)^{*} \omega(\cdot)\right\| d|\sigma| \\
& \leq \int_{E} \operatorname{Tr}\left(\omega(\cdot)^{*} \omega(\cdot)\right) d|\sigma|=\operatorname{Tr} \int_{E} \omega^{*} d \sigma \\
& =\operatorname{Tr} \int_{E} \omega^{*} h d \lambda=0
\end{aligned}
$$

Conversely, if $|\sigma|=k \cdot \lambda$ for some $k \in L^{1}(G)$, then $k \omega \in L^{1}\left(G, M_{n}\right)$ and $\sigma=k \omega \cdot \lambda$.
Let $1 / p+1 / q=1$. Since $M_{n}$ has the Radon-Nikodym property, the dual $L^{p}\left(G, M_{n}\right)^{*}$ identifies with the space $L^{q}\left(G, M_{n}^{*}\right)$ for $1 \leq p<\infty$, with the duality

$$
\langle\cdot, \cdot\rangle: L^{p}\left(G, M_{n}\right) \times L^{q}\left(G, M_{n}^{*}\right) \longrightarrow \mathbb{C}
$$

given by

$$
\langle f, h\rangle=\operatorname{Tr}\left(\int_{G} f(x) h(x) d \lambda(x)\right)
$$

(cf. [22, p.98] and [34]). Likewise $L^{p}\left(G, M_{n}^{*}\right)^{*}=L^{q}\left(G, M_{n}\right)$.
For $f \in L^{p}\left(G, M_{n}\right)$ and $h \in L^{q}\left(G, M_{n}^{*}\right)$, we have

$$
\begin{equation*}
\langle f * \sigma, h\rangle=\operatorname{Tr}\left(\int_{G} \int_{G} h(x y) f(x) d \sigma(y) d \lambda(x)\right)=\left\langle f, \widetilde{\sigma} *_{\ell} h\right\rangle \tag{3.4}
\end{equation*}
$$

which is identical to (2.2) in the scalar case. The above duality is another raison d'être for the transposed integral $\sigma *_{\ell} f$.

As before, given a function $h: G \longrightarrow M_{n}$, we define $\widetilde{h}(x)=h\left(x^{-1}\right)$.
Lemma 3.1.1. Let $f \in L^{p}\left(G, M_{n}\right)$ and $\psi \in L^{q}\left(G, M_{n}\right)$ where $1 \leq p, q \leq \infty$. Then $\widetilde{\psi} * f: G \longrightarrow M_{n}$ is a bounded and left uniformly continuous function.

Proof. Since $\widetilde{\psi} * f$ has the $i j$-entry

$$
(\widetilde{\psi} * f)_{i j}=\sum_{k} \widetilde{\psi}_{i k} * f_{k j}
$$

the result follows from entry-wise application of the scalar result in [10, Lemma 3.2].

We have

$$
\langle f, h\rangle=\operatorname{Tr}(\widetilde{h} * f)(e) \quad\left(f \in L^{p}\left(G, M_{n}\right), h \in L^{q}\left(G, M_{n}\right)\right)
$$

and hence the following consequence.
Lemma 3.1.2. If $f \in L^{p}\left(G, M_{n}\right)$ and $\operatorname{Tr}(\widetilde{h} * f)(e)=0$ for all $h \in L^{q}\left(G, M_{n}\right)$, then $f=0$.

Given $f \in L^{1}\left(G, M_{n}\right)$, the measure $f \cdot \lambda \in M\left(G, M_{n}\right)$ has total variation

$$
\|f \cdot \lambda\|=|f \cdot \lambda|(G)=\int_{G}\|f(x)\| d \lambda(x)=\|f\|_{1}
$$

by [22, p.46] and we can therefore, as in the scalar case, identify $L^{1}\left(G, M_{n}\right)$ as a closed subspace of $M\left(G, M_{n}\right)$, consisting of absolutely continuous $M_{n}$-valued measures on $G$. Moreover, $L^{1}\left(G, M_{n}\right)$ is a right ideal of the Banach algebra $M\left(G, M_{n}\right)$ since

$$
(f \cdot \lambda) * \mu=(f * \mu) \cdot \lambda
$$

for $f \in L^{1}\left(G, M_{n}\right)$ and $\mu \in M\left(G, M_{n}\right)$. Likewise, we identify $L^{1}\left(G, M_{n}^{*}\right)$ as an ideal in the Banach algebra $M\left(G, M_{n}^{*}\right)$.

We now define matrix convolution operators. For $1 \leq p \leq \infty$ and $\sigma \in M\left(G, M_{n}\right)$, we define $T_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ by

$$
T_{\sigma}(f)=f * \sigma \quad\left(f \in L^{p}\left(G, M_{n}\right)\right)
$$

We also define the left convolution operator $L_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ by

$$
L_{\sigma}(f)=\sigma *_{\ell} f \quad\left(f \in L^{p}\left(G, M_{n}\right)\right)
$$

To avoid triviality, $\sigma$ is always non-zero for $T_{\sigma}$ and $L_{\sigma}$. The operators $T_{\sigma}$ and $L_{\sigma}$ are well-defined since, as in the scalar case [10, Lemma 2.1], one can show that $\|f * \sigma\|_{p} \leq\|f\|_{p}\|\sigma\|$ and $\left\|\sigma *_{\ell} f\right\|_{p} \leq\|f\|_{p}\|\sigma\|$, using (3.1) and (3.2).

In contrast to Lemma 2.1.2 where a convolution operator $T_{\sigma}$ on $L^{\infty}(G)$ has norm $\left\|T_{\sigma}\right\|_{\infty}=\|\sigma\|$ for a complex measure $\sigma$, it is possible to have $\left\|T_{\sigma}\right\|_{\infty}<\|\sigma\|$ if $\sigma$ is matrix-valued for $T_{\sigma}$ defined on $L^{\infty}\left(G, M_{n}\right)$.

Example 3.1.3. Let $G=\{a, e\}$ and define a positive $M_{2}$-valued measure $\sigma$ on $G$ by

$$
\sigma\{a\}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \quad \text { and } \quad \sigma\{e\}=\left(\begin{array}{ll}
0 & 0 \\
0 & 2
\end{array}\right) .
$$

Then $|\sigma|(G)=\|\sigma\{a\}\|+\|\sigma\{e\}\|=3$.
Let $f \in L^{\infty}\left(G, M_{2}\right)$ with $f(a)=\left(a_{i j}\right)$ and $f(e)=\left(b_{i j}\right)$. If $\|f\|_{\infty} \leq 1$, then $\left|a_{12}\right|^{2}+$ $\left|a_{22}\right|^{2} \leq 1$ and $\left|b_{11}\right|^{2}+\left|b_{21}\right|^{2} \leq 1$. Hence

$$
\begin{aligned}
\|f * \sigma(a)\| & =\left\|\left(\begin{array}{ll}
b_{11} & 2 a_{12} \\
b_{21} & 2 a_{22}
\end{array}\right)\right\| \\
& \leq\left(\left|b_{11}\right|^{2}+\left|b_{21}\right|^{2}+4\left|a_{12}\right|^{2}+4\left|a_{22}\right|^{2}\right)^{\frac{1}{2}} \leq \sqrt{5} .
\end{aligned}
$$

Likewise, we have

$$
\|f * \sigma(e)\|=\left\|\left(\begin{array}{ll}
a_{11} & 2 b_{12} \\
a_{21} & 2 b_{22}
\end{array}\right)\right\| \leq \sqrt{5} .
$$

Therefore we have $\|f * \sigma\|_{\infty} \leq \sqrt{5}<3=\|\sigma\|$ and $\left\|T_{\sigma}\right\|_{\infty}<\|\sigma\|$. This difference from the scalar case is due to the presence of the trace Tr in the norm of $\sigma$ :

$$
\|\sigma\|=\sup \left\{\left|\operatorname{Tr} \int_{G} f d \sigma\right|: f \in C_{0}\left(G, M_{n}\right) \text { and }\|f\| \leq 1\right\}
$$

Although we have $\left\|\int_{G} f d \sigma\right\| \leq\left\|T_{\sigma}\right\|_{\infty}$, the value $\left|\operatorname{Tr} \int_{G} f d \sigma\right|=\left|a_{11}\right|+2\left|b_{22}\right|$ could exceed $\left\|T_{\sigma}\right\|_{\infty}$.
Lemma 3.1.4. Let $\sigma \in M\left(G, M_{n}\right)$. Then for $p<\infty$, the dual map of $T_{\sigma}$ : $L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ is the convolution operator $L_{\widetilde{\sigma}}: L^{q}\left(G, M_{n}^{*}\right) \longrightarrow L^{q}\left(G, M_{n}^{*}\right)$.

The weak* continuous operator $T_{\sigma}: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ has predual $L_{\tilde{\sigma}}: L^{1}\left(G, M_{n}^{*}\right) \longrightarrow L^{1}\left(G, M_{n}^{*}\right)$.

Proof. This follows from the duality in (3.4).
As noted before, $L^{p}\left(G, M_{n}\right)$ is linearly isomorphic to $L^{p}\left(G, M_{n}^{*}\right)$ and the latter is identified with $L^{p}\left(G,\left(M_{n},\|\cdot\|_{t r}\right)\right)$, equipped with the norm

$$
\|f\|_{p}=\left(\int_{G}\|f(x)\|_{t r}^{p} d \lambda(x)\right)^{\frac{1}{p}}
$$

for $1 \leq p<\infty$, and likewise for $L^{\infty}\left(G, M_{n}^{*}\right)$. Hence a continuous linear map $T$ : $L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ can be regarded as one on $L^{p}\left(G, M_{n}^{*}\right)$, and vice versa, although the norm $\|T\|_{L^{p}\left(G, M_{n}\right)}$ differs from $\|T\|_{L^{p}\left(G, M_{n}^{*}\right)}$ in general. Nevertheless, $T_{L^{p}\left(G, M_{n}\right)}$ and $T_{L^{p}\left(G, M_{n}^{*}\right)}$ have the same spectrum.

We regard $L^{p}\left(G, M_{n}\right)$ as a left $M_{n}$-module by defining

$$
(A f)(x)=A f(x) \quad(x \in G)
$$

for $A \in M_{n}$ and $f \in L^{p}\left(G, M_{n}\right)$. In this case, every convolution operator $T_{\sigma}$ is $M_{n}$-linear, that is, $T_{\sigma}$ is complex linear as well as

$$
T_{\sigma}(A f)=A T_{\sigma}(f) \quad\left(A \in M_{n}, f \in L^{p}\left(G, M_{n}\right)\right)
$$

Also $T_{\sigma}$ is invariant under left translations:

$$
\ell_{x} T_{\sigma}=T_{\sigma} \ell_{x} \quad(x \in G)
$$

We characterise below $T_{\sigma}$ among left-translation invariant $M_{n}$-linear operators on $L^{p}\left(G, M_{n}\right)$.

We note that, since we adopt the right Haar measure on $G$, the right translation $r_{x}$ : $L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ is an isometry and the dual $r_{x}^{*}: L^{q}\left(G, M_{n}^{*}\right) \longrightarrow L^{q}\left(G, M_{n}^{*}\right)$ satisfies $r_{x}^{*}=r_{x^{-1}}$ whereas the left translation $\ell_{x}$ has dual $\ell_{x}^{*}=\triangle_{G}(x) \ell_{x^{-1}}$. For $1 \leq$ $p<\infty$, we have $\left\|\ell_{x}(f)\right\|_{p}=\triangle_{G}(x)\|f\|_{p}$.

Lemma 3.1.5. Let $B \in M_{n}$. If $\operatorname{Tr}(B A)=0$ for every positive invertible matrix $A \in M_{n}$, then $B=0$.

Proof. We have $\operatorname{Tr}(B)=0$. For every positive matrix $A$, the matrix $A+\frac{1}{n} I$ is invertible and we have $\operatorname{Tr}(B A)=\operatorname{Tr}\left(B\left(A+\frac{1}{n} I\right)\right)=0$. Hence $B=0$.

Evidently $C_{0}\left(G, M_{n}\right)$ is also a left $M_{n}$-module.
Lemma 3.1.6. Let $\psi: C_{0}\left(G, M_{n}\right) \longrightarrow M_{n}$ be a continuous $M_{n}$-linear map. Then there is a unique $\sigma \in M\left(G, M_{n}^{*}\right)$ such that

$$
\psi(f)=\int_{G} f d \sigma \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

Proof. Let $A$ be a positive invertible matrix in $M_{n}$. Define a continuous linear functional $\varphi \in C_{0}\left(G, M_{n}\right)^{*}$ by

$$
\varphi(f)=\operatorname{Tr}(A \psi(f)) \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

By [9, Lemma 5], there is a unique measure $\mu_{A} \in M\left(G, M_{n}^{*}\right)$ such that

$$
\operatorname{Tr}(A \psi(f))=\operatorname{Tr}\left(\int_{G} f d \mu_{A}\right) \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

which implies

$$
\begin{equation*}
\operatorname{Tr}(\psi(f))=\varphi\left(A^{-1} f\right)=\operatorname{Tr}\left(\int_{G} A^{-1} f d \mu_{A}\right)=\operatorname{Tr}\left(\int_{G} f d \mu_{A} A^{-1}\right) \tag{3.5}
\end{equation*}
$$

for $f \in C_{0}\left(G, M_{n}\right)$. Define $\sigma \in M\left(G, M_{n}^{*}\right)$ by $\sigma(E)=\mu_{A}(E) A^{-1}$ for each Borel set $E \subset G$. By (3.5), we have

$$
\operatorname{Tr}\left(\int_{G} f d \mu_{A} A^{-1}\right)=\operatorname{Tr}\left(\int_{G} f d \mu_{B} B^{-1}\right) \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

for every positive invertible matrix $B \in M_{n}$. By the isomorphism between $C_{0}\left(G, M_{n}\right)^{*}$ and $M\left(G, M_{n}^{*}\right)$, we have $\sigma=\mu_{B} B^{-1}$ for every positive invertible $B \in M_{n}$ from (3.5), and also

$$
\operatorname{Tr}(\psi(f) B)=\operatorname{Tr}\left(\int_{G} f d \sigma B\right) \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

Therefore we have

$$
\psi(f)=\int_{G} f d \sigma \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

by Lemma 3.1.5. The uniqueness of $\sigma$ is clear.
Proposition 3.1.7. Let $T: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ be a bounded $M_{n}$-linear map satisfying

$$
\ell_{x} T=T \ell_{x} \quad(x \in G)
$$

Then there is a unique measure $\sigma \in M\left(G, M_{n}\right)$ such that

$$
T f=f * \sigma \quad \text { for } \quad f \in C_{0}\left(G, M_{n}\right)
$$

Proof. Let $\left(u_{\beta}\right)$ be a bounded approximate identity in $L^{1}(G)$. Then

$$
v_{\beta}=\left(\begin{array}{lll}
u_{\beta} & & \\
& \ddots & \\
& & u_{\beta}
\end{array}\right)
$$

is a bounded approximate identity in $L^{1}\left(G, M_{n}\right)$. Let $\mu_{\beta}=v_{\beta} \cdot \lambda$. Since $v_{\beta}$ is diagonal, one verifies readily that $\mu_{\beta} *_{\ell} h=h * v_{\beta}$ for $h \in L^{1}\left(G, M_{n}\right)$. The measure $\widetilde{\mu_{\beta}}=\widetilde{v_{\beta} \triangle_{G}} \cdot \lambda$ is absolutely continuous, where $\widetilde{v_{\beta} \triangle_{G}} \in L^{1}(G)$.

Let $f \in C_{0}\left(G, M_{n}\right)$. Then we have $T f * \widetilde{\mu_{\beta}} \in C_{b}\left(G, M_{n}\right)$ by Lemma 3.1.1. By (3.4), we have

$$
\left\langle T f * \widetilde{\mu_{\beta}}, h\right\rangle=\left\langle T f, \mu_{\beta} *_{\ell} h\right\rangle=\left\langle T f, h * v_{\beta}\right\rangle \quad\left(h \in L^{1}\left(G, M_{n}\right)\right)
$$

which implies that the net $\left(T f * \widetilde{\mu_{\beta}}\right)$ weak*-converges to $T f$ in $L^{\infty}\left(G, M_{n}\right)$.
Define an $M_{n}$-linear map $\psi_{\beta}: C_{0}\left(G, M_{n}\right) \longrightarrow M_{n}$ by

$$
\psi_{\beta}(f)=\left(T f * \widetilde{\mu_{\beta}}\right)(e) \quad\left(f \in C_{0}\left(G, M_{n}\right)\right)
$$

By Lemma 3.5, there is a unique measure $\sigma_{\beta} \in M\left(G, M_{n}^{*}\right)$, which can be regarded as an $M_{n}$-valued measure, such that

$$
\psi_{\beta}(f)=\int_{G} f d \sigma_{\beta} \quad \text { for } \quad f \in C_{0}\left(G, M_{n}\right)
$$

and for $x \in G$, we have

$$
\begin{aligned}
T f * \widetilde{\mu_{\beta}}(x) & =\ell_{x^{-1}}\left(T f * \widetilde{\mu_{\beta}}\right)(e)=\left(\ell_{x^{-1}} T f * \widetilde{\mu_{\beta}}\right)(e) \\
& =\left(T\left(\ell_{x^{-1}} f\right) * \widetilde{\mu_{\beta}}\right)(e)=\psi_{\beta}\left(\ell_{x^{-1}} f\right)=\int_{G} \ell_{x^{-1}} f d \sigma_{\beta}=f * \widetilde{\sigma}_{\beta}(x)
\end{aligned}
$$

The net $\left(\sigma_{\beta}\right)$ is norm bounded in $M\left(G, M_{n}\right)$ since

$$
\left\|\sigma_{\beta}\right\|=\sup \left\{\left|\operatorname{Tr} \int_{G} f d \sigma_{\beta}\right|: f \in C_{0}\left(G, M_{n}\right) \text { and }\|f\| \leq 1\right\} \leq\|\operatorname{Tr}\|\|T\|\left\|v_{\beta}\right\|_{1}
$$

By weak* compactness, $\left(\sigma_{\beta}\right)$ has a subnet $\left(\sigma_{\gamma}\right)$ weak*-converging to some $\sigma \in$ $M\left(G, M_{n}\right)$.

Given $f \in C_{c}\left(G, M_{n}\right)$, the net $\left(f * \tilde{\sigma}_{\gamma}\right)$ weak*-converges to $f * \widetilde{\sigma}$ in $L^{\infty}\left(G, M_{n}\right)$. Indeed, for each $h \in C_{c}\left(G, M_{n}\right) \subset L^{1}\left(G, M_{n}\right)$, we have

$$
\left\langle h, f * \widetilde{\sigma}_{\gamma}\right\rangle=\operatorname{Tr} \int_{G} \widetilde{h} * f d \sigma_{\gamma} \longrightarrow\langle h, f * \widetilde{\sigma}\rangle
$$

where $\widetilde{h} * f \in C_{c}\left(G, M_{n}\right)$. Note that the net $\left(f * \widetilde{\sigma}_{\gamma}\right)$ is norm bounded in $L^{\infty}\left(G, M_{n}\right)$ since $\left\|f * \widetilde{\sigma}_{\gamma}\right\| \leq\|f\|_{\infty}\left\|\widetilde{\sigma}_{\gamma}\right\|$. By density of $C_{c}\left(G, M_{n}\right)$ in $L^{1}\left(G, M_{n}\right)$, we deduce that

$$
\left\langle k, f * \widetilde{\sigma}_{\gamma}\right\rangle \longrightarrow\langle k, f * \widetilde{\sigma}\rangle
$$

for each $k \in L^{1}\left(G, M_{n}\right)$.
Hence for each $f \in C_{c}\left(G, M_{n}\right)$, we have

$$
T f=\mathrm{w}^{*}-\lim _{\gamma} T f * \widetilde{\mu_{\gamma}}=\mathrm{w}^{*}-\lim _{\gamma} f * \widetilde{\sigma}_{\gamma}=f * \widetilde{\sigma}
$$

which implies $T f=f * \tilde{\sigma}$ for all $f \in C_{0}\left(G, M_{n}\right)$. Finally, the uniqueness of $\tilde{\sigma}$ is evident.

Remark 3.1.8. In the conclusion of the above result, we cannot expect $T=T_{\sigma}$ on $L^{\infty}\left(G, M_{n}\right)$ in general. In fact, even in the case of a translation invariant operator $T$ on $\ell^{\infty}(\mathbb{Z}), T \neq T_{\sigma}$ can occur on $C_{b}(\mathbb{Z})$ [44, p.78].

We have the following characterization of convolution operators on $L^{\infty}\left(G, M_{n}\right)$.
Proposition 3.1.9. Let $T: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ be a bounded $M_{n}$-linear map. The following conditions are equivalent.
(i) $T=T_{\sigma}$ for some $\sigma \in M\left(G, M_{n}\right)$.
(ii) $T$ is weak ${ }^{*}$ continuous and $\ell_{x} T=T \ell_{x}$ for all $x \in G$.

Proof. We need only prove (ii) $\Longrightarrow$ (i). By weak* continuity, $T$ has a predual $T_{*}$ : $L^{1}\left(G, M_{n}^{*}\right) \longrightarrow L^{1}\left(G, M_{n}^{*}\right)$. By Proposition 3.1.7, there is a measure $\sigma \in M\left(G, M_{n}\right)$ such that

$$
T g=g * \sigma \quad \text { for } \quad g \in C_{0}\left(G, M_{n}\right)
$$

We use the duality $C_{0}\left(G, M_{n}\right)^{*}=M\left(G, M_{n}^{*}\right)$. Let $f \in L^{1}\left(G, M_{n}^{*}\right) \subset M\left(G, M_{n}^{*}\right)$. Identify both $T_{*} f$ and $\tilde{\sigma} *_{\ell} f$ as absolutely continuous measures in $M\left(G, M_{n}^{*}\right)$. For $g \in C_{0}\left(G, M_{n}\right)$, we have, by (3.4),

$$
\left\langle g, T_{*} f\right\rangle=\langle T g, f\rangle=\langle g * \sigma, f\rangle=\left\langle g, \tilde{\sigma} *_{\ell} f\right\rangle .
$$

Hence $T_{*} f=\widetilde{\sigma} *_{\ell} f$. As $f$ was arbitrary, this gives $T_{*}=L_{\widetilde{\sigma}}$ and $T=T_{\sigma}$.
Next we characterize convolution operators on $L^{p}\left(G, M_{n}\right)$ for $p<\infty$.
Proposition 3.1.10. Let $1 \leq p<\infty$ and let $T: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ be a bounded $M_{n}$-linear map. The following conditions are equivalent.
(i) $T=T_{\sigma}$ for some $\sigma \in M\left(G, M_{n}\right)$.
(ii) $\ell_{x} T=T \ell_{x}$ for all $x \in G$ and $T$ maps $C_{c}\left(G, M_{n}\right)$ into $C_{b}\left(G, M_{n}\right)$ continuously in the supremum norm.

Proof. We show (ii) $\Longrightarrow$ (i). Define an $M_{n}$-linear map $\psi: C_{c}\left(G, M_{n}\right) \longrightarrow M_{n}$ by

$$
\psi(f)=T f(e) \quad\left(f \in C_{c}\left(G, M_{n}\right)\right)
$$

Then $\psi$ is continuous by condition (ii). Hence, as before, there is a measure $\sigma \in$ $M\left(G, M_{n}\right)$ such that

$$
\psi(f)=\int_{G} f d \sigma
$$

for $f \in C_{c}\left(G, M_{n}\right)$ and we have

$$
T f(x)=\ell_{x^{-1}} T f(e)=T\left(\ell_{x^{-1}} f\right)(e)=\psi\left(\ell_{x^{-1}} f\right)=\int_{G} \ell_{x^{-1}} f d \sigma=f * \tilde{\sigma}(x)
$$

For any $h \in L^{p}\left(G, M_{n}\right)$, there is a sequence $\left(f_{n}\right)$ in $C_{c}\left(G, M_{n}\right)$ converging to $h$ and therefore

$$
T h=\lim _{n \rightarrow \infty} T f_{n}=\lim _{n \rightarrow \infty} f_{n} * \widetilde{\sigma}=h * \widetilde{\sigma} .
$$

We strengthen the above result for $p=1$ in the next corollary.
Corollary 3.1.11. Let $T: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ be a bounded $M_{n}$-linear map. The following conditions are equivalent.
(i) $T=T_{\sigma}$ for some $\sigma \in M\left(G, M_{n}\right)$.
(ii) $\ell_{x} T=T \ell_{x}$ for all $x \in G$.

Proof. For (ii) $\Longrightarrow$ (i), it suffices to show that $T$ maps $C_{c}\left(G, M_{n}\right)$ into $C_{b}\left(G, M_{n}\right)$ continuously in the supremum norm. Since the dual $T^{*}: L^{\infty}\left(G, M_{n}^{*}\right) \longrightarrow L^{\infty}\left(G, M_{n}^{*}\right)$ is weak* continuous and commutes with left translations, we have $T^{*}=T_{\mu}$ for some $\mu \in M\left(G, M_{n}^{*}\right)$, by Proposition 3.1.9. It follows that $T=L_{\widetilde{\mu}}$ which maps $C_{c}\left(G, M_{n}\right)$ into $C_{b}\left(G, M_{n}\right)$ continuously in the supremum norm.

Corollary 3.1.12. Let $G$ be a compact group and let $T: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ be a bounded $M_{n}$-linear map. The following conditions are equivalent.
(i) $T=T_{\sigma}$ for some $\sigma \in M\left(G, M_{n}\right)$.
(ii) $\ell_{x} T=T \ell_{x}$ for all $x \in G$.

Proof. For (ii) $\Longrightarrow$ (i), we prove that $T$ can be extended to a left-translation invariant operator on $L^{1}\left(G, M_{n}\right)$ and hence Corollary 3.1.11 applies.

Given that $G$ is compact, we have $L^{\infty}\left(G, M_{n}\right) \subset L^{1}\left(G, M_{n}\right)$. By Proposition 3.1.7, there exists $\mu \in M\left(G, M_{n}\right)$ such that $T f=f * \mu$ for all $f \in C\left(G, M_{n}\right)$ and hence

$$
\|T f\|_{1}=\|f * \mu\|_{1} \leq\|\mu\|\|f\|_{1}
$$

Since $C\left(G, M_{n}\right)$ is $\|\cdot\|_{1}$-dense in $L^{1}\left(G, M_{n}\right)$, we can extend $T$ to an $M_{n}$-linear operator on $L^{1}\left(G, M_{n}\right)$ commuting with left translations.

### 3.2 Weak Compactness of Convolution Operators

For $1<p<\infty$, the operator $T_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ is weakly compact. In this section, we determine weak compactness conditions for $T_{\sigma}$ on $L^{1}\left(G, M_{n}\right)$ and $L^{\infty}\left(G, M_{n}\right)$.

Theorem 3.2.1. Let $\sigma \in M\left(G, M_{n}\right)$ be a positive measure such that $|\sigma|^{2} *|\widetilde{\sigma}|^{2}$ is adapted on $G$. The following conditions are equivalent.
(i) $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is weakly compact.
(ii) $T_{\sigma}: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ is weakly compact.
(iii) $L_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is weakly compact.
(iv) $L_{\sigma}: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ is weakly compact.
(v) $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is compact.
(vi) $T_{\sigma}: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ is compact.
(vii) $T_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ is compact for all $p \in[1, \infty]$.
(viiii) $G$ is compact and $\sigma$ is absolutely continuous.
Proof. We first prove the equivalence of (i) and (viii). The equivalence (ii) $\Longleftrightarrow$ (viii) can be proved analogously.

Let $\sigma=\left(\sigma_{i j}\right)$ and let $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ be weakly compact. We define the coordinate projection $P_{i j}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}(G)$ by

$$
P_{i j}\left(f_{i j}\right)=f_{i j}
$$

for $\left(f_{i j}\right) \in L^{1}\left(G, M_{n}\right)$. Then $P_{i j}$ is a contraction since

$$
\int_{G}\left|f_{i j}(x)\right| d \lambda(x) \leq \int_{G}\|f(x)\| d \lambda(x) .
$$

Let $D: L^{1}(G) \longrightarrow L^{1}\left(G, M_{n}\right)$ be the natural embedding

$$
D(f)=\left(\begin{array}{lll}
f & & \\
& \ddots & \\
& & \\
& & f
\end{array}\right)
$$

Then each scalar convolution operator $T_{\sigma_{i j}}: L^{1}(G) \longrightarrow L^{1}(G)$ is the composite $T_{\sigma_{i j}}=P_{i j} T_{\sigma} D$ and hence weakly compact.

Let $\mu \in M(G)$ be the positive measure

$$
\mu=\operatorname{Tr} \circ \sigma=\sigma_{11}+\cdots+\sigma_{n n} .
$$

We show that $\operatorname{supp} \mu$ contains (and hence equals) supp $|\sigma|$. Let $x \in \operatorname{supp}|\sigma|$ and let $V$ be an open subset of $G$ containing $x$. We need to show $\mu(V)>0$. Suppose $\mu(V)=0$. Given a partition $V=\bigcup_{k} E_{k}$, the positivity of the matrices $\sigma\left(E_{k}\right)$ implies

$$
\sum_{k}\left\|\sigma\left(E_{k}\right)\right\| \leq \sum_{k} \operatorname{Tr} \sigma\left(E_{k}\right) \leq \sum_{k} \mu\left(E_{k}\right)=\mu(V)=0 .
$$

It follows that $|\sigma|(V)=0$ which is a contradiction. Hence $|\mu|(V)>0$ and this proves $x \in \operatorname{supp} \mu$.

Likewise we have supp $\widetilde{\mu} \supset \operatorname{supp}|\sigma|$. It follows that

$$
\operatorname{supp} \mu^{2} * \widetilde{\mu}^{2}=\overline{(\operatorname{supp} \mu)^{2}(\operatorname{supp} \widetilde{\mu})^{2}} \supset \overline{\left.(\operatorname{supp}|\sigma|)^{2}(\operatorname{supp}|\widetilde{\sigma}|)^{2}\right)}=\operatorname{supp}|\sigma|^{2} *|\widetilde{\sigma}|^{2} .
$$

Hence $\mu^{2} * \widetilde{\mu}^{2}$ is a positive adapted measure on $G$. The convolution operator

$$
T_{\mu}=\sum_{k} T_{\sigma_{k k}}: L^{1}(G) \longrightarrow L^{1}(G)
$$

is weakly compact. By Proposition 2.1.6, $G$ is compact. By Remark 2.1.7, each complex measure $\sigma_{i j}$ is absolutely continuous, say, $\sigma_{i j}=h_{i j} \cdot \lambda$ for some $h_{i j} \in L^{1}(G)$. It follows that $\sigma=\left(h_{i j}\right) \cdot \lambda$ is absolutely continuous.

Conversely, if $G$ is compact and $\sigma=\omega \cdot|\sigma|$ is absolutely continuous. Then each $\sigma_{i j}=\omega_{i j} \cdot|\sigma|$ is absolutely continuous and by Proposition 2.1.6 again, the scalar convolution operator $T_{\sigma_{i j}}: L^{1}(G) \longrightarrow L^{1}(G)$ is weakly compact. Given $f=\left(f_{i j}\right) \in$ $L^{1}\left(G, M_{n}\right)$, we have

$$
\left(T_{\sigma} f\right)_{i j}=\sum_{k} f_{i k} * \sigma_{k j}=\sum_{k} T_{\sigma_{k j}}\left(f_{i k}\right) .
$$

If $\|f\|_{1} \leq 1$, then $\int_{G}\left|f_{i j}(x)\right| d \lambda(x) \leq \int_{G}\|f(x)\| d \lambda(x) \leq 1$. Therefore entrywise computation implies that $T_{\sigma}$ maps the closed unit ball of $L^{1}\left(G, M_{n}\right)$ onto a relatively weakly compact set, that is, $T_{\sigma}$ is weakly compact.

The equivalence of (iii), (iv) and (viii) follows from the fact that, by Lemma 3.1.4, $L_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ has dual $T_{\widetilde{\sigma}}: L^{\infty}\left(G, M_{n}^{*}\right) \longrightarrow L^{\infty}\left(G, M_{n}^{*}\right)$ and $L_{\sigma}: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ has predual $T_{\widetilde{\sigma}}: L^{1}\left(G, M_{n}^{*}\right) \longrightarrow L^{1}\left(G, M_{n}^{*}\right)$, hence one can apply (i) and (ii) to $T_{\widetilde{\sigma}}$, noting that absolute continuity of $\sigma$ is equivalent to that of $\widetilde{\sigma}$.

Finally, (viii) implies that each convolution operator $T_{\sigma_{i j}}: L^{p}(G) \longrightarrow L^{p}(G)$ is compact, by Lemma 2.1.4. Similar arguments as before show that $T_{\sigma}$ : $L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ is compact for all $p \in[1, \infty]$, giving (vii). This concludes the proof.

### 3.3 Spectral Theory

In this section, we describe the spectrum of the convolution operator $T_{\sigma}$ and study its eigenspaces.

Definition 3.3.1. Given a measure $\sigma \in M\left(G, M_{n}\right)$, we denote by Spec $\sigma$ the spectrum of $\sigma$ in the Banach algebra $M\left(G, M_{n}\right)$. By a previous remark, it is also the spectrum of $\sigma$ regarded as an element in $M\left(G, M_{n}^{*}\right)$.

Given an operator $T: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$, we denote by $\operatorname{Spec}\left(T, L^{p}\right.$ $\left.\left(G, M_{n}\right)\right)$ and $\Lambda\left(T, L^{p}\left(G, M_{n}\right)\right)$ its spectrum and the set of eigenvalues respectively. The continuous and residual spectra are denoted by $\operatorname{Spec}^{c}\left(T, L^{p}\left(G, M_{n}\right)\right)$ and $\operatorname{Spec}^{r}\left(T, L^{p}\left(G, M_{n}\right)\right)$ respectively. We note that, these spectra and eigenvalues remain unchanged if, in $L^{p}\left(G, M_{n}\right)$, we change the $C^{*}$-norm on $M_{n}$ to the trace norm or the Hilbert-Schmidt norm. As before, if no confusion is likely, we write $\operatorname{Spec}\left(T, L^{p}\right)$ for $\operatorname{Spec}\left(T, L^{p}\left(G, M_{n}\right)\right)$ and $\Lambda\left(T, L^{p}\right)$ for $\Lambda\left(T, L^{p}\left(G, M_{n}\right)\right)$.

Lemma 3.3.2. Let $\sigma \in M\left(G, M_{n}\right)$. Then for $1 \leq p \leq \infty$ with conjugate exponent $q$, we have
(i) $\Lambda\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right) \subset \Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right) \subset \Lambda\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ and they are equal if $G$ is compact,
(ii) $\operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ $=\Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right) \cup \Lambda\left(L_{\widetilde{\sigma}}, L^{q}\left(G, M_{n}^{*}\right)\right) \cup \operatorname{Spec}^{c}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ for $p<\infty$,
(iii) $\operatorname{Spec}^{c}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\operatorname{Spec}^{c}\left(L_{\tilde{\sigma}}, L^{q}\left(G, M_{n}^{*}\right)\right)$ for $1<p<\infty$,
(iv) $\operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right) \subset \operatorname{Spec} \sigma=\operatorname{Spec}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)=\operatorname{Spec}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$.

Proof. (i) The first inclusion is a simple consequence of $L^{p} * L^{1} \subset L^{1}$. Let $\alpha \in \Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ and let $f \in L^{p}\left(G, M_{n}\right) \backslash\{0\}$ satisfy $f * \sigma=\alpha f$. Then by Lemma 3.1.2, we can pick $h \in L^{q}\left(G, M_{n}\right)$ such that $\widetilde{h} * f \in L^{\infty}\left(G, M_{n}\right) \backslash\{0\}$ and $(\widetilde{h} * f) * \sigma=\alpha(\widetilde{h} * f)$. So $\alpha \in \Lambda\left(T_{\sigma}, L^{\infty}\right)$. If $G$ is compact, we have $L^{p}\left(G, M_{n}\right) \subset L^{1}\left(G, M_{n}\right)$ for all $p$.
(ii) This follows from the fact that

$$
\operatorname{Spec}^{r}\left(T_{\sigma}, L^{p}\right) \subset \Lambda\left(T_{\sigma}^{*}, L^{q}\right) \subset \Lambda\left(T_{\sigma}, L^{p}\right) \cup \operatorname{Spec}^{r}\left(T_{\sigma}, L^{p}\right)
$$

(cf. [24, p.581]).
(iii) Let $1<p<\infty$ and let $\alpha \in \operatorname{Spec}^{c}\left(T_{\sigma}, L^{p}\right)$. Then $\alpha \in \operatorname{Spec}\left(L_{\tilde{\sigma}}, L^{q}\right)$ and $\overline{\left(T_{\sigma}-\alpha I\right)\left(L^{p}\left(G, M_{n}\right)\right)}=L^{p}\left(G, M_{n}\right)$ implies that $L_{\tilde{\sigma}}-\alpha I: L^{q}\left(G, M^{*}\right) \longrightarrow L^{q}\left(G, M_{n}^{*}\right)$ is injective. Hence $\alpha \in \operatorname{Spec}^{r}\left(L_{\widetilde{\sigma}}, L^{q}\right) \cup \operatorname{Spec}^{c}\left(L_{\tilde{\sigma}}, L^{q}\right)$. If $\alpha \in \operatorname{Spec}^{r}\left(L_{\widetilde{\sigma}}, L^{q}\right)$, then the proof of (ii) implies $\alpha \in \Lambda\left(T_{\sigma}, L^{p}\right)$ which is impossible. So $\alpha \in \operatorname{Spec}^{c}\left(L_{\tilde{\sigma}}, L^{q}\right)$. Likewise $\operatorname{Spec}^{c}\left(L_{\widetilde{\sigma}}, L^{q}\right) \subset \operatorname{Spec}^{c}\left(T_{\sigma}, L^{p}\right)$.
(iv) If $\alpha \notin \operatorname{Spec} \sigma$, then $\sigma-\alpha \delta_{e}$ is invertible in $M\left(G, M_{n}\right)$ and hence $T_{\sigma}$ $\alpha I: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ is invertible with inverse $f \in L^{p}\left(G, M_{n}\right) \mapsto f *$ $\left(\sigma-\alpha \delta_{e}\right)^{-1} \in L^{p}\left(G, M_{n}\right)$. Therefore $\alpha \notin \operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$.

Next we show $\operatorname{Spec} \sigma \subset \operatorname{Spec}\left(T_{\sigma}, L^{1}\right)$. Let $\alpha$ be a complex number such that $T_{\sigma}-\alpha I: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is invertible. We show that $\sigma-\alpha \delta_{e}$ is invertible in $M\left(G, M_{n}\right)$. Let $\left(v_{\beta}\right)$ be an approximate identity in $L^{1}(G)$ weak* converging to the unit mass $\delta_{e} \in M(G)$. Let

$$
\bar{v}_{\beta}=\left(\begin{array}{ccc}
v_{\beta} & & \\
& \ddots & \\
& & v_{\beta}
\end{array}\right) \in L^{1}\left(G, M_{n}\right)
$$

Then $\left(\bar{v}_{\beta}\right) \mathrm{w}^{*}$-converges to the identity $\delta_{e} \in M\left(G, M_{n}\right)$.
Let $S: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ be the inverse of $T_{\sigma}-\alpha I=T_{\sigma-\alpha \delta_{e}}$. Then $S\left(\bar{v}_{\beta}\right) *\left(\sigma-\alpha \delta_{e}\right)=\bar{v}_{\beta}$. By choosing a subnet, we may assume that the net $\left(S\left(\bar{v}_{\beta}\right)\right)$ weak* converges to some $\mu \in M\left(G, M_{n}\right)$. For each $h \in C_{c}\left(G, M_{n}\right)$, the net $\left(h * S\left(\bar{v}_{\beta}\right)\right)$ in $L^{\infty}\left(G, M_{n}\right)$ weak* converges to $h * \mu$ since

$$
\left\langle k, h * S\left(\bar{v}_{\beta}\right)\right\rangle=\left\langle\widetilde{k} * h, \widetilde{\left.S\left(\bar{v}_{\beta}\right)\right\rangle} \quad\left(k \in C_{c}\left(G, M_{n}^{*}\right)\right)\right.
$$

Hence for every $f \in L^{1}\left(G, M_{n}^{*}\right)$, we have, by (3.4),

$$
\begin{aligned}
\left\langle f, h * S\left(\bar{v}_{\beta}\right) *\left(\sigma-\alpha \delta_{e}\right)\right\rangle & =\left\langle\left(\tilde{\sigma}-\alpha \delta_{e}\right) *_{\ell} f, h * S\left(\bar{v}_{\beta}\right)\right\rangle \\
& \longrightarrow\left\langle\left(\tilde{\sigma}-\alpha \delta_{e}\right) * \ell f, h * \mu\right\rangle \\
& =\left\langle f, h * \mu *\left(\sigma-\alpha \delta_{e}\right)\right\rangle
\end{aligned}
$$

and also $\left\langle f, h * S\left(\bar{v}_{\beta}\right) *\left(\sigma-\alpha \delta_{e}\right)\right\rangle=\left\langle f, h * \bar{v}_{\beta}\right\rangle \longrightarrow\left\langle f, h * \delta_{e}\right\rangle$ which implies

$$
\mu *\left(\sigma-\alpha \delta_{e}\right)=\delta_{e}
$$

since $h \in C_{c}\left(G, M_{n}\right)$ was arbitrary. Thus $\sigma-\alpha \delta_{e}$ has a left inverse in $M\left(G, M_{n}\right)$.
It follows from $T_{\sigma-\alpha \delta_{e}} T_{\mu}=I$ that $S=T_{\mu}$ which gives $T_{\mu} T_{\sigma-\alpha \delta_{e}}=I$ and $\left(\sigma-\alpha \delta_{e}\right) * \mu=\delta_{e}$. Therefore $\sigma-\alpha \delta_{e}$ is invertible in $M\left(G, M_{n}\right)$.

Finally, we show $\operatorname{Spec}\left(L_{\tilde{\sigma}}, L^{1}\left(G, M_{n}\right)\right)=\operatorname{Spec} \sigma$ and note that

$$
\operatorname{Spec}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)=\operatorname{Spec}\left(L_{\tilde{\sigma}}, L^{1}\left(G, M_{n}\right)\right)
$$

If $\alpha \notin \operatorname{Spec} \sigma$, then $L_{\widetilde{\sigma}}-\alpha I=L_{\tilde{\sigma}-\alpha \delta_{e}}$ is invertible with inverse $L_{\widetilde{\mu}}$ where $\mu$ is the inverse of $\sigma-\alpha \delta_{e}$ in $M\left(G, M_{n}\right)$ and we can use the formula $\widetilde{v * \mu}=\widetilde{v} *_{\ell} \widetilde{\mu}$ in (3.3).

Conversely, if $L_{\tilde{\sigma}}-\alpha I$ is invertible with inverse $S: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$, then $\left(\widetilde{\sigma}-\alpha \delta_{e}\right) *_{\ell} S\left(\bar{v}_{\beta}\right)=\bar{v}_{\beta}$ where $\left(\bar{v}_{\beta}\right)$ is the above approximate identity and we may assume $S\left(\bar{v}_{\beta}\right)$ ) weak* converges to some $\mu \in M\left(G, M_{n}\right)$. For each $h \in$ $C_{c}\left(G, M_{n}\right)$, the net $\left(S\left(\bar{v}_{\beta}\right) *_{\ell} h\right)$ weak* converges to $\mu *_{\ell} h$ since

$$
\left\langle k, S\left(\bar{v}_{\beta}\right) *_{\ell} h\right\rangle=\left\langle\widetilde{h} * k, S\left(\bar{v}_{\beta}\right)\right\rangle .
$$

We have
$\left\langle f,\left(\widetilde{\sigma}-\alpha \delta_{e}\right) *_{\ell} \mu *_{\ell} h\right\rangle=\lim _{\beta}\left\langle f,\left(\widetilde{\sigma}-\alpha \delta_{e}\right) *_{\ell} S\left(\bar{v}_{\beta}\right) *_{\ell} h\right\rangle=\left\langle f, \delta_{e} *_{\ell} h\right\rangle \quad\left(f \in L^{1}\left(G, M_{n}^{*}\right)\right)$
which implies $\left(\widetilde{\sigma}-\alpha \delta_{e}\right) *_{\ell} \mu=\delta_{e}$ and $\left(\sigma-\alpha \delta_{e}\right) * \widetilde{\mu}=\delta_{e}$. As before, $\sigma-\alpha \delta_{e}$ is then invertible in $M\left(G, M_{n}\right)$.

Example 3.3.3. The last inclusion in condition (i) in Lemma 3.3.2 is strict in general. Let $\sigma$ be any adapted probability measure on a non-compact group $G$. By [10, Theorem 3.12], we have $1 \notin \Lambda\left(T_{\sigma}, L^{p}(G)\right)$ for $1 \leq p<\infty$, but $1 \in \Lambda\left(T_{\sigma}, L^{\infty}(G)\right)$.

Example 3.3.4. Condition (ii) in Lemma 3.3.2 does not hold for $p=\infty$ and condition (iii) does not hold for $p=1, \infty$. Consider the Laplace operator $\Delta / 2$ on the Euclidean space $\mathbb{R}^{d}$, which generates a convolution semigroup $\left\{\sigma_{t}\right\}_{t>0}$ of measures on $\mathbb{R}^{d}$ :

$$
d \sigma_{t}(x)=\frac{1}{(2 \pi t)^{d / 2}} \exp \left(-\|x\|^{2} / 2 t\right) d x
$$

We have $\widetilde{\sigma}_{t}=\sigma_{t}$ and the convolution operator $T_{\sigma_{t}}: L^{\infty}\left(\mathbb{R}^{d}\right) \longrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$ is not weakly compact by Corollary 2.1.8. We have $\Lambda\left(T_{\sigma_{t}}, L^{\infty}\right)=\widehat{\sigma}_{t}\left(\mathbb{R}^{d}\right)=(0,1]$ (cf. Proposition 3.3.16), where

$$
\widehat{\sigma}_{t}(z)=\exp \left(-t\|z\|^{2} / 2\right) \quad\left(z \in \mathbb{R}^{d}\right)
$$

is the Fourier transform of $\sigma_{t}$. Now $0 \in \operatorname{Spec}^{r}\left(T_{\sigma_{t}}, L^{\infty}\left(\mathbb{R}^{d}\right)\right.$ since $\sigma_{t}$ is absolutely continuous and we have $\overline{L^{\infty}\left(\mathbb{R}^{d}\right) * \sigma_{t}} \subset C\left(\mathbb{R}^{d}\right) \neq L^{\infty}\left(\mathbb{R}^{d}\right)$. Also $0 \in \operatorname{Spec}^{c}\left(T_{\widetilde{\sigma}_{t}}, L^{1}\left(\mathbb{R}^{d}\right)\right)$ since $T_{\widetilde{\sigma}_{t}}: L^{1}\left(\mathbb{R}^{d}\right) \longrightarrow L^{1}\left(\mathbb{R}^{d}\right)$ has dense range by injectivity of $T_{\sigma_{t}}$ on $L^{\infty}\left(\mathbb{R}^{d}\right)$.

A function $f \in L^{\infty}\left(\mathbb{R}^{d}\right)$ is an eigenfunction for $1 \in \Lambda\left(T_{\sigma_{t}}, L^{\infty}\right)$ for all $t>0$ if, and only if, $\Delta f=0$, in which case $f$ is constant. By Example 3.3.3, $1 \notin \Lambda\left(T_{\sigma_{t}}, L^{p}\left(\mathbb{R}^{d}\right)\right)$ for $1 \leq p<\infty$. In fact, the closure of $\Delta$ has no $L^{2}$ eigenfunction and $\Lambda\left(T_{\sigma_{t}}, L^{2}\left(\mathbb{R}^{d}\right)\right)=$ $\emptyset$. However, we have $\operatorname{Spec}\left(T_{\sigma_{t}}, L^{p}\left(\mathbb{R}^{d}\right)\right)=[0,1]$ for $1 \leq p \leq \infty(\mathrm{cf}$. Theorem 3.3.23).

Example 3.3.5. The inclusion in (iv) in Lemma 3.3.2 is strict in general, for $p \in$ $(1, \infty)$, even if $G$ is abelian, by Remark 3.3.24. It has been shown by Sarnak [56] that for $\sigma \in M(\mathbb{T})$, where $\mathbb{T}$ is the circle group, one has $\operatorname{Spec}\left(T_{\sigma}, L^{p}(\mathbb{T})\right)=$ $\operatorname{Spec}\left(T_{\sigma}, L^{2}(\mathbb{T})\right)$ for $1<p<\infty$ if $\operatorname{Spec}\left(T_{\sigma}, L^{2}(\mathbb{T})\right)$ has zero capacity. We give a condition for $\operatorname{Spec}\left(T_{\sigma}, L^{p}(G)\right)=\operatorname{Spec}\left(T_{\sigma}, L^{1}(G)\right)$ in Proposition 3.3.6.

Let $\alpha \notin \operatorname{Spec}\left(T_{\sigma}, L^{p}\right)$. Then the resolvent

$$
R\left(\alpha, T_{\sigma}\right)=\left(\alpha I-T_{\sigma}\right)^{-1}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)
$$

is $M_{n}$-linear and commutes with left translations. Indeed, for $A \in M_{n}, x \in G$ and $f \in L^{p}\left(G, M_{n}\right)$, we have

$$
\begin{aligned}
& \left(\alpha-T_{\sigma}\right)\left(A R\left(\alpha, T_{\sigma}\right) f\right)=A\left(\alpha-T_{\sigma}\right) R\left(\alpha, T_{\sigma}\right) f=A f \\
& \left(\alpha-T_{\sigma}\right) \ell_{x} R\left(\alpha, T_{\sigma}\right)=\ell_{x}\left(\alpha-T_{\sigma}\right) R\left(\alpha, T_{\sigma}\right)=\ell_{x}
\end{aligned}
$$

Applying $R\left(\alpha, T_{\sigma}\right)$ to the left of both equations, we get $R\left(\alpha, T_{\sigma}\right)(A f)=A R\left(\alpha, T_{\sigma}\right) f$ and $\ell_{x} R\left(\alpha, T_{\sigma}\right)=R\left(\alpha, T_{\sigma}\right) \ell_{x}$. In particular, for $p=1$, the resolvent $R\left(\alpha, T_{\sigma}\right)$ is a convolution operator by Corollary 3.1.11. This gives an alternative proof of $S=T_{\mu}$ in Lemma 3.3.2 (iv). For arbitrary $p$ and $|\alpha|>\|\sigma\|$, we have

$$
R\left(\alpha, T_{\sigma}\right)=\sum_{n=0}^{\infty} \frac{1}{\alpha^{n+1}} T_{\sigma^{n}}
$$

and the series $\mu=\sum_{n=0}^{\infty} \frac{1}{\alpha^{n+1}} \sigma^{n}$ converges in $M\left(G, M_{n}\right)$ which gives $R\left(\alpha, T_{\sigma}\right)=T_{\mu}$. For the $L^{p}$-spectrum to be identical with the $L^{1}$-spectrum, it is both necessary and sufficient that all resolvents be convolution operators.

Proposition 3.3.6. Let $1<p<\infty$ and $\sigma \in M\left(G, M_{n}\right)$. The following conditions are equivalent.
(i) $\operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\operatorname{Spec}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$.
(ii) $R\left(\alpha, T_{\sigma}\right)$ is a convolution operator for each $\alpha \notin \operatorname{Spec}\left(T_{\sigma}, L^{p}\right)$.

Proof. (i) $\Longrightarrow$ (ii). Given $\alpha \notin \operatorname{Spec}\left(T_{\sigma}, L^{p}\right)$, we have $\alpha \notin \operatorname{Spec} \sigma$ and hence $\left(\sigma-\alpha \delta_{e}\right) * \mu=\mu *\left(\sigma-\alpha \delta_{e}\right)=\delta_{e}$ for some $\mu \in M\left(G, M_{n}\right)$. It follows that $\left(T_{\sigma}-\alpha I\right) T_{\mu}=T_{\mu}\left(T_{\sigma}-\alpha I\right)=I$ on $L^{p}\left(G, M_{n}\right)$ and hence $R\left(\alpha, T_{\sigma}\right)=T_{\mu}$.
(ii) $\Longrightarrow$ (i). Let $\alpha \notin \operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$. Then $R\left(\alpha, T_{\sigma}\right)=T_{\mu}$ for some $\mu \in$ $M\left(G, M_{n}\right)$. We have $\left(T_{\sigma}-\alpha I\right) T_{\mu}=T_{\mu}\left(T_{\sigma}-\alpha I\right)=I$ on $L^{1} \cap L^{p}$, and hence on $L^{1}$. Therefore $\alpha \notin \operatorname{Spec}\left(T_{\sigma}, L^{1}\right)$.

Let $\pi \in \widehat{G}$. Given $\sigma \in M\left(G, M_{n}\right)$ and $f \in L^{1}\left(G, M_{n}\right)$, we define their Fourier transforms by

$$
\widehat{\sigma}(\pi)=\int_{G}\left(1_{M_{n}} \otimes \pi\right)\left(x^{-1}\right) d\left(\sigma \otimes 1_{B\left(H_{\pi}\right)}\right)(x) \in M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)
$$

and

$$
\begin{aligned}
\widehat{f}(\pi) & =\int_{G} f(x) \otimes \pi\left(x^{-1}\right) d \lambda(x) \\
& =\left(\begin{array}{ccc}
\int_{G} f_{11}(x) \pi\left(x^{-1}\right) d \lambda(x) & \cdots & \int_{G} f_{1 n}(x) \pi\left(x^{-1}\right) d \lambda(x) \\
\cdot & \cdot \\
\cdot & \cdot \\
\cdot & \cdot \\
\int_{G} f_{n 1}(x) \pi\left(x^{-1}\right) d \lambda(x) & \cdots & \int_{G} f_{n n}(x) \pi\left(x^{-1}\right) d \lambda(x)
\end{array}\right) \in M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)
\end{aligned}
$$

where $M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)=B\left(\mathbb{C}^{n} \otimes H_{\pi}\right)$ is a matrix algebra over $\mathcal{B}\left(H_{\pi}\right)$ and the Hilbert space tensor product $\mathbb{C}^{n} \otimes H_{\pi}$ identifies with the direct sum of $n$-copies of $H_{\pi}$. For $\imath \in \widehat{G}$, we have

$$
\widehat{f}(\imath)=\int_{G} f d \lambda \in M_{n} .
$$

In contrast to the scalar case, $\widehat{f * \sigma}(\pi)$ need not equal $\widehat{\sigma}(\pi) \widehat{f}(\pi)$. Instead, we have

$$
\widehat{\sigma *_{\ell} f}(\pi)=\widehat{\sigma}(\pi) \widehat{f}(\pi)
$$

although one still has $\widehat{f * \sigma}=\widehat{f} \widehat{\sigma}$ if $G$ is abelian. However, if we define

$$
\begin{equation*}
\pi(\sigma)=\int_{G}\left(1_{M_{n}} \otimes \pi\right)(x) d\left(\sigma \otimes 1_{B\left(H_{\pi}\right)}\right)(x)=\widehat{\widetilde{\sigma}}(\pi) \tag{3.6}
\end{equation*}
$$

and $\pi(f)=\int_{G} f(x) \otimes \pi(x) d \lambda(x)$, then, as in [9, p.36], we have

$$
\pi(f * \sigma)=\pi(f) \pi(\sigma)
$$

If $\widehat{f}(\pi)=0$ for all $\pi \in \widehat{G}$, then $f=0$. Indeed, we have

$$
\int_{G} f_{i j}(x) \pi\left(x^{-1}\right) d \lambda(x)=0 \quad(\pi \in \widehat{G})
$$

which gives $f_{i j}=0$ for all $i, j$. If $G$ is abelian, then $\pi$ is a character and we have

$$
\widehat{\sigma}(\pi)=\int_{G} \pi\left(x^{-1}\right) d \sigma(x) \in M_{n}
$$

$$
\widehat{f}(\pi)=\int_{G} f(x) \pi\left(x^{-1}\right) d \lambda(x) \in M_{n}
$$

For abelian $G$, the inverse of $\pi \in \widehat{G}$ is given by

$$
\tilde{\pi}(x)=\pi\left(x^{-1}\right) \quad(x \in G)
$$

and we have $\widehat{\sigma}(\tilde{\pi})=\widehat{\widetilde{\sigma}}(\pi)$. Hence

$$
\begin{equation*}
\{\pi(\sigma): \pi \in \widehat{G}\}=\{\widehat{\widetilde{\sigma}}(\pi): \pi \in \widehat{G}\}=\{\widehat{\sigma}(\pi): \pi \in \widehat{G}\} \tag{3.7}
\end{equation*}
$$

Given $\mu \in M\left(G, M_{n}\right)$ and a function $f: G \longrightarrow M_{n}$, we define their transposes by pointwise transpose:

$$
\mu^{T}(E)=\mu(E)^{T}, \quad f^{T}(x)=f(x)^{T}
$$

We note that

$$
\left(\mu *_{\ell} f\right)^{T}=f^{T} * \mu^{T}
$$

For each $\pi \in \widehat{G}$, the Fourier transform

$$
\widehat{\mu}(\pi)=\left(\int_{G} \pi\left(x^{-1}\right) d \mu_{i j}(x)\right)
$$

is a matrix of operators in $M_{n} \otimes B\left(H_{\pi}\right)$ and we have

$$
\widehat{\mu^{T}}(\pi)=\left(\int_{G} \pi\left(x^{-1}\right) d \mu_{j i}(x)\right)=\widehat{\mu}(\pi)^{T}
$$

It follows that, for each $\sigma \in M\left(G, M_{n}\right)$, we have

$$
\begin{equation*}
\operatorname{Spec} \widehat{\sigma}(\pi)=\operatorname{Spec} \widehat{\sigma^{T}}(\pi) \tag{3.8}
\end{equation*}
$$

Lemma 3.3.7. Let $\sigma \in M\left(G, M_{n}\right)$ and $1 \leq p \leq \infty$. Then

$$
\operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\operatorname{Spec}\left(L_{\sigma^{T}}, L^{p}\left(G, M_{n}\right)\right)
$$

Proof. If $\alpha \in \mathbb{C}$ and $T_{\sigma}-\alpha I$ has an inverse $S \in \mathcal{B}\left(L^{p}\left(G, M_{n}\right)\right)$, we define $S^{T} \in$ $\mathcal{B}\left(L^{p}\left(G, M_{n}\right)\right)$ by

$$
S^{T}(f)=S(f)^{T} \quad\left(f \in L^{p}\left(G, M_{n}\right)\right)
$$

Then $L_{\sigma^{T}}-\alpha I$ has inverse $S^{T}$. Indeed, given $f \in L^{p}\left(G, M_{n}\right)$, we have

$$
\begin{aligned}
\left(L_{\sigma^{T}}-\alpha I\right) S^{T}(f) & =\sigma^{T} *_{\ell} S(f)^{T}-\alpha S(f)^{T}=\left(\left(\sigma^{T} *_{\ell} S(f)^{T}\right)^{T}-\alpha S(f)\right)^{T} \\
& =S(f) * \sigma-\alpha S(f)=f=S^{T}\left(L_{\sigma^{T}}-\alpha I\right)(f)
\end{aligned}
$$

The arguments can be reversed.

Proposition 3.3.8. Let $\sigma \in M\left(G, M_{n}\right)$. Then

$$
\Lambda\left(T_{\sigma}, L^{1}\right) \subset \bigcup_{\pi \in \widehat{G}} \operatorname{Spec} \widehat{\sigma}(\pi) \subset \operatorname{Spec} \sigma .
$$

Proof. Let $\alpha \in \Lambda\left(T_{\sigma}, L^{1}\right)$ with $f * \sigma=\alpha f$ for some nonzero $f \in L^{1}\left(G, M_{n}\right)$. Then there exists $\pi \in \widehat{G}$ such that $\widehat{f}(\pi) \neq 0$. We have $\left(\sigma^{T} *_{\ell} f^{T}\right)^{T}=f * \sigma=\alpha f$. Hence $\left(\sigma^{T} *_{\ell} f^{T}\right)=\alpha f^{T}$ and $\widehat{\sigma^{T}}(\pi) \widehat{f^{T}}(\pi)=\widehat{\sigma^{T} *_{\ell} f^{T}}(\pi)=\alpha \widehat{f^{T}}(\pi)$ which gives $\left(\widehat{\sigma^{T}}(\pi)-\alpha I\right) \widehat{f^{T}}(\pi)=0$. Therefore $\widehat{\sigma^{T}}(\pi)-\alpha I$ is not invertible, that is, $\alpha \in$ $\operatorname{Spec} \widehat{\sigma^{T}}(\pi)$.

If $\alpha \notin \operatorname{Spec} \sigma$, then $\sigma-\alpha \delta_{e}$ has an inverse $\mu \in M\left(G, M_{n}\right)$ and hence

$$
\left(\sigma^{T}-\alpha \delta_{e}\right) *_{\ell} \mu^{T}=\left(\mu *\left(\sigma-\alpha \delta_{e}\right)\right)^{T}=\delta_{e}=\mu^{T} *_{\ell}\left(\sigma^{T}-\alpha \delta_{e}\right) .
$$

It follows that, for all $\pi \in \widehat{G}$, we have $\left(\widehat{\sigma^{T}-\alpha} \delta_{e}\right)(\pi) \widehat{\mu^{T}}(\pi)=I=\widehat{\mu^{T}}(\pi)$ $\left(\sigma^{T}-\alpha \delta_{e}\right)(\pi)$, that is, $\widehat{\sigma^{T}}(\pi)-\alpha I$ is invertible in $M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)$. This proves the last inclusion.

We first develop a matrix spectral theory for abelian groups, and consider nonabelian groups later. We need to extend the Plancherel theorem to the matrix setting. For this, denote by $M_{n, 2}$ the vector space $M_{n}$ equipped with the Hilbert-Schmidt norm and consider the Hilbert space $L^{2}\left(G, M_{n, 2}\right)$ with inner product $\langle\cdot, \cdot\rangle_{2}$, written as $\langle\cdot, \cdot\rangle$.

Lemma 3.3.9. (Plancherel Theorem) Let $G$ be abelian and let $f \in L^{1}\left(G, M_{n, 2}\right) \cap$ $L^{2}\left(G, M_{n, 2}\right)$. Then $\|\widehat{f}\|_{2}=\|f\|_{2}$ and the mapping $f \in L^{1}\left(G, M_{n, 2}\right) \cap L^{2}\left(G, M_{n, 2}\right) \mapsto$ $\widehat{f} \in L^{2}\left(\widehat{G}, M_{n, 2}\right)$ extends to a unitary operator $\mathcal{F}: L^{2}\left(G, M_{n, 2}\right) \longrightarrow L^{2}\left(\widehat{G}, M_{n, 2}\right)$.

Proof. The proof is similar to the scalar case, we outline the main steps which require matrix manipulation, for clarity. Let $f \in L^{1}\left(G, M_{n, 2}\right) \cap L^{2}\left(G, M_{n, 2}\right)$ and let $f^{\star}$ : $G \longrightarrow M_{n}$ be the involution $f^{\star}(x)=f\left(x^{-1}\right)^{*}$. Then $f^{\star} \in L^{1}\left(G, M_{n, 2}\right) \cap L^{2}\left(G, M_{n, 2}\right)$ and $\widehat{f}{ }^{\star}(\gamma)=\widehat{f}(\gamma)^{*}$. The function $h=f * f^{\star}$ belongs to $L^{1}\left(G, M_{n, 2}\right) \cap L^{2}\left(G, M_{n, 2}\right)$ and has Fourier transform $\widehat{h}=\widehat{f f^{*}}$. Consider the scalar function $\operatorname{Tr} \circ h$ whose Fourier transform $\widehat{\operatorname{Tr} \circ h}$ equals $\operatorname{Tr} \circ \widehat{h}=\operatorname{Tr} \circ \widehat{f f^{*}}$ which is non-negative on $\widehat{G}$. By Lemma 3.1.1, $\operatorname{Tr} \circ h=\operatorname{Tr} \circ f * f^{\star}$ is continuous. Hence, by the scalar result, $\operatorname{Tr} \circ \widehat{h}=\widehat{\operatorname{Tr} \circ h} \in L^{1}(\widehat{G})$ which gives $\widehat{h} \in L^{1}\left(G, M_{n, 2}\right)$ since $\|\widehat{h}(\gamma)\|_{h s} \leq \sqrt{n}\|\widehat{h}(\gamma)\|_{M_{n}} \leq$ $\sqrt{n} \operatorname{Tr}(\widehat{h}(\gamma))$ by positivity of the matrx $\widehat{h}(\gamma)$. We also have

$$
\operatorname{Tr} \circ h(e)=\int_{\widehat{G}} \widehat{\operatorname{Tr} \circ h}(\gamma) d \gamma
$$

where $d \gamma$ is the Haar measure on $\widehat{G}$. It follows that

$$
\begin{aligned}
\|\widehat{f}\|_{2}^{2} & =\operatorname{Tr}\left(\int_{\widehat{G}} \widehat{f}(\gamma) \widehat{f}(\gamma)^{*} d \gamma\right)=\operatorname{Tr}(h(e)) \\
& =\operatorname{Tr}\left(\int_{G} f\left(y^{-1}\right) f\left(y^{-1}\right)^{*} d \lambda(y)\right)=\|f\|_{2}^{2}
\end{aligned}
$$

We can now extend the isometry $f \in L^{1}\left(G, M_{n, 2}\right) \cap L^{2}\left(G, M_{n, 2}\right) \mapsto \widehat{f} \in L^{2}\left(\widehat{G}, M_{n, 2}\right)$ to an isometry $\mathcal{F}: L^{2}\left(G, M_{n, 2}\right) \longrightarrow L^{2}\left(\widehat{G}, M_{n, 2}\right)$ and it remains to show that $\mathcal{F}$ is surjective. Indeed, if $g \in L^{2}\left(\widehat{G}, M_{n, 2}\right)$ satisfies $\langle\operatorname{Im} \mathcal{F}, g\rangle=0$, then we have, for each $\varphi \in L^{2}\left(G, M_{n, 2}\right)$,

$$
\left\langle\mathcal{F}^{\prime}(g), \varphi\right\rangle=\operatorname{Tr}\left(\int_{G} \varphi^{*} \mathcal{F}^{\prime}(g)\right)=\operatorname{Tr}\left(\int_{\widehat{G}} \mathcal{F}\left(\varphi^{*}\right) g\right)=0
$$

where the map $\mathcal{F}^{\prime}: L^{2}\left(\widehat{G}, M_{n, 2}\right) \longrightarrow L^{2}\left(G, M_{n, 2}\right)$ is constructed similarly. Hence $\mathcal{F}^{\prime}(g)=0$ in $L^{2}\left(G, M_{n, 2}\right)$ and $g=0$ in $L^{2}\left(\widehat{G}, M_{n, 2}\right)$.

Given a subset $\mathcal{E} \subset M_{n}$, we denote by

$$
\Lambda \mathcal{E}=\{\alpha \in \mathbb{C}: \operatorname{det}(A-\alpha I)=0 \text { for some } A \in \mathcal{E}\}
$$

the set of all eigenvalues of the matrices in $\mathcal{E}$. Using Lemma 3.3.9, the $L^{2}$-spectrum of $T_{\sigma}$ on an abelian group can be determined without difficulty. We prove a lemma first.

Lemma 3.3.10. Let $\Omega$ be a locally compact Hausdorff space and let $f$ be an element in the algebra $C_{b}\left(\Omega, M_{n}\right)$ of bounded continuous $M_{n}$-valued functions on $\Omega$. Then the spectrum of $f$ in this algebra is given by

$$
\operatorname{Spec} f=\overline{\Lambda\{f(\omega): \omega \in \Omega\}}
$$

Proof. Since $C_{b}\left(\Omega, M_{n}\right)=C\left(\bar{\Omega}, M_{n}\right)$, where $\bar{\Omega}$ is the Stone-Čech compactification, it is straightforward to show, using determinant, that

$$
\operatorname{Spec} f=\Lambda\{f(\omega): \omega \in \bar{\Omega}\} \supset \overline{\Lambda\{f(\omega): \omega \in \Omega\}}
$$

To see the reverse inclusion, let $\alpha$ be an eigenvalue of $f(\omega)$ for some $\omega \in \bar{\Omega}$ with $\omega=\lim _{\beta} \omega_{\beta}$ and $\omega_{\beta} \in \Omega$. Then we have $\lim _{\beta} \operatorname{det}\left(f\left(\omega_{\beta}\right)-\alpha\right)=\operatorname{det}(f(\omega)-\alpha)=0$. If $\operatorname{det}\left(f\left(\omega_{\beta}\right)-\alpha\right)=0$ for some $\beta$, there is nothing to prove. Otherwise, let $\varepsilon>0$ and choose $\left|\operatorname{det}\left(f\left(\omega_{\beta}\right)-\alpha\right)\right|<\varepsilon^{n}$. Let $\xi$ be the eigenvalue of $f\left(\omega_{\beta}\right)-\alpha I$ with the least modulus. Since determinant is the product of eigenvalues, we have $|\xi|<\varepsilon$. Now $\alpha+\xi$ is an eigenvalue of $f\left(\omega_{\beta}\right)$ and $|(\alpha+\xi)-\alpha|=|\xi|<\varepsilon$. This proves that $\alpha$ is in the closure of $\Lambda\{f(\omega): \omega \in \Omega\}$.

Remark 3.3.11. The above arguments also show that, if $f$ vanishes at infinity, then we have $0 \in \overline{\Lambda\{f(\omega): \omega \in \Omega\}}$.

Proposition 3.3.12. Let $G$ be abelian and $\sigma \in M\left(G, M_{n}\right)$. Then the convolution operator $L_{\sigma}: L^{2}\left(G, M_{n, 2}\right) \longrightarrow L^{2}\left(G, M_{n, 2}\right)$ is unitarily equivalent to the multiplication operator $M_{\widehat{\sigma}}: h \in L^{2}\left(\widehat{G}, M_{n, 2}\right) \mapsto \widehat{\sigma} h \in L^{2}\left(\widehat{G}, M_{n, 2}\right)$ via the Fourier transform $\mathcal{F}: L^{2}\left(G, M_{n, 2}\right) \longrightarrow L^{2}\left(\widehat{G}, M_{n, 2}\right)$, that is,

$$
\mathcal{F} L_{\sigma}=M_{\widehat{\sigma}} \mathcal{F}
$$

and we have $\operatorname{Spec}\left(T_{\sigma}, L^{2}\left(G, M_{n}\right)\right)=\overline{\Lambda\{\widehat{\sigma}(\gamma): \gamma \in \widehat{G}\}}$.
Proof. Define a map $\psi: L^{\infty}\left(\widehat{G}, M_{n}\right) \longrightarrow B\left(L^{2}\left(G, M_{n, 2}\right)\right)$ by

$$
\psi(f)(h)=\mathcal{F}^{-1}(f \mathcal{F}(h)) \quad\left(f \in L^{\infty}\left(\widehat{G}, M_{n, 2}\right), h \in L^{2}\left(G, M_{n, 2}\right)\right)
$$

One can verify readily that $\psi$ is injective and also an algebra homomorphism. Moreover, $\psi$ is a ${ }^{*}$-homomorphism. Indeed, given $f \in L^{\infty}\left(\widehat{G}, M_{n}\right)$ and $h, k \in L^{2}\left(G, M_{n, 2}\right)$, we have

$$
\begin{aligned}
\left\langle k, \psi\left(f^{*}\right) h\right\rangle & =\left\langle k, \mathcal{F}^{-1}\left(f^{*} \mathcal{F}(h)\right)\right\rangle=\left\langle\mathcal{F}(k), f^{*} \mathcal{F}(h)\right\rangle \\
& =\operatorname{Tr}\left(\int_{G} \mathcal{F}(k)\left(f^{*} \mathcal{F}(h)\right)^{*} d \lambda\right)=\operatorname{Tr}\left(\int_{G} \mathcal{F}(k) \mathcal{F}(h)^{*} f d \lambda\right) \\
& =\operatorname{Tr}\left(\int_{G} f \mathcal{F}(k) \mathcal{F}(h)^{*} d \lambda\right)=\langle f \mathcal{F}(k), \mathcal{F}(h)\rangle \\
& =\left\langle\mathcal{F}^{-1}(f \mathcal{F}(k)), h\right\rangle .
\end{aligned}
$$

Hence $\psi$ is an isometry (cf. [62, Corollary I.5.4]) and $L^{\infty}\left(\widehat{G}, M_{n}\right)$ identifies as a unital C*-subalgebra of $B\left(L^{2}\left(G, M_{n, 2}\right)\right)$. We have $\widehat{\sigma} \in L^{\infty}\left(\widehat{G}, M_{n}\right)$ and
$\psi(\widehat{\sigma})(h)=\mathcal{F}^{-1}(\widehat{\sigma} \mathcal{F}(h))=\mathcal{F}^{-1}\left(\mathcal{F}\left(\sigma *_{\ell} h\right)\right)=\sigma *_{\ell} h=L_{\sigma}(h) \quad\left(h \in L^{2}\left(G, M_{n, 2}\right)\right)$
that is, $\psi(\widehat{\sigma})=L_{\sigma}$ and $\mathcal{F} L_{\sigma}=M_{\widehat{\sigma}} \mathcal{F}$. Also we have

$$
\operatorname{Spec}\left(L_{\sigma}, L^{2}\right)=\operatorname{Spec}_{B\left(L^{2}\left(G, M_{n, 2}\right)\right)} \psi(\widehat{\sigma})=\operatorname{Spec}_{L^{\infty}\left(\widehat{G}, M_{n}\right)} \widehat{\sigma}
$$

where the second equality follows from that $L^{\infty}\left(\widehat{G}, M_{n}\right)$ is a unital C*-subalgebra of $B\left(L^{2}\left(G, M_{n, 2}\right)\right)$ (cf. [62, Proposition I.4.8]). Since $T_{\widetilde{\sigma}}^{*}=L_{\sigma}$, we obtain

$$
\operatorname{Spec}\left(T_{\widetilde{\sigma}}, L^{2}\right)=\operatorname{Spec}\left(T_{\widetilde{\sigma}}^{*}, L^{2}\right)=\operatorname{Spec}\left(L_{\sigma}, L^{2}\right)=\operatorname{Spec}_{L^{\infty}\left(\widehat{G}, M_{n}\right)} \widehat{\sigma}
$$

and hence, noting that $C_{b}\left(\widehat{G}, M_{n}\right)$ is a unital $\mathrm{C}^{*}$-subalgebra of $L^{\infty}\left(\widehat{G}, M_{n}\right)$,

$$
\operatorname{Spec}\left(T_{\sigma}, L^{2}\right)=\operatorname{Spec}_{L^{\infty}\left(\widehat{G}, M_{n}\right)} \widehat{\widetilde{\sigma}}=\operatorname{Spec}_{C_{b}\left(\widehat{\sigma}, M_{n}\right)} \widehat{\tilde{\sigma}}
$$

which is the closure of $\Lambda\{\widehat{\sigma}(\gamma): \gamma \in \widehat{G}\}$ by Lemma 3.3.10 and (3.7).

To define Fourier transform for $1<p<2$, we use the Hausdorff-Young inequality as in the scalar case.

Lemma 3.3.13. (Hausdorff-Young) Let $G$ be an abelian group and let $1<p<2$. Given $f \in L^{p}\left(G, M_{n}\right) \cap L^{1}\left(G, M_{n}\right)$, we have $\widehat{f} \in L^{q}\left(\widehat{G}, M_{n}\right)$ and $\|\widehat{f}\|_{q} \leq n^{2}\|f\|_{p}$.
Proof. Let $\mu$ be the Haar measure on $\widehat{G}$ such that we have the Hausdorff-Young inequality

$$
\|\widehat{h}\|_{q} \leq\|h\|_{p}
$$

for $h \in L^{p}(G) \cap L^{1}(G)$ (cf. [27, 4.27]). Let $f=\left(f_{i j}\right) \in L^{p}\left(G, M_{n}\right) \cap L^{1}\left(G, M_{n}\right)$. For $\pi \in \widehat{G}$, the Fourier transform $\widehat{f}(\pi)$ is the matrix $\left(\widehat{f}_{i j}(\pi)\right) \in M_{n}$ and we have

$$
\begin{aligned}
\left(\int_{\widehat{G}}\|\widehat{f}(\pi)\|_{M_{n}}^{q} d \mu(\pi)\right)^{1 / q} & \leq\left(\int_{\widehat{G}}\left(\sum_{i j}\left|\widehat{f}_{i j}(\pi)\right|^{2}\right)^{q / 2} d \mu(\pi)\right)^{1 / q} \\
& \leq\left(\int_{\widehat{G}}\left(\sum_{i j}\left|\widehat{f}_{i j}(\pi)\right|\right)^{q} d \mu(\pi)\right)^{1 / q} \\
& \leq \sum_{i j}\left\|\widehat{f}_{i j}\right\|_{q} \leq n^{2}\|f\|_{p}
\end{aligned}
$$

Since $L^{p}\left(G, M_{n}\right) \cap L^{1}\left(G, M_{n}\right)$ is $\|\cdot\|_{p}$-dense in $L^{p}\left(G, M_{n}\right)$, the above lemma implies that, for $1<p<2$, the Fourier transform $f \in L^{p}\left(G, M_{n}\right) \cap L^{1}\left(G, M_{n}\right) \mapsto \widehat{f} \in$ $L^{q}\left(G, M_{n}\right)$ has a unique extension to a bounded linear operator on $L^{p}\left(G, M_{n}\right)$, which will still be denoted by $f \mapsto \widehat{f}$ and called the Fourier transform of $L^{p}\left(G, M_{n}\right)$.

To obtain further spectral results for abelian groups $G$, we introduce a useful device, namely, the determinant of a matrix-valued measure. Let $\sigma=\left(\sigma_{i j}\right) \in$ $M\left(G, M_{n}\right)$ where $G$ is abelian. We define its determinant, $\operatorname{det} \sigma$, which is a complexvalued measure, by convolution:

$$
\operatorname{det} \sigma=\sum_{\tau} \operatorname{sgn}(\tau) \sigma_{1 \tau(1)} * \cdots * \sigma_{n \tau(n)}
$$

where $\tau$ is a permutation of $\{1, \ldots, n\}$. This is well-defined since $G$ is abelian. We can now define the adjugate matrix of $\sigma, \operatorname{Adj} \sigma \in M\left(G, M_{n}\right)$, by convolution such that

$$
(\operatorname{Adj} \sigma) * \sigma=\sigma *(A \operatorname{dj} \sigma)=\left(\begin{array}{ccc}
\operatorname{det} \sigma & & \\
& \ddots & \\
& & \operatorname{det} \sigma
\end{array}\right)
$$

Given that $G$ is abelian, $\widehat{G}$ is the group of characters and we have

$$
\widehat{\operatorname{det} \sigma}(\pi)=\operatorname{det} \widehat{\sigma}(\pi) \quad(\pi \in \widehat{G})
$$

We have the following matrix version of a Tauberian theorem.

Lemma 3.3.14. Let $G$ be abelian and let $\sigma \in M\left(G, M_{n}\right)$. Then the following conditions are equivalent.
(i) For each $f \in L^{\infty}\left(G, M_{n}\right), f * \sigma=0$ implies $f$ is constant.
(ii) For each $f \in L^{\infty}\left(G, M_{n}^{*}\right), \sigma *_{\ell} f=0$ implies $f$ is constant.
(iii) $\operatorname{det} \widehat{\sigma}(\pi) \neq 0$ for every $\pi \in \widehat{G} \backslash\{\imath\}$.

Proof. The equivalence of (i) and (iii) has been proved in [12].
(ii) $\Longrightarrow$ (iii). Suppose $\operatorname{det} \widehat{\sigma}(\pi)=0$ for some $\pi \neq i$. We can find a non-zero vector $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{C}^{n}$ such that $\widehat{\sigma}(\pi) \xi=0$. Define a function $f \in L^{\infty}\left(G, M_{n}^{*}\right)$ by

$$
f(x)=\pi(x)\left(\begin{array}{ccc}
\xi_{1} & \cdots & \xi_{1} \\
\vdots & & \\
\xi_{n} & \cdots & \xi_{n}
\end{array}\right) .
$$

We have

$$
\begin{aligned}
\sigma *_{\ell} f(x) & =\int_{G} d \sigma(y) f\left(x y^{-1}\right) \\
& =\pi(x) \int_{G} \pi\left(y^{-1}\right) d \sigma(y)\left(\begin{array}{ccc}
\xi_{1} & \cdots & \xi_{1} \\
\vdots & & \vdots \\
\xi_{n} & \cdots & \xi_{n}
\end{array}\right)=0
\end{aligned}
$$

but $f$ is non-constant.
(iii) $\Longrightarrow$ (ii). Consider the complex measure $\operatorname{det} \sigma$ whose Fourier transform satisfies $\widehat{\operatorname{det} \sigma}(\pi) \neq 0$ for each $\pi \in \widehat{G} \backslash\{\imath\}$. Let $f=\left(f_{i j}\right) \in L^{\infty}\left(G, M_{n}^{*}\right)$ be such that $\sigma *_{\ell} f=0$. Let $f^{T}$ and $\sigma^{T}$ be the transposes defined pointwise. Then

$$
f^{T} * \sigma^{T}(x)=\int_{G} f^{T}\left(x y^{-1}\right) d \sigma^{T}(y)=\left(\sigma *_{\ell} f\right)(x)^{T}=0
$$

for $\lambda$-a.e. $x \in G$. Therefore

$$
f^{T} *\left(\begin{array}{ccc}
\operatorname{det} \sigma^{T} & & \\
& \ddots & \\
& & \operatorname{det} \sigma^{T}
\end{array}\right)=f^{T} * \sigma^{T} * \operatorname{Adj} \sigma^{T}=0
$$

which gives $f_{i j}^{T} * \operatorname{det} \sigma=0$ where $f_{i j}^{T}=f_{j i} \in L^{\infty}(G)$. We can apply the equivalence (i) $\Leftrightarrow$ (iii) to det $\sigma$ and $L^{\infty}(G)$. This implies that $f_{j i}$ is constant for all $i, j$. Hence $f$ is constant.

Remark 3.3.15. In the above lemma, (i) $\Longrightarrow$ (iii) can be extended to non-abelian groups in which case, (i) or (ii) implies that 0 is not an eigenvalue of $\widehat{\sigma}(\pi)$ for each $\pi \in \widehat{G} \backslash\{\imath\}$. However, (iii) $\Longrightarrow$ (i) fails for non-abelian groups. Let $\sigma$ be an adapted probability measure on a non-amenable group $G$. Then there exists a nonconstant function $f \in L^{\infty}(G)$ such that $f * \sigma=f$ (cf. [13, Proposition 2.1.3]). By [10,

Lemma 3.11], $\widehat{\sigma-\delta_{e}}(\pi)$ is invertible in $\mathcal{B}\left(H_{\pi}\right)$ for every $\pi \in \widehat{G} \backslash\{\imath\}$ while $f$ satisfies $f *\left(\sigma-\delta_{e}\right)=0$. This reveals a different spectral phenomenon between abelian and non-abelian groups.

Proposition 3.3.16. Let $G$ be abelian and let $\sigma \in M\left(G, M_{n}\right)$. Then

$$
\Lambda\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)=\Lambda\{\widehat{\sigma}(\pi): \pi \in \widehat{G}\}
$$

and $\Lambda\left(T_{\sigma}, L^{p}\right) \subset \Lambda \widehat{\sigma}(\widehat{G})$ for all $p<\infty$.
Proof. Let $\alpha$ be an eigenvalue of $T_{\sigma}$ so that $f * \sigma=\alpha f$ for some non-zero $f \in$ $L^{\infty}\left(G, M_{n}\right)$. If $f$ is constant and equal $A \in M_{n}$ say, then $\alpha A=A \sigma(G)=A \widehat{\sigma}(\imath)$ gives $A(\widehat{\sigma}(l)-\alpha I)=0$. Hence $\widehat{\sigma}(\imath)-\alpha I$ is not invertible since $A \neq 0$, that is, $\alpha$ is an eigenvalue of $\hat{\sigma}(l)$.

If $f$ is non-constant, then $f *\left(\sigma-\alpha \delta_{e}\right)=0$ and Lemma 3.3.14 imply that there is some $\pi \in \widehat{G}$ such that $\operatorname{det} \widehat{\sigma-\alpha \delta_{e}}(\pi)=0$. Hence

$$
\operatorname{det}(\widehat{\sigma}(\pi)-\alpha I)=\operatorname{det} \widehat{\sigma-\alpha}_{e}(\pi)=0
$$

that is, $\alpha$ is an eigenvalue of $\widehat{\sigma}(\pi)$.
Let $\alpha \in \Lambda\{\widehat{\sigma}(\pi): \pi \in \widehat{G}\}$ and say, $\alpha$ is an eigenvalue of $\widehat{\sigma}(\pi)$. Then there exists a non-zero vector $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{C}^{n}$ such that $\widehat{\sigma}(\pi)^{*} \xi=\bar{\alpha} \xi$. Define a non-zero function $f \in L^{\infty}\left(G, M_{n}\right)$ by

$$
f(x)=\pi(x)\left(\begin{array}{ccc}
\bar{\xi}_{1} & \cdots & \bar{\xi}_{n} \\
0 & \cdots & 0 \\
\vdots & & \vdots \\
0 & \cdots & 0
\end{array}\right) \quad(x \in G)
$$

Then we have

$$
f * \sigma(x)=\pi(x)\left(\begin{array}{ccc}
\bar{\xi}_{1} & \cdots & \bar{\xi}_{n} \\
0 & \cdots & 0 \\
\vdots & & \vdots \\
0 & \cdots & 0
\end{array}\right) \widehat{\sigma}(\pi)=\alpha \pi(x)\left(\begin{array}{ccc}
\bar{\xi}_{1} & \cdots & \bar{\xi}_{n} \\
0 & \cdots & 0 \\
\vdots & & \vdots \\
0 & \cdots & 0
\end{array}\right)
$$

since

$$
\widehat{\sigma}(\pi)^{*}\left(\begin{array}{cccc}
\xi_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & & \\
\xi_{n} & \cdots & 0
\end{array}\right)=\bar{\alpha}\left(\begin{array}{cccc}
\xi_{1} & 0 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
\xi_{n} & 0 & \cdots & 0
\end{array}\right) .
$$

Hence $f * \sigma=\alpha f$ and $\alpha \in \Lambda\left(T_{\sigma}, L^{\infty}\right)$.
The last assertion follows from Lemma 3.3.2 (i).

Proposition 3.3.17. Let $G$ be abelian and let $\sigma \in M\left(G, M_{n}\right)$. Then we have

$$
\Lambda\{\widehat{\sigma}(\pi): \pi \in \widehat{G}\} \subset \operatorname{Spec}\left(T_{\sigma}, L^{p}\right)
$$

for all $p \in[1, \infty]$.
Proof. First, consider the case $1<p<2$. Let $\alpha$ be an eigenvalue of $\widehat{\sigma}(\pi)$ for some $\pi \in \widehat{G}$. We show that

$$
T_{\sigma}-\alpha I: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)
$$

is not invertible. Suppose otherwise, it has a bounded inverse $S: L^{p}\left(G, M_{n}\right) \longrightarrow$ $L^{p}\left(G, M_{n}\right)$ which commutes with left translations. Let $K$ be a compact subset of $G$ with positive Haar measure and define the function $k \in L^{p}\left(G, M_{n}\right) \cap L^{2}\left(G, M_{n}\right)$ by

$$
k=\left(\begin{array}{lll}
\pi \chi_{K} & & \\
& \ddots & \\
& & \pi \chi_{K}
\end{array}\right)
$$

where $\chi_{K}$ is the characteristic function of $K$. By surjectivity, there exits $h \in L^{p}\left(G, M_{n}\right)$ such that

$$
h * \sigma-\alpha h=k
$$

which, as $G$ is abelian, gives $\widehat{h} \widehat{\sigma}-\alpha \widehat{h}=\widehat{k}$ almost everywhere on $\widehat{G}$. Let $D$ : $L^{p}(G) \longrightarrow L^{p}\left(G, M_{n}\right)$ be the natural embedding

$$
D(f)=\left(\begin{array}{lll}
f & & \\
& \ddots & \\
& & f
\end{array}\right)
$$

Given $1 \leq i, j \leq n$, let $\psi: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}(G)$ be the projection onto the $i j$ component: $\psi(g)=g_{i j}$ for $g=\left(g_{i j}\right)$. Then the mapping $\psi \circ S \circ D: L^{p}(G) \longrightarrow L^{p}(G)$ commutes with left translations and by [44, Corollary 4.1.2], there exists a function $\varphi \in L^{\infty}(\widehat{G})$ such that

$$
\widehat{h}_{i j}=\widehat{\psi(h)}=\psi S D\left(\pi \chi_{K}\right)^{\kappa}=\varphi \widehat{\pi \chi_{K}} \in L^{\infty}(\widehat{G}) .
$$

It follows that $\widehat{h} \in L^{\infty}\left(\widehat{G}, M_{n}\right)$.
Let $\left\{V_{\beta}\right\}$ be a net of neighbourhoods of $\pi$ decreasing to $\{\pi\}$. Since $V_{\beta}$ has positive Haar measure, we can find $\gamma_{\beta} \in V_{\beta}$ such that $\left\|\widehat{h}\left(\gamma_{\beta}\right)\right\|_{M_{n}} \leq\|\widehat{h}\|_{\infty}$ and

$$
\widehat{h}\left(\gamma_{\beta}\right) \widehat{\sigma}\left(\gamma_{\beta}\right)-\alpha \widehat{h}\left(\gamma_{\beta}\right)=\widehat{k}\left(\gamma_{\beta}\right)
$$

Therefore

$$
\left|\operatorname{det} \widehat{k}\left(\gamma_{\beta}\right)\right| \leq\left\|\widehat{h}\left(\gamma_{\beta}\right)\right\|_{M_{n}}^{n}\left|\operatorname{det}\left(\widehat{\sigma}\left(\gamma_{\beta}\right)-\alpha\right)\right| \leq\|h\|_{\infty}^{n}\left|\operatorname{det}\left(\widehat{\sigma}\left(\gamma_{\beta}\right)-\alpha\right)\right|
$$

where $\widehat{k}$ is continuous, giving

$$
0<\lambda(K)^{n}=|\operatorname{det} \widehat{k}(\pi)| \leq\|\widehat{h}\|_{\infty}^{n}|\operatorname{det}(\widehat{\sigma}(\pi)-\alpha)|=0
$$

which is a contradiction. Therefore $T_{\sigma}-\alpha I$ is not invertible and $\alpha \in \operatorname{Spec}\left(T_{\sigma}, L^{p}\right)$.
For $2<p<\infty$, the conjugate exponent $q$ satisfies $1<q<2$ and the above arguments are applicable to $L_{\tilde{\sigma}}$ which commutes with left translations. Hence we have

$$
\operatorname{Spec}\left(T_{\sigma}, L^{p}\right)=\operatorname{Spec}\left(L_{\widetilde{\sigma}}, L^{q}\right) \supset \Lambda \widehat{\tilde{\sigma}}(\widehat{G})=\Lambda \widehat{\sigma}(\widehat{G})
$$

The reverse inclusion for the above result requires absolute continuity of $\sigma$. To prove it, we use a Wiener-Levy type theorem and we first develop some technical tools by adapting the ideas for the scalar case in [55] to the matrix setting.

Let $G$ be an abelian group. We begin by noting that, given a compact set $K$ contained in an open set $W$ in the dual group $\widehat{G}$, one can find a function $f \in L^{1}\left(G, M_{n}\right)$ such that

$$
\widehat{f}= \begin{cases}I_{M_{n}} & \text { on } K \\ 0 & \text { on } \widehat{G} \backslash W\end{cases}
$$

Indeed, one can find $h \in L^{1}(G)$ whose Fourier transform $\widehat{h}$ equals 1 on $K$, and vanishes outside $W$. Then the diagonal

$$
f=D(h)=\left(\begin{array}{lll}
h & & \\
& \ddots & \\
& & h
\end{array}\right)
$$

satisfies the requirements. Let

$$
A\left(\widehat{G}, M_{n}\right)=\left\{\widehat{f}: f \in L^{1}\left(G, M_{n}\right)\right\}
$$

Then, as in the scalar case, $A\left(\widehat{G}, M_{n}\right)$ is a Banach algebra under the pointwise product and the norm

$$
\left\|\left|\widehat{f}\|\mid:=\| f \|_{1}\right.\right.
$$

Naturally, we call $A\left(\widehat{G}, M_{n}\right)$ the matrix Fourier algebra of $\widehat{G}$.
Lemma 3.3.18. Let $G$ be abelian and let $f \in L^{1}\left(G, M_{n}\right)$. Given $\zeta \in \widehat{G}$ with a neighbourhood $W \subset \widehat{G}$ of $\zeta$, and given $\varepsilon>0$, there exists a function $h \in L^{1}\left(G, M_{n}\right)$ with $\|h\|_{1}<\varepsilon$ such that $\widehat{h}=0$ on $\widehat{G} \backslash W$ and

$$
\widehat{f}(\gamma)-\widehat{h}(\gamma)=\widehat{f}(\zeta)
$$

in some neighbourhood of $\zeta$.

Proof. This follows easily from the scalar result. Let $f=\left(f_{i j}\right)$. By [55, Theorem 2.6.5], we can find $h_{i j} \in L^{1}(G)$ with $\left\|h_{i j}\right\|_{1}<\varepsilon / n^{2}$ such that $\widehat{h_{i j}}=0$ outside $W$ and $\widehat{f_{i j}}(\gamma)-\widehat{h_{i j}}(\gamma)=\widehat{f_{i j}}(\zeta)$ in some neighbourhood $V_{i j}$ of $\zeta$. Let $h=\left(h_{i j}\right) \in L^{1}\left(G, M_{n}\right)$. Then

$$
\begin{aligned}
\|h\|_{1} & =\int_{G}\|h(x)\|_{M_{n}} d \lambda(x) \leq \int_{G}\left(\sum_{i, j}\left|h_{i j}(x)\right|^{2}\right)^{1 / 2} d \lambda(x) \\
& \leq \sum_{i, j} \int_{G}\left|h_{i j}(x)\right| d \lambda(x)<n^{2}\left(\frac{\varepsilon}{n^{2}}\right)=\varepsilon
\end{aligned}
$$

and we have $\widehat{h}=\left(\widehat{h_{i j}}\right)=0$ outside $W$ with $\widehat{f}(\gamma)-\widehat{h}(\gamma)=\widehat{f}(\zeta)$ in the neighbourhood $\bigcap_{i, j} V_{i j}$ of $\zeta$.

Lemma 3.3.19. Let $G$ be abelian and let $f \in L^{1}\left(G, M_{n}\right)$. Given $\varepsilon>0$, there exists a function $v \in L^{1}\left(G, M_{n}\right)$ such that its Fourier transform $\widehat{v}$ has compact support and $\|f-f * v\|_{1}<\varepsilon$.

Proof. We assume $f \neq 0$. We first note that the set

$$
\left\{v \in L^{1}\left(G, M_{n}\right): \widehat{v} \text { has compact support }\right\}
$$

is dense in $L^{1}\left(G, M_{n}\right)$. Indeed, by the scalar result, given $f=\left(f_{i j}\right) \in L^{1}\left(G, M_{n}\right)$ and for $\delta>0$, one can find $v=\left(v_{i j}\right) \in L^{1}\left(G, M_{n}\right)$ satisfying

$$
\left\|v_{i j}-f_{i j}\right\|_{1}<\frac{\delta}{n^{2}}
$$

and $\widehat{v_{i j}}$ has compact support. Since the support of $\widehat{v}$ is contained in $\bigcup_{i, j} \operatorname{supp} \widehat{v_{i j}}$, it is also compact. As before, we have

$$
\|v-f\|_{1} \leq \sum_{i, j}\left\|v_{i j}-f_{i j}\right\|_{1}<n^{2}\left(\frac{\delta}{n^{2}}\right)=\delta .
$$

Now, since $L^{1}\left(G, M_{n}\right)$ has an approximate identity, we can find $u \in L^{1}\left(G, M_{n}\right)$ such that $\|f-f * u\|_{1}<\varepsilon / 2$. Choose $v \in L^{1}\left(G, M_{n}\right)$ such that $\widehat{v}$ has compact support and

$$
\|u-v\|<\frac{\varepsilon}{2\|f\|_{1}}
$$

Then we have

$$
\|f-f * v\|_{1} \leq\|f-f * u\|_{1}+\|f *(u-v)\|_{1}<\varepsilon
$$

Definition 3.3.20. Let $G$ be an abelian group. A function $\psi: \widehat{G} \longrightarrow M_{n}$ is said to belong to $A\left(\widehat{G}, M_{n}\right)$ locally at $\zeta \in \widehat{G}$ if there are a neighbourhood $V$ of $\zeta$ and a function $\widehat{f} \in A\left(\widehat{G}, M_{n}\right)$ such that $\psi=\widehat{f}$ on $V$. If $\widehat{G}$ is not compact, we say that $\psi$ belongs to $A\left(\widehat{G}, M_{n}\right)$ at $\infty$ if there are a compact set $K \subset \widehat{G}$ and a function $\widehat{f} \in$ $A\left(\widehat{G}, M_{n}\right)$ such that $\psi=\widehat{f}$ on $\widehat{G} \backslash K$.

Lemma 3.3.21. If a function $\psi: \widehat{G} \longrightarrow M_{n}$ belongs to $A\left(\widehat{G}, M_{n}\right)$ locally at every point of $\widehat{G}$, including $\infty$ if $\widehat{G}$ is not compact, then we have $\psi \in A\left(\widehat{G}, M_{n}\right)$.

Proof. First suppose $\psi$ has compact support $K \subset \widehat{G}$. Then there are open sets $V_{1}, \ldots, V_{k}$ and functions $\widehat{f}_{1}, \ldots \widehat{f_{k}} \in A\left(\widehat{G}, M_{n}\right)$ such that $K \subset V_{1} \cup \cdots \cup V_{k}$ and $\psi=\widehat{f}_{i}$ on $V_{i}$. Choose open sets $W_{i} \subset V_{i}$ with compact closure $\overline{W_{i}} \subset V_{i}$ and $K \subset W_{i} \cup \cdots \cup W_{k}$. As noted earlier, we can find $\widehat{h}_{i} \in A\left(\widehat{G}, M_{n}\right)$ satisfying

$$
\widehat{h}_{i}=\left\{\begin{array}{l}
I \text { on } \overline{W_{i}} \\
0 \text { on } \widehat{G} \backslash V_{i} .
\end{array}\right.
$$

We have $\psi \widehat{h}_{i}=\widehat{f}_{i} \widehat{h}_{i} \in A\left(\widehat{G}, M_{n}\right)$ for each $i$ which implies

$$
\psi=\psi\left(1-\left(1-\widehat{h}_{1}\right)\left(1-\widehat{h}_{2}\right) \cdots\left(1-\widehat{h}_{k}\right)\right) \in A\left(\widehat{G}, M_{n}\right) .
$$

Now, without any assumption on $\psi$, since $\psi$ belongs to $A\left(\widehat{G}, M_{n}\right)$ at $\infty$, there are a compact set $K \subset \widehat{G}$ and a function $\widehat{g} \in A\left(\widehat{G}, M_{n}\right)$ such that $\psi=\widehat{g}$ outside $K$. Therefore $\psi-\widehat{g}$ has compact support and by the above arguments, we have $\psi-\widehat{g} \in A\left(\widehat{G}, M_{n}\right)$ and hence $\psi \in A\left(\widehat{G}, M_{n}\right)$.

A holomorphic map $F: E \longrightarrow F$ between complex Banach spaces has a series expansion around a point $z_{0} \in E$ of the form

$$
F(z)=\sum_{n=0}^{\infty} \frac{1}{n!} D^{n} F\left(z_{0}\right)\left(z-z_{0}, \ldots, z-z_{0}\right)
$$

where $D^{n} F\left(z_{0}\right): E^{n} \longrightarrow F$ is the $n$-th derivative of $F$ at $z_{0}$. We will use another form of the Taylor series for a holomorphic map $F: M_{n} \longrightarrow M_{n}$ which is more suitable to our purpose. We note that, when equipped with the Hilbert-Schmidt norm $\|\cdot\|_{h s}$, the Hilbert space $M_{n}$ identifies with the complex Euclidean space $\mathbb{C}^{n^{2}}$ via

$$
\left(z_{i j}\right) \in M_{n} \mapsto\left(z_{11}, \ldots, z_{n 1}, z_{12}, \ldots, z_{n 2}, \ldots, z_{n n}\right) \in \mathbb{C}^{n^{2}}
$$

Therefore, by considering each $i j$-th entry of

$$
F=\left(F_{i j}\right): \mathbb{C}^{n^{2}} \longrightarrow M_{n}
$$

its Taylor series near $w=\left(w_{i j}\right)$ can be written in the form

$$
F(z)=\sum_{\kappa} A_{\kappa}(z-w)^{\kappa}
$$

where $A_{\kappa} \in M_{n}$ and we adopt the usual convention of multi-indices: $\kappa=$ $\left(\kappa_{11}, \ldots, \kappa_{n n}\right)$ and $w^{\kappa}=w_{11}^{\kappa_{11}} \cdots w_{n n}^{\kappa_{n n}}$. We note that the neighbourhoods of $w$ can be described by any norm on $M_{n}$ since all norms are equivalent on $M_{n}$.

We are now ready to derive a matrix version of a Wiener-Levy type theorem. We note that each $\widehat{f} \in A\left(\widehat{G}, M_{n}\right)$ vanishes at infinity and therefore the closure of its range in $M_{n}$ contains 0 if $\widehat{G}$ is not compact.
Theorem 3.3.22. Let $\widehat{f} \in A\left(\widehat{G}, M_{n}\right)$ and let $\mathcal{U}$ be an open subset of $M_{n}$ containing the closure $\widehat{\widehat{f}(\widehat{G})}$. Then for any holomorphic map $F: \mathcal{U} \longrightarrow M_{n}$ satisfying $F(0)=0$ if $\widehat{G}$ is non-compact, there exists a function $\widehat{\varphi} \in A\left(\widehat{G}, M_{n}\right)$ such that

$$
\widehat{\varphi}(\gamma)=F(\widehat{f}(\gamma)) \quad(\gamma \in \widehat{G})
$$

We will denote $\widehat{\varphi}$ by $F(\widehat{f})$.
Proof. We need to show that the function $F \circ \widehat{f}: \widehat{G} \longrightarrow M_{n}$ belongs to $A\left(\widehat{G}, M_{n}\right)$. By Lemma 3.3.21, it suffices to show that $F \circ \widehat{f}$ belongs to $A\left(\widehat{G}, M_{n}\right)$ locally at every point of $\widehat{G} \cup\{\infty\}$. Fix $\zeta \in \widehat{G} \cup\{\infty\}$ and define $\widehat{f}(\infty)=0$.

Regard $\mathcal{U}$ as a subset of $\left(M_{n},\|\cdot\|_{h s}\right)=\mathbb{C}^{n^{2}}$ and let $\widehat{f}(\zeta)=w=\left(w_{11}, \ldots, w_{n n}\right) \in$ $\mathbb{C}^{n^{2}}$. Choose $\varepsilon>0$ such that $F$ has the Taylor series expansion

$$
F(z)=F(w)+\sum_{\kappa} A_{\kappa}(z-w)^{\kappa}
$$

which converges absolutely for $\|z-w\|_{\mathbb{C}^{n^{2}}}<\varepsilon$, where $A_{(0, \ldots, 0)}=0$.
By Lemma 3.3.18, and by Lemma 3.3.19 if $\zeta=\infty$, we can find a function $g=$ $\left(g_{i j}\right) \in L^{1}\left(G, M_{n}\right)$ with $\|g\|_{1}<\varepsilon / n^{2}$ such that

$$
\widehat{f}(\gamma)=\widehat{f}(\zeta)+\widehat{g}(\gamma)
$$

in some neighbourhood of $\zeta$. On $G$, consider the $M_{n}$-valued function

$$
\sum_{\kappa} A_{\kappa} g^{\kappa}
$$

where, for $\kappa=\left(\kappa_{11}, \ldots, \kappa_{n n}\right), g^{\kappa}$ is the complex function

$$
g^{\kappa}=g_{11}^{\kappa_{11}} * \cdots * g_{n n}^{\kappa_{n n}}
$$

on $G$, and $g_{i j}^{\kappa_{i j}}$ is the $\kappa_{i j}$-times convolution $g_{i j} * \cdots * g_{i j}$. We have

$$
\left\|g^{\kappa}\right\|_{1} \leq\left\|g_{11}\right\|_{1}^{\kappa_{11}} \cdots\left\|g_{n n}\right\|_{1}^{\kappa_{n n}}
$$

and $\left|g_{i j}(x)\right| \leq\|g(x)\|_{h s} \leq n\|g(x)\|_{M_{n}}$ implies

$$
\left(\sum_{i, j}\left\|g_{i j}\right\|_{1}^{2}\right)^{1 / 2} \leq\left(\sum_{i, j} n^{2}\|g\|_{1}^{2}\right)^{1 / 2}=\left(n^{4}\|g\|_{1}^{2}\right)^{1 / 2}<\varepsilon
$$

Therefore the series

$$
\sum_{\kappa}\left\|A_{\kappa}\right\|\left\|g_{11}\right\|_{1}^{\kappa_{11}} \cdots\left\|g_{n n}\right\|_{1}^{\kappa_{n n}}
$$

converges. Hence the series $\sum_{\kappa} A_{\kappa} g^{\kappa}$ converges in $L^{1}\left(G, M_{n}\right)$ to a function, say, $h \in L^{1}\left(G, M_{n}\right)$. We have

$$
\widehat{h}=\sum_{\kappa} A_{\kappa}{\widehat{g_{11}}}^{\kappa}{ }_{11} \ldots{\widehat{g_{n n}}}^{\kappa_{n n}}
$$

and

$$
\begin{aligned}
F(\widehat{f}(\gamma)) & =F(\widehat{f}(\zeta))+\sum_{\kappa} A_{\kappa}(\widehat{f}(\gamma)-\widehat{f}(\zeta))^{\kappa} \\
& =F(\widehat{f}(\zeta))+\sum_{\kappa} A_{\kappa} \widehat{g}(\gamma)^{\kappa} \\
& =F(\widehat{f}(\zeta))+\widehat{h}(\gamma)
\end{aligned}
$$

in a neighbourhood of $\zeta$ and, we can find a function $\widehat{h_{1}} \in A\left(\widehat{G}, M_{n}\right)$ which equals the constant $F(\widehat{f}(\zeta))$ in a smaller neighbourhood. This proves that $F \circ \widehat{f}$ belongs to $A\left(\widehat{G}, M_{n}\right)$ locally at every point of $\widehat{G} \cup\{\infty\}$.

We can now describe the $L^{p}$-spectrum in the abelian case.
Theorem 3.3.23. Let $G$ be abelian and let $\sigma \in M\left(G, M_{n}\right)$ be absolutely continuous. Then we have

$$
\operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\overline{\Lambda\{\widehat{\sigma}(\pi): \pi \in \widehat{G}\}}
$$

for $1 \leq p \leq \infty$.
Proof. Let $\sigma=\underline{h \cdot \lambda}$ for some $h \in L^{1}\left(G, M_{n}\right)$. We first consider $p=1$. Suppose $\alpha \notin \overline{\Lambda \widehat{\sigma}(\widehat{G})}=\overline{\Lambda \widehat{h}(\widehat{G})}$. We show that

$$
T_{\sigma}-\alpha I: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)
$$

is invertible. We have $\alpha \notin \Lambda\left(T_{\sigma}, L^{1}\right)$ for if $f \in L^{1}\left(G, M_{n}\right)$ satisfies $f *\left(\sigma-\alpha \delta_{e}\right)=0$, then $\widehat{f}(\widehat{\sigma}-\alpha)=0$ where, for all $\gamma \in \widehat{G}$, the matrix $\widehat{\sigma}(\gamma)-\alpha I$ is invertible in $M_{n}$ since $\operatorname{det}(\widehat{\sigma}(\gamma)-\alpha I) \neq 0$ and hence $\widehat{f}(\gamma)=0$.

It remains to show that $T_{\sigma}-\alpha$ is surjective. Consider the continuous function $\psi: M_{n} \longrightarrow \mathbb{C}$ given by

$$
\psi(A)=\operatorname{det}(A-\alpha) \quad\left(A \in M_{n}\right)
$$

We note that the compact set $\psi(\widehat{\widehat{h}(\widehat{G})})$ does not contain 0 . Otherwise, we have $0=\psi(A)$ for some $A=\lim _{\beta} \widehat{h}\left(\gamma_{\beta}\right)$ with $\gamma_{\beta} \in \widehat{G}$. It follows that $\lim _{\beta} \operatorname{det}\left(\widehat{h}\left(\gamma_{\beta}\right)-\right.$ $\alpha)=\operatorname{det}(A-\alpha)=0$ and one argues as in the proof of Lemma 3.3.10 to get a contradiction that $\alpha \in \overline{\widehat{\Lambda}(\widehat{h})}$. We can therefore find an open set $V$ in $\mathbb{C}$ containing $\psi(\widehat{\widehat{h}}(\widehat{G}))$, but not 0 . This gives an open set $\mathcal{U}=\psi^{-1}(V)$ in $M_{n}$ containing $\widehat{\widehat{h}(\widehat{G})}$ such that, for each $A \in \mathcal{U}$, the matrix $A-\alpha I$ is invertible in $M_{n}$.

We consider two cases : (i) $\alpha \neq 0$ and (ii) $\alpha=0$.
Case (i). This occurs if $\widehat{G}$ is non-compact since $\widehat{h}$ vanishes at infinity and $0 \in$ $\overline{\Lambda \widehat{h}(\widehat{G})}$ by Remark 3.3.11. We define a holomorphic map $F: \mathcal{U} \longrightarrow M_{n}$ by $F(z)=$ $z(z-\alpha)^{-1}$. By Theorem 3.3.22, there exists $f \in L^{1}\left(G, M_{n}\right)$ such that $\widehat{f}=F(\widehat{h})$. Then we have $\widehat{f}(\gamma)=F(\widehat{h}(\gamma))=\widehat{h}(\gamma)(\widehat{h}(\gamma)-\alpha)^{-1}$ for $\gamma \in \widehat{G}$.

Given $g \in L^{1}\left(G, M_{n}\right)$, we define

$$
u=\frac{1}{\alpha}(g * f-g) .
$$

Then we have $\left(T_{\sigma}-\alpha I\right)(u)=g$ since

$$
\left(u *\left(\sigma-\alpha \delta_{e}\right)\right)^{\uparrow}=\widehat{u}(\widehat{h}-\alpha)=\frac{1}{\alpha}(\widehat{g} \widehat{f}-\widehat{g})(\widehat{h}-\alpha)=\frac{1}{\alpha}(\widehat{g} \widehat{f}(\widehat{h}-\alpha)-\widehat{g} \widehat{h}+\alpha \widehat{g})=\widehat{g} .
$$

$\underline{\text { Hence }} T_{\sigma}-\alpha I$ is invertible and $\alpha \notin \operatorname{Spec}\left(T_{\sigma}, L^{1}\right)$. This proves $\operatorname{Spec}\left(T_{\sigma}, L^{1}\right) \subset$ $\overline{\Lambda \widehat{\sigma}(\widehat{G})}$.

Case (ii). If $\alpha=0$, then $\widehat{h}(\gamma)$ is invertible in $M_{n}$ for all $\gamma \in \widehat{G}$ and we can apply Theorem 3.3.22 to the holomorphic function $F(z)=z^{-1}$ to obtain a function $f \in$ $L^{1}\left(G, M_{n}\right)$ satisfying $\widehat{f}(\gamma)=\widehat{h}(\gamma)^{-1}$ for all $\gamma \in \widehat{G}$. Given $g \in L^{1}\left(G, M_{n}\right)$, we have $\underline{g=T_{\sigma}}(u)$ for $u=g * f$. Hence $T_{\sigma}$ is invertible which also proves $\operatorname{Spec}\left(T_{\sigma}, L^{1}\right) \subset$ $\overline{\Lambda \widehat{\sigma}(\widehat{G})}$.

Now it follows from Proposition 3.3.17 that $\operatorname{Spec}\left(T_{\sigma}, L^{\infty}\right)=\operatorname{Spec}\left(T_{\sigma}, L^{1}\right)=$ $\overline{\Lambda \widehat{\sigma}(\widehat{G})}$. The same conclusion for $1<p<\infty$ follows from Lemma 3.3.2 and Proposition 3.3.17.

Remark 3.3.24. The above result extends the known description of the scalar $L^{p_{-}}$ spectrum for abelian groups: $\operatorname{Spec}\left(T_{\sigma}, L^{p}(G)\right)=\overline{\widehat{\sigma}(\widehat{G})}$ if $\sigma$ is absolutely continuous. Without absolute continuity, the result is false for $p \neq 2$ (see, for example, [52,66]).

Corollary 3.3.25. Let $G$ be a discrete abelian group and $\sigma \in M\left(G, M_{n}\right)$. Then we have $\operatorname{Spec}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)=\Lambda\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$.

Proof. Since $\widehat{G}$ is compact, the set $\Lambda \widehat{\sigma}(\widehat{G})$ is closed by continuity of $\widehat{\sigma}$ and the determinant function det. Hence the result follows from Theorem 3.3.23 and Proposition 3.3.16.

Given an abelian group $G$, the Fourier algebra $A(\widehat{G})=\left(L^{1}(G)\right)$ is abelian and its spectrum identifies with $\widehat{G}$. Hence the spectrum of each element $f \in A(\widehat{G})$ is the closure of $f(\widehat{G})$. The matrix Fourier algebra $A\left(\widehat{G}, M_{n}\right)$ is non-abelian and we have the following spectral result.

Corollary 3.3.26. Let $G$ be an abelian group. The quasi-spectrum of an element $\widehat{h}$ in the Banach algebra $A\left(\widehat{G}, M_{n}\right)$ is given by $\operatorname{Spec}^{\prime} \widehat{h}=\widehat{\Lambda \widehat{h}(\widehat{G})} \bigcup\{0\}$.

Proof. First, assume that $\widehat{G}$ is non-compact. Then as remarked before, we have $0 \in \widehat{\Lambda \widehat{h}(\widehat{G})}$. Let $\alpha \in \widehat{\Lambda h}(\widehat{G}) \backslash\{0\}$. We show $\widehat{h} / \alpha$ has no quasi-inverse in $A\left(\widehat{G}, M_{n}\right)$; otherwise, let $\widehat{g}$ be its quasi-inverse, then $\widehat{h} / \alpha+\widehat{g}=(\widehat{h} / \alpha) \widehat{g}$ implies

$$
(\alpha I-\alpha \widehat{g}(\gamma))(\alpha I-\widehat{h}(\gamma))=I \quad(\gamma \in \widehat{G})
$$

Taking determinant both sides, we get a contradiction since $\operatorname{det}\left(\alpha I-\widehat{h}\left(\gamma_{0}\right)\right)=0$ for some $\gamma_{0} \in \widehat{G}$. Hence we have $\overline{\Lambda \widehat{h}(\widehat{G})} \subset \operatorname{Spec}^{\prime} \widehat{h}$.

To see the reverse inclusion, we show that $\operatorname{Spec}^{\prime} \widehat{h} \subset \operatorname{Spec}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$ and invoke Theorem 3.3.23, where $\sigma=h \cdot \lambda$. Indeed, if $T_{\sigma}-\beta I: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is invertible for some $\beta \neq 0$, then we can find $f \in L^{1}\left(G, M_{n}\right)$ such that $f * h-\beta f=h$ giving $\widehat{f}(\widehat{h}-\beta)=\widehat{h}$ and $\widehat{h} / \beta+\widehat{f}=(\widehat{h} / \beta) \widehat{f}$. Hence $\widehat{h} / \beta$ has quasi-inverse $\widehat{f}$ and $\beta \notin$ Spec $^{\prime} \widehat{h}$.

Finally, if $\widehat{G}$ is compact, then $G$ is discrete and $A\left(\widehat{G}, M_{n}\right)$ is unital and the identity is the constant function on $\widehat{G}$ taking value $I \in M_{n}$. Similar arguments as above yield $\operatorname{Spec} \widehat{h} \subset \operatorname{Spec}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$. This completes the proof.

In connection with the results above, we consider, given $\sigma \in M\left(G, M_{n}\right)$ and $f \in$ $L^{1}\left(G, M_{n}\right)$, the existence of solution to the matrix convolution equation $h * \sigma=f$ in $L^{1}\left(G, M_{n}\right)$.

Proposition 3.3.27. Let $G$ be abelian and $\sigma \in M\left(G, M_{n}\right)$. The following conditions are equivalent.
(i) $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ has dense range.
(ii) $L_{\tilde{\sigma}}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ has dense range.
(iii) $\operatorname{det} \widehat{\sigma}(\pi) \neq 0$ for each $\pi \in \widehat{G}$.

Proof. (i) $\Longrightarrow$ (iii). Condition (i) is equivalent to injectivity of $T_{\sigma}^{*}=L_{\tilde{\sigma}}$ : $L^{\infty}\left(G, M_{n}^{*}\right) \longrightarrow L^{\infty}\left(G, M_{n}^{*}\right)$ which, by Lemma 3.3.14, implies that $\operatorname{det} \hat{\tilde{\sigma}}(\pi) \neq 0$ for $\pi \in \widehat{G} \backslash\{\imath\}$, or, $\operatorname{det} \widehat{\sigma}(\pi) \neq 0$ for $\pi \in \widehat{G} \backslash\{\imath\}$. Pick $h \in L^{1}\left(G, M_{n}\right)$ such that

$$
\operatorname{det} \widehat{h}(\imath)=\operatorname{det} \int_{G} h d \lambda \neq 0
$$

for instance, one can choose $h$ to be a diagonal matrix with a diagonal entry $k \in$ $L^{1}(G)$ satisfying $\int_{G} k d \lambda \neq 0$. Condition (i) gives a sequence $\left(h_{n}\right)$ in $L^{1}\left(G, M_{n}\right)$ such that $\left(h_{n} * \sigma\right)$ is norm convergent to $h$. It follows that

$$
\widehat{h}(\imath)=\lim _{n} \widehat{h_{n} * \sigma}(\imath)=\lim _{n} \widehat{h_{n}}(\imath) \widehat{\sigma}(\imath) \neq 0
$$

which implies that $\operatorname{det} \widehat{\sigma}(\imath) \neq 0$.
(iii) $\Longrightarrow$ (i). We show that $L_{\tilde{\sigma}}$ is injective. Let $f \in L^{\infty}\left(G, M_{n}^{*}\right)$ satisfy $\tilde{\sigma} *_{\ell} f=0$. Applying Lemma 3.3.14 to $\widetilde{\sigma}$, we conclude that $f$ must take constant value $A \in M_{n}$, say. Then

$$
\widehat{\sigma}(\tau) A=\widetilde{\sigma} *_{\ell} f=0
$$

implies that $A=0$ since $\widehat{\sigma}(t)$ is invertible.
(ii) $\Longleftrightarrow$ (iii). Condition (ii) is equivalent to injectivity of the dual map $L_{\tilde{\sigma}}^{*}=T_{\sigma}$ : $L^{\infty}\left(G, M_{n}^{*}\right) \longrightarrow L^{\infty}\left(G, M_{n}^{*}\right)$, that is, $0 \notin \Lambda\left(T_{\sigma}, L^{\infty}\left(G, M_{n}^{*}\right)\right)=\Lambda\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$. The last equality holds because $M_{n}^{*}=\left(M_{n},\|\cdot\|_{1}\right)$ and a bounded $M_{n}^{*}$-valued function can be regarded as a bounded $M_{n}$-valued function, and vice versa.

Corollary 3.3.28. Let $G$ be abelian and $\sigma \in M\left(G, M_{n}\right)$. The following conditions are equivalent.
(i) $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is surjective.
(ii) $L_{\tilde{\sigma}}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is surjective.
(iv) $0 \notin \operatorname{Spec} \sigma$.

Proof. By Lemma 3.3.2 and its proof, we have $\operatorname{Spec} \sigma=\operatorname{Spec}\left(L_{\tilde{\sigma}}, L^{1}\left(G, M_{n}\right)\right)$ and we only need to show (i) $\Longrightarrow$ (iv) $\Longleftarrow$ (ii).
(i) $\Longrightarrow$ (iv). By Proposition 3.3.27, we have $0 \notin \Lambda\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ and hence $0 \notin \Lambda\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$ by Lemma 3.3.2. Therefore $T_{\sigma}$ is invertible on $L^{1}\left(G, M_{n}\right)$.

Similar arguments yield (ii) $\Longrightarrow$ (iv).
Example 3.3.29. Let $\sigma$ be the Gaussian measure on $\mathbb{R}$. Then the convolution operator $T_{\sigma}: L^{1}\left(\mathbb{R}, M_{n}\right) \longrightarrow L^{1}\left(\mathbb{R}, M_{n}\right)$ is not surjective, but has dense range. In fact, if $G$ is a non-discrete abelian group and if $\sigma=f \cdot \lambda$ is absolutely continuous, then $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is never surjective, for otherwise, we would have $f=h * \sigma=h * f$ for some $h \in L^{1}\left(G, M_{n}\right)$ which gives $\widehat{f}(\widetilde{\pi})=\widehat{h}(\widetilde{\pi}) \widehat{f}(\widetilde{\pi})$, with $\widehat{f}(\widetilde{\pi})=\widehat{\sigma}(\widetilde{\pi})$ invertible for all $\pi \in \widehat{G}$ by Proposition 3.3.27, and hence $\widehat{h}(\widetilde{\pi})=I$ for all $\pi \in \widehat{G}$ which is impossible.

We note that surjectivity of $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ implies invertibility of $T_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$, for $1<p<\infty$, by Lemma 3.3.2 (iv); but the converse need not be true by Remark 3.3.24, since there are abelian groups $G$ for which one can find $\mu \in M(G)$ with $\operatorname{Spec} \mu \backslash \operatorname{Spec}\left(T_{\mu}, L^{2}(G)\right) \neq \emptyset$.

We have the following criterion for surjectivity of $T_{\sigma}$ on $L^{2}\left(G, M_{n}\right)$.
Lemma 3.3.30. Let $H$ be a Hilbert space and $T \in \mathcal{B}(H)$ with adjoint $T^{*}$. Then $T$ is surjective if, and only if, $\operatorname{Spec} T T^{*} \subset[c, \infty)$ for some $c>0$.

Proof. We first note that the range $T(H)$ is closed if, and only if,

$$
\operatorname{Spec} T T^{*} \subset\{0\} \cup[c, \infty)
$$

for some $c>0$ (cf. [6, p.95]).
Let $T$ be surjective. Then $T^{*}(H)$ is closed by the above remark, and we only need to show $0 \notin \operatorname{Spec} T T^{*}$. Since $H=T^{*}(H) \oplus T^{*}(H)^{\perp}$, we have

$$
H=T T^{*}(H)+T\left(T^{*}(H)^{\perp}\right)=T T^{*}(H)
$$

By self-adjointness, $T T^{*}$ is injective and $0 \notin \operatorname{Spec} T T^{*}$.
Conversely, $0 \notin \operatorname{Spec} T T^{*}$ implies that $H=T T^{*}(H)$ and $T$ is surjective.

Corollary 3.3.31. Let $G$ be an abelian group and $\sigma \in M(G)$. The following conditions are equivalent.
(i) $T_{\sigma}: L^{2}(G) \longrightarrow L^{2}(G)$ is surjective.
(ii) $|\widehat{\sigma}(\widehat{G})| \subset[c, \infty)$ for some $c>0$.

Proof. Let $\bar{\sigma}$ be the complex conjugate of $\sigma$. We have $\operatorname{Spec} T_{\sigma} T_{\sigma}^{*}=\operatorname{Spec} T_{\sigma} T_{\overline{\bar{\sigma}}}=$ $\operatorname{Spec} T_{\widetilde{\bar{\sigma}} * \sigma}=\overline{\widehat{\bar{\sigma}} * \sigma(\widehat{G})}$, where $\widehat{\overline{\bar{\sigma}} * \sigma}(\widehat{G})=|\widehat{\sigma}(\widehat{G})|^{2}$ since $\widehat{\bar{\sigma} * \sigma}=\overline{\hat{\sigma}} \widehat{\sigma}=|\widehat{\sigma}|^{2}$. Now Lemma 3.3.30 gives the result.

For any group $G$, the operator $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ has dense range if, and only if, $0 \notin \Lambda\left(L_{\tilde{\sigma}}, L^{\infty}\left(G, M_{n}^{*}\right)\right)=\Lambda\left(L_{\tilde{\sigma}}, L^{\infty}\left(G, M_{n}\right)\right)=\Lambda\left(T_{\widetilde{\sigma}^{T}}, L^{\infty}\left(G, M_{n}\right)\right)$, the latter equality follows from the fact that $\left(\widetilde{\sigma} *_{\ell} f\right)^{T}=f^{T} * \widetilde{\sigma}^{T}$ for every $f \in$ $L^{\infty}\left(G, M_{n}\right)$.

Corollary 3.3.32. Let $\sigma \in M\left(G, M_{n}\right)$ be such that $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ has dense range. Then 0 is not an eigenvalue of $\widehat{\tilde{\sigma}}(\pi)$ for each $\pi \in \widehat{G}$.

Proof. Injectivity of $L_{\tilde{\sigma}}: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ implies that 0 is not an eigenvalue of $\widehat{\widetilde{\sigma}}(\pi)$ for $\pi \in \widehat{G} \backslash\{t\}\}$, by Remark 3.3.15. The rest of the proof is similar to that of (i) $\Longrightarrow$ (iii) in Proposition 3.3.27.

A complex-valued measure $\sigma$ is called symmetric if $\widetilde{\sigma}=\sigma$. Extending this notion, we call an $M_{n}$-valued measure $\sigma$ symmetric if $\widetilde{\sigma}=\sigma^{T}$. The above remarks give the following result.

Proposition 3.3.33. Let $\sigma \in M\left(G, M_{n}\right)$ be symmetric. The following conditions are equivalent.
(i) $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ has dense range.
(ii) $L_{\tilde{\sigma}}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ has dense range;
(iii) $0 \notin \Lambda\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$.

Corollary 3.3.34. Given a symmetric $\sigma \in M\left(G, M_{n}\right)$, the following conditions are equivalent.
(i) $T_{\sigma}: L^{1}\left(G, M_{n}\right) \longrightarrow L^{1}\left(G, M_{n}\right)$ is surjective.
(ii) $0 \notin \operatorname{Spec} \sigma$.

Proof. Condition (i) implies $0 \notin \Lambda\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$.
We now develop a device to study the spectrum of $T_{\sigma}: L^{2}\left(G, M_{n}\right) \longrightarrow L^{2}\left(G, M_{n}\right)$ for non-abelian groups $G$. We will show that $T_{\sigma}^{*}$ identifies with an element of the C*-tensor product $C_{r}^{*}(G) \otimes M_{n^{2}}$ of the reduced group C*-algebra $C_{r}^{*}(G)$ and $M_{n^{2}}$. From this, we deduce several results about the spectrum $\operatorname{Spec}\left(T_{\sigma}, L^{2}\left(G, M_{n}\right)\right)$. We first recall some basics of group C*-algebras. Since we use the right Haar measure $\lambda$ on $G$, we define the group $\mathrm{C}^{*}$-algebra of $G$ by the right regular representation $\rho: G \longrightarrow B\left(L^{2}(G)\right)$ which is given by

$$
\rho(x) h(y)=h(y x) \quad\left(x, y \in G, h \in B\left(L^{2}(G)\right) .\right.
$$

We note that $L^{1}\left(G, M_{n}\right)$ is a Banach $\star$-algebra in the convolution product and the involution

$$
f^{\star}(x)=\triangle_{G}\left(x^{-1}\right) f\left(x^{-1}\right)^{*} \quad(x \in G)
$$

where $*$ denotes the involution in $M_{n}$ and $\triangle_{G}$ is the modular function of $G$. The regular representation $\rho$ extends to a representation of the Banach algebra $M(G)$, still denoted by $\rho$ :

$$
\rho(\mu)(h)=\int_{G} \rho(x) h d \mu(x)=h * \widetilde{\mu} \quad\left(\mu \in M(G), h \in L^{2}(G)\right)
$$

and for $f \in L^{1}(G) \subset M(G)$, we have $\widetilde{f \triangle_{G}} \in L^{1}(G)$ and

$$
\rho(f) h(x)=\int_{G} f(y) h(x y) d \lambda(y)=h * \widetilde{f \triangle_{G}}(x) \quad\left(h \in L^{2}(G)\right) .
$$

The reduced group $C^{*}$-algebra $C_{r}^{*}(G)$ is defined to be the norm closure $\overline{\rho\left(L^{1}(G)\right)}$ in $B\left(L^{2}(G)\right)$. The group $\mathrm{C}^{*}$-algebra $C^{*}(G)$ is the $\mathrm{C}^{*}$-completion of $L^{1}(G)$, that is, the completion with respect to the norm

$$
\|f\|_{c}=\sup _{\pi}\{\|\pi(f)\|\}
$$

where the supremum is taken over all $\star$-representations $\pi: L^{1}(G) \longrightarrow B\left(H_{\pi}\right)$. The regular representation $\rho$ of $L^{1}(G)$ extends to a representation $\rho^{\prime}$ of $C^{*}(G)$ and we have $\rho^{\prime}\left(C^{*}(G)\right)=C_{r}^{*}(G)$. Although $\rho$ is injective on $L^{1}(G)$, its extension $\rho^{\prime}$ need not be so on $C^{*}(G)$. In fact, $\rho^{\prime}$ is faithful on $C^{*}(G)$ if and only if $G$ is amenable.

To put our device for $T_{\sigma}$ in perspective, we make use of $\mathrm{C}^{*}$-crossed products which extend the above construction of $C^{*}(G)$. Let $(\mathcal{A}, G, \beta)$ be a $\mathrm{C}^{*}$-dynamical system, that is, $\mathcal{A}$ is a $\mathrm{C}^{*}$-algebra, $G$ a locally compact group and $\beta: t \in G \mapsto \beta_{t} \in$ Aut $\mathcal{A}$ is a homomorphism to the automorphism group $\operatorname{Aut} \mathcal{A}$ of $\mathcal{A}$ such that the map $t \in G \mapsto \beta_{t}(x) \in \mathcal{A}$ is continuous for all $x \in \mathcal{A}$. We refer to [51] for an exposition of $\mathrm{C}^{*}$-dynamical systems and $\mathrm{C}^{*}$-crossed products.

Let $L^{1}(G, \mathcal{A})$ be the Lebesgue space of $\mathcal{A}$-valued $\lambda$-integrable functions on $G$. It is a Banach algebra with the following product and involution:

$$
\begin{gathered}
f \cdot h(x)=\int_{G} \beta_{y}\left(f\left(x y^{-1}\right) h(y) d \lambda(y) \quad\left(f, h \in L^{1}(G, \mathcal{A}), x \in G\right)\right. \\
f^{\star}(x)=\triangle_{G}\left(x^{-1}\right) \beta_{x}\left(f\left(x^{-1}\right)\right)^{*} \quad\left(f \in L^{1}(G, \mathcal{A}), x \in G\right)
\end{gathered}
$$

where $*$ denotes the involution in $\mathcal{A}$. The $C^{*}$-crossed product $G \times{ }_{\beta} \mathcal{A}$ is defined to be the $\mathrm{C}^{*}$-completion of $L^{1}(G, \mathcal{A})$. In particular, if $\mathcal{A}=\mathbb{C}$, then the action $\beta$ is trivial, that is, each $\beta_{t}$ is the identity map of $\mathcal{A}$, and the crossed product $G \times{ }_{\beta} \mathbb{C}$ reduces to $C^{*}(G)$.

Given $\mathcal{A} \subset \mathcal{B}(H)$, let $L^{2}(G, H)$ be the Hilbert space of $H$-valued $L^{2}$ functions on $G$, with respect to the Haar measure $\lambda$. One can construct, as before, a regular representation $\beta^{\prime}: G \times_{\beta} \mathcal{A} \longrightarrow \mathcal{B}\left(L^{2}(G, H)\right)$ satisfying

$$
\begin{equation*}
\beta^{\prime}(f) h(x)=\int_{G} \beta_{x}(f(y))(h(x y)) d \lambda \tag{3.9}
\end{equation*}
$$

for $f \in L^{1}(G, \mathcal{A}), h \in L^{2}(G, H)$ and $x \in G$. The image $\beta^{\prime}\left(G \times_{\beta} \mathcal{A}\right)$ is the reduced $C^{*}$-crossed product $G \times{ }_{\beta r} \mathcal{A}$.

Given a $\mathrm{C}^{*}$-dynamical system $(\mathcal{A}, G, \imath)$ in which the action $t$ is trivial, the crossed product $G \times{ }_{l} \mathcal{A}$ is the projective $\mathrm{C}^{*}$-tensor product $C^{*}(G) \otimes_{\max } \mathcal{A}$, while the reduced crossed product $G \times{ }_{\imath r} \mathcal{A}$ is the injective $\mathrm{C}^{*}$-tensor product $C_{r}^{*}(G) \otimes_{\min } \mathcal{A}$.

We identify $M_{n^{2}}$ with the unique $\mathrm{C}^{*}$-tensor product $M_{n} \otimes M_{n}$ and embed $M_{n}$ into $M_{n^{2}}$ via the map $A \in M_{n} \mapsto I_{M_{n}} \otimes A \in M_{n^{2}}$, where $I_{M_{n}} \otimes A: \mathbb{C}^{n^{2}} \longrightarrow \mathbb{C}^{n^{2}}$ is a linear map.

If we identify $M_{n}$ with the vector space $\mathbb{C}^{n^{2}}$ via the map

$$
\begin{equation*}
\left(b_{i j}\right) \in M_{n} \mapsto\left(b_{11}, \ldots, b_{n 1}, b_{12}, \ldots, b_{n 2}, \ldots, b_{1 n}, \ldots, b_{n n}\right) \in \mathbb{C}^{n^{2}} \tag{3.10}
\end{equation*}
$$

then for each $B=\left(b_{i j}\right) \in M_{n}=\mathbb{C}^{n^{2}}$ in (3.10), we have

$$
\left(I_{M_{n}} \otimes A\right)(B)=\left(\begin{array}{cccc}
A & &  \tag{3.11}\\
& A & & \\
& & \ddots & \\
& & & A
\end{array}\right)\left(\begin{array}{c}
b_{11} \\
\vdots \\
b_{n 1} \\
\vdots \\
b_{1 n} \\
\vdots \\
b_{n n}
\end{array}\right)=A B
$$

where $A B$ is regarded as a vector in $\mathbb{C}^{n^{2}}$ as in (3.10).
Now, given an absolutely continuous $\sigma \in M\left(G, M_{n}\right)$, we are ready to identify the convolution operator $L_{\tilde{\sigma}}: L^{2}\left(G, M_{n}\right) \longrightarrow L^{2}\left(G, M_{n}\right)$ as an element in the reduced $\mathrm{C}^{*}$-crossed product $G \times{ }_{\imath r} M_{n^{2}}$.

Proposition 3.3.35. Let $\sigma \in M\left(G, M_{n}\right)$ be absolutely continuous. Let $M_{n, 2}$ be the vector space $M_{n}$ equipped with the Hilbert-Schmidt norm. Then the convolution operator $L_{\tilde{\sigma}}: L^{2}\left(G, M_{n, 2}\right) \longrightarrow L^{2}\left(G, M_{n, 2}\right)$ is an element in the $C^{*}$-tensor product $C_{r}^{*}(G) \otimes M_{n^{2}}$.

Proof. Let $\sigma=f \cdot \lambda$ for some $f \in L^{1}\left(G, M_{n}\right)$. Let $\mathbf{1} \odot f: G \longrightarrow M_{n^{2}}$ be the function

$$
(\mathbf{1} \odot f)(x)=I_{M_{n}} \otimes f(x) \quad(x \in G)
$$

Then we have $\mathbf{1} \odot f \in L^{1}\left(G, M_{n^{2}}\right)$.

Consider the $\mathrm{C}^{*}$-dynamical system $\left(M_{n^{2}}, G, l\right)$ in which $M_{n^{2}}$ acts on the Hilbert space $\mathbb{C}^{n^{2}}$ and the action $l$ is trivial. The regular representation

$$
\imath^{\prime}: G \times{ }_{\imath} M_{n^{2}} \longrightarrow \mathcal{B}\left(L^{2}\left(G, \mathbb{C}^{n^{2}}\right)\right)
$$

is as defined in (3.9). We have, by (3.11),

$$
\begin{aligned}
\iota^{\prime}(\mathbf{1} \odot f) h(x) & =\int_{G}(\mathbf{1} \odot f)(y)(h(x y)) d \lambda(y) \quad\left(h \in L^{2}\left(G, \mathbb{C}^{n^{2}}\right), x \in G\right) \\
& =\int_{G}\left(I_{M_{n}} \otimes f(y)\right)(h(x y)) d \lambda(y) \\
& =\int_{G} f(y) h(x y) d \lambda(y) \\
& =L_{\widetilde{\sigma}} h(x)
\end{aligned}
$$

where $M_{n, 2}$ is the Hilbert space $\mathbb{C}^{n^{2}}$. Hence $L_{\tilde{\sigma}}=\imath^{\prime}(\mathbf{1} \odot f) \in \imath^{\prime}\left(G \times{ }_{\imath} M_{n^{2}}\right)=C_{r}^{*}(G) \otimes$ $M_{n}$.

Remark 3.3.36. In the above proof, if we regard $G \times{ }_{1} M_{n^{2}}$ as the tensor product $C^{*}(G) \otimes M_{n^{2}}$, then the regular representation $\imath^{\prime}$ is just the representation $\rho^{\prime} \otimes 1$ of $C^{*}(G) \otimes M_{n^{2}}$, where $\rho^{\prime}$ is the regular representation of $C^{*}(G)$ and 1 the identity representation of $M_{n^{2}}$.

Proposition 3.3.35 provides us with a useful device to compute the spectrum $\operatorname{Spec}\left(T_{\sigma}, L^{2}\left(G, M_{n}\right)\right)$. Indeed, we noted before that the spectrum does not change if one replaces the norm of $M_{n}$ by the trace norm or the Hilbert-Schmidt norm, and therefore we have

$$
\begin{aligned}
& \operatorname{Spec}\left(T_{\sigma}, L^{2}\left(G, M_{n}\right)\right) \cup\{0\} \\
= & \operatorname{Spec}\left(T_{\sigma}^{*}, L^{2}\left(G, M_{n}^{*}\right)\right) \cup\{0\} \\
= & \operatorname{Spec}\left(L_{\widetilde{\sigma}}, L^{2}\left(G, M_{n, 2}\right)\right) \cup\{0\} \\
= & \operatorname{Spec}_{\mathcal{B}\left(L^{2}\left(G, M_{n, 2}\right)\right)} L_{\tilde{\sigma}} \cup\{0\} \\
= & \operatorname{Spec}_{\mathcal{B}\left(L^{2}\left(G, M_{n, 2}\right)\right)}^{\prime} L_{\widetilde{\sigma}} \\
= & \operatorname{Spec}_{C_{r}^{*}(G) \otimes M_{n^{2}}}^{\prime} L_{\widetilde{\sigma}}
\end{aligned}
$$

where, we note that, given an element $a$ in a $\mathrm{C}^{*}$-subalgebra $\mathcal{A}$ of another one $\mathcal{B}$, the two quasi-spectra $\operatorname{Spec}_{\mathcal{A}}^{\prime} a$ and $\operatorname{Spec}_{\mathcal{B}}^{\prime} a$ are equal. The $\mathrm{C}^{*}$-algebra $C_{r}^{*}(G) \otimes M_{n^{2}}$ has an identity if $G$ is discrete, in which case, we have $\operatorname{Spec}\left(T_{\sigma}, L^{2}\left(G, M_{n}\right)\right)=$ $\operatorname{Spec}_{C_{r}^{*}(G) \otimes M_{n^{2}}} L_{\widetilde{\sigma}}$.

Corollary 3.3.37. Let $G$ be a discrete group such that $C_{r}^{*}(G)$ has no proper projection. Then the spectrum $\operatorname{Spec}\left(T_{\sigma}, L^{2}(G)\right)$ is connected for each $\sigma \in M(G)$.

Proof. Since $C_{r}^{*}(G)$ is projectionless, functional calculus implies that every element in $C_{r}^{*}(G)$, in particular $L_{\widetilde{\sigma}}$, has a connected spectrum.

It has been conjectured by Kadison that the reduced $\mathrm{C}^{*}$-algebra $C_{r}^{*}(G)$ of a torsion free discrete group $G$ is projectionless. The free groups of at least two generators verify this conjecture, as well as some others (cf. [2, p.90]).

The spectrum of a $C^{*}$-algebra $A$ is defined to be the space $\widehat{A}$ of (equivalence classes) of non-zero irreducible representations $\pi: A \longrightarrow \mathcal{B}\left(H_{\pi}\right)$ of $A$ [23, 3.1.5]. Given a self-adjoint element $a$ in a unital $\mathrm{C}^{*}$-algebra $A$, we have

$$
\operatorname{Spec}_{A} a=\bigcup_{\pi \in \widehat{A}} \operatorname{Spec}_{\mathcal{B}\left(H_{\pi}\right)} \pi(a)
$$

(cf. [23, 3.3.5]). In fact, the above equality holds for an element $a \in A$ satisfying

$$
\begin{equation*}
\alpha \in \operatorname{Spec}_{A} a \Longleftrightarrow a-\alpha 1 \quad \text { has no left inverse in } A . \tag{3.12}
\end{equation*}
$$

If $A$ is non-unital, with unit extension $A_{1}=A \oplus \mathbb{C}$, then we have the identification $\widehat{A}_{1}=\widehat{A} \cup\{\omega\}$ where $\omega$ is the one-dimensional irreducible representation of $A_{1}$ annihilating $A$ (cf. [23, 3.2.4]). In this case, for $a \in A$ satisfying (3.12) in $A_{1}$, we have the quasi-spectrum

$$
\begin{aligned}
\operatorname{Spec}_{A}^{\prime} a & =\operatorname{Spec}_{A_{1}} a=\bigcup_{\pi \in \widehat{A_{1}}} \operatorname{Spec} \pi(a) \\
& =\bigcup_{\pi \in \widehat{A}} \operatorname{Spec} \pi(a) \cup \operatorname{Spec} \omega(a)=\bigcup_{\pi \in \widehat{A}} \operatorname{Spec} \pi(a) \cup\{0\} .
\end{aligned}
$$

The spectrum $\widehat{C^{*}(G)}$ identifies with $\widehat{G}[23,13.93]$ where each $\pi \in \widehat{G}$ is identified as the irreducible representation of $C^{*}(G)$ satisfying

$$
\pi(f)=\int_{G} f(x) \pi(x) d \lambda(x) \quad\left(f \in L^{1}(G) \subset C^{*}(G)\right)
$$

The spectrum $\widehat{C_{r}^{*}(G)}$ identifies with the following closed subset of $\widehat{G}$, the reduced dual of $G$ :

$$
\widehat{G}_{r}=\left\{\tau \rho^{\prime}: \tau \in \widehat{C_{r}^{*}(G)}\right\}=\left\{\pi \in \widehat{G}: \operatorname{ker} \pi \supset \operatorname{ker} \rho^{\prime}\right\}
$$

where $\rho^{\prime}$ is the right regular representation of $C^{*}(G)$. In general $\widehat{G}_{r} \neq \widehat{G}$, but they coincide if $G$ is amenable [23, 18.3].

Lemma 3.3.38. Let $\sigma \in M\left(G, M_{n}\right)$ be symmetric. Then for $\alpha \in \mathbb{C}$, we have $\alpha \in$ $\operatorname{Spec}\left(L_{\widetilde{\sigma}}, L^{2}\left(G, M_{n, 2}\right)\right)$ if, and only if, $L_{\widetilde{\sigma}}-\alpha I$ has no left inverse in $\mathcal{B}\left(L^{2}\left(G, M_{n, 2}\right)\right)$.

Proof. Let $\mu=\sigma-\alpha \delta_{e}$. Then $\widetilde{\mu}=\mu^{T}$ and $L_{\widetilde{\mu}}=L_{\tilde{\sigma}}-\alpha I$.
It suffices to show that if $L_{\tilde{\mu}}$ has a left inverse $S: L^{2}\left(G, M_{n, 2}\right) \longrightarrow L^{2}\left(G, M_{n, 2}\right)$, then $L_{\widetilde{\mu}}$ has a right inverse. Taking dual, we have $I=L_{\widetilde{\mu}}^{*} S^{*}=T_{\mu} S^{*}$, that is, $f=$ $S^{*} f * \mu$ for each $f \in L^{2}\left(G, M_{n, 2}\right)$. It follows that

$$
f^{T}=\left(S^{*} f * \mu\right)^{T}=\mu^{T} *_{\ell}\left(S^{*} f\right)^{T}=\widetilde{\mu} *_{\ell}\left(S^{*} f\right)^{T} \quad\left(f \in L^{2}\left(G, M_{n, 2}\right)\right)
$$

by symmetry of $\mu$. Define $R: L^{2}\left(G, M_{n, 2}\right) \longrightarrow L^{2}\left(G, M_{n, 2}\right)$ by

$$
R(f)=\left(S^{*} f^{T}\right)^{T} \quad\left(f \in L^{2}\left(G, M_{n, 2}\right)\right)
$$

Then we have

$$
L_{\widetilde{\mu}} R(f)=\widetilde{\mu} *_{\ell} R(f)=\widetilde{\mu} *_{\ell}\left(S^{*} f^{T}\right)^{T}=f
$$

for each $f \in L^{2}\left(G, M_{n, 2}\right)$. Hence $R$ is a right inverse of $L_{\widetilde{\mu}}$.
Corollary 3.3.39. Let $G$ be a locally compact group and $\sigma \in M\left(G, M_{n}\right)$ be absolutely continuous and symmetric. Then we have

$$
\operatorname{Spec}\left(T_{\sigma}, L^{2}\left(G, M_{n}\right)\right) \cup\{0\}=\bigcup_{\pi \in \widehat{G}_{r}} \operatorname{Spec} \widehat{\sigma}(\pi) \cup\{0\}
$$

If $G$ is discrete, $\{0\}$ can be removed.
Proof. By absolute continuity, we identify $\sigma$ as a function in $L^{1}\left(G, M_{n}\right)$ and consider $L_{\widetilde{\sigma}}$ in $C_{r}^{*}(G) \otimes M_{n^{2}}$. By Lemma 3.3.38, $L_{\widetilde{\sigma}}$ satisfies (3.12) and hence

$$
\begin{aligned}
\operatorname{Spec}_{C_{r}^{*}(G) \otimes M_{n^{2}}}^{\prime} L_{\widetilde{\sigma}} & =\bigcup_{\gamma \in\left(C_{r}^{*}(G) \otimes M_{n^{2}}\right)^{-}} \operatorname{Spec} \gamma\left(L_{\widetilde{\sigma}}\right) \cup\{0\} \\
& =\bigcup_{\tau \in \widehat{C_{r}^{*}(G)}} \operatorname{Spec}(\tau \otimes 1)\left(L_{\widetilde{\sigma}}\right) \cup\{0\}
\end{aligned}
$$

Let $\pi=\tau \rho^{\prime} \in \widehat{G}_{r} \subset \widehat{G}$ where $\tau \in \widehat{C_{r}^{*}(G)}$ and $\rho^{\prime}: C^{*}(G) \longrightarrow C_{r}^{*}(G)$ is the right regular representation.

Let $F \in L^{1}\left(G, M_{n^{2}}\right)$ be the function

$$
F=\mathbf{1} \odot \sigma=\left(\begin{array}{ccc}
\sigma & & \\
& \ddots & \\
& & \sigma
\end{array}\right)
$$

We can write $F=\sum_{i j} F_{i j} \otimes e_{i j}$, where $F_{i j} \in L^{1}(G)$ and $\left\{e_{i j}\right\}$ is the canonical matrix unit in $M_{n^{2}}$. By Remark 3.3.36 and as in the proof of Proposition 3.3.35, we have

$$
\begin{aligned}
(\tau \otimes 1)\left(L_{\widetilde{\sigma}}\right) & =(\tau \otimes 1)\left(\imath^{\prime}(\mathbf{1} \odot \sigma)\right) \\
& =(\tau \otimes 1)\left(\rho^{\prime} \otimes 1\right)\left(\sum_{i j} F_{i j} \otimes e_{i j}\right) \\
& =\sum_{i j} \tau \rho^{\prime}\left(F_{i j}\right) \otimes e_{i j}=\sum_{i j} \pi\left(F_{i j}\right) \otimes e_{i j} \\
& =\left(\begin{array}{rrr}
\pi(\sigma) & \\
& \ddots & \\
& \pi(\sigma)
\end{array}\right)=I_{M_{n}} \otimes \pi(\sigma)
\end{aligned}
$$

Hence $\operatorname{Spec}(\tau \otimes 1)\left(L_{\tilde{\sigma}}\right)=\operatorname{Spec}\left(I_{M_{n}} \otimes \pi(\sigma)\right)=\operatorname{Spec} \pi(\sigma)=\operatorname{Spec} \widehat{\widetilde{\sigma}}(\pi)$, by (3.6). It follows that

$$
\operatorname{Spec}_{C_{r}^{*}(G) \otimes M_{n^{2}}}^{\prime} L_{\widetilde{\sigma}}=\bigcup_{\pi \in \widehat{G}_{r}} \operatorname{Spec} \hat{\widetilde{\sigma}} \cup\{0\}
$$

Hence, by (3.8), we have

$$
\begin{aligned}
& \operatorname{Spec}\left(T_{\sigma}, L^{2}\right) \cup\{0\}=\operatorname{Spec}_{C_{r}^{*}(G) \otimes M_{n^{2}}}^{\prime} L_{\tilde{\sigma}} \\
= & \bigcup_{\pi \in \widehat{G}_{r}} \operatorname{Spec} \widehat{\sigma^{T}}(\pi) \cup\{0\}=\bigcup_{\pi \in \widehat{G}_{r}} \operatorname{Spec} \widehat{\sigma}(\pi) \cup\{0\} .
\end{aligned}
$$

If $C_{r}^{*}(G)$ has an identity, the above arguments can be applied to the spectrum of $L_{\widetilde{\sigma}}$ instead of its quasi-spectrum.

Example 3.3.40. The Heisenberg group

$$
\mathcal{H}=\left\{\left(\begin{array}{lll}
1 & x & z \\
0 & 1 & y \\
0 & 0 & 1
\end{array}\right): x, y, z \in \mathbb{R}\right\}
$$

is amenable and we have (cf. [27, 6.51])

$$
\widehat{\mathcal{H}}=\left\{\chi_{a, b}: a, b \in \mathbb{R}\right\} \cup\left\{\tau_{t}: t \in \mathbb{R} \backslash\{0\}\right\}
$$

in which

$$
\chi_{a, b}:(x, y, z) \in \mathcal{H} \mapsto e^{2 \pi i(a x+b y)} \in \mathbb{T}
$$

$\tau_{t}: \mathcal{H} \longrightarrow \mathcal{B}\left(L^{2}(\mathbb{R})\right)$ and $\tau_{t}(x, y, z) f(w)=e^{2 \pi i(t y w+t z)} f(w+x) \quad\left(f \in L^{2}(\mathbb{R})\right)$
where an element in $\mathcal{H}$ is naturally denoted by $(x, y, z)$.
For $\sigma \in M(\mathcal{H})$, the set $\bigcup_{\tau \in \widehat{G}} \operatorname{Spec} \widehat{\sigma}(\tau)$ is given by

$$
\left\{\int_{\mathcal{H}} e^{-2 \pi i(a x+b y)} d \sigma(x, y, z): a, b \in \mathbb{R}\right\} \bigcup\left\{\operatorname{Spec} \int_{\mathcal{H}} \tau_{t}(-x,-y, x y-z) d \sigma(x, y, z): t \neq 0\right\}
$$

which yields the spectrum $\operatorname{Spec}\left(T_{\sigma}, L^{2}(H)\right)$ if $\sigma$ is absolutely continuous and symmetric.

If $\sigma$ is the unit mass $\delta_{(x, 0, z)}$ or $\delta_{(0, y, 0)}$ where $y \neq 0$ and $x$ or $z$ is non-zero, then the translation operator $T_{\sigma}$ has spectrum $\operatorname{Spec}\left(T_{\sigma}, L^{\infty}(\mathcal{H})\right)=\mathbb{T}$. This follows from Proposition 3.3.8 since $\bigcup_{\tau \in \widehat{G}} \operatorname{Spec} \widehat{\sigma}(\tau)=\mathbb{T}$ where

$$
\begin{aligned}
& \widehat{\delta}_{(x, 0, z)}\left(\chi_{a, b}\right)=e^{-2 \pi i a x} ; \quad \widehat{\delta}_{(0, y, 0)}\left(\chi_{a, b}\right)=e^{-2 \pi i b y} \\
& \widehat{\delta}_{(x, 0, z)}\left(\tau_{t}\right) f(w)=e^{-2 \pi i t z} f(w-x) ; \quad \widehat{\delta}_{(0, y, 0)}\left(\tau_{t}\right) f(w)=e^{-2 \pi i t y w} f(w)
\end{aligned}
$$

with $\operatorname{Spec} \widehat{\delta}_{(x, 0, z)}\left(\tau_{t}\right)=e^{-2 \pi i t z} \widehat{\delta}_{x}(\widehat{\mathbb{R}})$ and $\operatorname{Spec} \widehat{\delta}_{(0, y, 0)}\left(\tau_{t}\right)=\left\{e^{-2 \pi i t y w}: w \in \mathbb{R}\right\}$ (cf. Example 2.1.13).

Example 3.3.41. An important problem in spectral geometry is the computation of the spectrum of the Laplacian. One can use Corollary 3.3.39 to compute the spectrum of a discrete Laplacian $\mathcal{L}_{d}$ of a homogeneous graph.

A graph $(V, E)$ is called a homogeneous graph [19] if the vertex set $V$ is a homogeneous space of a discrete group $G$ with a graph condition, by which we mean $G$ acts transitively on $V$ by a right action $(v, g) \in V \times G \mapsto v g \in V$ so that $V$ is represented as a right coset space $G / H$ of $G$ by a finite subgroup $H$ and the edge set $E$ is described by a finite subset $K=K^{-1} \subset G$ in that $(v, u) \in E$ if, and only if, $u=v a$ for some $a \in K$. We denote a homogeneous graph by $(V, K)$, with the edge generating set $K$, and by $|K|$ the cardinality of $K$. We note that $(V, K)$ is a Cayley graph if $H$ reduces to the identity of $G$.

Given a homogeneous graph $(V, K)$ with weight given by a positive symmetric measure $\sigma$ on $G$ supported by $K$, satisfying $|K|=\sum_{a \in K} \sigma\{a\}$, the discrete Laplacian $\mathcal{L}_{d}$, acting on real or complex functions $f$ on $V$, is defined by

$$
\begin{aligned}
\mathcal{L}_{d} f(v) & =\frac{1}{|K|} \sum_{a \in K}(f(v)-f(v a)) \sigma\{a\} \\
& =f *\left(\delta_{e}-\frac{\sigma}{|K|}\right)(v) \quad(v \in V)
\end{aligned}
$$

which is a convolution operator on $V=G / H$, as defined in (3.15). The operator $I-\mathcal{L}_{d}$ is the transition operator. For a Cayley graph $(V, K)$, it follows from Corollary 3.3.39 that the $L^{2}$-spectrum of $\mathcal{L}_{d}$ is given by

$$
1-\bigcup\left\{\operatorname{Spec}\left(\sum_{a \in K} \sigma\{a\}|K|^{-1} \pi(a)\right): \pi \in \widehat{G}\right\} .
$$

If we let $\mathcal{L}_{d}$ act on $M_{n}$-valued functions on $V$, the $L^{2}$-spectrum of $\mathcal{L}_{d}$ is an example of a vibrational spectrum [20] for the graph $(V, K)$ and in this case, one can also describe the spectrum using Corollary 3.3.39.

Recently, Corollary 3.3 .39 has been extended to the setting of homogeneous spaces in [7, Theorem 2.3] which can be used to describe the spectrum of $\mathcal{L}_{d}$ for any homogeneous graph $(V, K)$.

It may be of interest to note that the $L^{2}$-spectrum of certain transition operator on the discrete lamplighter group, the wreath product $\mathbb{Z}_{2} w r \mathbb{Z}$, has been used in [35] to construct a counterexample to a conjecture of Atiyah concerning the $L^{2}$-Betti numbers of closed manifolds.

Corollary 3.3.42. Let $G$ be a finite group and let $\sigma \in M\left(G, M_{n}\right)$ be symmetric. We have
$\Lambda\left(T_{\sigma}, \ell^{p}\left(G, M_{n}\right)\right)=\operatorname{Spec}\left(T_{\sigma}, \ell^{p}\left(G, M_{n}\right)\right)=\operatorname{Spec}\left(T_{\sigma}, \ell^{2}\left(G, M_{n}\right)\right)=\Lambda\{\widehat{\sigma}(\pi): \pi \in G\}$
for all $p \in[0,1]$

Proof. Since $G$ is finite, each $\pi \in \widehat{G}_{r}=\widehat{G}$ and $\ell^{p}\left(G, M_{n}\right)$ are finite-dimensional and hence Corollary 3.3.39 yields the result.

The symmetry condition can be removed from the above result. In fact, the result is true for compact groups and absolutely continuous $\sigma$.

Proposition 3.3.43. Let $G$ be a compact group and $\sigma \in M\left(G, M_{n}\right)$. Then we have

$$
\operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right) \supset \bigcup_{\pi \in \widehat{G}} \operatorname{Spec} \widehat{\sigma}(\pi) \supset \Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)
$$

for all $p \in[1, \infty]$.
Proof. The last inclusion follows from Lemma 3.3.2 (i) and Proposition 3.3.8. For the first inclusion, we need only consider $1<p<\infty$ by Proposition 3.3.8. Since $G$ is compact, we have $L^{p}\left(G, M_{n}\right) \subset L^{1}\left(G, M_{n}\right)$ and all irreducible representations of $G$ are finite dimensional. Let $\alpha \in \operatorname{Spec} \widehat{\sigma}(\pi)$ for some $\pi \in \widehat{G}$, where $\operatorname{Spec} \widehat{\sigma}(\pi)=\operatorname{Spec} \widehat{\sigma^{T}}(\pi)$ by (3.8). Then $\widehat{\sigma^{T}}(\pi)$ is a matrix and we have $\operatorname{det}\left(\widehat{\sigma^{T}}(\pi)-\alpha I_{M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)}\right)=0$. Since $\operatorname{det} \pi(e)=1$, we can find a compact neighbourhood $K$ of $e$ such that $\operatorname{det} \pi\left(x^{-1}\right)>1 / 2$ for all $x \in K$.

Suppose, for contradiction, that $L_{\sigma^{T}}-\alpha I: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ is invertible. Then there exists $h \in L^{p}\left(G, M_{n}\right)$ such that

$$
\sigma^{T} *_{\ell} h-\alpha h=\left(\begin{array}{ccc}
\chi_{K} & & \\
& \ddots & \\
& & \chi_{K}
\end{array}\right)
$$

where $\chi_{K}$ is the characteristic function of $K$.
Since $h \in L^{1}\left(G, M_{n}\right)$, we have

$$
\widehat{\sigma}^{\top} \widehat{h}-\alpha \widehat{h}=\left(\begin{array}{llll}
\widehat{\chi}_{K} & & \\
& \ddots & \\
& & \widehat{\chi}_{K}
\end{array}\right)
$$

on $\widehat{G}$. In particular, we have

$$
\widehat{\sigma^{T}}(\pi) \widehat{h}(\pi)-\alpha \widehat{h}(\pi)=\left(\begin{array}{llll}
\int_{K} \pi\left(x^{-1}\right) d \lambda(x) & & \\
& \ddots & \\
& & \int_{K} \pi\left(x^{-1}\right) d \lambda(x)
\end{array}\right)
$$

which gives the contradiction

$$
\begin{aligned}
0 & =\operatorname{det}\left(\widehat{\sigma^{T}}(\pi)-\alpha\right) \operatorname{det} \widehat{h}(\pi)=\operatorname{det}\left(\left(\widehat{\sigma^{T}}(\pi)-\alpha\right) \widehat{h}(\pi)\right) \\
& =\left(\int_{K} \operatorname{det} \pi\left(x^{-1}\right) d \lambda(x)\right)^{n}>\frac{1}{2^{n}} \lambda(K)^{n}>0
\end{aligned}
$$

This proves non-invertibility of $L_{\sigma^{T}}-\alpha I$, that is, $\alpha \in \operatorname{Spec}\left(L_{\sigma^{T}}, L^{p}\right)=\operatorname{Spec}\left(T_{\sigma}, L^{p}\right)$, by Lemma 3.3.7.

Corollary 3.3.44. Let $G$ be a compact group and $\sigma \in M\left(G, M_{n}\right)$. If $\sigma$ is absolutely continuous, then we have, for all $p \in[0, \infty]$,

$$
\operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\overline{\Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)}=\overline{\bigcup_{\pi \in \widehat{G}} \operatorname{Spec} \widehat{\sigma}(\pi)}
$$

Proof. This follows from the fact that $T_{\sigma}$ is a compact operator in this case, by the proof of Theorem 3.2.1.

Without absolute continuity of $\sigma$, the above result is false, as noted in Remark 3.3.24.

In the remaining section, we study the eigenspaces of the convolution operator $T_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ for $\sigma \in M\left(G, M_{n}\right)$.

Definition 3.3.45. Let $1 \leq p \leq \infty$ and $\sigma \in M\left(G, M_{n}\right)$. For each $\alpha \in \mathbb{C}$, we define the space

$$
H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\left\{f \in L^{p}\left(G, M_{n}\right): f * \sigma=\alpha f\right\}
$$

which may be written as $H_{\alpha}\left(T_{\sigma}, L^{p}\right)$ for short. If $\alpha \in \Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$, that is, if $\alpha$ is an eigenvalue of $T_{\sigma}$, then $H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ is the $\alpha$-eigenspace of $T_{\sigma}$ in $L^{p}\left(G, M_{n}\right)$.

By abuse of language, we call $H_{\alpha}\left(T_{\sigma}, L^{p}\right)$ the ' $\alpha$-eigenspace' of $T_{\sigma}$ even if $\alpha \notin$ $\Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$. The $\alpha$-eigenspace $H_{\alpha}\left(L_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ of $L_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow$ $L^{p}\left(G, M_{n}\right)$ is defined likewise.

Plainly $H_{\alpha}\left(T_{\sigma}, L^{p}\right)$ is a left invariant subspace of $L^{p}\left(G, M_{n}\right)$. One is interested in the dimension and the description of $H_{\alpha}\left(T_{\sigma}, L^{p}\right)$. For compact groups and absolutely continuous $\sigma$, the $\alpha$-eigenspaces are finite dimensional for $\alpha \neq 0$. We discuss later spectral synthesis for eigenfunctions for abelian groups.

Proposition 3.3.46. Let $G$ be a compact group and $\sigma \in M\left(G, M_{n}\right)$ be absolutely continuous. Then $T_{\sigma}$ is a compact operator on $L^{p}\left(G, M_{n}\right)$ for each $p \in[1, \infty]$ and hence $\operatorname{dim} H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)<\infty$ for all $\alpha \neq 0$.

Proof. This follows from Theorem 3.2.1.
Example 3.3.47. For the probability measure $d \sigma(x)=\frac{\sin ^{2} x}{\pi x^{2}} d x$ on $\mathbb{R}$, the eigenspace $H_{0}\left(T_{\sigma}, L^{2}(\mathbb{R})\right)$ is infinite dimensional. We have the Fourier transform

$$
\widehat{\sigma}(t)=\frac{2-|t|}{2} \chi_{[-2,2]}(t) \quad(t \in \mathbb{R})
$$

and $\operatorname{Spec}\left(T_{\sigma}, L^{2}(\mathbb{R})\right)=\widehat{\sigma}(\mathbb{R})=[0,1]$. By [10, Corollary 3.14], $1 \notin \Lambda\left(T_{\sigma}, L^{2}(\mathbb{R})\right)$, but $0 \in \Lambda\left(T_{\sigma}, L^{2}(\mathbb{R})\right)$. Indeed, for $a<b$, let $g_{a, b} \in L^{2}(\mathbb{R})$ be defined by

$$
g_{a, b}(x)=\frac{e^{-i a x}-e^{-i b x}}{i x}
$$

whose Fourier transform $\widehat{g_{a, b}}$ equals $2 \pi \chi_{(a, b)}$ on $\mathbb{R} \backslash\{a, b\}$ and it follows that

$$
\widehat{g_{a, b} * \sigma}=\widehat{g_{a, b}} \widehat{\sigma}=0
$$

if $(a, b) \cap[-2,2]=\emptyset$ and the eigenspace $H_{0}\left(T_{\sigma}, L^{2}(\mathbb{R})\right)$ contains

$$
\left\{g_{a, b}:(a, b) \cap[-2,2]=\emptyset\right\}
$$

which is infinite dimensional.
Definition 3.3.48. An eigenspace $H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ is said to be trivial if it consists of only constant functions.

We note that, if $\sigma(G) \neq I_{M_{n}}$, then the constant function 1: $G \longrightarrow M_{n}$ taking value $I_{M_{n}}$ does not belong to $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$. Nevertheless, $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ can still contain a non-zero constant function $f(\cdot)=A \in M_{n}$ where, for instance, $I_{M_{n}}-A$ can be taken to be the support projection of $I_{M_{n}}-\sigma(G)$ (cf. [10, Example 1]).

Definition 3.3.49. For $\alpha=\|\sigma\|$, the functions in $H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ are called the $M_{n}$-valued $L^{p} \sigma$-harmonic functions on $G$.

By normalizing, it suffices to study the space $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ of $\sigma$-harmonic functions for $\|\sigma\|=1$. Thus, in this case, $1 \notin \Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$, equivalently, $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\{0\}$, denotes the absence of a non-zero $M_{n}$-valued $L^{p}$ $\sigma$-harmonic function on $G$. If $\sigma$ is an adapted probability measure on $G$, then we have $1 \notin \Lambda\left(T_{\sigma}, L^{p}(G)\right)$ for $p<\infty$ unless $G$ is compact, as shown in [10].

Example 3.3.50. Let $a \in \mathbb{R} \backslash\{0\}$ and consider the non-adapted probability measure $\sigma=\frac{1}{2}\left(\delta_{a}+\delta_{-a}\right)$ on $\mathbb{R}$. We have

$$
\Lambda\left(T_{\sigma}, L^{\infty}\right)=\widehat{\sigma}(\widehat{\mathbb{R}})=\{\cos a x: x \in \mathbb{R}\}=[-1,1]
$$

and the 1-eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}(\mathbb{R})\right)$ is infinite dimensional [13, Example 2.7.3].
For $\|\sigma\|=1$, the triviality of $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ is a Liouville type theorem for bounded harmonic functions on $G$. It has been shown in [16] that, given a nilpotent group $G$, if $\sigma \in M\left(G, M_{n}\right)$ is positive, non-degenerate and $\|\sigma\|=1$, then $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ is trivial (see also [40]). A Liouville theorem has also been proved for almost connected [IN]-groups in [15]. For arbitrary $p$, we have the following result.

Proposition 3.3.51. Let $G$ be a compact group and let $\sigma \in M\left(G, M_{n}\right)$ be positive, adapted and $\|\sigma\|=1$. Then $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ is trivial for $1 \leq p \leq \infty$.

Proof. Since $G$ is compact, we have $L^{p}\left(G, M_{n}\right) \subset L^{1}\left(G, M_{n}\right)$ and it suffices to consider the case for $p=1$. Let $f \in H_{1}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$. Let $\left\{u_{\beta}\right\}_{\beta}$ be a bounded approximate identity in $L^{1}(G)$ and let

$$
\psi_{\beta}=\left(\begin{array}{lll}
u_{\beta} & & \\
& \ddots & \\
& & u_{\beta}
\end{array}\right)
$$

Then $\psi_{\beta} * f \longrightarrow f$ in $L^{1}\left(G, M_{n}\right)$. Each $\psi_{\beta} * f$ is a bounded continuous $M_{n}$-valued $\sigma$-harmonic function on $G$ and must be constant, by [9, Proposition 21]. It follows that $f$ is constant.
Example 3.3.52. In contrast to the scalar case where $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right) \supset \mathbb{C} 1$ for a probability measure $\sigma$, one can have $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)=\{0\}$ for a positive matrix measure $\sigma$ with $\|\sigma\|=1$. Let $F_{2}$ be the free group on two generators $a$ and $b$. Let $\sigma \in M\left(G, M_{2}\right)$ be supported on $\{a, b\}$ and defined by

$$
\sigma\{a\}=\left(\begin{array}{cc}
\frac{1}{2} & 0 \\
0 & 0
\end{array}\right), \quad \sigma\{b\}=\left(\begin{array}{cc}
0 & 0 \\
0 & \frac{1}{2}
\end{array}\right)
$$

Then $\sigma$ is a positive adapted measure on $F_{2}$ with $\|\sigma\|=1$. Given $f=\left(f_{i j}\right) \in$ $H_{\sigma}^{\infty}\left(G, M_{2}\right)$, we have $f_{i 1} * \sigma_{11}=f_{i 1}$ and $f_{i 2} * \sigma_{22}=f_{i 2}$, where $\left\|f_{i j} * \sigma_{j j}\right\| \leq$ $\left\|f_{i j}\right\|\left\|\sigma_{j j}\right\|$ and $\left\|\sigma_{11}\right\|=\left\|\sigma_{22}\right\|<1$ imply $f_{i j}=0$ for all $i, j$. Hence $H_{\sigma}^{\infty}\left(G, M_{2}\right)=\{0\}$.

We now consider the question of synthesis for eigenfunctions in the case of abelian groups. For each $f \in L^{p}\left(G, M_{n}\right)$, we denote by

$$
\ell(f)=\operatorname{lin}\left\{\ell_{x} f: x \in G\right\} \subset L^{p}\left(G, M_{n}\right)
$$

the linear span of the left translations of $f$ in $L^{p}\left(G, M_{n}\right)$.
We first observe that $\overline{\ell(f)} \neq L^{p}\left(G, M_{n}\right)$ for each eigenfunction $f \in H_{\alpha}\left(T_{\sigma}, L^{p}\right)$. Indeed, if $\overline{\ell(f)}=L^{p}\left(G, M_{n}\right)$ for some 0-eigenfunction $f$, then for each $h \in$ $C_{c}\left(G, M_{n}\right)$, there is a sequence $\left(f_{n}\right)$ in $\ell(f)$ converging to $h$ in $L^{p}\left(G, M_{n}\right)$ which gives $h * \sigma=\lim _{n} f_{n} * \sigma=0$ and

$$
\int_{G} h d \widetilde{\sigma}=h * \sigma(e)=0
$$

contradicting $\sigma \neq 0$. Since $\alpha$ is an eigenvalue of $T_{\sigma}$ if, and only if, 0 is an eigenvalue of $T_{\sigma-\alpha \delta_{e}}$, the assertion is true for any $\alpha$-eigenfunction $f$.

Given $f \in L^{p}\left(G, M_{n}\right)$ and $\varphi \in L^{q}\left(G, M_{n}\right)$, we have $f * \widetilde{\varphi}(x)=\left(\ell_{x^{-1}} f\right) * \widetilde{\varphi}(e)$ for each $x \in G$. Hence $\overline{\ell(f)}=L^{p}\left(G, M_{n}\right)$ if, and only if, $\varphi=0$ for any $\varphi \in L^{q}\left(G, M_{n}\right)$ satisfying $f * \widetilde{\varphi}=0$.

It follows that, for each eigenfunction $f \in H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$, there exists a nonzero function $\varphi \in L^{q}\left(G, M_{n}\right)$ such that $f * \widetilde{\varphi}=0$. If $G$ is abelian, then Wiener's Tauberian theorem implies that for each eigenfunction $f \in H_{\alpha}\left(T_{\sigma}, L^{1}(G)\right)$, its Fourier transform $\widehat{f}$ has a zero in $\widehat{G}$.

To highlight the idea behind synthesis, we consider the scalar case. First, for $\sigma \in$ $M(\mathbb{R})$ with compact support, the continuous 0 -eigenfunctions in $L^{p}(\mathbb{R})$ are the mean periodic functions on $\mathbb{R}$ which have been analysed completely in the classic paper [58] of Schwartz. In particular, these functions can be synthesized from the so-called exponential polynomials, in other words, in the space $C(\mathbb{R})$ of complex continuous functions on $\mathbb{R}$, the subspace of mean periodic functions is the closed linear span of the mean periodic exponential polynomials. This result has been extended to locally compact abelian groups by Gilbert [31] and Elliot [26]. We now apply these results to our eigenspaces.

A complex function on $\mathbb{R}$ is called an exponential polynomial if it is of the form

$$
p(x) e^{i \gamma x}
$$

where $p(x)$ is a polynomial with complex coefficients and $\gamma \in \mathbb{C}$. More generally, a complex function on $\mathbb{R}^{n}$ is called an exponential polynomial if it is of the form

$$
=\sum_{0 \leq i_{1}, \ldots, i_{n} \leq k} a_{i_{1} \cdots i_{n}} x_{1}^{i_{1}} \cdots x_{n}^{i_{n}} \exp \left(i \gamma_{1} x_{1}+\cdots+i \gamma_{n} x_{n}\right) .
$$

It is clear that a bounded exponential polynomial on $\mathbb{R}^{n}$ reduces to a constant multiple of a character.

Proposition 3.3.53. Let $\sigma \in M(\mathbb{R})$ have compact support. For $\alpha \in \Lambda\left(T_{\sigma}, L^{\infty}(\mathbb{R})\right)$ and $f \in H_{\alpha}\left(T_{\sigma}, L^{\infty}(\mathbb{R})\right) \cap C(\mathbb{R})$, we have

$$
\overline{\ell(f)}=\overline{\operatorname{lin}}\{\widehat{\mathbb{R}} \cap \overline{\ell(f)}\}
$$

and hence,

$$
H_{\alpha}\left(T_{\sigma}, L^{\infty}\right)=\overline{\operatorname{lin}}\left\{\widehat{\mathbb{R}} \cap H_{\alpha}\left(T_{\sigma}, L^{\infty}\right)\right\}
$$

where the closure is the weak* closure.
Proof. Let $\mu=\sigma-\alpha \delta_{e}$. Then $\mu$ has compact support in $\mathbb{R}$ and $H_{\alpha}\left(T_{\sigma}, L^{\infty}\right)=$ $H_{0}\left(T_{\mu}, L^{\infty}\right)$.

Let $f \in H_{0}\left(T_{\mu}, L^{\infty}\right) \cap C(\mathbb{R})$ so that $f * \mu=0$. By [58], there is a net $\left(p_{\beta}\right)$ in $C(\mathbb{R})$ converging to $f$ uniformly on compact subsets of $\mathbb{R}$, where each $p_{\beta}$ is a linear combination of exponential polynomials $p_{\beta_{1}}, \ldots, p_{\beta_{k}}$ which belong to the closure of $\ell(f)$, in the topology of $C(\mathbb{R})$. We have $p_{\beta_{j}} * \mu=0$ for $j=1, \ldots, k$. Since $\ell(f) \subset$ $L^{\infty}(\mathbb{R})$, each $p_{\beta_{j}}$ must be bounded and is therefore a constant multiple of a character. Also $p_{\beta_{j}}$ belongs to the weak* closure $\overline{\ell(f)}$ for if it is the limit of a net $\left(h_{\gamma}\right)$ in $\ell(f)$ in the topology of $C(\mathbb{R})$, then for each $k \in C_{c}(\mathbb{R})$, we have

$$
\left\langle k, h_{\gamma}\right\rangle-\left\langle k, p_{\beta_{j}}\right\rangle=\int_{\text {supp } k} k(x)\left(h_{\gamma}(x)-p_{\beta_{j}}(x)\right) d \lambda(x) \longrightarrow 0 .
$$

Hence each $p_{\beta}$ belongs to $\operatorname{lin}\{\widehat{G} \cap \overline{\ell(f)}\}$ which implies $f \in \overline{\operatorname{lin}}\{\widehat{G} \cap \overline{\ell(f)}\}$ and the result follows.

The above result depends on the property of spectral synthesis in $\mathbb{R}$, proved in [58], that $f$ can be approximated by exponential polynomials belonging to the closure of $\ell(f)$ in $C(\mathbb{R})$. This property is lost in $\mathbb{R}^{n}$ for $n>1$. For instance, if $f: \mathbb{R}^{2} \longrightarrow \mathbb{R}$ is the function $f(x, y)=x+y$, then the closure of $\ell(f)$ in $C\left(\mathbb{R}^{2}\right)$ contains no exponential polynomials except the constants. Nevertheless, it is still true that each $f \in C\left(\mathbb{R}^{n}\right)$ satisfying $f * \sigma=\alpha f$ can be approximated by exponential polynomials $\psi$ satisfying $\psi * \sigma=\alpha \psi$ although $\psi$ need not lie in the closure of $\ell(f)$. In fact, this is even true for locally compact abelian groups, due to the results of $[26,31]$. To explain the details, we first describe the exponential polynomials on an abelian group $G$. A real character on $G$ is a continuous homomorphism from $G$ to the additive group $\mathbb{R}$. A complex function on $G$ is called an exponential polynomial if it is of the form

$$
p\left(\chi_{1}(x), \ldots, \chi_{j}(x)\right) \tau(x) \quad(x \in G)
$$

where $p(\cdot)$ is polynomial with a finite number of variables and complex coefficients, $\chi_{1}, \ldots, \chi_{j}$ are real characters on $G$, and $\tau$ is a generalized character on $G$.

We note that a non-zero real character $\chi$ on $G$ must be unbounded, for if $\chi(x) \neq 0$, then $\left|\chi\left(x^{n}\right)\right|=n|\chi(x)| \rightarrow \infty$ as $n \rightarrow \infty$. If $p\left(\chi_{1}, \ldots, \chi_{j}\right) \tau$ is bounded, then it must be a constant multiple of a character on $G$. Indeed, since $\tau(\cdot) \neq 0$, the function $p\left(\chi_{1}, \ldots, \chi_{j}\right)$ must be bounded which implies that the product $\chi_{1} \cdots \chi_{j}=0$ for otherwise, there exists $y \in G$ such that $\chi_{1}(y) \cdots \chi_{j}(y) \neq 0$, giving

$$
\left|\chi_{1}\left(y^{n}\right)^{i_{1}} \cdots \chi_{j}\left(y^{n}\right)^{i_{j}}\right|=n^{i_{1}+\cdots+i_{j}}\left|\chi_{1}(y)^{i_{1}} \cdots \chi_{j}(y)^{i_{j}}\right| \rightarrow \infty \quad(n \rightarrow \infty)
$$

if $i_{1}+\cdots+i_{j} \neq 0$. Hence $p$ reduces to a constant and the boundedness of $\tau$ implies that $\tau$ must be a character.

Let $P(G)$ be the set of exponential polynomials on an abelian group $G$.
Proposition 3.3.54. Let $G$ be an abelian group and let $\sigma \in M(G)$ have compact support. For each $\alpha \in \Lambda\left(T_{\sigma}, L^{p}(G)\right)$ where $1 \leq p \leq \infty$, we have

$$
H_{\alpha}\left(T_{\sigma}, L^{p}\right) \cap C(G) \subset \overline{\operatorname{lin}}^{c}\{\psi \in P(G): \psi * \sigma=\alpha \psi\}
$$

where '-c' denotes the closure in $C(G)$.
Proof. As before, the measure $\mu=\sigma-\delta_{e}$ has compact support and given $f \in$ $H_{\alpha}\left(T_{\sigma}, L^{p}\right) \cap C(G)$, we have $f * \mu=0$. By [31, Theorem 3.2], there is a net $\left(\psi_{\beta}\right)$ in $C(G)$ converging to $f$ uniformly on compact subsets of $G$, and each $\psi_{\beta}$ is a linear combination of exponential polynomials $\psi \in P(G)$ satisfying $\psi * \mu=0$. Hence we have

$$
\psi_{\beta} \in \operatorname{lin}\{\psi \in P(G): \psi * \sigma=\alpha \psi\}
$$

which completes the proof.

We note that $H_{\alpha}\left(T_{\sigma}, L^{\infty}\right) \cap C(G)=H_{\alpha}\left(T_{\sigma}, L^{\infty}\right)$ if $\sigma$ is absolutely continuous.
For $1 \leq p \leq \infty$, we denote as usual by $L_{l o c}^{p}(G)$ the space of Borel functions $f$ on $G$ satisfying $\left.f\right|_{K} \in L^{p}(K)$ for every compact subset $K \subset G$. The topology of $L_{l o c}^{p}(G)$ is defined by the norms $\|\cdot\|_{L^{p}(K)}$ from compact subsets $K$ of $G$. We have $L^{p}(G) \subset L_{l o c}^{p}(G)$.
Corollary 3.3.55. Let $G$ be an abelian group and let $\sigma \in M(G)$ have compact support. For each $\alpha \in \Lambda\left(T_{\sigma}, L^{p}(G)\right)$ where $1 \leq p<\infty$, we have

$$
H_{\alpha}\left(T_{\sigma}, L^{p}\right) \subset \overline{\operatorname{lin}}^{l o c}\{\psi \in P(G): \psi * \sigma=\alpha \psi\}
$$

where '-loc' denotes the closure in $L_{l o c}^{p}(G)$.
Proof. Let $f \in H_{\alpha}\left(T_{\sigma}, L^{p}\right)$ and let $\varepsilon>0$. Choose $u \in C_{c}(G)$ such that $\|u * f-f\|_{p}<$ $\varepsilon$. We have $u * f \in H_{\alpha}\left(T_{\sigma}, L^{p}\right) \cap C(G)$ and by Proposition 3.3.54, there exists a net $\left(\psi_{\beta}\right)$ in $\operatorname{lin}\{\psi \in P(G): \psi * \sigma=\alpha \psi\}$, converging to $u * f$ uniformly on compact sets in $G$. Given a compact subset $K$ of $G$, there exists $\beta_{0}$ such that $\left\|\psi_{\beta}-u * f\right\|_{L^{p}(K)}<\varepsilon$ for $\beta \geq \beta_{0}$ and hence

$$
\left\|\psi_{\beta}-f\right\|_{L^{p}(K)} \leq\left\|\psi_{\beta}-u * f\right\|_{L^{p}(K)}+\|u * f-f\|_{L^{p}(K)}<2 \varepsilon
$$

for $\beta \geq \beta_{0}$.
We now consider $L^{p}$ harmonic functions for arbitrary groups $G$. It has been shown in [9, Proposition 14] that, for $\|\sigma\|=1$, the eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ is the range of a contractive projection $P: L^{\infty}\left(G, M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$. There are two interesting consequences of this result. First, the space $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ carries a Jordan algebraic structure which will be discussed further in Section 3.4. The second consequence is that, if $G$ is non-amenable, then $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right) \neq M_{n} \mathbf{1}$, for positive $\sigma$ with $\|\sigma\|=1$ [9, Corollary 19]. The existence of a contractive projection $P$ onto the 1 -eigenspace is also true for $1<p<\infty$, shown in the following result which extends [10, Theorem 2.3], with analogous proof. We outline the main steps of the arguments.
Proposition 3.3.56. Let $\sigma \in M\left(G, M_{n}\right)$ with $\|\sigma\|=1$ and let $1<p<\infty$. Then there is a contractive projection $P: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ with range $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ and $P$ commutes with left translations. Further, the projection $P$ is the dual map of a contractive projection $Q: L^{q}\left(G, M_{n}\right) \longrightarrow L^{q}\left(G, M_{n}\right)$ and $H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=H_{1}\left(L_{\widetilde{\sigma}}, L^{q}\left(G, M_{n}\right)\right)^{*}$.
Proof. The convolution operator $T_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ is weakly continuous when $L^{p}\left(G, M_{n}\right)$ is equipped with the weak topology. For $n=1,2, \ldots$, we have

$$
T_{\sigma^{n}}=\overbrace{T_{\sigma} \circ \cdots \circ T_{\sigma}}^{n-\text { times }} .
$$

Let $\mathcal{K}=\overline{c o}\left\{T_{\sigma^{n}}: n=1,2, \ldots\right\}$ be the closed convex hull of $\left\{T_{\sigma^{n}}: n=1,2, \ldots\right\}$ with respect to the product topology of $L^{p}\left(G, M_{n}\right)^{L^{p}\left(G, M_{n}\right)}$ where $L^{p}\left(G, M_{n}\right)$ is equipped with the weak topology. Then $\mathcal{K}$ is compact. Define $\Phi: \mathcal{K} \longrightarrow \mathcal{K}$ by

$$
\Phi(\Lambda)(f)=\Lambda(f) * \sigma \quad\left(\Lambda \in \mathcal{K}, f \in L^{p}\left(G, M_{n}\right)\right)
$$

It is straightforward to verify that $\Phi$ is well-defined and continuous. Therefore, by the Schauder-Tychonoff fixed-point theorem (cf. [24, p. 456]), there exists $P \in \mathcal{K}$ such that $\Phi(P)=P$ which is the required contractive projection. Since $T_{\sigma^{n}}$ commutes with left translations, so does $P$.

We note that $P(f * \sigma)=P(f) * \sigma=P(f)$ for each $f \in L^{p}\left(G, M_{n}\right)$ since $T_{\sigma^{n}}(f * \sigma)=T_{\sigma^{n}}(f) * \sigma$.

Next, apply the same construction as above to the left convolution operator

$$
L_{\widetilde{\sigma}}: f \in L^{q}\left(G, M_{n}\right) \mapsto \widetilde{\sigma} *_{\ell} f \in L^{q}\left(G, M_{n}\right)
$$

to yield a contractive projection

$$
Q: L^{q}\left(G, M_{n}\right) \longrightarrow L^{q}\left(G, M_{n}\right)
$$

with range $H_{1}\left(L_{\tilde{\sigma}}, L^{q}\left(G, M_{n}\right)\right)$, and satisfying $Q\left(\widetilde{\sigma} *_{\ell} g\right)=\widetilde{\sigma} *_{\ell} Q(g)=Q(g)$ for $g \in$ $L^{q}\left(G, M_{n}\right)$. We show that $P=Q^{*}$. Let $f \in L^{p}\left(G, M_{n}\right)$. Then for each $g \in L^{q}\left(G, M_{n}\right)$, we have

$$
\begin{aligned}
\left\langle g, Q^{*} f * \sigma\right\rangle & =\left\langle\widetilde{\sigma} *_{\ell} g, Q^{*} f\right\rangle=\left\langle Q\left(\widetilde{\sigma} *_{\ell} g\right), f\right\rangle \\
& =\langle Q g, f\rangle=\left\langle g, Q^{*} f\right\rangle .
\end{aligned}
$$

Hence $Q^{*} f * \sigma=Q^{*} f$. Likewise one can show $\tilde{\sigma} *_{\ell} P^{*} g=P^{*} g$ for each $g \in$ $L^{q}\left(G, M_{n}\right)$. We now have $P Q^{*}=P$ since

$$
\left\langle g, P Q^{*} f\right\rangle=\left\langle Q P^{*} g, f\right\rangle=\left\langle P^{*} g, f\right\rangle=\langle g, P f\rangle
$$

for $g \in L^{q}\left(G, M_{n}\right)$ and $f \in L^{p}\left(G, M_{n}\right)$. Therefore $P f=P Q^{*} f=Q^{*} f$.
Finally, as in the proof of [10, Corollary 2.5], we have $H_{1}\left(L_{\tilde{\sigma}}, L^{q}\left(G, M_{n}\right)\right)^{*}=$ $Q\left(L^{q}\left(G, M_{n}\right)\right)^{*} \simeq L^{p}\left(G, M_{n}\right) / Q\left(L^{q}\left(G, M_{n}\right)\right)^{\perp} \simeq H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$.

Remark 3.3.57. By the above construction of $P$, there is a net of measures $\left(\mu_{\alpha}\right)$ in the convex hull of $\left\{\sigma^{n}: n=1,2, \ldots\right\}$ such that

$$
P(f)=\mathrm{w}^{*}-\lim _{\alpha} f * \mu_{\alpha}
$$

for every $f \in L^{p}\left(G, M_{n}\right)$. We note that $P$ could be 0 by Example 3.3.52.
The above construction does not apply to the case $p=1$. Nevertheless, we will prove a dimension result for the eigenspace $H_{1}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$. We need to prove the following lemma first.

Lemma 3.3.58. Let $\sigma \in M\left(G, M_{n}\right)$ be a positive, adapted measure with $\|\sigma\|=1$. Then for every $\pi \in \widehat{G} \backslash\{\imath\}$, the operator $I-\pi(\sigma)$ is invertible in $M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)$, where $I$ is the identity operator.

Proof. For compact groups $G$, this result was proved in [9, Lemma 20]. We only need to remove the compactness assumption in [9, Lemma 20] which was used to ensure $\operatorname{dim} \pi<\infty$. Fix $\pi \in \widehat{G} \backslash\{\imath\}$. It suffices to show that $I-\pi(\sigma)$ has a left inverse in $M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)$. Indeed, since $(1 \otimes \pi)(\sigma \otimes 1)=(\sigma \otimes 1)(1 \otimes \pi)$ and $\sigma(\cdot)^{*}=\sigma(\cdot)$, the same arguments would imply that

$$
I-\pi(\sigma)^{*}=I-\int_{G}(1 \otimes \pi)\left(x^{-1}\right) d(\sigma \otimes 1)(x)
$$

has a left inverse, that is, $I-\pi(\sigma)$ has a right inverse.
Now, if $I-\pi(\sigma)$ has no left inverse, then $\left(M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)\right)(I-\pi(\sigma))$ is a proper weakly closed left ideal of $M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)$ and hence there is a proper projection $p \in$ $M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)$ such that $\left(M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)\right)(I-\pi(\sigma))=\left(M_{n} \otimes \mathcal{B}\left(H_{\pi}\right)\right) p$. Therefore $I-$ $\pi(\sigma)=(I-\pi(\sigma)) p$ which gives $\pi(\sigma)(I-p)=I-p$ and we can pick a unit vector $\xi \in(I-p)\left(\mathbb{C}^{n} \otimes H_{\pi}\right)$. It follows that $\pi(\sigma) \xi=\xi$ and now, analogous to the proof of [9, Lemma 20], one obtains

$$
\int_{G}\langle(1 \otimes \pi)(x) \xi, \xi\rangle d|\sigma|(x)=1
$$

which implies $\operatorname{Re}\langle(1 \otimes \pi)(x) \xi, \xi\rangle=1$ for all $x \in \operatorname{supp}|\sigma|$ and hence $(1 \otimes \pi)(x) \xi=\xi$ for all $x \in G$, by adaptedness of $|\sigma|$.

Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the standard basis of $\mathbb{C}^{n}$. Then $\xi=\sum_{k} e_{k} \otimes \xi_{k}$ for some $\xi_{1}, \ldots, \xi_{n} \in H_{\pi}$ and we have

$$
\sum_{k} e_{k} \otimes \xi_{k}=\sum_{k}(1 \otimes \pi)(x)\left(e_{k} \otimes \xi_{k}\right)=\sum_{k} e_{k} \otimes \pi(x) \xi_{k}
$$

which implies $\pi(x) \xi_{k}=\xi_{k}$ for all $x \in G$, and in particular, for some $\xi_{k} \neq 0$. Hence $\pi=\imath$ by irreducibility of $\pi$, contradicting $\pi \in \widehat{G} \backslash\{\imath\}$. This completes the proof.

The following result generalizes [10, Theorem 3.12].
Proposition 3.3.59. Let $\sigma \in M\left(G, M_{n}\right)$ be a positive, adapted measure with $\|\sigma\|=1$. Then $\operatorname{dim} H_{1}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right) \leq n^{2}$ and $n^{2}$ is the best possible bound.

Proof. Let $f \in H_{\sigma}^{1}\left(G, M_{n}\right)$. Then, for all $\pi \in \widehat{G} \backslash\{\imath\}$, we have $\pi(f)=\pi(f * \sigma)=$ $\pi(f) \pi(\sigma)$ and hence $\pi(f)(I-\pi(\sigma))=0$ which implies $\pi(f)=0$ by Lemma 3.3.58. Let

$$
L_{0}^{1}\left(G, M_{n}\right)=\left\{h \in L^{1}\left(G, M_{n}\right): \int_{G} h d \lambda=0\right\}
$$

which is a closed subspace of $L^{1}\left(G, M_{n}\right)$. Note that $\widehat{f}(t)=\int_{G} f d \lambda$ and the above yields

$$
H_{\sigma}^{1}\left(G, M_{n}\right) \cap L_{0}^{1}\left(G, M_{n}\right)=\{0\} .
$$

Pick $h \in L^{1}(G)$ such that $\int_{G} h d \lambda \neq 0$. Then

$$
\left(\begin{array}{ccc}
h & & \\
& \ddots & \\
& & \\
& & h
\end{array}\right) \notin L_{0}^{1}\left(G, M_{n}\right)
$$

For any $g=\left(g_{i j}\right) \in L^{1}\left(G, M_{n}\right)$, let

$$
a_{i j}=\left(\int_{G} g_{i j} d \lambda\right)\left(\int_{G} h d \lambda\right)^{-1}
$$

Then

$$
g+L_{0}^{1}\left(G, M_{n}\right)=\left(a_{i j}\right)\left(\begin{array}{lll}
h & & \\
& \ddots & \\
& & h
\end{array}\right)+L_{0}^{1}\left(G, M_{n}\right)
$$

Hence $L_{0}^{1}\left(G, M_{n}\right)$ has co-dimension $n^{2}$ in $L^{1}\left(G, M_{n}\right)$ and $\operatorname{dim} H_{1}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right) \leq n^{2}$.
If $G$ is compact and $\sigma$ is diagonal with each diagonal entry the same probability measure on $G$, then $f=\left(f_{i j}\right) \in H_{1}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)$ if, and only if, each $f_{i j}$ is constant. Therefore we have $\operatorname{dim} H_{1}\left(T_{\sigma}, L^{1}\left(G, M_{n}\right)\right)=n^{2}$ in this case.

Example 3.3.60. Let $\mu$ be an adapted probability measure on a locally compact group $G \neq\{e\}$ and let $\sigma \in M\left(G, M_{2}\right)$ be given by

$$
\sigma=\left(\begin{array}{cc}
\mu & 0 \\
0 & \delta_{e}
\end{array}\right)
$$

Then $\sigma$ is an adapted positive $M_{2}$-valued measure on $G$, but $\|\sigma\|=2$. We have $\operatorname{dim} H_{1}\left(T_{\sigma}, L^{1}\left(G, M_{2}\right)\right)=\infty$, indeed, it contains the functions

$$
\left(\begin{array}{ll}
0 & f \\
0 & h
\end{array}\right)
$$

for every $f, h \in L^{1}(G)$.
Example 3.3.61. Let $\sigma=\delta_{i}$ be the unit mass at $i=\sqrt{-1}$ in the circle group $\mathbb{T}$. Then $\sigma$ is not adapted and a continuous function $f$ is in $H_{1}\left(T_{\sigma}, L^{p}(\mathbb{T})\right)$ if, and only if, $f(z)=f(-i z)$. Hence $H_{1}\left(T_{\sigma}, L^{p}(\mathbb{T})\right)$ is infinite dimensional as it contains the functions $\left\{z^{4 n}: n=1,2, \ldots\right\}$.

We have the following characterisation of harmonic functions for nilpotent groups.

Proposition 3.3.62. Let $G$ be a nilpotent group and let $\sigma \in M\left(G, M_{n}\right)$ be positive, symmetric and $\|\sigma\|=1$. Then we have, for $1 \leq p \leq \infty$,

$$
H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)=\left\{f \in L^{p}\left(G, M_{n}\right): f_{a^{-1}}=f=f(\cdot) \sigma(G), \forall a \in \operatorname{supp} \sigma\right\} .
$$

Proof. Given $f \in L^{p}\left(G, M_{n}\right)$ satisfying the condition on the right-hand side of the above equality, we have

$$
\int_{G} f\left(x y^{-1}\right) d \sigma(y)=\int_{\text {supp } \sigma} f(x) d \sigma(y)=f(x) \sigma(G)=f(x) .
$$

To show the reverse inclusion, let $G_{\sigma}$ be the closed subgroup of $G$ generated by supp $|\sigma|$. Since $\sigma$ is symmetric, we have $|\widetilde{\sigma}|=\left|\sigma^{T}\right|=|\sigma|$ and (supp $\left.|\sigma|\right)^{-1}=$ supp $|\sigma|$ and hence $|\sigma|$ is a non-degenerate measure on the nilpotent group $G_{\sigma}$. Each bounded left uniformly continuous $M_{n}$-valued $\sigma$-harmonic function $f$ on $G$ restricts to a $\sigma$-harmonic function on $G_{\sigma}$, and by [16, Theorem 4], $f$ is constant on $G_{\sigma}$. In particular, we have

$$
f\left(a^{-1}\right)=f(e) \quad(a \in \operatorname{supp} \sigma)
$$

Now pick any $f \in H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$. For each $\psi \in L^{q}\left(G, M_{n}\right)$, the function $\widetilde{\psi} * f$ is bounded and left uniformly continuous, by Lemma 3.1.1, and also it is $\sigma$-harmonic. Hence we have, for each $a \in \operatorname{supp} \sigma$,

$$
\left\langle f-f_{a^{-1}}, \psi\right\rangle=\operatorname{Tr}(\widetilde{\psi} * f)(e)-\operatorname{Tr}(\widetilde{\psi} * f)\left(a^{-1}\right)=0
$$

which yields $f-f_{a^{-1}}=0$ in $L^{p}\left(G, M_{n}\right)$. This, together with the equation $f=f * \sigma$, then implies $f(\cdot)=f(\cdot) \sigma(G)$.

Under the conditions of the above result, $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ is a subalgebra of $L^{\infty}\left(G, M_{n}\right)$ which is not always true in general. We study the non-associative algebraic structures of the eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ in the next section.

### 3.4 Jordan Structures in Harmonic Functions

Let $\sigma \in M\left(G, M_{n}\right)$ with $\|\sigma\|=1$. In this section, we study the Jordan structure in the space $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)=\left\{f \in L^{\infty}\left(G, M_{n}\right): f * \sigma=f\right\}$ of bounded $M_{n^{-}}$ valued $\sigma$-harmonic functions on $G$, and discuss applications to harmonic functions on Riemannian symmetric spaces. It has been shown in [9] that the existence of a contractive projection from $L^{\infty}\left(G, M_{n}\right)$ onto its subspace $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ induces a Jordan ternary algebraic structure on $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ which is non-associative and is usually different from that of $L^{\infty}\left(G, M_{n}\right)$. It is natural to ask when these two structures coincide, that is, when $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ is a subalgebra or a Jordan subtriple of $L^{\infty}\left(G, M_{n}\right)$. We will consider the scalar case of $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ for a complex measure $\sigma$. The matrix space $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$, but with a positive measure $\sigma$, has been studied in [14].

It would be useful to explain first the background of Jordan structures for motivation. The close relationship between Jordan algebras and differential geometry is well-known [43], in particular, Jordan structures occur naturally in the study of Riemannian symmetric spaces. It is therefore interesting that Jordan structures also occur in the 1-eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ of the convolution operator $T_{\sigma}$ on
$L^{\infty}\left(G, M_{n}\right)$, which is closely related to harmonic functions on Riemannian symmetric spaces, as we will explain below.

Let $\Omega$ be a simply connected Riemannian symmetric space. Then $\Omega$ is a product

$$
\Omega=\Omega_{0} \times \Omega_{+} \times \Omega_{-}
$$

where $\Omega_{0}$ is Euclidean, $\Omega_{+}$is of compact type and $\Omega_{-}$is of non-compact type [37, p.244]. Since $\Omega_{0}$ and $\Omega_{+}$have non-negative sectional curvatures, the bounded harmonic functions on these manifolds are constant by a result of Yau [65], and from the viewpoint of harmonic functions, we will only be concerned with symmetric spaces of non-compact type.

We now explain how Jordan structures arise in symmetric spaces. Recall that a Riemannian symmetric space is a connected Riemannian manifold $M$ in which every point $x$ is an isolated fixed point of an involutive isometry $s_{x}: M \longrightarrow M$ (which is necessarily unique). Let $\Omega$ be a Riemannian symmetric space. Then it is diffeomorphic, and hence identified with, the right coset space $G / K$ of a Lie group $G$ by a maximal compact subgroup $K$, where $G$ is the identity component of the isometry group of $\Omega$ and $K$ is the isotropy subgroup $\{g \in G: g x=x\}$ at a point $x \in \Omega$. Let $\mathfrak{g}$ be the Lie algebra of $G$ and let $A d: G \longrightarrow \operatorname{Aut}(\mathfrak{g})$ be the adjoint map. Then the adjoint $A d\left(s_{x}\right): \mathfrak{g} \longrightarrow \mathfrak{g}$ is an involutive automorphism, giving a Cartan decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ where

$$
\mathfrak{k}=\left\{X \in \mathfrak{g}: \operatorname{Ad}\left(s_{x}\right)(X)=X\right\}
$$

and

$$
\mathfrak{p}=\left\{X \in \mathfrak{g}: \operatorname{Ad}\left(s_{x}\right)(X)=-X\right\} .
$$

Moreover, $\mathfrak{p}$ identifies with the tangent space $T_{x} \Omega$ at $x \in \Omega$.
If $\Omega$ is non-compact and is Hermitian, then in the above construction, the tangent space $\mathfrak{p}=T_{x} \Omega$ has the structure of a Jordan triple system and $\Omega$ identifies with a convex domain in $\mathfrak{p}$ via the Harish-Chandra realization (cf. [47, 57]). In fact, this construction can even be extended to infinite dimensional manifolds in which case $\mathfrak{p}$ becomes a JB*-triple in a suitably chosen norm and $\Omega$ identifies with the open unit ball of $\mathfrak{p}$. We refer to [41,63] for details and to [11] for some recent related results. For our purpose, we only need to explain the concept of a JB*-triple.

A $J B^{*}$-triple is a complex Banach space $Z$, equipped with a Jordan triple product $\{\cdot, \cdot, \cdot\}: Z \times Z \times Z \longrightarrow Z$ which is symmetric and linear in the outer variables, conjugate linear in the middle variable and satisfies the Jordan triple identity

$$
\{a, b,\{x, y, z\}\}=\{\{a, b, x\}, y, z\}-\{x,\{b, a, y\}, z\}+\{x, y,\{a, b, z\}\}
$$

and for each $v \in Z$, the linear map

$$
D(v, v): z \in Z \mapsto\{v, v, z\} \in Z
$$

is Hermitian, that is, $\left\|e^{i t D(v, v)}\right\|=1$ for all $t \in \mathbb{R}$, and has non-negative spectrum with $\|D(v, v)\|=\|v\|^{2}$.

Example 3.4.1. The upper half-plane $\{z \in \mathbb{C}: \operatorname{Im} z>0\}$, with the hyperbolic metric, is a symmetric space diffeomorphic to the coset space $S L(2, \mathbb{R}) / S O(2)$ and is of noncompact type. The Lie algebra $\mathfrak{g}$ of $S L(2, \mathbb{R})$ is the algebra of $2 \times 2$ real matrices with trace 0 , and in the Cartan decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$, the subalgebra $\mathfrak{k}$ consists of skew-symmetric matrices while the subspace $\mathfrak{p}$ consists of symmetric matrices, which has a complex structure

$$
J:\left(\begin{array}{cc}
y & x \\
x & -y
\end{array}\right) \mapsto\left(\begin{array}{cc}
x & -y \\
-y & -x
\end{array}\right)
$$

and is a JB*-triple with the Jordan triple product

$$
\{X, Y, Z\}=\frac{1}{2}(X Y Z+Z Y X) \quad(X, Y, Z \in \mathfrak{p})
$$

To complete the picture, we note that a bounded domain in a complex Banach space is symmetric if, and only if, it is biholomorphic to the open unit ball of a JB*triple [41]. We refer to [63] for further details of JB*-triples and symmetric Banach manifolds.

The space $L^{\infty}\left(G, M_{n}\right)$ is a $\mathrm{JB}^{*}$-triple with the Jordan triple product

$$
\{f, g, h\}=\frac{1}{2}\left(f g^{*} h+h g^{*} f\right)
$$

where $g^{*}$ denotes the usual involution $*$ in $L^{\infty}\left(G, M_{n}\right)$ :

$$
g^{*}(x):=g(x)^{*} \in M_{n} \quad(x \in G) .
$$

In fact, any $\mathrm{C}^{*}$-algebra $\mathcal{A}$ is a $\mathrm{JB}^{*}$-triple with the following triple product:

$$
\{a, b, c\}=\frac{1}{2}\left(a b^{*} c+c b^{*} a\right) \quad(a, b, c \in \mathcal{A})
$$

The following result has been proved in [9].
Lemma 3.4.2. Let $G$ be a locally compact group and let $\sigma \in M\left(G, M_{n}\right)$ with $\|\sigma\|=1$. Then the 1-eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ of $T_{\sigma}$ on $L^{\infty}\left(G, M_{n}\right)$ is a JB*-triple. If $\sigma$ is a probability measure on $G$, then $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is an abelian $C^{*}$-algebra.
Proof. We describe the Jordan triple product in $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$, but refer to [9] for details. By [9, Proposition 14], there is a contractive projection $P: L^{\infty}\left(G, M_{n}\right) \longrightarrow H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ which induces the JB*-triple product

$$
\{f, g, h\}=\frac{1}{2} P\left(f g^{*} h+h g^{*} f\right)
$$

on $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$, using [28].
If $\sigma$ is a probability measure, then the constant function $\mathbf{1}$ is in $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ which becomes a unital abelian $\mathrm{C}^{*}$-algebra in the product

$$
f \cdot h:=\{f, \mathbf{1}, h\} .
$$

Given a probability measure $\sigma$ on $G$, it has been shown in [13, Theorem 2.2.17] that the $\mathrm{C}^{*}$-product $f \cdot h$ in $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$, for uniformly continuous $f$ and $h$, is given by

$$
(f \cdot h)(x)=\lim _{\alpha} \int_{G} f\left(x y^{-1}\right) h\left(x y^{-1}\right) d \mu_{\alpha}(y) \quad(x \in G)
$$

where $\left(\mu_{\alpha}\right)$ is a net in the convex hull of $\left\{\sigma^{n}: n=1,2, \ldots\right\}$. We now show that, modulo a projection, the $\mathrm{C}^{*}$-product is pointwise.

Proposition 3.4.3. Let $\sigma$ be a probability measure on $G$. Then there is a projection $z \in C_{b}(G)^{* *}$ such that

$$
(f \cdot h)(x) z\left(\varepsilon_{x}\right)=f(x) h(x) z\left(\varepsilon_{x}\right) \quad(x \in G)
$$

for $f, h \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right) \cap C(G)$, where $\varepsilon_{x} \in C_{b}(G)^{*}$ is the evaluation map at $x \in G$.
Proof. We observe that $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right) \cap C(G)$ is an abelian $\mathrm{C}^{*}$-algebra in the product $f \cdot h$. Therefore the identity map $\imath: H_{1}\left(T_{\sigma}, L^{\infty}(G)\right) \cap C(G) \longrightarrow C_{b}(G)$ is a linear isometry between $C^{*}$-algebras, and by [18, Proposition 2.2; Theorem 3.10], there is a projection $z \in C_{b}(G)^{* *}$ such that

$$
\imath(f \cdot h) z=\imath(f) \imath(h) z \quad\left(f, h \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right) \cap C(G)\right)
$$

where the product on the right hand side is that of $C_{b}(G)^{* *}$.
A JB*-triple is called a JBW*-triple if it has a predual. Since $T_{\sigma}$ is weak* continuous on $L^{\infty}\left(G, M_{n}\right)$, it follows that $H_{1}\left(T_{\sigma}, L^{\infty}\right)$ is weak* closed in $L^{\infty}\left(G, M_{n}\right)$ and is a JBW*-triple.

Now we consider harmonic functions on a symmetric space $\Omega=G / K$ of noncompact type. Let $\Delta$ be a $G$-invariant second order elliptic differential operator on $\Omega$, vanishing on constants. Such an operator is called a Laplace operator in [29]. Furstenberg [29] has shown that there is a $K$-invariant absolutely continuous probability measure $\sigma$ on $G$ such that a bounded continuous function $f$ on $\Omega$ satisfies $\Delta f=0$ if, and only if,

$$
\begin{equation*}
f(K a)=\int_{G} f(K y a) d \sigma(y) \quad(K a \in \Omega=G / K) \tag{3.13}
\end{equation*}
$$

where $K$-invariance of $\sigma$ means $d \sigma(k x)=d \sigma(x k)=d \sigma(x)$ for $k \in K$ (see also [30, Theorem 5]). Let $q: G \longrightarrow G / K$ be the quotient map. Then (3.13) can be written as

$$
\begin{equation*}
\widetilde{f \circ q}=\widetilde{f \circ q} * \sigma \tag{3.14}
\end{equation*}
$$

where we recall that $\widetilde{f \circ q}$ denotes the function $\widetilde{f \circ q}(x)=f \circ q\left(x^{-1}\right)$. As $K$ is compact, we assume that the Haar measure $\lambda$ on $G$ is chosen so that $\lambda(K)=1$ and the Haar measure on $K$ is the restriction of $\lambda$ to $K$. Also, there is a $G$-invariant measure
$v$ on $G / K$, unique up to a constant multiple and can be chosen so that $v=\lambda \circ q^{-1}$ (cf. [27, p.57]). In fact, $v$ is a Riemannian measure on $\Omega$. Let $L^{p}(\Omega)$ be the Lebesgue spaces of $v$, for $1 \leq p \leq \infty$. Since $\Omega$ is complete, all $L^{p}(\Omega) \Delta$-harmonic functions on $\Omega$ are constant, for $1<p<\infty$, by a result of Yau [65]. We will discuss the case for $p=1, \infty$ below.

The above discussion leads naturally first to the consideration of the homogeneous space of an arbitrary locally compact group $G$ by a compact subgroup $K$. In this case, we fix a $G$-invariant measure $v=\lambda \circ q^{-1}$ on $\Omega=G / K$ as before and let $L^{p}\left(\Omega, M_{n}\right)$ be the Lebesgue spaces, with respect to $v$, of $M_{n}$-valued $L^{p}$ functions on $\Omega$, for $1 \leq p \leq \infty$. Then the map

$$
j: f \in L^{p}\left(\Omega, M_{n}\right) \longmapsto f \circ q \in L^{p}\left(G, M_{n}\right)
$$

is a well-defined isometric embedding by the change-of-variable formula

$$
\int_{\Omega}\|f(\omega)\|^{p} d v(\omega)=\int_{G}\|f \circ q(x)\|^{p} d \lambda(x) .
$$

We define a linear map $Q: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(\Omega, M_{n}\right)$ by

$$
Q(g)(K x)=\int_{K} g(y x) d \lambda(y) \quad\left(g \in L^{p}\left(G, M_{n}\right)\right)
$$

Then $Q$ is a contraction because Jensen's inequality gives

$$
\begin{aligned}
\|Q(g)\|_{p}^{p} & =\int_{\Omega}\|Q(g)(K x)\|_{M_{n}}^{p} d v(K x) \\
& =\int_{G}\left\|_{K} g(y x) d \lambda(y)\right\|_{M_{n}}^{p} d \lambda(x) \\
& \leq \int_{G} \int_{K}\|g(y x)\|_{M_{n}}^{p} d \lambda(y) d \lambda(x) \\
& =\int_{K} \int_{G}\|g(x)\|_{M_{n}}^{p} \triangle_{G}\left(y^{-1}\right) d \lambda(x) d \lambda(y)=\|g\|_{p}^{p}
\end{aligned}
$$

Further, $Q$ is surjective since one verifies readily that $Q j$ is the identity map on $L^{p}\left(\Omega, M_{n}\right)$. It follows that

$$
j Q: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)
$$

is a contractive projection with range $j\left(L^{p}\left(\Omega, M_{n}\right)\right)$.
Let $\sigma \in M\left(G, M_{n}\right)$. Then the convolution operator $T_{\sigma}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ induces the operator $T_{\sigma}^{\prime}=Q T_{\sigma} j$ on $L^{p}\left(\Omega, M_{n}\right)$ in the following diagram:

$$
\begin{gathered}
L^{p}\left(G, M_{n}\right) \xrightarrow{T_{\sigma}} L^{p}\left(G, M_{n}\right) \\
j \uparrow Q \\
L^{p}\left(\Omega, M_{n}\right) \xrightarrow{T_{\sigma}^{\prime}} L^{p}\left(\Omega, M_{n}\right) .
\end{gathered}
$$

Actually, we have

$$
\begin{equation*}
T_{\sigma}^{\prime}(f)(K x)=\int_{G} f\left(K x y^{-1}\right) d \sigma(y) \tag{3.15}
\end{equation*}
$$

and we call $T_{\sigma}^{\prime}$ the convolution operator on $L^{p}\left(\Omega, M_{n}\right)$ defined by $\sigma \in M\left(G, M_{n}\right)$. The above integral is denoted by $f * \sigma(K x)$. By Fubini theorem, we also have $T_{\sigma}^{\prime} Q=$ $Q T_{\sigma}$ and $j T_{\sigma}^{\prime}=T_{\sigma} j$ which will be used repeatedly in the proof below.

Lemma 3.4.4. Let $\sigma \in M\left(G, M_{n}\right)$ and $1 \leq p \leq \infty$. Then we have
(i) $\operatorname{Spec}\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right) \subset \operatorname{Spec}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$;
(ii) $\Lambda\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right) \subset \Lambda\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$;
(iii) $Q\left(H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)\right)=H_{\alpha}\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right)$ for $\alpha \in \Lambda\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right)$.

If $\|\sigma\|=1$, then the 1 -eigenspace $H_{1}\left(T_{\sigma}^{\prime}, L^{\infty}\left(\Omega, M_{n}\right)\right)$ is a $J B^{*}$-triple.
Proof. (i) Given that $T_{\sigma}-\alpha I$ has a bounded inverse $S: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$, for some $\alpha \in \mathbb{C}$, we have $Q\left(T_{\sigma}-\alpha\right) S j=Q j=I_{L^{p}\left(\Omega, M_{n}\right)}$. Hence $\left(T_{\sigma}^{\prime}-\alpha\right) Q S j=$ $\left(T_{\sigma}^{\prime} Q-\alpha Q\right) S j=Q\left(T_{\sigma}-\alpha\right) S j=I_{L^{p}\left(\Omega, M_{n}\right)}$ and $\alpha \notin \operatorname{Spec}\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right)$.
(ii) This follows from the fact that $T_{\sigma}^{\prime} f=\alpha f$ for some $f \in L^{p}\left(\Omega, M_{n}\right)$ implies that $T_{\sigma} j f=j T_{\sigma}^{\prime} f=\alpha j f \in L^{p}\left(G, M_{n}\right)$.
(iii) Given $g \in H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$, we have

$$
T_{\sigma}^{\prime} Q g=Q T_{\sigma} g=\alpha Q g \in H_{\alpha}\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right)
$$

On the other hand, if $f \in H_{\alpha}\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right)$, then we have $T_{\sigma} j f=j T_{\sigma}^{\prime} f=\alpha j f \in$ $H_{\alpha}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right)$ and $f=Q(j f)$.

Finally, by Lemma 3.4.2, the 1-eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ is a JB*-triple for $\|\sigma\|=1$. If we identify $H_{1}\left(T_{\sigma}^{\prime}, L^{\infty}\left(\Omega, M_{n}\right)\right)$ as a subspace of $L^{\infty}\left(G, M_{n}\right)$ via the embedding $j$, then (iii) implies that it is the range of the contractive projection $Q$ on the JB*-triple $H_{1}\left(T_{\sigma}, L^{\infty}\left(G, M_{n}\right)\right)$ and hence is itself a JB*-triple by [42].

Let $\sigma \in M\left(G, M_{n}\right)$ and $\Omega=G / K$ as above. Motivated by the condition in (3.14), we introduce the following space, for $p=1, \infty$ :

$$
\begin{equation*}
H^{p}\left(\Omega, M_{n}\right)=\left\{f \in L^{p}\left(\Omega, M_{n}\right): \widetilde{j f} * \sigma=\widetilde{j f}, j f(\cdot k)=j f(\cdot), \forall k \in K\right\} \tag{3.16}
\end{equation*}
$$

Lemma 3.4.5. Let $\Omega=G / K$ where $G$ is unimodular. Let $\sigma \in M\left(G, M_{n}\right)$ be $K$ invariant and let $p=1$ or $\infty$. Given $f \in H_{1}\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right)$, the function

$$
\widetilde{f}(K x):=f\left(K x^{-1}\right) \quad(x \in G)
$$

is well-defined and we have $\tilde{f} \in H^{p}\left(\Omega, M_{n}\right)$. Further, all maps in the following commutative diagram are surjective:

$$
\begin{aligned}
& H_{1}\left(T_{\sigma}, L^{p}\left(G, M_{n}\right)\right) \stackrel{\widetilde{Q}}{\longrightarrow} H^{p}\left(\Omega, M_{n}\right) \\
& \quad j \uparrow \quad \nearrow \sim \\
& H_{1}\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right)
\end{aligned}
$$

where the map $\sim$ is an isometry and $\widetilde{Q}(f):=\widetilde{Q(f)}$. For $p=\infty$, the condition of unimodularity of $G$ can be dropped.

Proof. Let $f \in H_{1}\left(T_{\sigma}^{\prime}, L^{p}\left(\Omega, M_{n}\right)\right)$. Given $K x=K z$ with $x=k z$ for some $k \in K$, we have

$$
\begin{aligned}
f\left(K x^{-1}\right) & =f\left(K z^{-1} k^{-1}\right) \\
& =\int_{G} f\left(K z^{-1} k^{-1} y^{-1}\right) d \sigma(y) \\
& =\int_{G} f\left(K z^{-1} y^{-1}\right) d \sigma(y) \\
& =f\left(K z^{-1}\right)
\end{aligned}
$$

by $K$-invariance of $\sigma$. Hence $\tilde{f}$ is well defined and $\tilde{f} \in L^{p}\left(G, M_{n}\right)$ by unimodularity of $G$. Moreover, we have $\widetilde{j \widetilde{f}}=j f=j f * \sigma$ and $j \widetilde{f}(\cdot k)=j \tilde{f}(\cdot)$ for all $k \in K$, that is, $\tilde{f} \in H^{p}\left(\Omega, M_{n}\right)$.

The map $\sim$ is clearly isometric. To see that it is surjective, pick any $g \in$ $H^{p}\left(\Omega, M_{n}\right)$ and define $g^{\prime}: \Omega \longrightarrow M_{n}$ by

$$
g^{\prime}(K x)=g\left(K x^{-1}\right) \quad(x \in G) .
$$

Then $g^{\prime}$ is well-defined since $j g(\cdot k)=j g(\cdot)$ for $k \in K$. Also, $g^{\prime} \in H_{1}\left(T_{\sigma}^{\prime}, L^{p}\left(G, M_{n}\right)\right)$ with $\widetilde{g^{\prime}}=g$.

We now give an application to $\Delta$-harmonic functions on Riemannian symmetric spaces. Let $\Omega=G / K$ be a symmetric space of non-compact type. We have already noted that there is no non-zero $L^{p} \Delta$-harmonic function on $\Omega$, for $1<p<\infty$, by a result of Yau [64]. However, an analogous result for $L^{1} \Delta$-harmonic functions on complete manifolds requires non-negativity of the Ricci curvature (cf. [46]) whereas $\Omega$ has non-positive sectional curvature (cf. [37, p.241]). Nevertheless, our previous results can be applied to $\Omega$ in this case. The space $H^{\infty}(\Omega, \mathbb{C})$ below has been defined in (3.16).

Proposition 3.4.6. Let $\Omega=G / K$ be a symmetric space of non-compact type. Then there is no non-zero $L^{1} \Delta$-harmonic function on $\Omega$. The space $H^{\infty}(\Omega, \mathbb{C})$ contains
non-constant functions and is exactly the space of bounded $\Delta$-harmonic functions on $\Omega$. Moreover, $H^{\infty}(\Omega, \mathbb{C})$ is linearly isometric to an abelian $C^{*}$-algebra.

Proof. Let $\sigma \in M(G)$ be the absolutely continuous $K$-invariant probability measure introduced in (3.13). By Proposition 3.3.59, $H_{1}\left(T_{\sigma}, L^{1}(G)\right)=\{0\}$ since $G$ is not compact. Let $f \in L^{1}(\Omega)$ be $\Delta$-harmonic. We can choose a bounded approximate identity $\left(u_{\beta}\right)$ in $C_{c}^{\infty}(G)$ such that the net $\left(j f * u_{\beta}\right) L^{1}$-converges to $j f \in L^{1}(G)$ with $j f * u_{\beta}$ bounded on $G$. The convolution

$$
f * u_{\beta}(K x):=j f * u_{\beta}(x) \quad(x \in G)
$$

is a well-defined function on $\Omega$. As in [29, p.367], there is a Laplace operator $\widetilde{\Delta}$ on $G$ satisfying

$$
\widetilde{\Delta}(j f)=(\Delta f) \circ q
$$

Hence $j f * u_{\beta}$ is a bounded $\widetilde{\Delta}$-harmonic function on $G$, and we have

$$
\Delta\left(f * u_{\beta}\right) \circ q=\widetilde{\Delta} j\left(f * u_{\beta}\right)=\widetilde{\Delta}\left(j f * u_{\beta}\right)=0 .
$$

Therefore $f * u_{\beta}$ is a bounded $\Delta$-harmonic function on $\Omega$, and by (3.14), we have

$$
\left(\left(f * u_{\beta}\right) \circ q\right)^{\sim} * \sigma=\left(\left(f * u_{\beta}\right) \circ q\right)^{\sim}
$$

for each $\beta$. We note that the semisimple Lie group $G$ is unimodular and hence $g \in$ $L^{1}(G) \mapsto \widetilde{g} \in L^{1}(G)$ is an isometry. It follows that $\widetilde{f \circ q} * \sigma=\widetilde{f \circ q}$, that is, $\widetilde{f \circ q \in}$ $H_{1}\left(T_{\sigma}, L^{1}(G)\right)$ and must be 0 . Hence $f=0$.

Next, the functions in $H^{\infty}(\Omega, \mathbb{C})$ are all $\Delta$-harmonic on $\Omega$, by the condition (3.14). Conversely, given a bounded $\Delta$-harmonic function $f$ on $\Omega$, then $f$ satisfies (3.14) and we have, by [29, Theorem 4.1],

$$
j f(x)=\int_{K} j f(x k y) d \lambda(k)
$$

for all $x, y \in G$. It follows that, for each $h \in K$,

$$
\begin{equation*}
j f(x h)=\int_{K} j f(x h k e) d \lambda(k)=\int_{K} j f(x k) d \lambda(k)=j f(x) . \tag{3.17}
\end{equation*}
$$

Therefore $f \in H^{\infty}(\Omega, \mathbb{C})$.
We now show that $H^{\infty}(\Omega, \mathbb{C})$ contains non-constant functions. Suppose otherwise. Let $f \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$. By $K$-invariance of $\sigma$, it is readily verified that the function $F: \Omega \longrightarrow \mathbb{C}$ given by

$$
\begin{equation*}
F(H x):=f\left(x^{-1}\right) \quad(x \in G) \tag{3.18}
\end{equation*}
$$

is well-defined in $L^{\infty}(\Omega)$ and satisfies $\widetilde{j F} * \sigma=\widetilde{j F}$. Hence $j F$ is a bounded $\Delta$ harmonic function on $\Omega$ and must be constant by assumption. It follows from (3.18) that $f$ is constant. Hence all bounded $\sigma$-harmonic functions on $G$ are constant and
therefore $G$ must be amenable (cf. [13, Proposition 2.1.3]), contradicting that $G / K$ is of non-compact type.

Finally, since $\sigma$ is a probability measure, the 1-eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is an abelian $\mathrm{C}^{*}$-algebra by Lemma 3.4.2. Hence $H_{1}\left(T_{\sigma}^{\prime}, L^{\infty}(\Omega)\right)$ is also an abelian $\mathrm{C}^{*}$-algebra since, by Lemma 3.4.4, it is the range of a contractive projection on an abelian $\mathrm{C}^{*}$-algebra. The last assertion then follows from Lemma 3.4.5.

Remark 3.4.7. In the setting of Proposition 3.4.6, it has also been shown in [29, p.373] that $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is an abelian $C^{*}$-algebra, by a different method using probability, but it has not been observed in [29] that $H^{\infty}(\Omega, \mathbb{C})$ is also an abelian C*-algebra.

Remark 3.4.8. We take the opportunity here of noting a missing remark in [14], before [14, Corollary 4.11], namely, that the map $\widetilde{f}(H a):=f\left(H a^{-1}\right)$ there is welldefined for $\Delta f=0$ because $j f(\cdot k)=j f(\cdot)$ for all $k$, as in (3.17) above.

Example 3.4.9. The space $H^{\infty}(\Omega, \mathbb{C})$ is infinite dimensional for the upper half-plane $\Omega=\{z \in \mathbb{C}: \operatorname{Im} z>0\}=S L(2, \mathbb{R}) / S O(2)$ which is of non-compact type.

An application of Proposition 3.4.6 gives an alternative approach to the Poisson representation of harmonic functions on non-compact symmetric spaces given in [29, Theorem 4.2].

Corollary 3.4.10. Let $\Delta$ be a Laplace operator on a symmetric space $\Omega=G / K$ of non-compact type. Then there is a compact Hausdorff space $\Pi$ with a probability measure $\mu$ on $\Pi$, and an action $(x, \omega) \in G \times \Pi \mapsto x \cdot \omega \in \Pi$ such that for each bounded $\Delta$-harmonic function $f$ on $\Omega$, there is a unique continuous function $\widehat{f}$ on $\Pi$ satisfying

$$
f(K x)=\int_{\Pi} \widehat{f}(x \cdot \omega) d \mu(\omega) \quad(x \in G)
$$

Proof. By Proposition 3.4.6, the space $H^{\infty}(\Omega, \mathbb{C})$ of bounded $\Delta$-harmonic functions is an abelian $C^{*}$-algebra. Let $\Pi$ be the pure state space of $H^{\infty}(\Omega, \mathbb{C})$. Then $\Pi$ is weak* compact Hausdorff and $H^{\infty}(\Omega, \mathbb{C})$ is isometrically isomorphic to the algebra $C(\Pi)$ of complex continuous functions on $\Pi$, via the Gelfand map $f \in H^{\infty}(\Omega, \mathbb{C}) \mapsto$ $\widehat{f} \in C(\Pi)$, where

$$
\widehat{f}(\omega)=\omega(f) \quad\left(f \in H^{\infty}(\Omega, \mathbb{C}), \omega \in \Pi\right)
$$

Define a probability measure $\mu \in C(\Pi)^{*}$ by

$$
\mu(\widehat{f})=f(K)
$$

For each $x \in G$, the right translation $r_{x}: H^{\infty}(\Omega, \mathbb{C}) \longrightarrow H^{\infty}(\Omega, \mathbb{C})$ defined by

$$
\left(r_{x} f\right)(K a)=f(K a x) \quad(K a \in \Omega=G / K)
$$

is an isometry and induces a surjective linear isometry $\widehat{r}_{x}: C(\Pi) \longrightarrow C(\Pi)$ given by

$$
\widehat{r_{x}}(\widehat{f})=\widehat{r_{x} f}
$$

for $f \in H^{\infty}(\Omega, \mathbb{C})$. Hence, by the Banach-Stone theorem, $\widehat{r_{x}}$ is a composition operator on $C(\Pi)$ :

$$
\widehat{r}_{x}(\widehat{f})=\widehat{f} \circ \varphi_{x}
$$

for some homeomorphism $\varphi_{x}: \Pi \longrightarrow \Pi$. Since $\varphi_{x y}=\varphi_{x} \circ \varphi_{y}$ for all $x, y \in G$, the map

$$
(x, \omega) \in G \times \Pi \mapsto x \cdot \omega:=\varphi_{x}(\omega) \in \Pi
$$

is an action of $G$ on $\Pi$. For every $f \in H^{\infty}(\Omega, \mathbb{C})$, we have

$$
\begin{aligned}
f(K x) & =\left(r_{x} f\right)(K)=\mu\left(\widehat{r_{x} f}\right) \\
& =\mu\left(\widehat{f} \circ \varphi_{x}\right)=\int_{\Pi} \widehat{f}\left(\varphi_{x}(\omega)\right) d \mu(\omega) \\
& =\int_{\Pi} \widehat{f}(x \cdot \omega) d \mu(\omega) \quad(x \in G)
\end{aligned}
$$

We now study the $\mathrm{JB}^{*}$-triple $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ for $\|\sigma\|=1$. Our main concern is the compatibility of the Jordan structures in $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ with the ones in its ambient space $L^{\infty}(G)$. The two structures are different in general. We determine below exactly when they coincide.

A linear subspace $V$ of a JB*-triple $Z$ is called a subtriple if it is closed with respect to the triple product in $Z$ which is equivalent to saying that $f \in V$ implies $\{f, f, f\} \in V$, by the polarization identity

$$
8\{f, g, h\}=\sum_{\beta^{4}=\gamma^{2}=1} \beta \gamma\{(f+\beta g+\gamma h),(f+\beta g+\gamma h),(f+\beta g+\gamma h)\}
$$

Our task is to determine when the eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a subtriple of $L^{\infty}(G)$.
We shall denote $\{f, f, f\}$ by $f^{(3)}$ in any $\mathrm{JB}^{*}$-triple. If a $\mathrm{JB}^{*}$-triple $V$ has a predual which is necessarily unique, then its Jordan triple product is separately weak*continuous and $V$ contains nonzero tripotents, these are the elements $v \in V$ satisfying $v^{(3)}=v$ in which case $\|v\|=1$.
Lemma 3.4.11. Let $\Omega$ be a locally compact space and let $\mu$ be a probability measure on $\Omega$. Let $f \in L^{\infty}(\Omega, \mu)$ satisfy

$$
\int_{\Omega} f^{(3)} d \mu=\left(\int_{\Omega} f d \mu\right)^{(3)} \quad \text { and } \quad\left|\int_{\Omega} f d \mu\right|=\int_{\Omega}|f| d \mu
$$

Then $f$ is constant $\mu$-almost everywhere.
Proof. If $\int_{\Omega}|f| d \mu=0$, there is nothing to prove. We may therefore assume $\int_{\Omega}|f| d \mu=1$ by normalizing. The second condition of the lemma implies that
$f=\beta|f| \mu$-almost everywhere, for some complex number $\beta$ of unit modulus. By the first condition,

$$
\int_{\Omega} f^{(3)} d \mu=\beta\left(\int_{\Omega}|f| d \mu\right)^{(3)}=\int_{\Omega} \beta|f|^{3} d \mu
$$

We have $2|f|^{2} \leq|f|^{3}+|f|$ and

$$
2 \leq 2 \int_{\Omega}|f|^{2} d \mu \leq \int_{\Omega}|f|^{3} d \mu+\int_{\Omega}|f| d \mu=2
$$

which gives $2|f|^{2}=|f|^{3}+|f|$ and hence $|f|=1 \mu$-almost everywhere.
Example 3.4.12. If $f: \Omega \longrightarrow \mathbb{R}$ satisfies $\int_{\Omega} f^{2} d \mu=\left(\int_{\Omega} f d \mu\right)^{2}$, then $f$ is constant $\mu$-almost everywhere, but the same conclusion fails if one replaces the square in the integrals by the cube, for instance, $\int_{0}^{1} f^{3}(x) d x=0=\left(\int_{0}^{1} f(x) d x\right)^{3}$ for $f=$ $\chi_{\left[0, \frac{1}{2}\right]}-\chi_{\left(\frac{1}{2}, 1\right]}$.

In what follows, $L^{\infty}(G)$ is equipped with the Jordan triple product $\{f, h, k\}=f \bar{h} k$ as before.

Lemma 3.4.13. Let $G$ be a locally compact group and let $\sigma$ be a complex measure on $G$ with $\|\sigma\|=1$ and the polar representation $\sigma=\omega \cdot|\sigma|$. The following conditions are equivalent.
(i) $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a subtriple of $L^{\infty}(G)$.
(ii) For each $f \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$, we have $f^{(3)} * \sigma=0 \lambda$-a.e. on $f^{-1}(0)$ and $f=$ $\omega(y) f_{y^{-1}} \lambda$-a.e. on $G \backslash f^{-1}(0)$, for $|\sigma|$-a.e. $y$.

Proof. (i) $\Longrightarrow$ (ii). First, pick an extreme point $u$ in the closed unit ball of $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$. This is possible because $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ has a predual. By [13, Proposition 2.2.5; p.16], $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is the range of a contractive projection $P$ on $L^{\infty}(G)$ such that $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a $\mathrm{JB}^{*}$-triple in the Jordan triple product

$$
[f, h, g]=P\{f, h, k\} \quad\left(f, h, k \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)\right)
$$

and also $[f, u, u]=f$. Since $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a subtriple of $L^{\infty}(G)$, we have

$$
\begin{equation*}
f=[f, u, u]=\{f, u, u\}=f|u|^{2} . \tag{3.19}
\end{equation*}
$$

Since $\|u\|_{\infty}=1$, we may assume $|u| \leq 1$ on $G$, by re-defining $u$ to be 0 on a $\lambda$-null set if necessary. Let

$$
E=\left\{x \in G: u^{(3)}(x)=u(x) \overline{u(x)} u(x)=u(x)=u * \sigma(x)\right\}
$$

Then $\lambda(G \backslash E)=0$. Choose any $z \in E \cap G \backslash f^{-1}(0)$. We have $|u(z)|^{2}=1$ since $u(z)=$ $u(z) \overline{u(z)} u(z)$. Therefore

$$
1=|u(z)|=\left|\int_{G} u\left(z y^{-1}\right) \omega(y) d\right| \sigma|(y)| \leq \int_{G}\left|u\left(z y^{-1}\right) \omega(y)\right| d|\sigma|(y) \leq 1
$$

We also have, as $\omega \bar{\omega}=1$,

$$
\int_{G}\left(u\left(z y^{-1}\right) \omega(y)\right)^{(3)} d|\sigma|(y)=u(z)=u^{(3)}(z)=\left(\int_{G} u\left(z y^{-1}\right) \omega(y) d|\sigma|(y)\right)^{(3)}
$$

By Lemma 3.4.11, $u\left(z y^{-1}\right) \omega(y)$ is constant for $|\sigma|$-almost every $y \in G$. Hence $u(z)=u * \sigma(z)=u\left(z y^{-1}\right) \omega(y)$ for $|\sigma|$-almost every $y \in G$.
 and for $f^{(3)}(x)=f(x) \overline{f(x)} f(x)=f^{(3)} * \sigma(x)$, we have $f^{(3)} * \sigma(x)=0$ if $f(x)=0$.

Next, condition (i) implies that the function $\{f, f, u\}=|f|^{2} u$ belongs to $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$. Let

$$
N=E \cap\left\{x \in G: f(x)=f * \sigma(x) \text { and }|f|^{2}(x) u(x)=|f|^{2} u * \sigma(x)\right\} .
$$

Then $G \backslash N$ is a $\lambda$-null set. Let $x \in N$ and $f(x) \neq 0$. It follows from (3.19) that $u(x) \neq 0$ and hence we have

$$
\begin{aligned}
|f|^{2}(x) u(x) & =\left(|f|^{2} u\right) * \sigma(x)=\int_{G}|f|^{2}\left(x y^{-1}\right) u\left(x y^{-1}\right) d \sigma(y) \\
& =u(x) \int_{G}|f|^{2}\left(x y^{-1}\right) d|\sigma|(y)
\end{aligned}
$$

which gives

$$
\begin{aligned}
\int_{G}|f|^{2}\left(x y^{-1}\right) d|\sigma|(y) & =|f|^{2}(x)=|f(x)|^{2} \\
& =\left|\int_{G} f\left(x y^{-1}\right) \omega(y) d\right| \sigma|(y)|^{2} \\
& \leq\left(\int_{G}\left|f\left(x y^{-1}\right)\right| d|\sigma|(y)\right)^{2} \\
& \leq \int_{G}\left|f\left(x y^{-1}\right)\right|^{2} d|\sigma|(y) .
\end{aligned}
$$

Hence the above inequalities are equalities and the last one implies that $\left|f\left(x y^{-1}\right)\right|$ is constant for $|\sigma|$-almost every $y \in G$. Also

$$
\left|\int_{G} f\left(x y^{-1}\right) \omega(y) d\right| \sigma|(y)|=\int_{G}\left|f\left(x y^{-1}\right)\right| d|\sigma|(y)=\int_{G}\left|f\left(x y^{-1}\right) \omega(y)\right| d|\sigma|(y)
$$

implies that $f\left(x y^{-1}\right) \omega(y)$ is a constant multiple of $\left|f\left(x y^{-1}\right) \omega(y)\right|=\left|f\left(x y^{-1}\right)\right|$, and hence constant, for $|\sigma|$-almost every $y \in G$, yielding $f(x)=f\left(x y^{-1}\right) \omega(y)$ for $|\sigma|-$ almost every $y \in G$.
(ii) $\Longrightarrow$ (i). Let $f \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$. We show $f^{(3)} \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$. Indeed, for $\lambda$-a.e. $x$ in $G \backslash f^{-1}(0)$, we have

$$
\begin{aligned}
f^{(3)} * \sigma(x) & =\int_{G} f_{y^{-1}}^{(3)}(x) \omega(y) d|\sigma|(y)=\int_{G} f_{y^{-1}}^{(3)}(x) \omega^{(3)}(y) d|\sigma|(y) \\
& =\int_{G} f^{(3)}(x) d|\sigma|(y)=f^{(3)}(x)
\end{aligned}
$$

For $\lambda$-a.e. $x$ in $f^{-1}(0)$, we have

$$
f^{(3)}(x)=0=f^{(3)} * \sigma(x)
$$

We note that the eigenspace $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is weak* closed in $L^{\infty}(G)$ and $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right) \cap C_{b}(G)$ is weak* dense in $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$. The latter is a consequence of the existence of a bounded approximate identity $\left(\psi_{\beta}\right)$ in $L^{1}(G)$. Given $f \in H_{\alpha}\left(T_{\sigma}, L^{\infty}(G)\right)$, the convolution $\widetilde{\psi}_{\beta} * f$ belongs to $H_{\alpha}\left(T_{\sigma}, L^{\infty}(G)\right) \cap C_{b}(G)$, where $\widetilde{\psi}_{\beta}(x)=\psi_{\beta}\left(x^{-1}\right)$, and the net $\left(\widetilde{\psi}_{\beta} * f\right)$ weak* converges to $f$ since, for each $h \in L^{1}(G)$, we have

$$
\langle h, f\rangle=\lim _{\beta}\left\langle\psi_{\beta} * h, f\right\rangle=\lim _{\beta}\left\langle h, \widetilde{\psi}_{\beta} * f\right\rangle .
$$

Theorem 3.4.14. Let $G$ be a locally compact group and let $\sigma$ be an absolutely continuous measure on $G$ with $\|\sigma\|=1$ and the polar representation $\sigma=\omega \cdot|\sigma|$. The following conditions are equivalent:
(i) $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a subtriple of $L^{\infty}(G)$;
(ii) $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)=\left\{f \in L^{\infty}(G): f=\omega(y) f_{y^{-1}}\right.$ for $|\sigma|$-a.e. $\left.y \in G\right\}$.

Proof. (i) $\Longrightarrow$ (ii). Given $f \in L^{\infty}(G)$ satisfying $f=\omega(y) f_{y^{-1}}$ for $|\sigma|$-almost every $y \in G$, it is easily verified that $f$ is $\sigma$-harmonic.

Conversely, for each $f \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$, absolute continuity of $\sigma$ implies that $f * \sigma \in C_{b}(G)$ and that we may assume, by re-defining if necessary, that $f=f * \sigma$ on $G$. By Lemma 3.4.13, we have $f(x)=\omega(y) f\left(x y^{-1}\right)$ for $|\sigma|$-a.e. $y \in G$ if $f(x) \neq 0$.

Suppose $f(x)=0$. Then ${ }_{a} f(x) \neq 0$ for some left translate ${ }_{a} f$ of $f$. We have ${ }_{a} f \in$ $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$, and $|f|^{2}{ }_{a} f=\left\{f, f,{ }_{a} f\right\} \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ by condition (i). Hence

$$
\begin{aligned}
0 & =|f|^{2}{ }_{a} f(x)=|f|^{2}{ }_{a} f * \sigma(x) \\
& =\int_{G}|f|^{2}\left(x y^{-1}\right) f\left(a x y^{-1}\right) \omega(y) d|\sigma|(y) \\
& =f(a x) \int_{G}\left|f\left(x y^{-1}\right)\right|^{2} d|\sigma|(y)
\end{aligned}
$$

which implies $\left|f\left(x y^{-1}\right)\right|=0$ as well as $f(x)=0=f\left(x y^{-1}\right) \omega(y)$ for $|\sigma|$-almost every $y \in G$.
(ii) $\Longrightarrow$ (i). If $f \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$, then condition (ii) implies that $f^{(3)}$ is also in $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$. Hence $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a subtriple of $L^{\infty}(G)$.

If $\sigma$ is a probability measure on $G$, then $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ contains constant functions and if it is a subtriple of $L^{\infty}(G)$, then it is also a $*$-subalgebra, and vice versa, since $\{f, \mathbf{1}, h\}=f h$ and $f^{*}=\{\mathbf{1}, f, \mathbf{1}\}$ in $L^{\infty}(G)$.

Corollary 3.4.15. Let $\sigma$ be an absolutely continuous probability measure on a locally compact group $G$. The following conditions are equivalent:
(i) $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a $*$-subalgebra of $L^{\infty}(G)$;
(ii) $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$ is a subtriple of $L^{\infty}(G)$;
(iii) $H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)=\left\{f \in L^{\infty}(G): f=f_{a^{-1}} \forall a \in \operatorname{supp} \sigma\right\}$.

Proof. (ii) $\Longrightarrow$ (iii). Let $f \in H_{1}\left(T_{\sigma}, L^{\infty}(G)\right)$. By absolute continuity of $\sigma$, we may take $f$ to be continuous. By Theorem 3.4.14, the open set $\left\{y \in G: f \neq f_{y^{-1}}\right\}$ is disjoint from supp $\sigma$.

## Chapter 4 <br> Convolution Semigroups

In this Chapter, we study matrix harmonic functions and contractivity properties of a semigroup of matrix convolution operators $\left\{T_{\sigma_{t}}\right\}_{t>0}$ where $\left\|\sigma_{t}\right\|=1$. We show that, for $1<p \leq \infty$, there is a contractive projection $P: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ whose range is the intersection of 1-eigenspaces of $\left\{T_{\sigma_{t}}\right\}$ :

$$
\bigcap_{t>0} H_{1}\left(T_{\sigma_{t}}, L^{p}\left(G, M_{n}\right)\right)=\left\{f \in L^{p}\left(G, M_{n}\right): f=f * \sigma_{t} \text { for all } t>0\right\} .
$$

This is the space of matrix $L^{p}$ harmonic functions for the generator of the semigroup, and it is a $\mathrm{JB}^{*}$-triple if $p=\infty$, in which case it is nontrivial if $\sigma_{t}$ are positive and $G$ non-amenable.

If $\mathcal{L}$ is a second order $G$-invariant elliptic operator on a connected Lie group $G$, annihilating constant functions, or more generally, a translation invariant Dirichlet form on a locally compact group $G$, then it generates a convolution semigroup $\left\{T_{\sigma_{t}}\right\}_{t>0}$ and our results can be applied to this setting. For instance, one can derive a Poisson representation for $L^{\infty} \mathcal{L}$-harmonic functions on $G$, and show that all $L^{p}$ $\mathcal{L}$-harmonic functions are constant for $1 \leq p<\infty$.

We study hypercontractivity of the semigroup $\left\{T_{\sigma_{t}}\right\}$ in the last part of this Chapter. We show that Gross's seminal result on hypercontractivity and log-Sobolev inequality can be extended to the matrix setting.

### 4.1 Harmonic Functions of Semigroups

Let $G$ be a connected Lie group and let $\mathcal{L}$ be a second order $G$-invariant elliptic differential operator on $G$, annihilating the constant functions. A $C^{2}$-function on $G$ is $\mathcal{L}$-harmonic if $\mathcal{L} f=0$. By [39, Theorem 5.1], $\mathcal{L}$ generates a convolution semigroup of absolutely continuous probability measures $\left\{\sigma_{t}\right\}_{t>0}$ on $G$, giving rise to a semigroup $T_{t}: L^{p}(G) \longrightarrow L^{p}(G)$ of convolution operators

$$
T_{t}(f)=f * \sigma_{t} \quad(t>0)
$$

(cf. [1, p.134]). The intersection of eigenspaces

$$
\bigcap_{t>0} H_{1}\left(T_{\sigma_{t}}, L^{\infty}(G)\right)=\left\{f \in L^{\infty}(G): f * \sigma_{t}=f \text { for all } t>0\right\}
$$

is the space of $L^{\infty} \mathcal{L}$-harmonic functions on $G$ (cf. [1, Proposition V.6] and [25, Theorem 5.9]). More generally, for any locally compact group $G$, if a self-adjoint operator $\mathcal{L}$ in $L^{2}(G)$ is a Dirichlet form (cf. [21]) and if $\mathcal{L}$ commutes with left translations, then it generates a convolution semigroup $e^{-t \mathcal{L}}: L^{p}(G) \longrightarrow L^{p}(G)$.

In this section we study convolution semigroups $\left\{\sigma_{t}\right\}_{t>0}$ of matrix-valued measures on a locally compact group $G$ and our focus is on the harmonic functions of the semigroup, namely, the intersection of eigenspaces:

$$
\bigcap_{t>0} H_{1}\left(T_{\sigma_{t}}, L^{p}\left(G, M_{n}\right)\right)=\left\{f \in L^{p}\left(G, M_{n}\right): f=f * \sigma_{t} \text { for all } t>0\right\} .
$$

We show that it is the range of a contractive projection on $L^{p}\left(G, M_{n}\right)$ and the space $\bigcap_{t>0} H_{1}\left(T_{\sigma_{t}}, L^{\infty}\left(G, M_{n}\right)\right)$ carries the structure of a Jordan triple system. We show how these results can be applied to $\mathcal{L}$-harmonic functions on Lie groups.

By a (one-parameter) convolution semigroup of $M_{n}$-valued measures on a locally compact group $G$ with identity $e$, we mean a family $\left\{\sigma_{t}\right\}_{t>0}$ of measures in $M\left(G, M_{n}\right)$ satisfying
(i) $\left\|\sigma_{t}\right\|=1$,
(ii) $\sigma_{s} * \sigma_{t}=\sigma_{s+t}$,
(iii) $\delta_{e}=\mathrm{w}^{*}-\lim _{t \downarrow 0} \sigma_{t}$
where the weak* topology on $M\left(G, M_{n}\right)$ is defined by the duality, as in [9, Lemma 6],

$$
\langle f, \mu\rangle=\operatorname{Tr} \int_{G} f d \mu \quad\left(f \in C_{0}\left(G, M_{n}^{*}\right), \mu \in M\left(G, M_{n}\right)\right)
$$

We note that, if $\left\{\sigma_{t}\right\}_{t>0}$ are probability measures, then condition (iii) above is equivalent to the following condition in [39] for a convolution semigroup:
(iv) $\lim _{t \downarrow 0} \sigma_{t}(V)=1$ for every open set $V$ containing $e$
in which case, we have

$$
\begin{equation*}
f(e)=\lim _{t \downarrow 0}\left\langle f, \sigma_{t}\right\rangle \quad \text { for each } f \in C_{b}(G) . \tag{4.1}
\end{equation*}
$$

Remark 4.1.1. Although one could adopt the weaker condition $\left\|\sigma_{t}\right\| \leq 1$ for (i) above, we use $\left\|\sigma_{t}\right\|=1$ instead for the purpose of discussing harmonic functions.

Let $\left\{\sigma_{t}\right\}_{t>0}$ be a convolution semigroup of $M_{n}$-valued measures on $G$. Given $h \in C_{c}\left(G, M_{n}\right)$, we have

$$
\left\langle g, h * \sigma_{t}\right\rangle=\left\langle\widetilde{g} * h, \widetilde{\sigma}_{t}\right\rangle \quad\left(g \in C_{c}\left(G, M_{n}\right)\right)
$$

which implies that $\left(h * \sigma_{t}\right)$ weakly converges to $h$ in $L^{p}\left(G, M_{n}\right)$ as $t \downarrow 0$, for $1<p<\infty$. It follows that $\left\{\sigma_{t}\right\}_{t>0}$ generates a strongly continuous contractive semigroup of convolution operators

$$
T_{0}=I, \quad T_{t}: f \in L^{p}\left(G, M_{n}\right) \mapsto f * \sigma_{t} \in L^{p}\left(G, M_{n}\right)
$$

for $1<p<\infty$, where $f=\mathrm{w}-\lim _{t \downarrow 0} T_{t} f$ since, for each $g \in C_{c}\left(G, M_{n}\right)$, we have

$$
\begin{aligned}
\left|\left\langle T_{t} f, g\right\rangle-\langle f, g\rangle\right| & \leq\left|\left\langle T_{t} f, g\right\rangle-\left\langle T_{t} h, g\right\rangle\right|+\left|\left\langle T_{t} h, g\right\rangle-\langle h, g\rangle\right|+|\langle h, g\rangle-\langle f, g\rangle| \\
& \leq 2\|f-h\|\|g\|+\left|\left\langle h * \sigma_{t}, g\right\rangle-\langle h, g\rangle\right|
\end{aligned}
$$

which can be made arbitrarily small for $t \downarrow 0$ by choosing $h \in C_{c}\left(G, M_{n}\right)$.
If $\left\{\sigma_{t}\right\}_{t>0}$ are probability measures, the semigroup $\left\{T_{t}\right\}_{t \geq 0}: L^{1}(G) \longrightarrow L^{1}(G)$ is also strongly continuous by (4.1).

Example 4.1.2. For a family $\left\{\sigma_{t}\right\}_{t>0}$ of measures, the condition that $\lim _{t \downarrow 0}\left|\sigma_{t}\right|(V)=$ 1 , for every open set $V$ containing $e$, is not sufficient to yield $f=\mathrm{w}$ - $\lim _{t \downarrow 0} T_{t} f$ in $L^{p}\left(G, M_{n}\right)$. Let $\left\{\sigma_{t}\right\}_{t>0}$ be a family of signed measures on $\mathbb{R}$ defined by

$$
d \sigma_{t}(x)=\frac{1}{t^{2}} \varphi_{t}(x) d x
$$

where $t>0$ and

$$
\varphi_{t}(x)=\left\{\begin{array}{l}
x \text { for }-t<x<t \\
0 \text { otherwise }
\end{array}\right.
$$

Then $\left\|\sigma_{t}\right\|=1$ and $\lim _{t \downarrow 0}\left|\sigma_{t}\right|(V)=1$ for every open interval $V$ containing 0 . Let $f=$ $\chi_{(0,1)} \in L^{1}(\mathbb{R})$ be the characteristic function of $(0,1)$. For $t<1 / 2$, we have

$$
T_{t} f(x)=\left(f * \sigma_{t}\right)(x)= \begin{cases}\frac{x^{2}-t^{2}}{2 t^{2}} & \text { for }-t \leq x \leq t \\ \frac{2 x-x^{2}+t^{2}-1}{2 t^{2}} & \text { for } 1-t \leq x \leq 1+t \\ 0 & \text { otherwise }\end{cases}
$$

and $\left\langle T_{t} f, \chi_{\left(0, \frac{1}{2}\right)}\right\rangle=-t / 3 \nrightarrow\left\langle f, \chi_{\left(0, \frac{1}{2}\right)}\right\rangle$ in $L^{1}(\mathbb{R})$ as $t \downarrow 0$.
Lemma 4.1.3. Let $1 \leq p<\infty$ and let $T_{t}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ be a strongly continuous one-parameter semigroup of bounded operators, with generator $\mathcal{L}_{p}$ and domain $\operatorname{Dom}\left(\mathcal{L}_{p}\right) \subset L^{p}\left(G, M_{n}\right)$. Let $f \in L^{p}\left(G, M_{n}\right)$ and $\alpha \in \mathbb{C}$. The following conditions are equivalent:
(i) $T_{t} f=e^{\alpha t} f \quad(t>0)$;
(ii) $f \in \operatorname{Dom}\left(\mathcal{L}_{p}\right)$ and $\mathcal{L}_{p} f=\alpha f$.

Proof. (i) $\Longrightarrow$ (ii). We have

$$
\lim _{t \downarrow 0} \frac{1}{t}\left(T_{t} f-f\right)=\lim _{t \downarrow 0} \frac{e^{\alpha t}-1}{t} f=\alpha f .
$$

Therefore $f \in \operatorname{Dom}\left(\mathcal{L}_{p}\right)$ and $\mathcal{L}_{p} f=\alpha f$.
(ii) $\Longrightarrow$ (i). We have $T_{t} f-f=\int_{0}^{t} T_{x} \mathcal{L}_{p} f d x=\alpha \int_{0}^{t} T_{x} f d x$. Hence

$$
\frac{d}{d t} T_{t} f=\alpha T_{t} f
$$

which gives $T_{t} f=e^{\alpha t} f$.
Let $\mathcal{S}=\left\{\sigma_{t}: t>0\right\}$ be a convolution semigroup of $M_{n}$-valued measures on $G$. We consider the semigroup of convolution operators $T_{t}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$, where $1 \leq p \leq \infty$, defined by

$$
T_{0}=I, \quad T_{t}(f)=f * \sigma_{t} \quad(t>0)
$$

A function $f \in L^{p}\left(G, M_{n}\right)$ is called $\mathcal{S}$-harmonic or $\left(\sigma_{t}\right)_{t>0}$-harmonic if $f=f * \sigma_{t}$ in $L^{p}\left(G, M_{n}\right)$ for all $t>0$. Let

$$
H_{\mathcal{S}}^{p}\left(G, M_{n}\right)=\left\{f \in L^{p}\left(G, M_{n}\right): f=f * \sigma_{t} \text { for all } t>0\right\}=\bigcap_{t>0} H_{1}\left(T_{\sigma_{t}}, L^{p}\left(G, M_{n}\right)\right)
$$

be the Banach space of $M_{n}$-valued $\mathcal{S}$-harmonic $L^{p}$ functions on $G$. Let $\mathcal{L}_{p}$ be the generator of $\left\{T_{t}\right\}_{t \geq 0}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ for $1<p<\infty$. Then

$$
H_{\mathcal{S}}^{p}\left(G, M_{n}\right)=\left\{f \in \operatorname{Dom}\left(\mathcal{L}_{p}\right): \mathcal{L}_{p} f=0\right\}
$$

by Lemma 4.1.3. Since $\left\{T_{t}\right\}_{t \geq 0}$ is contractive, Lemma 4.1.3 implies that, if $\alpha$ is an eigenvalue of $\mathcal{L}_{p}$, then $|\exp (\alpha t)| \leq 1$ for all $t>0$ and in particular, $\operatorname{Re} \alpha \leq 0$.

We define $\widetilde{\mathcal{S}}=\left\{\widetilde{\sigma}_{t}: t>0\right\}$ where $d \widetilde{\sigma}_{t}(x)=d \sigma_{t}\left(x^{-1}\right)$. By (3.3), $\widetilde{\mathcal{S}}$ is also a one-parameter convolution semigroup of measures on $G$, with respect to the convolution $*_{\ell}$.

The following result extends Proposition 3.3.56, with analogous proof. We outline the main steps of the arguments.

Proposition 4.1.4. Let $1<p \leq \infty$ and let $\mathcal{S}=\left\{\sigma_{t}\right\}_{t>0}$ be a convolution semigroup of $M_{n}$-valued measures on $G$. Then there is a contractive projection $P_{\mathcal{S}}: L^{p}\left(G, M_{n}\right) \longrightarrow$ $L^{p}\left(G, M_{n}\right)$ with range $H_{\mathcal{S}}^{p}\left(G, M_{n}\right)$ and $P_{\mathcal{S}}$ commutes with left translations. Further, for $1<p<\infty$, the projection $P_{\mathcal{S}}$ is the dual map of a contractive projection $Q_{\tilde{\mathcal{S}}}$ : $L^{q}\left(G, M_{n}\right) \longrightarrow L^{q}\left(G, M_{n}\right)$ and $H_{\mathcal{S}}^{p}\left(G, M_{n}\right)=\widetilde{H}_{\tilde{\mathcal{S}}}^{q}\left(G, M_{n}\right)^{*}$ where

$$
\widetilde{H}_{\tilde{\mathcal{S}}}^{q}\left(G, M_{n}\right)=\bigcap_{t>0} H_{1}\left(L_{\widetilde{\sigma}_{t}}, L^{p}\left(G, M_{n}\right)\right) .
$$

Proof. For each $t>0$, let $T_{t}: L^{p}\left(G, M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$ be the convolution operator

$$
T_{t}(f)=f * \sigma_{t}
$$

We have $\left\|T_{t}\right\| \leq 1$ and $T_{t}$ is weakly continuous when $L^{p}\left(G, M_{n}\right)$ is equipped with the weak topology. Let $\mathcal{K}=\overline{c o}\left\{T_{t}: t>0\right\}$ be the closed convex hull of $\left\{T_{t}: t>0\right\}$ with respect to the product topology $\mathcal{T}$ of $L^{p}\left(G, M_{n}\right)^{L^{p}\left(G, M_{n}\right)}$ where $L^{p}\left(G, M_{n}\right)$ is equipped with the weak topology. Then $\mathcal{K}$ is compact. Define $\Phi_{t}: \mathcal{K} \longrightarrow \mathcal{K}$ by

$$
\Phi_{t}(\Lambda)(f)=\Lambda(f) * \sigma_{t} \quad\left(\Lambda \in \mathcal{K}, f \in L^{p}\left(G, M_{n}\right)\right)
$$

It is straightforward to verify that $\Phi_{t}$ is well-defined and $\mathcal{T}$-continuous. Since $\sigma_{s} *$ $\sigma_{t}=\sigma_{t} * \sigma_{s}$, the family $\left\{\Phi_{t}\right\}_{t>0}$ is a commuting family of continuous affine maps on $\mathcal{K}$ and by the Markov-Kakutani fixed-point theorem (cf. [24, p. 456]), $\left\{\Phi_{t}\right\}_{t>0}$ has a common fixed-point $P_{\mathcal{S}} \in \mathcal{K}$ which is the required contractive projection.

The projection $Q_{\tilde{\mathcal{S}}}$ is constructed similarly via the maps

$$
g \in L^{q}\left(G, M_{n}\right) \mapsto \Psi_{t}(\widetilde{\Lambda})(g)=\widetilde{\sigma}_{t} *_{\ell} \widetilde{\Lambda}(g) \in L^{q}\left(G, M_{n}\right)
$$

with $\widetilde{\Lambda} \in \widetilde{\mathcal{K}}=\overline{c o}\left\{\widetilde{T}_{t}: t>0\right\}$ and $\widetilde{T}_{t}(g)=\widetilde{\sigma}_{t} *_{\ell} g$.
The proof of $P_{\mathcal{S}}=Q_{\widetilde{\mathcal{S}}}^{*}$ is similar to the arguments for Proposition 3.3.56, noting that $P_{\mathcal{S}}\left(f * \sigma_{t}\right)=P_{\mathcal{S}}(f) * \sigma_{t}=P_{\mathcal{S}}(f)$ for each $f \in L^{p}\left(G, M_{n}\right)$ and $Q_{\widetilde{\mathcal{S}}}\left(\widetilde{\sigma}_{t} *_{\ell} g\right)=$ $\widetilde{\sigma}_{t} *_{\ell} Q_{\tilde{\mathcal{S}}}(g)=Q_{\tilde{\mathcal{S}}}(g)$ for each $g \in L^{q}\left(G, M_{n}\right)$.

Finally, we have $\widetilde{H}_{\widetilde{\mathcal{S}}}^{q}\left(G, M_{n}\right)^{*}=Q_{\widetilde{\mathcal{S}}}\left(L^{q}\right)^{*} \simeq L^{p} / P_{\widetilde{\mathcal{S}}}\left(L^{q}\right)^{\perp} \simeq H_{\mathcal{S}}^{p}\left(G, M_{n}\right)$ where $L^{q}=L^{q}\left(G, M_{n}\right)$.

Remark 4.1.5. By the above construction of $P_{\mathcal{S}}$, there is a net of measures $\left(\mu_{\alpha}\right)$ in the convex hull of $\left\{\sigma_{t}: t>0\right\}$ such that

$$
P_{\mathcal{S}}(f)=\mathrm{w}^{*}-\lim _{\alpha} f * \mu_{\alpha}
$$

for every $f \in L^{\infty}\left(G, M_{n}\right)$.
Corollary 4.1.6. Then space $H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right)$ is a $J B W^{*}$-triple.
Proof. Since $H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right)$ is the range of the contractive projection $P_{\mathcal{S}}: L^{\infty}(G$, $\left.M_{n}\right) \longrightarrow L^{\infty}\left(G, M_{n}\right)$ in Proposition 4.1.4, it is a JB*-triple with the following Jordan triple product

$$
\{f, g, h\}=\frac{1}{2} P_{\mathcal{S}}\left(f g^{*} h+h g^{*} f\right)
$$

As the map $f \in L^{\infty}\left(G, M_{n}\right) \mapsto f * \sigma_{t} \in L^{\infty}\left(G, M_{n}\right)$ is weak* continuous, $H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right)$ is weak* closed in $L^{\infty}\left(G, M_{n}\right)$ and has a predual, that is, it is a JBW*-triple.

As before, let $\mathbf{1}: G \longrightarrow M_{n}$ be the constant function with value $I \in M_{n}$.

Proposition 4.1.7. Let $\mathcal{S}=\left\{\sigma_{t}\right\}_{t>0}$ be a convolution semigroup of positive $M_{n^{-}}$ valued measures on a locally compact group $G$ such that $\{0\} \neq H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right) \subset M_{n} \mathbf{1}$. Then $G$ is amenable.

Proof. If $f \in H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right)$ and $f=A \mathbf{1}$ for some $A \in M_{n}$, then we have $A \mathbf{1}=f * \sigma_{t}=$ $A \sigma_{t}(A) \mathbf{1}$ for all $t>0$. Hence

$$
H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right)=\left\{A \mathbf{1}: A \in M_{n}, A=A \sigma_{t}(G), \forall t>0\right\} .
$$

Let $P_{\mathcal{S}}: L^{\infty}\left(G, M_{n}\right) \longrightarrow H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right)$ be the contractive projection in Proposition 4.1.4 and let $P_{\mathcal{S}}(\mathbf{1})=A \mathbf{1}$. Then $\|A\| \leq 1$ and by Remark 4.1.5, we have $A \geq 0$ in $M_{n}$ and $A \neq 0$, for if $0 \neq f=B \mathbf{1} \in H_{\mathcal{S}}^{\infty}\left(G, M_{n}\right)$, then $B P_{\mathcal{S}}(\mathbf{1})=B \mathbf{1}$.

We can find a state $\varphi$ of $L^{\infty}\left(G, M_{n}\right)$ such that $\varphi\left(P_{\mathcal{S}}(\mathbf{1})\right)=1$ (cf. [62, p.130]). Since $P_{\mathcal{S}}$ commutes with left translations, we have $P_{\mathcal{S}} \ell_{x}(f)=\ell_{x} P_{\mathcal{S}}(f)=P_{\mathcal{S}}(f)$ for all $f \in L^{\infty}(G)$ and $x \in G$, where $P_{\mathcal{S}}(f)$ is a constant function. It follows that $\varphi \circ P$ is a left-invariant state of $L^{\infty}\left(G, M_{n}\right)$ and the function

$$
m: h \in L^{\infty}(G) \mapsto \varphi(P(h \otimes I)) \in \mathbb{C}
$$

is a left-invariant mean. Hence $G$ is amenable.
We now apply the above results to the heat semigroup on a Lie group. We write $H_{\mathcal{S}}^{p}(G)$ for $H_{\mathcal{S}}^{p}(G, \mathbb{C})$. Let $G$ be a connected Lie group and let $\mathcal{L}$ be a second order $G$-invariant elliptic differential operator on $G$, annihilating the constant functions. Then $\mathcal{L}$ generates a convolution semigroup $\left\{\sigma_{t}\right\}_{t>0}$ of absolutely continuous probability measures on $G$, giving rise to a strongly continuous one-parameter semigroup $\left(T_{t}\right)_{t \geq 0}$ of convolution operators on $L^{p}(G)$ for $1 \leq p<\infty$. The generator $\mathcal{L}_{p}$ of $\left(T_{t}\right)_{t \geq 0}$ in $L^{p}(G)$ coincides with $\mathcal{L}$ on $C_{c}^{\infty}(G)$. Our first application is the following uniqueness result.

Proposition 4.1.8. Let $G$ be a connected Lie group. For $1 \leq p<\infty$, all $L^{p} \mathcal{L}$ harmonic functions on $G$ are constant.

Proof. Let $\mathcal{S}=\left\{\sigma_{t}\right\}_{t>0}$ be the semigroup of absolutely continuous probability measures generated by $\mathcal{L}$. Then $H_{\mathcal{S}}^{p}(G)$ contains the space of $L^{p} \mathcal{L}$-harmonic functions on $G$. Since $G$ is connected, each $\sigma_{t}$ is adapted and by [10, Theorem 3.1], we have $H_{\mathcal{S}}^{p}(G) \subset H_{1}\left(T_{\sigma_{t}}, L^{p}(G)\right) \subset \mathbb{C} \mathbf{1}$.

It has been shown by Yau [64] (see also [32]) that all $L^{p} \Delta$-harmonic functions on a complete Riemannian manifold are constant, for $1<p<\infty$, where $\Delta$ is the Laplace operator of the Riemannian metric of the manifold. This result is false for $p=1, \infty$, but is true if in addition, the manifold has non-negative Ricci curvature [46,65]. As shown by Milnor [50, Theorem 2.5], almost any Lie group admits a left invariant Riemannian metric for which the Ricci curvature changes sign. Although the $L^{1}$ result for manifolds cannot be applied directly to all Lie groups, it follows from Proposition 4.1.8 that all $L^{1} \Delta$-harmonic functions on Lie groups are constant. For the case $p=\infty$, Proposition 4.1.7 gives an alternative proof for the amenability of a Lie group if all bounded $\Delta$-harmonic functions on it are constant.

As another application of Proposition 4.1.4, we give a Poisson representation of bounded $\mathcal{L}$-harmonic functions on Lie groups, similar to the construction in Corollary 3.4.10. Let $\mathcal{S}=\left(\sigma_{t}\right)_{t>0}$ be the semigroup generated by $\mathcal{L}$. The functions in $H_{\mathcal{S}}^{\infty}(G)$ are exactly the bounded $\mathcal{L}$-harmonic functions on $G$. Since $\mathbf{1}$ is an extreme point of the unit ball of $H_{\mathcal{S}}^{\infty}(G)$, by Corollary 4.1.6, $H_{\mathcal{S}}^{\infty}(G)$ is a an abelian von Neumann algebra with product and involution:

$$
f \cdot g=P_{\mathcal{S}}(f g), \quad f^{*}=P_{\mathcal{S}}(\bar{f})=\mathrm{w}^{*}-\lim _{\alpha} \bar{f} * \mu_{\alpha}=\overline{P_{\mathcal{S}}(f)}=\bar{f}
$$

where $\mu_{\alpha} \in \operatorname{co}\left\{\sigma_{t}: t>0\right\}$ is a probability measure.
Let $\Omega$ be the pure state space of $H_{\mathcal{S}}^{\infty}(G)$. Then $\Omega$ is weak* compact Hausdorff and $H_{\mathcal{S}}^{\infty}(G)$ is isometrically isomorphic to the algebra $C(\Omega)$ of complex continuous functions on $\Omega$, via the Gelfand map $f \in H_{\mathcal{S}}^{\infty}(G) \mapsto \widehat{f} \in C(\Omega)$, where

$$
\widehat{f}(\omega)=\omega(f) \quad\left(f \in H_{\mathcal{S}}^{\infty}(G), \omega \in \Omega\right)
$$

Proposition 4.1.9. Let $\mathcal{L}$ be a second order $G$-invariant elliptic differential operator on a connected Lie group G, annihilating the constant functions. Then there is a compact Hausdorff space $\Omega$ with a probability measure $\mu$ on $\Omega$, and an action $(\omega, x) \in \Omega \times G \mapsto \omega \cdot x \in \Omega$ such that for each bounded $\mathcal{L}$-harmonic function $f$ on $G$, there is a unique complex continuous function $\widehat{f}$ on $\Omega$ such that

$$
f(x)=\int_{\Omega} \widehat{f}(\omega \cdot x) d \mu(\omega) \quad(x \in G)
$$

Proof. Let $\mathcal{S}$ be the semigroup of probability measures on $G$ generated by $\mathcal{L}$. Let $\Omega$ be the pure state space of $H_{\mathcal{S}}^{\infty}(G)$. Define a probability measure $\mu \in C(\Omega)^{*}$ by

$$
\mu(\widehat{f})=f(e)
$$

where $f \in H_{\mathcal{S}}^{\infty}(G) \mapsto \widehat{f} \in C(\Omega)$ is the above Gelfand map and $e$ is the identity of $G$.
For each $x \in G$, the left translation $\ell_{x}: H_{\mathcal{S}}^{\infty}(G) \longrightarrow H_{\mathcal{S}}^{\infty}(G)$ induces a surjective linear isometry $\widehat{\ell_{x}}: C(\Omega) \longrightarrow C(\Omega)$ given by

$$
\widehat{\ell}_{x}(\widehat{f})=\widehat{\ell_{x} f}
$$

for $f \in H_{\mathcal{S}}^{\infty}(G)$. Hence $\widehat{\ell}_{x}$ is a composition operator on $C(\Omega)$ :

$$
\widehat{\ell}_{x}(\widehat{f})=\widehat{f} \circ \varphi_{x}
$$

for some homeomorphism $\varphi_{x}: \Omega \longrightarrow \Omega$. Since $\varphi_{x y}=\varphi_{x} \circ \varphi_{y}$ for all $x, y \in G$, the map

$$
(\omega, x) \in \Omega \times G \mapsto \omega \cdot x:=\varphi_{x^{-1}}(\omega) \in \Omega
$$

is a (right) action of $G$ on $\Omega$. For every $f \in H_{\mathcal{S}}^{\infty}(G)$, we have

$$
\begin{aligned}
f(x) & =\ell_{x^{-1}} f(e)=\mu\left(\widehat{\ell_{x^{-1}} f}\right) \\
& =\mu\left(\widehat{f} \circ \varphi_{x^{-1}}\right)=\int_{\Omega} \widehat{f}\left(\varphi_{x^{-1}}(\omega)\right) d \mu(\omega) \\
& =\int_{\Omega} \widehat{f}(\omega \cdot x) d \mu(\omega) \quad(x \in G) .
\end{aligned}
$$

Example 4.1.10. An unbounded self-adjoint positive operator $\mathcal{L}$ on $L^{2}(G)$ is called a Dirichlet form if it satisfies the Beurling-Deny conditions as in [21]. A concrete example is the second order elliptic operator $\mathcal{L}$ discussed above. The operator $-\mathcal{L}$ generates a contractive semigroup $e^{-t \mathcal{L}}: L^{2}(G) \longrightarrow L^{2}(G)$ which can be extended to a contractive semigroup $T_{p}(t): L^{p}(G) \longrightarrow L^{p}(G)$. If $\mathcal{L}$ commutes with left translations, that is, if the left translation $\ell_{x} f$ lies in the domain of $\mathcal{L}$ for every $f$ in the domain and $x \in G$, and $\mathcal{L} \ell_{x} f=\ell_{x} \mathcal{L} f$, then $e^{-t \mathcal{L}}$, and also $T_{p}(t)$, commutes with left translations and hence $T_{1}(t): L^{1}(G) \longrightarrow L^{1}(G)$ is a convolution semigroup $T_{1}(t)=T_{\sigma_{t}}$ by Corollary 3.1.11. Further, the contractivity of $e^{-t \mathcal{L}}$ on $L^{\infty}(G)$ implies that $T_{p}(t)=T_{\sigma_{t}}$ on $L^{p}$ for all $p<\infty$, by Proposition 3.1.10. Hence the above results on semigroups, for instance, Proposition 4.1.4, can be applied to $T_{p}(t)$ and the $\mathcal{L}_{p}$-harmonic functions. The $L^{p}$-spectrum $\operatorname{Spec}\left(\mathcal{L}_{p}, L^{p}\right)$ of the generator $\mathcal{L}_{p}$ satisfies $\exp \left(t \operatorname{Spec}\left(\mathcal{L}_{p}, L^{p}\right)\right) \subset \operatorname{Spec}\left(T_{\sigma_{t}}, L^{p}\right)$.

### 4.2 Hypercontractivity

We now discuss hypercontractivity of convolution semigroups $T_{t}=T_{\sigma_{t}}: L^{p}(G$, $\left.M_{n}\right) \longrightarrow L^{p}\left(G, M_{n}\right)$. We are concerned with the question of 'smoothing' of the semigroup $\left\{T_{t}\right\}_{t>0}$, that is, the question of contractivity of $T_{t}$ as an operator from $L^{p}\left(G, M_{n}\right)$ to $L^{q}\left(G, M_{n}\right)$ for some $q>p$. We extend Gross's seminal result in [36] on hypercontractive semigroups to this setting. For this purpose, the appropriate norm to use for $M_{n}$ is the Hilbert-Schmidt norm and the setting for the remaining section will be that of the spaces $L^{p}\left(G,\left(M_{n},\|\cdot\|_{h s}\right)\right)$ which will be denoted by $L^{p}\left(G, M_{n, 2}\right)$ to simplify notation. Recall that $L^{2}\left(G, M_{n, 2}\right)$ is equipped with the inner product

$$
\langle f, g\rangle_{2}=\int_{G} \operatorname{Tr}\left(f(x) g(x)^{*}\right) d \lambda(x)
$$

If there is no confusion, we write $\langle\cdot, \cdot\rangle$ for $\langle\cdot, \cdot\rangle_{2}$.
Given a measure $\sigma \in M\left(G, M_{n}\right)$, we define its adjoint $\sigma^{*} \in M\left(G, M_{n}\right)$ by

$$
\sigma^{*}(E)=\sigma(E)^{*} \in M_{n}
$$

for each Borel set $E \subset G$. Recall that $d \widetilde{\sigma}(x)=d \sigma\left(x^{-1}\right)$.
We first discuss positivity of the semigroup $\left\{T_{t}\right\}$. Let $-\mathcal{L}$ be the generator of $\left\{T_{t}\right\}_{t \geq 0}$ in $L^{2}\left(G, M_{n, 2}\right)$. For $f, h \in L^{2}\left(G, M_{n, 2}\right)$, we have

$$
\int_{G} h\left(f * \tilde{\sigma}^{*}\right)^{*} d \lambda=\int_{G}(h * \sigma) f^{*} d \lambda .
$$

It follows that the domain of the adjoint of $-\mathcal{L}$ is given by

$$
D\left(-\mathcal{L}^{*}\right)=\left\{f \in L^{2}\left(G, M_{n, 2}\right): \lim _{t \downarrow 0} \frac{1}{t}\left(f * \tilde{\sigma}_{t}^{*}-f\right) \text { exists in } L^{2}\left(G, M_{n, 2}\right)\right\}
$$

and $\mathcal{L}$ is self-adjoint if, and only if, $\tilde{\sigma}_{t}^{*}=\sigma_{t}$ for all $t>0$.
Since $\left\|\sigma_{t}\right\|=1$, we have $\left\|T_{t}\right\|_{2} \leq 1$ for all $t>0$ and hence $\mathcal{L}$ is a positive operator, that is,

$$
\langle\mathcal{L} f, f\rangle \geq 0
$$

for each $f$ in the domain $D(\mathcal{L}) \subset L^{2}\left(G, M_{n, 2}\right)$ of $\mathcal{L}$. Therefore the operator $\mathcal{L}^{1 / 2}$ is well-defined. We define the quadratic form of $\mathcal{L}$ to be the quadratic form $Q$ with domain $D(\mathcal{L})$, given by

$$
Q(f, g)=\langle\mathcal{L} f, g\rangle=\left\langle\mathcal{L}^{1 / 2} f, \mathcal{L}^{1 / 2} g\right\rangle \quad(f, g \in D(\mathcal{L}))
$$

where we use the same symbol $Q$ for the associated symmetric bilinear form.
Let $M_{n}^{+}=\left\{A^{*} A: A \in M_{n}\right\}$ be the positive cone in the $\mathrm{C}^{*}$-algebra $M_{n}$. We call a function $f \in L^{p}\left(G, M_{n, 2}\right)$ positive and denote this by $f \geq 0$, if $f(x) \in M_{n}^{+}$for $\lambda$-almost all $x \in G$. Given a function $f: G \longrightarrow M_{n}$, we define the functions $f^{*},|f|$ : $G \longrightarrow M_{n}$ by

$$
f^{*}(x)=f(x)^{*} \quad \text { and } \quad|f|(x)=|f(x)|=\left(f(x) f(x)^{*}\right)^{1 / 2} \quad(x \in G)
$$

If $f^{*}=f$, we define the positive and negative parts of $f$ by $f^{+}(x)=f(x)^{+}$and $f^{-}(x)=f(x)^{-}$respectively.

A map $T: L^{p}\left(G, M_{n, 2}\right) \longrightarrow L^{p}\left(G, M_{n, 2}\right)$ is called positivity preserving, in symbol, $T \geq 0$, if $f \geq 0$ implies $T f \geq 0$ for $f \in L^{p}\left(G, M_{n, 2}\right)$. Since $C_{c}\left(G, M_{n, 2}\right) \subset$ $L^{p}\left(G, M_{n, 2}\right)$, a convolution operator $T_{\sigma}: L^{p}\left(G, M_{n, 2}\right) \longrightarrow L^{p}\left(G, M_{n, 2}\right)$ is positivity preserving if, and only if, $\sigma \geq 0$.

A semigroup $\left\{T_{t}\right\}_{t \geq 0}$ of operators on $L^{p}\left(G, M_{n, 2}\right)$ is called positive if $T_{t} \geq 0$ for all $t>0$. The semigroup $\left\{T_{t}\right\}_{t \geq 0}$ induced by a convolution semigroup $\left\{\sigma_{t}\right\}_{t>0}$ of $M_{n^{-}}$ valued measures on $G$ is positive if, and only if, $\sigma_{t} \geq 0$ for all $t>0$. The following conditions for the positivity of a semigroup $\left\{T_{t}\right\}_{t \geq 0}$ in terms of its generator $\mathcal{L}$ in $L^{2}\left(G, M_{n, 2}\right)$ are well-known in the scalar case. The proof for the matrix-valued case is similar to [21, Theorem 1]. We note that, for a positive operator $\mathcal{L}$ in a Hilbert space $H$ and for $\alpha>0$, the operator $\alpha+\mathcal{L}$ has a bounded inverse on $H$.

Proposition 4.2.1. Let $\mathcal{L}$ be a self-adjoint positive operator in $L^{2}\left(G, M_{n, 2}\right)$ and let $-\mathcal{L}$ generate a semigroup $\left\{T_{t}\right\}_{t \geq 0}$ of operators on $L^{2}\left(G, M_{n, 2}\right)$. Let $Q$ be the quadratic form of $\mathcal{L}$. The following conditions are equivalent.
(i) $T_{t} \geq 0$ for $t>0$.
(ii) Given $\varphi=\varphi^{*} \in D\left(\mathcal{L}^{1 / 2}\right)$, we have $|\varphi| \in D\left(\mathcal{L}^{1 / 2}\right)$ and $Q(|\varphi|) \leq Q(\varphi)$.
(iii) Given $\varphi=\varphi^{*} \in D\left(\mathcal{L}^{1 / 2}\right)$, we have $|\varphi| \in D\left(\mathcal{L}^{1 / 2}\right)$ and $Q\left(\varphi^{+}, \varphi^{-}\right) \leq 0$.
(iv) For $\alpha>0$, the map $(\alpha+\mathcal{L})^{-1}: L^{2}\left(G, M_{n, 2}\right) \longrightarrow L^{2}\left(G, M_{n, 2}\right)$ is positivity preserving.

Proof. (i) $\Rightarrow$ (ii). Let $\varphi \in D\left(\mathcal{L}^{1 / 2}\right)$. Then by positivity preserving of $T_{t}$, we have

$$
\begin{aligned}
\left\langle T_{t} \varphi, \varphi\right\rangle & =\left\langle T_{t} \varphi^{+}-T_{t} \varphi^{-}, \varphi^{+}-\varphi^{-}\right\rangle \\
& =\left\langle T_{t} \varphi^{+}, \varphi^{+}\right\rangle+\left\langle T_{t} \varphi^{-}, \varphi^{-}\right\rangle-\left\langle T_{t} \varphi^{+}, \varphi^{-}\right\rangle-\left\langle T_{t} \varphi^{-}, \varphi^{+}\right\rangle \\
& \leq\left\langle T_{t}\right| \varphi|,|\varphi|\rangle .
\end{aligned}
$$

Hence

$$
\frac{1}{t}\left\langle\left(I-T_{t}\right)\right| \varphi|,|\varphi|\rangle \leq \frac{1}{t}\left\langle\left(I-T_{t}\right) \varphi, \varphi\right\rangle
$$

and $\lim \sup _{t \rightarrow 0} \frac{1}{t}\left\langle\left(I-T_{t}\right)\right| \varphi|,|\varphi|\rangle \leq\left\langle\mathcal{L}^{1 / 2} \varphi, \mathcal{L}^{1 / 2} \varphi\right\rangle$. It follows that $|\varphi| \in D\left(\mathcal{L}^{1 / 2}\right)$ and $Q(|\varphi|) \leq Q(\varphi)$.
(ii) $\Leftrightarrow$ (iii). This follows from

$$
4 Q\left(\varphi^{+}, \varphi^{-}\right)=Q(|\varphi|)-Q(\varphi)
$$

where $\varphi,|\varphi| \in D\left(\mathcal{L}^{1 / 2}\right)$ implies that $\varphi^{ \pm} \in D\left(\mathcal{L}^{1 / 2}\right)$.
(iii) $\Rightarrow$ (iv). Fix $\alpha>0$. Denote $K=D\left(\mathcal{L}^{1 / 2}\right)$ which is a Hilbert space with respect to the inner product

$$
\langle\psi, \varphi\rangle_{1}=\left\langle\mathcal{L}^{1 / 2} \psi, \mathcal{L}^{1 / 2} \varphi\right\rangle+\alpha\langle\psi, \varphi\rangle .
$$

Let $J: K \longrightarrow L^{2}\left(G, M_{n, 2}\right)$ be the natural embedding. Then, for $\psi \in K, f \in$ $L^{2}\left(G, M_{n, 2}\right)$, we have

$$
\begin{aligned}
\left\langle\psi,(\alpha+\mathcal{L})^{-1} f\right\rangle_{1} & =\left\langle\mathcal{L}^{1 / 2} \psi, \mathcal{L}^{1 / 2}(\alpha+\mathcal{L})^{-1} f\right\rangle+\alpha\left\langle\psi,(\alpha+\mathcal{L})^{-1} f\right\rangle \\
& \left.=\left\langle(\alpha+\mathcal{L}) \psi,(\alpha+\mathcal{L})^{-1} f\right)\right\rangle \\
& =\langle\psi, f\rangle=\langle J \psi, f\rangle .
\end{aligned}
$$

Therefore $J^{*} f=(\alpha+\mathcal{L})^{-1} f$. Let $\psi=J^{*} f$. We have

$$
\begin{aligned}
\langle | \psi|,|\psi|\rangle_{1} & =Q(|\psi|)+\alpha\langle | \psi|,|\psi|\rangle \\
& \leq Q(\psi)+\alpha\langle\psi, \psi\rangle=\langle\psi, \psi\rangle_{1} .
\end{aligned}
$$

Let $f \geq 0$. Then

$$
\begin{aligned}
\langle | \psi|, \psi\rangle_{1} & =\langle | \psi\left|, J^{*} f\right\rangle_{1} \\
& =\langle | \psi|, f\rangle \\
& \geq\langle\psi, f\rangle=\left\langle\psi, J^{*} f\right\rangle_{1}=\langle\psi, \psi\rangle_{1} .
\end{aligned}
$$

Hence $(\alpha+\mathcal{L})^{-1} f=J^{*} f=\psi=|\psi| \geq 0$.
(iv) $\Rightarrow$ (i). This follows from

$$
T_{t}=\lim _{n \rightarrow \infty}\left(I+\frac{t}{n} \mathcal{L}\right)^{-n}
$$

Given two functions $f, h \in L^{2}\left(G, M_{n, 2}\right)$, we denote by $\langle f, h\rangle_{h s}$ the function $x \in$ $G \mapsto \operatorname{Tr}\left(f(x) h(x)^{*}\right)$, and define

$$
|f|_{h s}=\langle f, f\rangle_{h s}^{1 / 2}
$$

which gives $|f|_{h s}(x)=\|f(x)\|_{h s}$ for $x \in G$.
To simplify notation, we will write $|f|$ for $|f|_{h s}$ in the rest of the chapter where confusion is unlikely.

Lemma 4.2.2. Let $h \in L^{s}\left(G, M_{n, 2}\right) \backslash\{0\}$ for all $s \in(1, p)$. Then $\|h\|_{s}$ is a differentiable function of $s$ and

$$
\frac{d}{d s}\|h\|_{s}=\frac{1}{s}\|h\|_{s}^{1-s}\left(\int_{G}|h|^{s} \log |h| d \lambda-\|h\|_{s}^{s} \log \|h\|_{s}\right) .
$$

Proof. This follows from a simple computation of

$$
\begin{aligned}
\frac{d}{d s}\|h\|_{s} & =\frac{d}{d s}\left(\int_{G}|h|^{s}\right)^{1 / s} \\
& =\|h\|_{s}\left(-\frac{1}{s^{2}} \log \int_{G}|h|^{s}+\frac{1}{s\|h\|_{s}^{s}} \int_{G} \frac{d}{d s}|h|^{s}\right)
\end{aligned}
$$

where the integrals are with respect to the Haar measure $\lambda$.
In the remaining chapter, the integrals on $G$ are with respect to the Haar measure $\lambda$.

Lemma 4.2.3. Let $\left\{T_{t}\right\}_{t \geq 0}$ be a strongly continuous contractive semigroup on $L^{p}\left(G, M_{n, 2}\right)$ where $T_{0}=I$ and $1<p<\infty$. Let $c>0$ and $p(t)$ be a real continuously differentiable function on $[0, c)$, with infimum $p(0)=p$. Given $\varphi \in C_{c}^{\infty}\left(G, M_{n, 2}\right)$, the function $\left\|T_{t} \varphi\right\|_{p(t)}$ is differentiable at $t=0$ and

$$
\begin{aligned}
&\left.\frac{d}{d t}\right|_{t=0}\left\|T_{t} \varphi\right\|_{p(t)}=\operatorname{Re}\|\varphi\|_{p}^{1-p} \int_{G}|\varphi|^{p-2}\left\langle\left.\frac{d}{d t}\right|_{t=0} T_{t} \varphi, \varphi\right\rangle_{h s} \\
&+\frac{p^{\prime}(0)\|\varphi\|_{p}^{1-p}}{p}\left(\int_{G}|\varphi|^{p} \log |\varphi|-\|\varphi\|_{p}^{p} \log \|\varphi\|_{p}\right)
\end{aligned}
$$

Proof. We have

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=0}\left\|T_{t} \varphi\right\|_{p(t)} & =\lim _{t \downarrow 0} \frac{1}{t}\left(\left\|T_{t} \varphi\right\|_{p(t)}-\left\|T_{0} \varphi\right\|_{p}\right) \\
& =\lim _{t \downarrow 0}\left\{\frac{1}{t}\left(\left\|T_{t} \varphi\right\|_{p(t)}-\left\|T_{t} \varphi\right\|_{p}\right)+\frac{1}{t}\left(\left\|T_{t} \varphi\right\|_{p}-\|\varphi\|_{p}\right)\right\}
\end{aligned}
$$

where, by the chain rule and Proposition 2.2.5, we have

$$
\begin{aligned}
\lim _{t \downarrow 0} \frac{1}{t}\left(\left\|T_{t} \varphi\right\|_{p}-\|\varphi\|_{p}\right) & =\partial\left\|T_{0} \varphi\right\|_{p}\left(\left.\frac{d}{d t}\right|_{t=0} T_{t} \varphi\right) \\
& =\operatorname{Re}\|\varphi\|_{p}^{1-p} \int_{G}|\varphi|^{p-2} \operatorname{Tr}\left(\varphi^{*}\left(\left.\frac{d}{d t}\right|_{t=0} T_{t} \varphi\right)\right) .
\end{aligned}
$$

By the mean value theorem and Lemma 4.2.2, there exists $t_{1} \in(0, t)$ such that

$$
\begin{aligned}
& \frac{1}{t}\left(\left\|T_{t} \varphi\right\|_{p(t)}-\left\|T_{t} \varphi\right\|_{p}\right) \\
= & \frac{p^{\prime}\left(t_{1}\right)}{p\left(t_{1}\right)}\left\|T_{t} \varphi\right\|_{p\left(t_{1}\right)}^{1-p\left(t_{1}\right)}\left(\int_{G}\left|T_{t} \varphi\right|^{p\left(t_{1}\right)} \log \left|T_{t} \varphi\right|-\left\|T_{t} \varphi\right\|_{p\left(t_{1}\right)}^{p\left(t_{1}\right)} \log \left\|T_{t} \varphi\right\|_{p\left(t_{1}\right)}\right) .
\end{aligned}
$$

Letting $t \rightarrow 0$ above and putting the two limits together, we get the result.
Remark 4.2.4. In the above lemma, we can write

$$
\operatorname{Re}\|\varphi\|_{p}^{1-p} \int_{G}|\varphi|^{p-2} \operatorname{Tr}\left(\varphi^{*}\left(\left.\frac{d}{d t}\right|_{t=0} T_{t} \varphi\right)\right)=\left.\frac{\|\varphi\|_{p}^{1-p}}{2} \int_{G}|\varphi|^{p-2} \frac{d}{d t}\right|_{t=0}\left|T_{t} \varphi\right|^{2}
$$

Indeed, by the chain rule and the Gateaux derivative of the Hilbert-Schmidt norm $\|\cdot\|_{h s}$, we have, for $x \in G$,

$$
\begin{aligned}
\frac{d}{d t}\left|T_{t} \varphi\right|^{2}(x) & =2\left|T_{t} \varphi\right|(x) \frac{d}{d t}\left\|T_{t} \varphi(x)\right\|_{h s} \\
& =2\left\|T_{t} \varphi(x)\right\|_{h s} \partial\left\|T_{t} \varphi(x)\right\|_{h s}\left(\frac{d}{d t} T_{t} \varphi(x)\right) \\
& =2 \operatorname{Re} \operatorname{Tr}\left(T_{t} \varphi(x)^{*} T_{t}^{\prime} \varphi(x)\right)
\end{aligned}
$$

The following result for matrix semigroups, extending a result of Gross in [36], answers the above question of smoothing the semigroup $\left\{T_{t}\right\}_{t \geq 0}$ induced by a convolution semigroup $\left\{\sigma_{t}\right\}_{t>0}$ of $M_{n}$-valued measures satisfying $\tilde{\sigma}_{t}^{*}=\sigma_{t} \geq 0$. The condition for hypercontractivity of $\left\{T_{t}\right\}_{t \geq 0}$ is a log-Sobolev type inequality of index $p$ for its generator $\mathcal{L}$, for each $p \in(1, \infty)$. The proof is based on a differential inequality, as in [36]. See also [3, 17].

We say that an operator $\mathcal{L}$ in $L^{2}\left(G, M_{n, 2}\right)$ generates a contractive semigroup $\left\{T_{t}\right\}_{t \geq 0}$ on $L^{p}\left(G, M_{n, 2}\right)$ if each $T_{t}$ maps $L^{2}\left(G, M_{n, 2}\right) \cap L^{p}\left(G, M_{n, 2}\right)$ into $\left.L^{2}\left(G, M_{n, 2}\right)\right) \cap L^{p}\left(G, M_{n, 2}\right)$, and is contractive in the $L^{p}$-norm.

Theorem 4.2.5. Let $-\mathcal{L}$ be a self-adjoint operator in $L^{2}\left(G, M_{n, 2}\right)$, generating a positive strongly continuous contractive semigroup $\left\{T_{t}\right\}_{t \geq 0}$ on $L^{p}\left(G, M_{n, 2}\right)$ for all $p$. Given $a>0$ and $b \geq 0$, the following conditions are equivalent.
(i) $\left\{T_{t}\right\}_{t \geq 0}$ is hypercontractive, that is, for each $p \in(1, \infty)$ and $t>0$,

$$
\begin{gathered}
\left\|T_{t} \varphi\right\|_{p(t)} \leq e^{m(t)}\|\varphi\|_{p} \quad\left(\varphi \in C_{c}^{\infty}\left(G, M_{n}\right)\right) \\
\text { where } \quad p(t)=1+(p-1) e^{4 t / a} \text { and } \quad m(t)=b\left(p^{-1}-p(t)^{-1}\right) .
\end{gathered}
$$

(ii) For each $p \in(1, \infty)$ and $\varphi \in C_{c}\left(G, M_{n, 2}\right)$, $\mathcal{L}$ satisfies the inequality

$$
\int_{G}|\varphi|^{p} \log |\varphi|^{p} d \lambda \leq-\frac{a p^{2}}{4(p-1)} \int_{G}|\varphi|^{p-2} \operatorname{Re}\langle\mathcal{L} \varphi, \varphi\rangle_{h s} d \lambda+\|\varphi\|_{p}^{p}\left(b+\log \|\varphi\|_{p}^{p}\right)
$$

Proof. Let $\varphi \in C_{c}^{\infty}\left(G, M_{n, 2}\right) \backslash\{0\}$. For $t \in[0, \infty)$, let $F(t)=e^{-m(t)}\left\|T_{t} \varphi\right\|_{p(t)}$ where $m(0)=0$ and $p(0)=p$. We have

$$
\frac{d}{d t} \log F(t)=-m^{\prime}(t)+\frac{1}{\left\|T_{t} \varphi\right\|_{p(t)}} \frac{d}{d t}\left\|T_{t} \varphi\right\|_{p(t)}
$$

where, by Lemma 4.2.3, we have

$$
\begin{aligned}
&\left.\frac{d}{d t}\right|_{t=0} \log F(t)=-m^{\prime}(0)+\frac{1}{\|\varphi\|_{p}^{p}} \int_{G}|\varphi|^{p-2} \operatorname{Re}\langle\mathcal{L} \varphi, \varphi\rangle_{h s} \\
& \quad+\frac{p^{\prime}(0)}{p^{2}\|\varphi\|_{p}^{p}}\left(\int_{G}|\varphi|^{p} \log |\varphi|^{p}-\|\varphi\|_{p}^{p} \log \|\varphi\|_{p}^{p}\right)
\end{aligned}
$$

For (i) $\Rightarrow$ (ii), we note that $F^{\prime}(0) \leq 0$ since $F(t) \leq F(0)$ for all $t$. Hence $\left.\frac{d}{d t}\right|_{t=0} \log F(t) \leq 0$ and we have
$\int_{G}|\varphi|^{p} \log |\varphi|^{p} \leq-\frac{p^{2}}{p^{\prime}(0)} \int_{G}|\varphi|^{p-2} \operatorname{Re}\langle\mathcal{L} \varphi, \varphi\rangle_{h s}+\|\varphi\|_{p}^{p}\left(\frac{m^{\prime}(0) p^{2}}{p^{\prime}(0)}+\log \|\varphi\|_{p}^{p}\right)$.
We note that $p(t)$ and $m(t)$ solve the differential equations

$$
\frac{p(t)^{2}}{p^{\prime}(t)}=\frac{a p^{2}}{4(p-1)}, \quad p(0)=p
$$

and

$$
\frac{m^{\prime}(t) p(t)^{2}}{p^{\prime}(t)}=b, \quad m(0)=0
$$

Hence we have

$$
\frac{p^{2}}{p^{\prime}(0)}=\frac{a p^{2}}{4(p-1)} \quad \text { and } \quad \frac{m^{\prime}(0) p^{2}}{p^{\prime}(0)}=b
$$

and (ii) holds.

Conversely, (ii) implies

$$
\frac{F^{\prime}(0)}{F(0)}=\left.\frac{d}{d t}\right|_{t=0} \log F(t) \leq 0
$$

where $F(0)=\|\varphi\|_{p}$. It follows that $F(t) \leq F(0)$ for all $t$, giving

$$
e^{-m(t)}\left\|T_{t} \varphi\right\|_{p(t)} \leq\|\varphi\|_{p}
$$

Remark 4.2.6. In the scalar case $\varphi \in C_{c}^{\infty}(G)$, we have

$$
\int_{G}|\varphi|^{p-2} \operatorname{Re}\langle\mathcal{L} \varphi, \varphi\rangle_{h s}=\operatorname{Re} \int_{G} \mathcal{L} \varphi|\varphi|^{p-2} \bar{\varphi}
$$

which can be written as $\operatorname{Re} \int_{G} \mathcal{L} \varphi \overline{\varphi_{p}}$ where $\varphi_{p}=(\operatorname{sgn} \varphi)|\varphi|^{p-1}$ and

$$
\operatorname{sgn} z=\left\{\begin{array}{cc}
\frac{z}{\mid z} & \text { if } z \neq 0, \\
0 & \text { if } z=0
\end{array}\right.
$$

Hence, modulo some constants, the inequality in Theorem 4.2 .5 (ii) is identical to that in (2.1) of [36].
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