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PREFACE

An important place among modern qualitative methods in nonlinear
dynamics of systems is occupied by those associated with the development
of Poincar~’s and Liapunov’s ideas for investigating nonlinear systems of
differential equations.

Liapunov divides into two categories all methods for the solution of the
problem of stability of motion. He includes in the first category those meth-
ods that reduce the consideration of the disturbed motion to the determi-
nation of the general or particular solution of the equation of perturbed
motion. It is usually necessary to search for these solutions in a variety
of forms, of which the simplest are those that reduce to the usual method
of successive approximations. Liapunov calls the totality of all methods of
this first category the "first method".

It is possible, however, to indicate other methods of solution of the prob-
lem of stability which do not necessitate the calculation of a particular or
the general solution of the equations of perturbed motion, but which re-
duce to the search for certain functions possessing special properties. Lia-
punov calls the totality of all methods of this second category the "second
method".

During the post-Liapunov period both the first and second Liapunov’s
methods have been developed considerably. The second method, or the
direct Liapunov method, based first on scalar auxiliary function, w~s re-
plenished with new ideas and new classes of auxiliary functions. This al-
lowed one to apply this fruitful technique in the solution of many applied
problems. The ideas of the direct Liapunov method are the source of new
modern techniques of qualitative analysis in nonlinear systems dynamics.
A considerable number of publications appearing annually in this direction
provide a modern tool for qualitative analysis of processes and phenomena
in the real world.

The aim of this monograph is to introduce the reader to a new direction
in nonlinear dynamics of systems. This direction is closely connected with a

iii
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new class of matrix-valued function of particular importance in construction
of an appropriate Liapunov function for the system under consideration.

It is known that the problem of stability is important not only for the
continuous systems modeled by ordinary differeatial equations. Therefore,
in this monograph the methods of qualitative analysis are presented for
discrete-time and impulsive systems. Further, in view of the importance
of the problem of estimating the domains of asymptotic stability, a new
method for its solution is set out in a separate chapter.

The monograph contains five chapter and is arranged as follows.
The first chapter contains all necessary results associated with the me-

thod of matrix-valued Liapunov functions. It also provides general informa-

tion on scalar and vector functions including the cone-valued ones. General
theorems on various types of stability of the equilibrium state of the sys-
tems cited in this chapter are basic for establishing the sufficient stability
tests in subsequent chapters.

The second chapter deals with the construction of matrix-valued func-
tions and corresponding scalar auxiliary Liapunov functions. Here new
methods of the initial system decomposition are discussed, including those
of hierarchical decomposition. The corresponding sufficient tests for var-
ious types of stability and illustrative examples are presented for every
case under consideration. Along with the classical notion of stability ma-
jor attention is paid to new types of motion stability, in particular, to the
exponential polystability of separable motions as well as the integral and
Lipschitz stability.

The third chapter addresses the methods of stability analysis of dis-
crete-time systems. Our attention is focussed mostly on the development
of the method of matrix-valued functions in stability theory of discrete-time
systems.

In the fourth chapter the problems of dynamics of nonlinear systems
in the presence of impulsive perturbations are discussed. The method of
matrix-valued Liapunov functions is adapted here for the class of impulsive
systems that were studied before via the scalar Liapunov function. The
proposed development of the direct Liapunov method for the given class of

systems enables us to make an algorithm constructing the appropriate Liaptmov
functions and to increase efficiency of this method.

In the final chapter the problem of estimating the domains of
asymptotic stability is discussed in terms of the method of matrix-valued
Liapunov functions. By means of numerous examples considered earlier by
Abdullin, Anapolskii, et al. [1], Michel, Sarabudla, et al. [1], and ~iljak [1] it
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is shown that the application of matrix-valued functions involves an essential
extension of the domains of asymptotic stability constructed previously.

I wish to acknowledge the essential technical assistance provided by my
colleagues in the Stability of Processes Department of S.P.Timoshenko In-
stitute of Mechanics, National Academy of Sciences of Ukraine.

The bibliographical information used in the monograph was checked
by CD-ROM Compact MATH, which was kindly provided by Professor,
Dr. Bernd Wegner and Mrs. Barbara Strazzabosco from the Zentralblatt
MATH.

I express my sincere gratitude to all persons mentioned above. I am
also grateful to the staff of Marcel Dekker, Inc., for their initiative and kind

assistance.

A. A. Martynyuk
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1

PRELIMINARIES

1.1 Introduction

This chapter contains an extensive overview of the qualitative methods in
nonlinear dynamics and is arranged as follows.

Section 1.2 is short and gives information about continuous nonlinear sys-
tems that is important for applications in investigation of the mechanical,
electrical and electromechanical systems. Also discussed are the equations
of perturbed motion of nonlinear systems which are the object of investi-
gation in this monograph.

For the reader’s convenience, in Section 1.3 the definitions we use of
motion stability of various types are formulated. These formulations re-
sult from an adequate description of stability properties of nonlinear and

nonautonomous systems.
Section 1.4 deals with three classes of Liapunov functions: scalar, vec-

tor and matrix-valued ones, as well as the possibilities of their application

in motion stability theory. Along with the well-known results, some new
notions are introduced, for example, the notion of the "Liapunov metafunc-
tion".

Basic theorems of the comparison principle for SL-class and VL-class of
the Liapunov functions are set out in Section 1.5. Also, some important
corollaries of the comparison principle related to the results of Zubov are
presented here.

Section 1.6 deals with generalization of the main Liapunov and Barba-
shin-Krasovskii theorems established by the author in terms of matrix-
valued functions. Some corollaries of general theorems contain new suf-
ficient stability (instability) tests for the equilibrium state of the system
under consideration.

In Section 1.7 the vector and cone-valued functions are applied in the
problem of stability with respect to two measures and in stability theory of
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large scale systems. Detailed discussion of possibilities of these approaches
may prove to be useful for many beginners in the field.

In the final Section 1.8, the formulations of theorems of the direct Lia-
punov method are set out based on matrix-valued functions and intended

for application in stability investigation of large scale systems.
Generally, the results of this chapter are necessary to get a clear idea

of the results presented in Chapters 2-5. Throughout Chapters 2-5 refe-
rences to one or an other section of Chapter 1 are made.

1.2 Nonlinear Continuous Systems

1.2.1 General equations of nonlinear dynamics

The systems without nonintegrability differential constraints represent a
wide class of mechanical systems with a finite number of degrees of freedom.
Let the state of such system in the phase space Rn, n = 2k, be determined
by the vectors

q = (ql,..., qk) w and ~ = (~1,..., ~k)w.

It is known that the general motion equations of such a mechanical system
are

d (or’~ OT _ Us, s = 1,2,...,k.(1.2.1)

Here T is the kinetic energy of the mechanical system and Us are the
generalized forces.

The system of equations (1.2.1) is simplified, if for the forces affecting
the system a force function U = U(t,q~,... ,qk) exists such that

OU
us= , s=l,2,...,k.

The simplified system obtained so far,

d(O(T+V)~ O(T+U)_o, s = 1,2,...,k,
dt \ 00, ] Oqs
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can be presented in the canonical form

dqs OR dps OR
- s = 1,2,...,k,

dt Op~ dt Oqs

OT and R = T2-To-U. Here To is the totality of thewhere p~ = 04--7
velocity-independent terms in the expression of the kinetic energy, and T2
is the totality of the second order terms with respect to velocities.

The qualitative analysis of equations (1.2.1) and its particular cases 
the principle point of the investigations in nonlinear dynamics of continuous
systems.

1.2.2 Perturbed motion equations

Under certain assumptions the equations (1.2.1) can be represented in the
scalar form

dy_~i = Y~(t, Yl,... ,Y2k), i = 1, 
2k,

or in the equivalent vector form

(1.2.2)
dy = Y(t, y),

dt

where* y = (Yl,Y2,... ,Y2k)T E 2k and Y= (Y1,Y~,... ,Y2k)T, Y:7-×

Rek -+ R~k. A motion of (1.2.2) is denoted by y(t; to, Y0), ~(to; to, Y0) 
and the reference motion r/r(t; to, Yro). From the physical point of view the
reference motion should be realizable by the system. From the mathe-
matical point of view this means that the reference motion is a solution

of (1.2.2),

(1.2.3) &?r (t; t0, Yro) _= Y[t, ~/~(t; to, Y~0)].
dt

Let the Liapunov transformation of coordinates be used,

(1.2.4) x = y - Yr,

where yr(t) -- ~lr(t;to,Yro). Let f: T x R~k -~ R2k be defined by

(1.2.5) f(t, x) = Y[t, y~(t) + x] - Y[t, Yr].

! ! ~T*In Liapunov’s notation y ---- (ql,q2,... ,qk, ql,q2,’’’ ,qkJ 
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It is evident that

(1.2.6) f(t,O) =_ 

Now (1.2.2)- (1.2.5) yield

dx
(1.2.7)

d~- = f(t, x).

In this way, the behavior of perturbed motions related to the reference
motion (in total coordinates) is represented by the behavior of the state
deviation x with respect to the zero state deviation. The reference motion

in the total coordinates Yi is represented by the zero deviation x = 0 in
state deviation coordinates xi. With this in mind, the following result em-
phasizes complete generality of both Liapunov’s second method and results
represented by Liapunov [1] for the system (1.2.7). Let Q: R2k -r R’~,

n = 2k is admissible but not required.

In the monograph Grujid, et al. [1] the following assertion is proved.

Proposition 1.2.1. Stability of x = 0 of systena (1.2.7) with respect
to Q = x is necessary and sufficient for stability of the reference motion
of system (1.2.2) with respect to every vector function Q that is continuous
in y.

This theorem reduced the problem of the stability of the reference motion
of (1.2.2) with respect to Q to the stability problem of x = 0 of (1.2.7)
with respect to x.

For the sake of clarity we state

Definition 1.2.1. State x* of the system (1.2.7) is its equilibrium state
over 7~ iff

(1.2.8) x(t;to,x*) = x*, for all t E To, and to

The expression "over 7~" is omitted iff 7~ = R.

Proposition 1.2.2. For x* ~ Rn to be an equilibrium state of the
system (1.2. 7) over Ti it is necessary and sufficient that both

(i) for every to q T/ there is the unique solution x(t; to, x*) of (1.2.7),

which is defined for all to ~ To

and

(ii) f(t,x*) = 0, for a/l t e To, and to e 7~.
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The conditions for existence and uniqueness of the solutions of system

(1.2.7) can be found in many well-known books by Dieudonne [1], Hale [1],
Hirsch and Smale [1], Simmons [1], Yoshizawa [1], etc.

The next result provides a set of sufficient conditions for the uniqueness
of solutions for initial value problem

(1.2.9) d-¥ = f(t, x), X(to) = 

Proposition 1.2.3. Let :D C Rn+l be an open and connected set.
Assume f ¯ C(:D, Rn) and for every compact K C ~), f satisfies the
Lipschitz condition

[]f(t,x) f( t,y)[[ <_L[[x - y[[

for all (t,x), (t,y) 6 K, where L is a constant depending only on 
Then (1.2.9) has at most one solution on any interval [to, to + c), c > 0.

Definition 1.2.2. A solution x(t;to,Xo) of (1.2.7) defined on the inter-
val (a, b) is said to be bounded if there exists /~ > 0 such that [[x(t; to, x0)[]
< fl for all t ¯ (a, b), where/~ may depend on each solution.

For the system (1.2.7) the following result can be easily demonstrated.

Proposition 1.2.4. Assume f ¯ C(J x Rn,Rn), where J = (a,b) 
a finite or infinite interval. Let every solution of (1.2.7) is bounded. Then
every solution of (1.2.7) can be continued on the entire interval (a, b).

1.3 Definitions of Stability

Consider the differential system (1.2.7), where f ¯ C(% n,Rn).Sup-
pose that the function f is smooth enough to guarantee existence, unique-
ness and continuous dependence of solutions x(t; to, x0) of (1.2.7). We 
present various definitions of stability (see Grujid [1] and Grujid, et al. [1]).

Definition 1.3.1. The state x = 0 of the system (1.2.7) is:

(i) stable with respect to 7~ iff for every to ¯ T~ and every e > 0 there
exists 5(to,e) > 0, such that [[Xo[[ < 5(to,e) implies

all t ¯ %;
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(ii) uniformly stable with respect to To iff both (i) holds and for every
¢ > 0 the corresponding maximal ~M obeying (i) satisfies

inf[t~M(t,~): t ¯ T/] > 

(iii) stable in the whole with respect to Ti iff both (i) holds and

5M(t,e)--~+oo as e-~+oo, for all t¯T/;

(iv) uniformly stable in the whole with respect to T, iff both (ii) and (iii)

hold;
(v) unstable with respect to 7~ iff there are to ¯ T/, e ¯ (0, +oo) and

T ¯ To, V > tO, such that for every 5 ¯ (0,+oo) there is Xo,

Ilxoll < 5, for which

IIx(T; to, xo)ll > ~.

The expression "with respect to 7~" is omitted from (i)- (v) iff 7~ 
These stability properties hold as t -~ +oo but not for t = +oo.
Further the definitions on solution attraction are cited. The examples

by Hahn [2], Krasovskii [1], and Vinograd [1] showed that the attraction
property does not ensure stability.

Definition 1.3.2. The state x = 0 of the system (1.2.7) is:

(i) attractive with respect to Ti ifffor every to ¯ 7~ there exists A(to) 

0 and for every ~ > 0 there exists ~’(to;zo,~) ¯ [0,+oo) such
that Ilzoll < A(to) implies IIx(t;to,Xo)ll < ¢, for all t ¯ (to 

r(to; xo, ¢), +oo);
(ii) Xo-uniformly attractive with respect to 7~ iff both (i) is true and for

every to ¯ T/ there exists A(to) > 0 and for every ~ ¯ (0, +oc)
there exists r~,[to, A(to), ~] ¯ [0, +oo) such that

sup [T,~(t0; X0, ¢): X0 ̄  T/] = T=(7~, X0, 

(iii) to-uniformly attractive with respect to 7~ iff (i) is true, there is A >
0 and for every (x0, ~) ¯ Ba × (0, +o¢) there exists ru(Ti, Xo, ~) 

[0, +o¢) such that

sup [rm(to); xo, (): to ¯ Ti] = ~’u(7~, x0, 
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(iv) uniformly attractive with respect to Ti iff both (ii) and (iii) hold, 

is, that (i) is true, there exists A > 0 and for every ~ E (0, +c~)
there is T~(T/, A, ¢) E [0, +~) such that

sup [~-m(to; x0, ~): (to, x0) ~ T/x Ba] = r(T/, A, 

(v) The properties (i)- (iv) hold "in the whole" iff (i) true for every
A(t0) ~ (0, +oo) and every to ~ 

The expression "with respect to Ti" is omitted iff T/= R.

Definitions 1.3.1 and 1.3.2 enable us to define various types of asymptotic
stability as follows.

Definition 1.3.3. The state x = 0 of the system (1.2.7) is:

(i) asymptotically stable with respect to Ti iff it is both stable with
respect to T/and attractive with respect to 7~;

(ii) equi-asymptotically stable with respect to Ti iff it is both stable with
respect to

(iii) quasi-uniformly asymptotically stable with respect to Ti iff it is both
uniformly stable with respect to 7~ and t0-uniformly attractive with
respect to 7~;

(iv) uniformly asymptotically stable with respect to 7~ iff it is both uni-
formly stable with respect to 7~ and uniformly attractive with re-
spect to

(v) the properties (i)- (iv) "in t he whole" iff b oth the correspond-
ing stability of x = 0 and the corresponding attraction of x = 0

hold in the whole;
(vi) exponentially stable with respect to Ti iff there are A > 0 and real

numbers c~ _> 1 and fl > 0 such that HXoll < A implies

IlX(t;to,xo)]] <_ ~llXoll exp[-fl(t- to)],

for all teTo, and for all to

This holds "in the whole" iff it is true for A = +oo.

The expression "with respect to 7~" is omitted iff 7~ = R.
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1.4 Scalar~ Vector and Matrix-Valued Liapunov Functions

In order that to avoid the problem of nonlinear equations nonintegrability in

their qualitative study, Liapunov [1] suggested to apply auxiliary functions
with the norm properties. The auxiliary function, being a function of one
variable (time) on the system trajectories, allows estimating the distance
from every point of the system integral curve to the origin (to the system
equilibrium state) when time is changing from the fixed value to E "Yr.

1.4.1 Auxiliary scalar functions

The simplest type of auxiliary function for system (1.2.7) is the function

(1.4.1) v(t, x) e c(’ro × R R+), v(t, 0) 

Further all functions (1.4.1) allowing the solution of the problem on stability
(instability) of the equilibrium state x = 0 of system (1.2.7) are called 
Liapunov functions.

The construction of the Liapunov functions still remains one of the cen-
tral problems of stability theory. These functions should satisfy special
requirements such as the property of having a fixed sign, decreasing, radial
unboundedness, etc. The Liapunov functions are often constructed as a
quadratic form of the phase variables whose coefficients are constants or

time functions.
The following definitions are presented according to Gantmacher [1].

Definition 1.4.1. A matrix H = (hij) ~ nxn i s:

(i) positive (negative) semi-definite iff its quadratic form V(x) = xTHx

is positive (negative) semi-definite, respectively;
(ii) positive (negative) definite iff its quadratic form V(x) = xTHx is

positive (negative) definite, respectively.

Notice that a square matrix A with all real valued elements is (semi-)

definite iff its symmetric part As= ½(A + AT) is (semi-) definite, and 
square matrix A with complex valued elements is (semi-) definite iff its Her-

mitian part AH = ½(A + A*) is (semi-) definite, where A* is the transpose
conjugate matrix of the matrix A.

Now, the fundamental theorem of the stability theory - the Liapunov
matrix theorem - can be stated in the form.
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Theorem 1.4.1. In order that real parts of all eigenvalues of a matrix
A, A E R’~×’*, be negative it is necessary and sufficient that for any positive
definite symmetric matrix G, G ~ Rn×n, there exists the unique solution

H, H ~ Rn×n, of the (Liapunov) matrix equation

(1.4.2) ATH + HA = -G,

which is also positive definite symmetric matrix.

If all the characteristic roots of A have negative real parts we can solve
the matrix equations (1.4.2) in closed form (see Zubov [3], and Hahn [2])

H = / esATGesA ds.

For solving the Liapunov matrix equation (1.4.2), see also Aliev and
Larin [1], Barbashin [2], Barnett and Storey [1], etc.

1.4.2 Comparison functions

Comparison functions are used as upper or lower estimates of the function V
and its total time derivative. They are usually denoted by ~, ~: R+ -4 R+.

The main contributor to the investigation of properties of and use of the
comparison functions is Hahn [2]. What follows is mainly based on his
definitions and results.

Definition 1.4.2. A function ~, qo: R+ -4 R+, belongs to

(i) the class K[o,~), 0 < a < +~, iffboth it is defined, continuous and
strictly increasing on [0, a) and qa(0) = 

(ii) the class K iff (i) holds for a = +~, K = K[0,+~);
(iii) the class KR iff both it belongs to the class K and ~(()

as ( -4
(iv) the class L[o,a) iff both it is defined, continuous and strictly de-

creasing on [0, a) and lim [~o(() : ( -4 +oc] 
(v) the class L iff (iv) holds for a = +oo, L = L[0,+oo).

Let ~-1 denote the inverse function of ~, ~0-1[~(()] -- (.
The next result was established by Hahn [2].
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Proposition 1.4.1.

(1) If %0 6 K and ¢ ~ K then %0(¢) ~ 
(2) If %0 6 K and a 6 L then %0(a) 6 
(3) If %0 6 K[o,a) and %0(a) = then %0-I 6 K[o,e);
(4) If %0 6 K and lim [%0((): ( -+ +oo] then%0--1is not defined

on +oo];
(5) If%0 6 K[o,a), %b 6 K[0,a) and %0(~) > ¢(() on [0,a) then %0-1(~) 

¢-1(() on [0,~3], where f~ = ¢(a).

Definition 1.4.3. A ]unction %0, %0: R+ x R+ -~ R+, belongs to:

(i) the class KK[o;a,~) iff both %0(0, ~) 6 K[o,a) for every
and %0(~,0) 6 K[o,~) for every ~ 6 [0,a);

(ii) the class KK iff (i) holds for a = ~3 = +oo;
(iii) the class KL[o;a,~) iff both %0(0, () 6 K[o,a) for 

and %0((,0) 6 L[o,~) for every ~ 6 [0,a);
(iv) the class KL iff (iii) holds for a = f~ = +oo;
(v) the class CK iff %0(t,0) = 0, %0(t,u) 6 for every t 6 R+;

(vi) the class 14 iff %0 6 C(R+ x R",R+), inf %0(t,x) = O, (t,x)
R+ x

(vii) the class 14o iff %0 ~ C(R+ x Rn,R+), inf%0(t,x) -- 0 for

each t ~ R+;
(viii) the class ~ iff %0 6 C(K,R+): %0(0) = 0, and %0(w) is increasing

with respect to cone K.

Definition 1.4.4. Two ]unctions %01, %02 6 g (or %01, %02 6 KR) are

said to be of the same order of magnitude if there exist positive constants
a, ~, such that

< %02(0 < Z%01(¢) for all (or for all e [%00)).

In terms of the comparison function’s existence, the special properties of
functions (1.4.1) or the function

(1.4.3) v(x) 6 C(R", R+), v(0) = 

applied in the analysis of the autonomous system

dx
(1.4.4) d-~ = g(x), g(O) 

where x 6 Rn, g 6 C(Rn, Rn), are specified in the following way.
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Definition 1.4.5. A function v: Rn --4 R is

(i) positive semi-definite iff there is a time-invariant neighborhood Af

of x = O, Af C Rn, such that
(a) v is continuous on Af: v E C(Af, 
(b) v is non-negative on Af: v(x) >_ for al l x e Af;
(c) v vanishes at the origin: v(0) 

(ii) positive semi-definite on a neighborhood S of x = 0 iff (i) holds

for Af=S;
(iii) positive semi-definite in the whole iff (i) holds for Af = Rn;
(iv) negative semi-definite (on a neighborhood S of x = 0 or in the

whole) iff (-v) is positive semi-definite (on the neighborhood S 
in the whole), respectively.

Remark 1.4.1. It is to be noted that a function v defined by v(x) = for
all x ~ Rn is both positive and negative semi-definite. This ambiguity can
be avoided by introducing the notion of strictly positiveness (negativeness).

Definition 1.4.6. A function v: Rn -~ R is said to be strictly positive
(negative) semi-definite iff both it is positive (negative) semi-definite and
there is y ~ Af such that v(y) > 0 (v(y) < 0), respectively.

The H is strictly positive (negative) semi-definite iff v(x) = xWHx is

strictly positive (negative) semi-definite, respectively.

Definition 1.4.7. A function v: Rn -~ R is:

(i) positive definite if there is a time-invariant neighborhood Af, Af C_
Rn, or x = 0 such that both it is positive semi-definite on Af and

v(x) > 0 for all
(ii) positive definite on a neighborhood $ of x = 0 iff (i) holds

for Af = 3;
(iii) positive definite in the whole iff (i) holds for Af = Rn;
(iv) negative definite (on a neighborhood S of x = 0 or in the whole) iff

(-v) is positive definite (on the neighborhood ~q or in the whole,
respectively).

Hahn [2] proved.

Proposition 1.4.2. Necessary and suftlcient for positive definiteness of
v on a neighborhood Af of x = 0 is existence of comparison functions
Kto,~), i = 1, 2, where a = sup{fix[f: z EAf}, such that both v(x) ~ C(Af)
a.d 1(11 11) < <  2(llxll) for x 
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Definition 1.4.8. A function v: R × Rn -~ R is:

(i) positive semi-definite on T~ = [~’, +oo), r E R, iff there is a time-
invariant connected neighborhood Af of x = O, Af C_ Rn, such that

(a) v is continuous in (t,x) ~ 7-r × A/’: v(t,x) e C(Tr x A/’,R);
(b) v is non-negative on A/’: v(t,x) >_ for al l (t ,x)
(c) v vanishes at the origin: v(t, O) = for al l t
(d) if[ the conditions (a)-(c) holds and for every t ~ T~ 

is y E A/" such that v(t, y) > 0, then v is strictly positive

semi-definite on T~;
(ii) positive semi-definite on 7"~ × S iff (i) holds for Af = 

(iii) positive semi-definite in the whole on Tr iff (i) holds for Af = Rn;

(iv) negative semi-definite (in the whole) on T~ (on Tr × A/’) iff (-v) 
positive semi-definite (in the whole) on Tr (on T~ × A/’), respectively.

The expression "on 7"r " is omitted iff all corresponding requirements
hold for every r ~ R.

Definition 1.4.9. A function v: R × Rn -~ R is:

(i) positive definite on 7-~ , 7" E R, if[there is a time-invariant connected
neighborhood A/" of x = 0, A/" c_ Rn, such that both it is positive
semi-definite on T~ x Af and there exists a positive definite function
w onA/’, w: Rn --~ R, obeying w(x) <_ v(t,x) for all (t,x) T~xA/’;

(ii) positive definite on 7"? x S iff (i) holds for A/" = 
(iii) positive definite in the whole on 7-r iff (i) holds for Af = Rn;
(iv) negative definite (in the whole) on 7-r (on Tr xAf) iff (-v) is positive

definite (in the whole) on Tr (on Tr x iV’), respectively.

The expression "on 7"r " is omitted iff all corresponding requirements
hold for every r ~ R.

The following result is obtained directly from Proposition 1.4.2 and De-
finition 1.4.8.

Proposition 1.4.3. Necessary and sufficient for a function v : Rx Rn

R to be positive definite on 7-~ x Af when A/" is a time-invariant neighbor-
hood of x = 0 is that (a) and (c) of Det]nition 1.4.8 are fulfilled and there
is ~ ~ K[0,a], where a = sup(llxll: x E ~V}, such that

v(t,z) = v÷(t,x) ~(llxll) £or a/l T~× ~

where v+ ( t, x) is positive semi-definite 
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Definition 1.4.10. Set v~(t) is the largest connected neighborhood of
x = 0 at t E R which can be associated with a function v, v: R x Rn -~ R,
so that x ~ v~(t) implies v(t,x) < 

Definition 1.4.11. A function v: R x Rn --+ R is:

(i) decreasing on 7"~, r ~ R, iff there is a time-invariant neighborhood
Af of x = 0 and a positive definite function w on Af, w: Rn -+ R,

such that v(t, x) <_ w(x) for all (t, x) e T~ x Af;
(ii) decreasing on T~ x S iff (i) holds for Af = 

(iii) decreasing in the whole on 7-r iff (i) holds for Af Rn.

The expression "on T~" is omitted iff all corresponding conditions hold
for every ~- ~ R.

Definition 1.4.11 implies.

Proposition 1.4.4. Necessary and sufficient for v to be decreasing on

Tr x Af when Af is a time-invariant neighborhood of x = 0 is existence of
a comparison function ~ E K[o,a), where a = sup{[[x[[: x E .Af}, such that

v(t, z) = v_ (t, z) ~(llxll) fo r a~T~ × ~

where v_ (t, x) is negative semi-definite on T~.

Barbashin and Krasovskii [1,2] discovered the concept of radially un-
bounded functions. They showed the necessity of it for asymptotic stability
in the whole.

Definition 1.4.12. A function v: R x Rn -~ R is:

(i) radially unbounded on T~, r ~ R, iff [[x[[ -~ +co implies v(t, x) 

+oo for all t ~ T~;
(ii) radially unbounded iff [[x[[ -+ +oo implies v(t, x) -~ +oo for all

t~Tr for all

The next can be easily verified (see Hahn [2]).

Proposition 1.4.5. Necessary and sufficient for a positive definite in
the whole (on ~ ) function v to be radially unbounded is that there exists

~ ~ KR obeying, respectively, v(t,x) >_ ~([[x[D/’or a11 x ~ Rn and for a11

t ~ R (for all t ~ ~).

For the details see Barbashin and Krasovskii [1,2], Gruji6, et al. [1],
Hahn [2], Martynyuk [9], etc.
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1.4.3 Vector Liapunov functions

We return back to system (1.2.7) and assume that for it the vector function

(1.4.5) = ,vm(t,x))T

is constructed in some way, whose components va ¯ C(Tr × ~, R+), s
1, 2,..., m. For the function (1.4.5) to be suitable for stability analysis 

the equilibrium state x = 0 of system (1.2.7) it is necessary for it to possess
the norm type properties (see Definitions 1.4.7-1.4.12). The presence 
such properties of function (1.4.5) is established in terms of one of the
following functions (see Lakshmikantham, Matrosov, et al. [1])

(1.4.6) v(t,x) = max va(t,x);
8e[1

V(t,X, Ol) = o~TY(t,X), O~ m,
(1.4.7)

ai=const, i=l,2,...,m;
m

(1.4.8) v(t, x) = ~ vdt, x);
i=1

(1.4.9) v(t,x) = Q(Y(t,x)), Q(0) 

Q ̄  C(R~, R+), the function Q(u) is nondecreasing in u. Since the func-
tions (1.4.6) - (1.4.9) are scalar and are constructed in terms of the vector
function (1.4.5), the special properties of the vector function (1.4.5) 
established according to Definitions 1.4.7-1.4.12.

Remark 1.4.2. Properties of positive definiteness, decrease and radial
unboundedness of the function (1.4.5) follow from the algebraic inequalities,
provided that the components v8 (t, x) of the vector function (1.4.5) satisfy
the conditions

(1.4.10)
1 -1

ail¢~ (llxill) _< v~(t,x) <_ a~2.C~(llx~ll), 1,2,...,m,

where ai~, aiu > 0 and ¢il and ¢i2 are of class K(KR), xi Rn’, n~+
T _1¯ = IIx ll =

The conditions (1.4.10) are the broadest ones under which the algebraic
conditions of the property of having a fixed sign can be established for the

vector function (1.4.5).
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The assumptions on the components vi(t, x) of the vector function are
known being other than (1.4.10):

(a) ~li([[xi[[) _~ vi(t, xi) ~_ ~2i([[Xi[[), for all (t, xi) e ~ x n’, where
~u, ~o2i are of class K (KR), i = 1, 2,..., rn;

(b) r~d[xd[ _< vi(t, xi) <_ ~i[[xi[[, for all (t, xi) e ~ x n’, where ~i a nd

hi are positive.constants, i : 1, 2,..., m,

(see Michel and Miller [1], ~iljak [1], etc.).

1.4.4 Matrix-valued metafunction

Assume that for system (1.2.7) the two-indexes system of functions

Vll(t,X) ...

(1.4.11) II(t, x) = ... ".. ...

~Vtl(t,X) ... Vlk(t,X)

is constructed, where vii E C(T x n,R), i = 1,2,...,k; j = 1,2,...,l.

Definition 1.4.13. A function II: 7-r x R"~ -~ Rkxl is called the matrix-
valued meta~nction, if one of the Liapunov functions can be constructed
based on it, n~ely, a scMar, vector or simple matrix-valued one, which
solves the problem on stability of the equilibrium state x = 0 of sys-

tem (1.2.7).

The properties of having a fixed sign of metafunction (1.4.11) are estab-
lished by a general rule in terms of one of the functions

(1.4.12) ~(t,x) = m~ vij(t,x),

(1.4.13) vn(t, x,

where a ~ Rt, a = const ~ O, B~Rk, ~ = const ~ O;

k
0.4.14) ,.(t, 

 n(t, z) = ¢(a(t,

where ~eC(Raxt,R+), ~(0) =0, ~(s) >0 for s>0, and lim ¢(s) 

+~.
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Since the functions vri(t, .) determined by (1.4.12)- (1.4.15) are scalar,

the ordinary technique of the Liapunov functions method is used to check
their property of having a fixed sign, decreasing and radially unbounded-
hess.

Remark 1.4.3. If k = I = m in (1.4.11), then II(t,x) becomes an ordi-
nary matrix-valued function U(t, x)

(1.4.16) (val(t,,) ... v~,~(t,x) 
u(t,x) ... ".. ... ,

\v,~(t,x) ... v,~,,(t,~)

where U: T~ × Rn --r R"~×m.

The property of having a fixed sign, decreasing and radial unbounded-
ness of the matrix-valued function (1.4.16) is established, provided that the
elements Vsk(t, x), s, k = 1, 2,..., m, satisfy the estimates

for all (t,x) EToxA/" (for all (t,x) eT~xRn),

for all s = 1, 2,..., m, and (cf. Djordjevid [2])

_a,r¢81(llxsll)¢r1(llxrll) < Vsr(t,x) < ~,r¢,2(llzsII)¢r2(llx~ll)
for all (t,x)~ToxAf (for all (t,x)~T~xR’~),

when all s ¢ r.

We shall formulate the assertions on the property of having a fixed sign
of the matrix metafunction similar to how it has been done for the ordinary
matrix-valued function (see Martynyuk [5- 7, 20]).

Proposition 1.4.6. A metafunction H: Tr x Rn -~ R~x~ is positive

definite on 7"r, r ~ R iff there exists a ~ Rt, ~ ~ Rk, and a ~ K, and it
can be written as

via(t, z, ~, ~) = ~wII+(t, x)~ a(llxll),

where II+(t, x) is positive semi-definite on "!’~.
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Proposition 1.4.7. A metafunction II: 7-r × R’~ -~ RTM is decreasing

on 7"~, T E R if[ there exists a 6 R~, /9 6 Rk, and b 6 K, and it can be
written as

= Tri_(t, x)/9 + b(llxll),
where lI_ (t, x) is negative semi-definite on 7-~.

Proposition 1.4.8. A metafunction l-I: To x Rn -~ RTM is radially

unbounded in the whole (on ~ ) if[ it can be written 

Vll(t,x,o~,/9) = o~TII+(t,X)/9 + c(llxll),

where II+(t,x) is positive semi-definite in the whole (on T~), 6 R~,

B 6 Rk, and c 6 KR.

Remark 1.4.4. If k = l = m, the vectors a and/9 are replaced by one
vector y 6 Rm and Propositions 1.4.6-1.4.8 become the known ones (see
Martynyuk [20]).

1.5 Comparison Principle

In this section we formulate the basic comparison results in terms of Liapu-
nov-like functions and the theory of differential inequalities that are neces-

sary for our later discussion (see also Yoshizawa [1], Szarski [1], etc.).
For system (1.2.7) we shall consider a continuous function v(t, x) defined

on an open set in T~ x Af. We assume that v(t, x) satisfies locally Lipschitz
condition with respect to x that is, for each point in Tr x Af there are a

neighborhood T~ x ,9 and a positive number L > 0 such that

Iv(t,x) vCt, y)l < LIIz - Yll

for any (t, x) ~ Tr x S, (t, y) e Tr 

Definition 1.5.1. Let v be a continuous (either scalar, vector or matrix-
valued) function, v: T~ xR’~ ~ Rsx’, v(t,x) ~ C(T~ ×Af), and let solutions

X of the system (1.2.7) exist and be defined on T~ x Af. Then, for all
(t, e 

(i) D+v(t,x) = limsup (v[t+t~,~;(t+o;t,z)]-v(t,z)
0 :8-+0 + is the upper

right Dini derivative of v along the motion X at (t, x);
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(ii) D+v(t,x) li minfr ~ ~[t+e,x(t+~t,x)]-~(t,x): 0 +}is the lower

right Dini derivative of v along the motion X at (t, x);

(iii) D-v(t,x) li msup {’[t+°’x(~+~’x)]-~{t’~) : 0 ~ 0-) i s upper

left Dini derivative of v along the motion X at (t, x);

(iv) D_v(t,x) li minf- {~ [~+e,x(~+~t,~)]-~(~,~): 0 ~ 0-~ is lower

left Dini derivative of v along the motion X at (t, x).

(v) The function v has Eulerian derivative ~, ~)(t,x) = ~ v(t,x), at
(t, x) along the motion X iff

D+v(t, x) = D+v(t, x) = D-v(t, x) = D_v(t, x) = 

and then i~(t, x) = Dr(t, 

If v is a scalar function and differentiable at (t, x) then (see Liapunov [1])

Ov
O(t, x) = ~- + (grad v)Wf(t, x),

where

gradv = ~-~ ’ Ox2’" " Ox,~ ] "

Effective application of D+v in the framework of the second Liapunov
method is based on the next result by Yoshizawa [1], which enables calcu-
lation of D+v without utilizing system motion themselves.

Theorem 1.5.1. Let v be continuous and locally Lipshitzian in x over

T~ x 8 and ~q be an open set. Then,

D+v(t’ ~)[(1.2.7) li m sup { v[t + 0,x +Of(t,O x)] - v(t, ~)

holds along solutions X of ehe system (1.2. 7) at (t, x) ~ T~ 

D*v will mean that both D+v and D+v can be used.
The system of equations (1.2.7) is considered with the matrix-valued

function U(t, x).

Definition 1.5.2. All scalar function of the type

(1.5.1) v(t, X, Or) = otTU(t, x)a, a ~ rn,

where U ~ C(T~ x Af, R’~×’~), are attributed to the class SL.
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The vector a can be determined in several ways (see Martynyuk [12]) and
its choice can effect the property of having a fixed sign of function (1.5.1).

By Definition 1.5.1 for function (1.5.1) when all (t, x) ¯ Tr xAf the total
derivative is calculated by virtue of system (1.2.7)

(1.5.2) D+v(t, x, a)[(1.2.~) = aTD+U(t, 

where D+U(t, x) is calculated element-wise.
Let us consider the following scalar differential equation

du
(1.5.3) d-~ = g(t,u), u(to) = Uo >_ O, to ¯ R (to ¯ 

where g ¯ C(RxR, R) (or g ¯ C(Tr×R,R)) and g(t,O) = for al l t ¯ To.

Definition 1.5.3. Let ~,(t) be a solution of (1.5.3) existing on 

interval J = [to, to + a), 0 < a _< +~, to ¯ R (to ¯ Tr). Then ~,(t) is 
to be the maximal solution of (1.5.3) if for every solution u(t) -~ u(t; t0,x0)
of (1.5.3) existing on J, the following inequalities hold

(1.5.4) u(t) <_~/(t), t ¯ g, to ¯ R 

A minimal solution is defined similarly by reversing the inequality (1.5.4).

Proposition 1.5.1. Let U: ~ × Af ~ Rm×’~, U(t,x) be locally Lip-
schitzian in x. Assume that

(1) function g ¯ C(TrxRnxR+,R), g(t,O,O) = 0 existsforall t 
such that

D+v(t,x,a)[(1.2.~ ) <_g(t,x,v(t,x,a)) for all (t,x,a) xJ~fx Rm;

(2) solution x(t) = x(t;to,Xo) of system (1.2.7) is definite and 
nuous for a11 (t; to, x0) ¯ To × Tr × Af;

(3) maximal solution of the comparison equation

du
d--~ = g(t,x,u), u(to) = uo, x(to) 

exist for all t ¯ T~.

Then the estimate

v(t,x(t),a) <_ r(t;to,xo,uo) for all 

holds whenever v(to, xo, a) <_ uo.

For the proof see monographs by Lakshmikantham, Leela, et al. [1].
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Proposition 1.5.2. Let U: ~ x Af -~ R"~×’~, U(t,x) be locally Lip-
schitzian in x. Assume that

(i) function g 6 C(Tr x n xR+, R) exists such tha

D+v(t,x,a)[(1.2.~ ) >_ g(t,x,v(t,x,a)) for all (t,x,a) e T~ x Af 

(ii) solution of system (1.2. 7) is definite and continuous for (t; to, xo)

To x ~ x.,V’;
(iii) minimal solution r- (t; to, xo, wo) of the comparison equation

d-~ = g(t, x, w), w(to) = wo 

exists for all t ~ 7"~.

Then inequality v(t, Xo, a) >_ wo yields the estimate

~(t, x(t), ~) >_ ~- (t; to, xo, ~,o)
for all t ~ ~.

Propositions 1.5.1 and 1.5.2 are a scalar version of the principle of com-
parison with the matrix-valued function.

In the monograph by Zubov [4] the following assertions are proved.

Corollary 1.5.1. Let

(i) function (1.5.1) obey the bilateral inequality

~(t)~~(t) < ~(t, ~, ~) <_ ~2(t)~~(t),

where ~oi(t) > 0 for all 6 Toandp(t)= (xT(t to, Xo)x(t; to, Xo))
(ii) function g(t, x, v) satisfy the estimates

--¢1 (t)p2(t)

where ¢i(t) _> 0 for all t 6 To and functions ¢i(t)/qoi(t), i = 
are integrable.

Then for the solutions of system (1.2. 7) the estimates

1 1 ¢~(~)
<: Po~2~ (t0)~- ½ (t) exp - ~ dT

to

are valid for all t 6 To and to 6
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Corollary 1.5.2. Let

(i) function (1.5.1) obey the bilateral inequality

qo~ (t)ph (t) _< v(t, x, a) <_ qo~ (t)p~= (t),

where ~oi(t) are piece-wise continuous positive functions given for
all t E A = [to,to +T], 11 >_ 12 are positive numbers;

(ii) function g(t, x, v) satisfy the estimates

-¢1 (t)p~’ (t) < g(t, x, v) < -¢~.(t)p~2 (t),
where ¢i(t), i = 1, 2 are positive piece-wise continuous functions

for all t ~ A, kl ~ k2.

Then for the solutions of system (1.2. 7) the estimates

1 1

to

are valid for all t ~ A, v0 = v(to,xo,a), Ai = ~, ,~i > 1 for i = 1,2.

Corollary 1.g.3. Let both conditions (i) and (ii) of Corollary 1.5.2 
satisfied ~mcl Ai > 1, i = 1, 2. Then for !1 = 12 = l the solutions of system

(1.2. 7) satisfy the estimate

~o;l(t)vo 1 + (~1 - 1)v~~-1 I~(’~la~ <_ o(t)

~ ~r~(t)Vo 1 + (A2 - 1)v~’-~ f~(~)d~

~o

for all t ~ A, where

{¢l(t)~i-~’ (t)
¢1(t)~~’ (t)

t"¢2( )~2 (t)
¢~ ~1 (~)

if ~)l(t) ~ 

if ¢1(t) < 
if ¢2(t) > o,
if ~)2 (t) < 
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Corollary 1.5.4. Let both conditions (i) - (ii) of Corollary 1.5.2 be 
tisfied and A1 = A2 = 1. Then for ¢i _> O, i = 1,2 every solution ofsystem

(1.2. 7) satisfies the estimates

qo~l(t)vo exp ¢l (s)~o-~l(s) as <_ p(t)
x tO

for all t ¯ A.

< ~?l(t)vo exp -

to

Definition 1.5.4. All vector functions of the type

(1.5.5) L(t, x, b) = AU(t, x)b,

are attributed to the class VL.
Here U ¯ C(T~ x Af, R’~×m), A is constant m x m-matrix, and b 

m-vector.

For the vector function (1.5.5) we calculate

(1.5.6) D+L(t, x, b)[(1.9..7) AD+U(t, z)

for all (t, x, b) ¯ T~ x Af x R~.

Proposition 1.5.3. Let U: Tr x Af --r Rre×m, U(t,x) be locally Lip-
schitzian in x. Assume that

(1) constant m x m-matrix A, a v ector b ¯ Rr~,a vecto r y ¯ R m

and a function a ¯ K exist such that

yWL(t, x, b) >_ a(llxll)

for all (t, x, b) ¯ 7"r x Af x Rr~;
(2) vector function G ̄  C(7-~ x n xRm, Rm) is such that G(t , x, u)

is quasimonotone nondecreasing in u for any t ¯ Tr and

D+L(t, x, b)1(1.2.7) < G(t, x, L(t, x, b));

(3) solution x(t) = x(t;to,xo) of system (1.2.7) is definite and 

tinuous for (t;to,xo) ¯ Tr x Ti x Af and the maximal solution
w + (t; to, Wo) of the comparison system

d--[ = G(t,x,w), w(to) 
exists for all t E T~.
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Then the inequaJity L( to, Xo, b) <_ ~0 implies the estimate

(1.5.7) L(t, x(t), < w+(t; to, x0, w0)

for all t¯ ~.

Besides, estimate (1.5.7) holds component-wise.
The proof of Proposition 1.5.3 is similar to that of Theorem 3.1.2. from

Lakshmikantham, Leela, et al. [1].

1.6 Liapunov-Like Theorems

There are several directions in stability theory to search for new conditions
which weaken one of other suppositions of the original Liapunov’s theorems.
We recall the classification of these directions:

(1) search of minimal weak assumptions on the properties of auxiliary
functions (semi-definite functions, integral positive functions, etc.);

(2) modification of assumptions on the properties of total derivative 
scalar function along solutions of perturbed motion equations;

(3) construction and application of multicomponent auxiliary functions

(vector, matrix-valued, metafunctions).

It is natural to expect the development of both the first and the second

directions within the framework of the third one.
Further on this section basic theorems of the direct Liapunov method

are set out in terms of the matrix-valued functions. Also, main definitions
of the class of matrix-valued functions are presented, here.

1.6.1 Matrix-valued function and its properties

Together with the system (1.2.7) we shall consider a two-indices system 
functions

(1.6.1) V(t,x) [v~(~,~)], i, j = 1, 2,...,,~,

where v~ ¯ C(Tr x R’*,R+), and v~j ¯ C(T~ x n,R) f or a ll i ¢ j.
Moreover the next conditions are making

(i) vlj (t, x) are locally Lipschitzian in 
(ii) v~j(t,O) for all t ¯ R (t ¯ T~), i, j = 1,2,... ,m;

(iii) v~j (t, x) = v~.~ (t, x) in any open connected neighborhood Af of 

x = O for all t e R+
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Let y E /~rn, y ~ 0, be given. By means of the vector y and matrix-

valued function (1.6.1) we introduce the following function

v(t, x, y) = yWU(t, x)y.

The following definitions will be used throughout the book, which are
based on the corresponding results by Djordjevid [3], Grujid [2], Hahn [2],
Krasovskii [1], Liapunov [1], and Martynyuk [3-7].

is:

Definition 1.6.1. The matrix-valued function U: Tr × Rn -~ Rmxm

(i) positive semi-definite on Tr = [r, +~), r E R iff there are time-
invariant connected neighborhood Af of x = O, Af C Rn, and vector
yERm, y#0 such that

(a) v(t,x,y) is continuous in (t,x) ~ 7"~ x Af × Rm;

(b) v(t, x, y) is non-negative on A;, v(t, x, y) >_ for al l (t , x,

O) e T~ x Af x m and
(c) vanishes at the origin: v(t, 0, y) = 0 for all (t, y) E T~ Rm;
(d) iff the conditions (a)- (c) hold and for every t e T~, there 

w E Af such that v(t,w,y) > 0, then v is strictly positive
semi-definite on

(ii) positive semi-definite on 7-r x S iff (i) holds for Af = ~q;
(iii) positive semi-definite in the whole on 7-r iff (i) holds for Af 
(iv) negative semi-definite (in the whole) on 7"r (on Tr x Af) iff (-v) 

positive semi-definite (in the whole) on Tr (on T~ x Af), respectively.

The expression "on 7"~" is omitted if[ all corresponding requirements
hold for every ~ E R.

Definition 1.6.2. The matrix-valued function U: ~ x Rn -~ R"~×’~

is:

(i) positive definite on ~, ~ ~ R, iff there are a time-invariant con-
nected neighborhood iV" of x = O, Af _c Rn and a vector y ~ Rm,

y ¢ 0 such that it is both positive semi-definite on Tr x Af and
there exists a positive definite function w on A/’, w: Rn -~ R+,
obeying w(x) <_ v(t, x, forall (t, x, y) ~Tr x Af x R’~

(ii) positive definite on T~ x S iff (i) holds for Af = 
(iii) positive definite in the whole on T~ iff (i) holds for fl/"
(iv) negative definite (in the whole) on 7"r (on 7-~ x Af m)iff (-v)

positive definite (in the whole) on Tr (on Tr x.h/’x Rm), respectively;
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(v) weakly decreasing on ~ if there exists a Aa > 0 and a function
a e CK such that v(t,x,y) < a(t, Ilxll) as soon as Hxll < A1 and
(t, y) e T~ x

(vi) asymptotically decreasing on "]-r if there exists a A2 > 0 and a
function b ¯ KL such that v(t,x,y) < b(t, llxll ) as soon as I]xll <

As and (t, y) ¯ T~ Rm.

The expression "on T~" is omitted iff all corresponding requirements
hold for every ~- ¯ R.

Proposition 1.6.1. The matrix-valued function U: R x Rn -~ Rrnxm

is positive definite on Tr, ~- ¯ R iff it can be written as

yTu(t, x)y = yTU+(t, z)y a(llxll),

where U+ (t, x) is positive semi-definite matrix-valued function and a ̄  K.

Definition 1.6.3. (cf. Gruji6, et al. [1]). Set v¢(t) is the largest con-
nected neighborhood of x = 0 at t 6 R which can be associated with a

function U: R x Rn -~ Rmxm so that x ¯ v¢(t) implies v(t,x,y) < 
y¯Rm.

Definition 1.6.4. The matrix-valued function U: R x Rn --+ Rs×s is:

(i) decreasing on T~, ~" ¯ R, if[ there is a time-invariant neighborhood
Af of x = 0 and a positive definite function w on A/’, ~: Rn --r R,
such that yWU(t, x)y <_ ~(x), for all (t, x) ¯ T~ x A/’;

(ii) decreasing on 7"r x S iff (i) holds for Af = 
(iii) decreasing in the whole on ~ iff (i) holds for A/" = ~.

The expression "on "/-r " is omitted if[ all corresponding conditions still
hold for every T ¯ R.

Proposition 1.6.2. The matrix-valued function U: R x Rn -+ Rmxm

is decreasing on ~, ~- ¯ R, iff it can be written as

yTu(t, z)y = yTu_ (t, x)y b(llxll), (y # 0) m,

where U_(t,x) is a negative semi-definite matrix-valued
and b¯ K.

is:

function

Definition 1.6.5. The matrix-valued function U: R x R~ ~ R"~x’~

(i) radially unbounded on Tr, r ¯ R, iff Ilxll-+ ~ implies yTU(t, x)y 
+cx~, for all t ¯ Tr, y ¯ Rm;

(ii) radially unbounded, iff Ilxll --r ~x~ implies yWU(t, x)y -+ q-oo, for all
t ¯ "Fr, and for all 7- E R, y ¯ R"~, y ~ 0.
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Proposition 1.6.3. The matrix-valued function U: 7-r x Rn -+ Rm×m

is radially unbounded in the whole (on T~ ) iff it can be written 

yTu(t,X)y : yTU.b($,x)y-[-a([[x[[ ) for all x e an,

where U+(t,x) is a positive semi-definite matrix-valued function in the

whole (on Tr) and a E K 

For the proof of Proposition 1.6.1-1.6.3 see Martynyuk [9, 20].

1.6.2 A version of the original theorems of Liapunov

The following results are useful in the subsequent sections.

Proposition 1.6.4. Suppose re(t) is continuous on (a, b). Then re(t)
is nondecreasing (nonincreasing) on (a, b) 

D+m(t) >_0 (<_0) every t E (a ,b ),

where

D+m(t) li msup {[m(t + 8) - m(t )]8-1 : 8 -+

Following Liapunov [1], Persidskii [1], and Yoshizawa [1] the next result
follows (see Martynyuk [20]).

Theorem 1.6.1. Let the vector function ] in system (1.2.7) be conti-

nuous on R x Af (on Tr x fir). If there exist

(1) an open connected time-invariant neighborhood ~q C_ Af of
point x = O;

(2) positive definite on Af (onTr xAf)matrix -valued function U ( t,

and vector y ~ Rm such that function v(t,x,y) = yWU(t,x)y 
locally Lipschitzian in x and D+v(t, x, y) <_ 

Then

(a)

(b)

the state x = 0 of system (1.2. 7) is stable (on Tr), provided U(t, 
is weakly decreasing on Af (on Tr x Af);

the state x = 0 of system (1.2. 7) is uniformly stable (on Tr), 
vided U(t, x) is decreasing on Af (on Tr x Af).
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Corollary 1.6.1. Assume that the functions vii(t, x) in (1.6.1) are con-
tinuously differentiable for all (t, x) E T~ x Af, and

m m

(1.6.2) Dv(t,x,y)[(1.2.7) = ~, ~y,yjDv,~(t,x)[(1.2.7
i=1 j----1

If there exist functions Oij(t,x,y), #)ij(t,O,y) = 0 for y # 0 for all i, 
i, 2,..., m, such that

(1.6.3) yiyjVvij (t, x)[(1.2.7) -~ ~ij (t, 

for all (t, x) ~ Tr x Af, then (cf. Djordjevid [3])

(1.6.4) DvM(t,x,y)[(1.2.7) ~’~¢ij(t,x,y) = eWO(t,x,y)e,
i=1 j=l

where e = (1, 1,..., 1)w E R~.

Further we denote

1 [¢(~, ~, v) + cT(t, ~, V)](1.6.5) B(t, x, y) = 

and assume that there exist comparison functions Wl([[x[D,...,
of class K and matrix/~(t, x, y) such that

(1.6.6) eTB(t, =, y)e <_ ~T(llxll)h(~, =, Y)~(ll=ll)

for all (t, x, y) E T~ x A/" x m.

Compile the equation

(1.6.7) det [~(t, x, y) - AE] = 

where E is an m x m identity matrix. Designate the roots of this equation by

Ai = Ai(t, x, y), i = 1, 2,..., m. It is easy to verify that DvM(t, x, y) <_ 
in domain Tr x Af x Rm if

(1.6.8) A~(t,x,y) <_ for al l i = 1,2 .. .. ,m,

and all (t, x, y) e Tr x A/" Rra.

Conditions (1.6.8) together with the other conditions of Theorem 1.6.1
is a sufficient test for stability and uniform stability of the state x = 0 of
system (1.2.7).
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Theorem 1.6.2. Let the vector function f in system (1.2.7) be conti-
nuous on R x Rn (on T~ x Rn). If there exist radially unbounded positive

definite in the whole matrix-valued function U E C (R x "~, Rre×m) (or
U ~ C (T~ x n, Rre×m) ( on T~) a nd vector y ~ "~suchthat thefunction
v(t, x, y) = yTU(t, x)y is locally Lipschitzian in x 

D+v(t,x,y)[(1.2.7 ) <_ 0 for all (t,x) ~ R x n

(for all (t, e 
Then

(a) the state x = 0 of system (1.2.7) is stable in the whole (on
provided U(t, x) is weakly decreasing in the whole (on ~ 

(b) the state x = 0 of system (1.2. 7) is uniformly stable in the whole
(on Tr), provided U(t, x) is decreasing in the whole (on 

Remark 1.6.1. If f is locally Lipschitzian on R x Af (on Tr) then U 
the preceding theorems is also locally Lipschitzian on R x Af (on T~) which

enables effective calculation of D+U via Theorem 1.6.1.
Following Grujid, et al. [1], Hahn [2], Liapunov [1], Massera [1, 2], Yoshi-

zawa [1] the next result follows (see Martynyuk [20]).

Theorem 1.6.3. Let the vector function f in system (1.2.7) be conti-

nuous on R x Af (on T~ x Af). If there exist

(1) open connected time-invariant neighborhood ~ C_ Af of the
point x = O;

(2) positive definite on ~ (on T~ x ~) matrix-valued function U(t, 

a vector y ~ R"~ and positive definite on ~ function ¢ such that
the function v(t, x, y) = yTU(t, x)y is locally Lipschitzian in x 

V+v(t,x,y)[(1.~.7 ) <_ -¢(x) for all (t,x,y) ~ R x ~ "~

(retail (t,x,y) 6 % x ~ x R’~).

T~en

(a) iff U(t, x) is weakly decreasing on ~ (on ~ x ~), stat e x = 0
of system (1.2.7) is asymptotically stable (on Tr);

(b) iff U(t, x) is decreasing on g (on Tr x g), the state x = 0 of system
(1.2. 7) is uniformly asymptotically stable (on Tr).

According to Barbashin and Krasovskii [1, 2] and Grujid, et al. [1], and
the preceding proof in which we choose ~ ~ KR it is easy to prove (see
Martynyuk [20]).
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Theorem 1.6.4. Let the vector function f in system (1.2. 7) be conti-
nuous on R x R’~ (on T~ x R"). If there exist radially unbounded positive

definite in the whole matrix-valued function U(t, x) E C (R n,Rmxm)

(or U(t,x) ~ C (Tr n,Rre×m) (on 7-~), a ve ctor y ~ R"and apositi

definite in the whole function O, such that the function

v(t, x, y) = yTU(t, 

is locally Lipschitzian in x and

D+v(t,x,y)[(1.2.r) < -O(x) for all (t,x,y) ~ R n x Rm

(/or all (t,

Then

(b)

if[ U(t, x) is weakly decreasingin the whole (on 7"~), the state z 
of system (1.2. 7) is asymptotically stable in the whole (on 
if[ U(t, z) is decreasing in the whole (on %), stat e z = 0
of system (1.2. 7) is uniformly asymptotically stable in the whole

(on ~ ).

Corollary 1.6.2. Assume in domain
(1.6.7) obey one of the conditions

Tr x A/" the roots Ai(t,x,y) of

(1.6.9) Ai(t,x,y) _< -6, ~ = const > 0, i = 1,2,...,m

or

< -~(t), / J(s)ds = +oo.Ai(t,x,y)

to

Then, DvM(t,x,y)[(1.9~.7) < 0 and the solution x = 0 of system (1.2.7)
is asymptotically stable.

If conditions (1.6.9) holds for all (t, x) e T~ n,the equilibrium stat e
x = 0 of system (1.2.7) is asymptotically stable in the whole (on T~).

Corollary 1.6.3. (cf. Zubov [1]). Let /~(oo, x, y) = C, where C is an

m x ra constant matrix and the equation

det [C - ~,E] = 0
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have the numbers 121,... , IArn a8 its solutions. If the matrix l~(t, x, y) 

continuous for x = 0 and t = c~ and

(1.6.10) Reui<-(i, b=const>0, i=1,2,...,m,

then DvM(t, x, y) <_ -~([[x[[), where ~([[x[[) is some function of class K.

Proof. In view of (1.6.5)- (1.6.7) the expression (1.6.9) is reduced 

ovM(t, ~, Y)[(I.~..~) < ~T(~H)C~(~) + ~T(~I~D[~(~, ~, ~) - C]~(~I).

The continuity of matrix ~(t, x, y) implies that [~(t, x, y) -C] ~ 

[[x[[ ~ 0. In this c~e, T > 0 ~d ~ > 0 are found for any e > 0 such
that [[~(t, x, y) - C[[ < e whenever t > T and [[x[[ < b. Therefore

DVM(t, x, y)[(1.2.7) ~ ~M(C)wT(II~II)wT(II~II) +

= (--~M(C) ~)wT(~lx~l)w(ll~l).
Hence, it follows that

-g < O. Since w(llmll) is of cl~s K, ~(I[~H) of cl~s K found such that
O([~x$[) wT(I[~[~)~(I~I) ¯ Fi nally we obtain DvM(t,x,y) < - ~(~ll).
Condition (1.6.10) together with the other conditions of Theorem 1.6.4
ensure ~ymptotic (uniform ~ymptotic) stability of the state x = 0 of the
system (1.2.7).

Following He ~d Wang [1], and Kr~ovskii [1] it is easy to prove the
following result (see Martynyuk [14, 20]).

Theorem 1.6.5. Let the vector &nction f in system (1.2. 7) be conti-

nuous on R x ~ (on ~ x ~). If there exis~

(1) ~ open connected tim~invari~t neighborhood
point x = O;

(2) matrix-~ued &n ction U( t, x) ~d a v ec¢or y ~ m s~ch that
the &nction v(t, x, y) = yWU(t, x)y is locally Lipschitzian in 

(3) &nctions ~, ~2 e K ~d a positive reM number ~ ~d positive
integer p such that

wl[zl~~ ~ v(t,x,~) 
and

ffor ai~ (t,x,~#O) eT~ xgxR").
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Then, if[ the comparison functions ~1 and ~2 are of the same magnitude,
the state x -- 0 of system (1.2. 7) is exponentially stable (on T~).

Remark 1.6.~. The statement of Theorem 1.6.5 remains valid, if

~l([[z[[) = r/2[lz[[ p and ~2([[z[[) = ~s[[z[[ ~, ~, ~ = const > 0.

Theorem 1.~.~. Le~ ~he vector fanc~ion ~ in system (1.~.7) be conti-

nuous on R x R~ (on ~ x R~). If ~here exis~

(1) radially unbounded positive definite in ~he whole matrix-vdued
function U(~,z) 6 C(RxRZ mxm) ( or U (~,z) 6 C(~ xR
RmX~)) (on ~) ~d vector ~ 6 ~ such t ha~ ~he f unction

v( t, ~, ,~) = u~u ( t, 

is locally Lipschitzian in x;
(2) functions ¢1, ¢2 E KR, a positive real number ~h and positive

integer q such that

v(t,z,y) _< ¢1(11x11) for all (t,x, y # 0) e n × n"~
and for all (t, x, y ~ 0) e T~ x n xR"~

and

D+v(t,x,y)[(~.2.¢) -¢2(1[x[[) for all (t,x , y ~ O)E R x~ x RTM

and for all (t,x,y~0) eTr nxR’n.

Then, ff the comparison functions ¢1, ¢~. are of the same magnitude, the

state x = 0 of system (1.2. 7) is exponentially stable in the whole (on T~).

Remark 1.6.3. The assertion of Theorem 1.6.6 remains valid, if
~([[x[[) = ~?2[[x[[~ and ~o2([[x[[) = ~/3[[x[[~.

Proposition 1.6.5. In order that the state x = 0 of system (1.2.7) 
exponentially stable (on 7"~) in the whole, it is necessary and sufficient for
it to be exponentially stable (on "l-r) and uniformly asymptotically stable
in the whole (on "Fr).

Following Zubov [4] we shall formulate and prove a result on instability

(see Martynyuk [20]).
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Theorem 1.6.7. Let the vector function f in system (1.2. 7) be conti-

nuous on R x Af (on Tr x Af ). If there exist

(1) an open connected time-invariant neighborhood ~ C_ N" of the

point x = 0 ;
(2) amatrix-valuedfunction U(t,x) ¯ CI,I(R x G,Rre×m) or U(t,x)¯

C1’~ (Tr x G, m×’~) and avector y ¯ Rmsuch that thefunction
v( t, x, y) -= yTU ( t, x )y is strictly positive semi-definite (on Tr 
satisfies the relation

dv
dt

where ~(x) is a positive semi-definite function on 

(3) anumber e > 0 such that when 5 > 0 (~ < e) for continuous
on To x R x ~ (on To x 7"r x ~) solution X(t;to,Xo) of system
(1.2.7) which satisfies the condition [[xo[[ < 5, v(to, xo) > implies

[[X(t;to,Xo)[[ < e for all t ¯ (f or all to ¯ Tr) the inequality

[v(t, X(t;to,Xo), y)l >-v(to,xo,y) exp (,fo )

does not hold for all t >_ to, to ¯ R (to ¯ TT), t ¯ TO.

Then and only then the state x = 0 of system (1.2.7) is unstable (on 

We return back to system (1.4.4) and set out one instability test for the
equilibrium state x = 0.

Let

= ¯ # o,
where U(x) ¯ C~(Rn, Rm×m), U(x) is a matrix-valued function with the
elements vi~.(x), i, j = 1, 2,..., 

We assume that the functions 8i~(x,y): i~i1(O,~?) -- O, 8ij(x,y) ~ 
x ~ O, ~? ~ O, Oij: Rn x Rm ~ R for all i, j = 1,2,...,m such that

~i~7jDvij(x)[(1.4.4) )_ ~ij(x,~7), j = 1,2,... ,m.

In view of (1.6.2) and (1.6.10) one gets (cf. Djordjevid 

Dv,.,,(x,~)lCl.a.a) >_ ~ ~ O,~(x,~) = eTOCx,~le.
i=1 j=l
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Designate
1

H(x, r/) = ~ [e(x, r/) OT(x, r/ )l

mad assume that there exist functions w,(llxll),...,wm(llxll) of class 
and a matrix/~(x, 7) such that

eTH(x,, )e > wT(llxll)/ (x,
Compile the equation

det [/~(x, r~) - AE] = 

and assume that

(1.6.11) ReA~(x,y)>0 forall (x,y) m, i=l,2 ,...,m.

Moreover, it is easy to verify that

Dvra(X,r~)[(1.4.4) > 0 for all (x,~]) e A/" Rm.

This means that condition (1.6.11) together with the other conditions
of Theorem 1.6.7 are a sufficient instability test for the state x = 0 of
system (1.4.4).

1.7 Advantages of Cone-Valued Liapunov Functions

Let B denote a compact metric space, and (Rn, [[ ¯ [[) be an n-dimensional
Euclidean space with any convenient norm ([[. [[) and scalar product. Carte-
sian product B x Rn = E with projection p: E -~ B is a phase space for
a given comparison system.

Definition 1.7.1. A proper subset K C Rn is said to be a cone if:

(i) aK C K, for all a _> 
(ii) K+KcK;

(iii) K =/~;
(iv) Kf](-K) = {0} and
(v) inf K = ° i s nonempty.

Here R denotes the closure of K and K° denotes the interior of K.
The order relation on Rn induced by the cone K is defined as follows: let

ul, u2 ~ K, then

ul_<u2 iff (u~-u2)~K and

ul <u2 iff (ul-u2)~K°.
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Definition 1.7.2. The set K* is called the adjoint cone if K* defined

by K* = {~o E Rn: ~o(x) _> 0 for all x e K}, where ~o(x) denotes the scalar
product (~o, x) is called the adjoint cone and satisfies the properties (i) - 

of Definition 1.7.1.

Definition 1.7.3. A function g: R+ x Rn -~ Rn is said to be quasi-

monotone in u relative to the cone K, for each t fi R+ if for all (t, u), (t, 
~ R+ x Rn and u-v fi K imply that there exists z ~ K~ such that
(z, u - v) = 0 and (z, g(t, u) - g(t, v)) 

1.7.1 Stability with respect to two measures

We demonstrate the application of cone-valued function in investigating the
stability of system (1.2.7) (not necessarily the state x = 0) with respect
to two different measures. Following Lakshmikantham, Leela, et al. [1], we
will use classes of comparison functions (v) - (viii) from Definition 1.4.3.

For system (1.2.7) the notion of stability with respect to two measures
is formulated as follows.

Definition 1.7.4. The solution y(t;to,Yo) of system (1.2.2) is (Po,P)-
equi-stable, if given e > 0 and to E R+, there exists a function J =
J(t0, e) > 0 continuous in to for every value of e and such that

p(t, y(t; to, yo)) < e for all > to

whenever po(to, Yo) 

Based on this definition, it is easy to formulate many definitions of sta-
bility, boundedness, and practical stability, provided an appropriate choice
of the measures P0 and p from the classes Ado and Ad, respectively.

Further the dynamical properties of system (1.2.2) are associated with
the dynamical properties of the comparison system

dw
(1.7.1) d--~- = g(t,w), w(to) = wo >_ 

where g E C(R+ x K, Rm).

Definition 1.7.5. Let q0 and q be of class ¢. We claim that the solution
w(t; to, wo) of system (1.7.1) is (q0, q)-equi-stable, if given ~3 > 0 and to E
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R+, there exists a positive function c~ = a(to,f~) > 0 continuous in to for
every f~ and such that

q(w(t;to,wo))<~ for all t>O

whenever qo(wo) < 

Within the framework of the direct Liapunov method and principle of
comparison with the cone-valued function L E C(R+ x ~ xRm,K),
L(t, x, y) is locally Lipschitzian in x with respect to cone K, its total de-
rivative D+L(t, x, y) is considered as well as the majorizing vector function
g(t, w), g ~ C(R+ x K, R’~), g(t, is quasimonotone nondecreasing in w
with respect to cone K for every t ~ R+.

The next statement is a general result of the principle of comparison
with the cone-valued function.

Theorem 1.7.1. For system (1.2.2) it is assumed that
(1) for given measures Po and p of class A4 there exist a function ~ 

the class K and a constant A > 0 such that p(t,x) < ~(po(t,x))
whenever po(t,x) < 

(2) for given measures qo and q of class ̄  there exist a function ¢ of
the class K and a constant A1 > 0 such that q(w) < ¢(qo(w))
whenever qo(w) 

(3) there exist functions L(t, x, y) = AU(t, x)y, L ~ C(R+ n x
Rm, K), L(t, x, y) is locally Lipschitzian in x with respect to cone
K and functions g ~ C(R+ x K, Rm), g(t,w) is quasimonotone
nondecreaslng in w with respect to cone K for every t ~ R+ such
that

D+L(t, x, Y) [(Lu.~.) g(t, L(t, x, y))

for all (t, x) e S(p, h) = {p e Jr[ : p(t, < h};
(4) there exist constants As > 0 and A4 > 0 and functions a and b of

class K such that
(a) b(p(t,x)) < q(cTL(t,x,y)) for all ;(t,x) < As, c 

c>O;
(b) qo(cTL(t,x,y)) < a(po(t,x)) for all po(t,x) 

Then the dynamical (Po, p)-properties of solutions of system (1.2.2) 
low from the dynamical (qo, q)-properties of solutions of comparison sys-
tem (1.7.1).

This theorem as well as the theorems of the type characteristic for the
comparison principle is proved for a given specific dynamical property of
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solutions of the comparison system (1.7.1), for example, (qo, q)-equistability,

(qo, q)-uniform stability, etc. (see Lakshmikantham and Papageorgiou [1]).

Example 1.7.1. Consider the system

dx
- xy2e-~H(t,x,y),

dt
(1.7.2)

dy = ~e_~x2yH(t,x,y) ÷ -~ ye 

dt

where H(t, x, y) > 0 is a continuous function in the domain S(p, h). We
take L1 = x2 and L2 = e-~y~ so that

(1.7.3) D+L~(x)l(~.7.2 ) <_ O, D+L2(y)I(1.7.2) <_ -~D+L~(x),

where f~ > 0.
Designate q(w) = wl, qo(w) w~+(l+~)wl, Po= x2 +Y9and p = x2.

The application of the method of vector functions does not allow study-
ing (po, p)-equi-stability of system (1.7.2).

Consider the cone K a= (V = d~w~ + d2wu, w~ > 0, i = 1, 2}, where
d~ = (1, __~)W, and d~ = (0, 1)w.

It is easy to find that D+V(t,x)[(~.~.u) <_ in thedomain S(p,h), and

q(V(t,x)) = L~(t,x) > b(p(t,x)) if p(/,x) 

qo(V(t, x)) = L~(t, (1 + ~)L~ (t, x ) <_a(t, po(t, x))(1 

if po(t,x) < A4.

By Theorem 1.7.1 the solution of system (1.7.2) is (Po, p)-equi-stable.

1.7.2 Stability analysis of large scale system

Assume that the mathematical decomposition of system (1.2.7) is carried
out into m interconnected subsystems

(1.7.4)
dxi
d--~- = fi(t, xi) + g~(t, xl,...,Xm), 1,2,...,m,

where xi e Rn’, fi e C(Tr xRn’,Rn’), gi e C(Tr n’ x. ..×Rnm,Rn’),

n~ +n2+."+nm = n, f~(t,O) =0, gi(t,O,...,O) = 0, i = 1,2,...,m.
The functions fi(t, xi) in (1.7.4) represent isolated decoupled subsystems

(1.7.5)
dxi
d---~ = fi(t, xi), xi(to) = xio, i = 1,2,...,m.
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Let for the subsystems (1.7.5) the functions vi ¯ C(Tr × Aft, R+) exist,
All C_ R’~, which satisfy the Lipschitz condition

Ivi(t, xi) - v~(t,Y~)l <- n~llx~ - Y~II, 1,2,... ,m

for all (t, xl), (t, yi) ¯ T~ × Aft, L~ > 0, i - 1, 2,..., 
The interconnection functions gi(t, xl,..., Xm) between the subsystems

(1.7:5) may be described in various ways, for example (see ~iljak [1])

grit, x) = g~(t, eilxl, e~x2,...,

where eij ¯ C(T~ × n, [0, 1 ]) a re t he elements of mx m in terconnection

matrix E = (eij) of fundamental interactions.
The m × m fundamental interconnection matrix/~ = (~ij) corresponding

to the system (1.2.7) has one row and one column for each subsystem, and
the elements g~j are defined as

1, xj occurs in gi(t,x),
~J = 0, xj does not occur in g~(t,x).

Therefore, /~ is the standard interconnection matrix, which has binary

elements ~ij: 1 if j-subsystem of (1.7.4) can act on/-subsystem of (1.7.4),
and 0 if j-subsystem of (1.7.4) cannot act on/-subsystem of (1.7.4).

Following ~iljak [1] an m x m interconnection matrix E = (e~j) is said 

be generated by an m x m fundamental interconnection matrix /~ = (~ij)

if ~ = 0 implies e~j = 0 for all i, j = 1,2,...,m
We recall some notions used in the subsequent presentation.

Definition 1.7.6. (Newman [1]). An m m-matrix A = (aij) is the

Metzler matrix, iff
<0, i=j

ai~ = > 0, i

for all (i, j) ¯ [1, m].

Note that according to Kotelyanskii [1] and Sevastyanov [1] the Metzler
m x m-matrix A is stable, i.e. ReAi(A) < 0, 

Jail a12 ... alk

(-1)k ".

[ akl ak2 . ¯ ¯ akk

>0 forall k=l,2,...,m.
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Definition 1.7.7. (~iljak [1]). The equilibrium state x = 0 of system
(1.7.4) is uni]ormly connective stable, if for any e > 0 a 5(6) > 0 exists
such that

[[x(t;to,xo)[[ < e for all t E T~ whenever [Ixo[I < 5 for all E

Definition 1.7.8. (~iljak [1]). The equilibrium state x = 0 of sys-
tem (1.7.4) is uniformly asymptotically connective stable, if it is connec-

tive stable and, besides a ~ > 0 exists such that whenever [[x0[[ < #,
lim [[x(t;to,Xo)[[ = 0 for all E e ~.

In order to analyse the connective stability of system (1.7.4) Ladde [1]
used the comparison system

du
(1.7.6)

d-~ = A(u)W(u), u(to) = Uo 

where u E R~, W(u) = (wl(ul),w2(u2),... ,Win(Urn)) T and wi ~ SK =
{z ~ C(R+, R+) : z(O) = O, z(r) is strictly increasing in r}, i = 1, 2,..., m.

Ladde further assumed that A(u) is an m x m matrix function defined
on R~ into R"~×’~ with coefficients defined by

{-qj(uj) + ~ijqjj(uj) for i = j,
aij(u) ~¢qij(u)

for i # j,

where qi: R+ -~ R+, and qi~ ~ C(R’~, R+).

The following results is due to Ladde [1] (see also Akpan [1]).

Theorem 1.7.2. Assume tha~:

(1) (a) qi(uj) > qii(u~), uj e R+, j = 1,2,... ,m,

i,j=l,2,...,m, q>0, d~>0;
(2) Ca) W~l(llx~ll) v~(~,x~) ~ w~(llx~ll), i = 1,2,...,m,

(b) n+v~(~, ~)[C~.~.~) ~ q~(v~(~, ~))~ (v~(~, ~)),
i ~ 1,2,...,m;

m

(3) Ila~(~,~,...,~)ll ~ ~ e~g~(v(~,~))~(~(t,~));

(4) I~(t,o) = a~(t,o,... ,0) = 0 for ~I t e R+, i = L2,...,m.
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Then the equilibrium state x -- 0 of system (1.7.4) is asymptotically
stable.

Theorem 1.7.2 is a typical result in the stability analysis of large scale

system via the method of vector Liapunov functions.

Comment 1. Condition (2)(a) of Theorem 1.7.2 means that the func-
tions vi(t, xi), i = 1, 2,..., m, are positive definite, decreasing and radially
unbounded (in investigation of stability in the whole of the state x = 0 of
system (1.7.5)). The assumption A(u) contained in (1.7.7) implies tha
the comparison matrix function A(u) must be Metzler with quasi-dominant
main diagonal property. This means that if the comparison matrix is nei-
ther Metzler nor possesses the restrictive quasi-dominant diagonal property,

then the method fails to yield the required stability results.

Comment ~. Condition (3) of Theorem 1.7.2 established the limits 
changing of the interaction functions gi (t, x) between the subsystems (1.7.5)
without distinguishing their stabilizing or destabilizing effect on the dynam-
ics of the whole system (1.7.4).

Comment 3. Condition (4) of Theorem 1.7.2 means that the state x -- 
is the only equilibrium state of system (1.7.4) and in this state the sub-
systems (1.7.5) do not interact one with the other, because gi(t,O,...,O)

-- 0 for all i = 1,2,...,m. Therefore, in this state the interconnections
do not effect the dynamical behavior of system (1.7.4), whereas the subsys-
tems (1.7.5) possess the property of asymptotic stability (on Tr). However,
because of the physical continuity principle the stability analysis of sys-
tem (1.7.4) is made actually in the presence of small interactions in the
neighborhood of the equilibrium state x -- 0.

We shall present now a typical result obtained via application by cone-

valued function.

Assumption 1.7.1. There exists a vector cone-valued function

L E C ( R+ x l) , K ) , I) C_ Af n 

where K is an arbitrary cone in R’~, functions qij (u), qij 6 C(P, R), Hi(u),
H ~ C(P, P) and matrix A(u) with the elements ai~ = gijqi~(u), where

are the entries of the fundamental interconnection matrix ~, such that

(1) D+L(t,x)[(1.~.5) <_ -ak[[x[[r~ for all (t,x) ~ ~ x ~), where a ~ 

k ¯ C(K,K) and ][. Jim = ([]x,[[,..
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m

(2) D+L(t,x)l(1.7.4 ) - D+L(t,x)l(~.7.5 ) < ~ e~jq~j(L(t,x))H(L(t,x))

+ kllxtlm for all (t, ×
(3) fi(t,x;) = O, ~d g(t,x~,...,x~) # 0 for x; # O,

but f(t, O) + g(t, O, ..., O) = 0 for MI t 

Theorem 1.7.3. Assume that

(1) all conditions of Assumption 1.7.1 ~e satisfied;
(2) the vector c ~ K exists such that the system of inequMities

< 0
h~ the solution.

Then the equilibrium state x = 0 of system (1.7.4) is uniformly ~ymp-
toticMly connective stable (on ~ ).

The proof of this theorem is b~ed on the results the papers of Akpan [1],
~d Martynyuk and Obolenskii [1, 2].

We focus our attention on some peculiarities of Theorem 1.7.3.

Comment ~. Since the v~ue a in condition (1) of Assumption 1.7.1 can
be a > 0, a = 0 or a < 0, the subsystems (1.7.5) c~ be ~ymptotic~ly
stable (on ~), stable (on ~) or unstable (on ~), respectively.

Comment 5. Condition (2) of Assumption 1.7.1 does not require small-
ness of the interaction functions gi(t, x), i = 1, 2,..., m, between the sub-
systems in the neighborhood of the equilibrium state x = 0.

Comment 6. Condition (3) of Assumption 1.7.1 me~s that the interac-
tion functions gi(t, x), i = 1, 2,... ,m may not vanish in the equilibrium
state of system (1.7.4) ~d this means that they can stabilize or destabilize

system (1.7.4) in the neighborhood of the equilibrium state.

Comment Z Condition (3) of Theorem 1.7.3 is a necessary and suffi-
cient (see Martynyuk and Obolenskii [1]) condition for uniform ~ymptotic
stability of state u = 0 of the comparison system

du
d~ = A(u)W(u),

where u e K ~d W(u) = (H~(u),... ,Hm(u))w.

It should also be noted that the requirement to the comparison matrix
to be Metzler with quasi-domin~t m~n diagonal property is completely
dropped in Theorem 1.7.2.



1.8 LIAPUNOV’S THEOREMS IN GENERAL 41

1.8 Liapunov’s Theorems for Large Scale Systems in General

1.8.1 Why are matrix-valued Liapunov functions needed?

In the context of qualitative analysis of large scale systems both ordinary
vector function and cone-valued function are associated with the funda-
mental property of the comparison system, the property of quasimonotonic-
ity. As known, this property of the comparison system is not necessary in
stability analysis of its solutions; however it is needed for the Chaplygin-
Waiewski theorem (or its generalization) to be applicable in the estimation
of the components changing of any vector function along solutions of the
system under consideration. The direct Liapunov’s method based on the
matrix-valued function is the most suitable for stability investigation of
large scale systems. This method has the following advantages:

(a) it does not require the application of quasimonotone comparison
systems;

(b) it extends the class of auxiliary functions suitable for construction
of the appropriate Liapunov function;

(c) it allows to the greatest extent to take into account the effect of the
connections between the subsystems on the dynamics of the whole
system;

(d) it allows to take into account the dynamical properties of the compo-
sitions of (i, j)-couples of subsystems of the first level decomposition
of the initial system.

The sections deals with the theorems on stability based on the matrix-
valued function.

Matrix Liapunov functions make it possible to establish easily verified
stability conditions for the state x = 0 of system (1.2.7) in terms of the
property of having a fixed sign of special matrices.

The application of the matrix-valued function U: T~ x Rn ~ 1~rn x m,

U(t, x) = [vii(t, x)] with the elements

v~i(t,x) E C(T~ x R’~,R+), i = l,2,...,m

and
vij(t,x) ~ C(Tr × R’~,R), i 

is based on the potential possibility to construct functions v~(t, x), i 
1,2,...,m, for subsystems (1.7.5) and functions v~(t,x), i ~ j, i, j 
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1,2,...,m taking into account either the interaction functions gi(t,x),
i = 1, 2,...,m or the dynamics of compositions of (i,j)-couples of sub-
systems (1.7.5).

In the presence of the matrix-valued function constructed in such a way,
its further application in the framework of the direct Liapunov method
is carried out in two ways, either by construction of a scalar function or
by construction of a vector function (including the cone-valued one). Be-
low, the main theorems of the method of matrix Liapunov functions are
presented in the framework of scalar approach.

1.8.2 Stability and instability of large scale systems

Some particularization of conditions in Theorems 1.6.1-1.6.7 provides a
version of theorems of the method of matrix-valued Liapunov functions
available for application in stability investigation of large scale systems.

Theorem 1.8.1. Let the vector function f in system (1.2.7) be conti-

nuous on R x A/" (on 7-r x A/’). If there exist

(1) an open connected time-invariant neighborhood ~ CAf of the
point x = 0 ;

(2) matrix-valued fu nction U ¯ C(R x AF, R r e×m) and a vector
y ¯ Rm such that the function v(t,x,y) = yWU(t,x)y is locally
Lipschitzian in x for all t ¯ R (t 

(3) functions ¢il, ~bi2, ~)i3 ¯ K, ~i2 ¯ CK, i = 1,2, ..., m;
(4) m x m matrices Aj(y), j = 1,2,3, ~2(Y) such that

¢~T([[x[DA1 (y)¢1 ([[x[D v(t, x, y)

(a) for all (t,:r,y) ¯ R x G x m

(for all (t, x, y) ¯ 7-~ x g x Rm);

ctW([[x[[)A, (y)¢~ ([[x[D v(t, x, y) <_ ¢~([[x[[)A2 (y)¢2 (fix[l)

(b) for all (t,x,y) ¯ R x G x m

(for all (t,x,y) ¯ ~ x g ’~ );

(c) for all (t,x,y) ¯ R x g x m

(for all (t, x, y) e 7"~ x g x Rm).
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Then, if the matrices Al(y), A2(y), ~2(Y), (Y # O) "~axe positive

definite and A3 (y) is negative semi-definite, then

(a) the state x = ofsystem (1.2.7) is stable (onT~),provided condi
tion (4)(a) is satisfied;

(b) the state x = 0 of system (1.2.7) is uniformly stable (on T~), 
vided condition (4)(b) is satisfied.

Remark 1.8.1. If the elements vii(t, .), i, j = 1, 2,..., m of the matrix-
function U(t, x) satisfy the estimates

where 7ii, Vii > 0, _Tij and Vi~ are constants for i # j, (¢i,jCj,i) K(KR)-
class, then for the function v(t, x, y) in estimate 4(a)

¢~T(IIxlI)yTGy¢I (llxtl) V(t,~, y)<_ ¢~T(II~II)yT-~Y¢2(IIxlI),

where

¢1(11~11) = (¢11 (llzlll),..., ¢~m(llx~ll)L

~(llzll) = (¢~(11~111),..., ~,,u(ll~,~ll)T,
Y = diag [y~,..., Ym],

__G=[7_ii], ~=[T/j], i,j=l,2,...,m.

Remark 1.8.~. The construction of the matrix A3(y) in estimate 4(c) 
quite a difficult problem and is associated with the form of decomposition
and aggregation of the system under investigation.

In Chapter 2 some methods of constructing the estimates of 4(c) type
will be presented.

Theorem 1.8.2. Let the vector function f in system (1.2.7) be conti-

nuous on R x R" (on T~ x Rn). If there exist

(1) matrix-valued fu nction U ~ C (Rx R~,R"~×’~) (U eC(T~ x R’~,

Rm×m)) and a vector y ~ R’n such that the function v(t,x,y) 
yTU(t,x)y is locedly Lipschitzian in for all t ~ R (t ~ 7-r );

(2) functions ~xi, qazi, ~ ~ KR, ~ ~ CKR, i = 1, 2, ..., m;
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(3) m x m matrices Bj(y), j = 1,2,3, ~2(Y) SUCh that

(a) for ali (t, z, y) e R x ~ xR~

(for ~1 (t, ~, y) e ~ x ~ xR~);

(b) for~l (t,x,y) qRxR"xR~

(for~l (t,x,y)~xR~xR~);

D+v(t,
(c) for ~1 (t, x, y) ~ R x ~ xR~

(for all (t, z, y) ~ ~ x ~ xRa).

Then, provided that matrices Bl(y), B2(y) and ~2(y), for a/1 (y # 0) 
R"n are positive definite and matrix B3 (y) is negative definite,

(a) under condition (3)(a) state x = 0 ofsystem (1.2.7) is st abl
in the whole (on T~);

(b) under condition (3)(b) the state x = 0 of system (1.2.7) is uniformly
stable in the whole (on ~ ).

The proof of this theorem is similar to that of Theorem 1.8.1 (see also
Martynyuk [21]).

Theorem 1.8.3. Let the vector function f in system (i.2.7) be conti-
nuous on R x A/" (on Tr x Af). If there exist

(1) an open connected time-invariant neighborhood ~ CAf of the
point x = 0 ;

(2) a matrix-valued function U 6 C (R x .hi’, I~mxm) (U 6 C(Tr X .~f,

R’~×’~)) and vector y E R’* such that the function v(t, x, y) 
yTU(t, x)y is locally Lipschitzian in for a/l t E R (t~ T~)

(3) functions ~11~, ~1~, ~,~ ~ K, ~.~ q CK, i = 1, 2, ..., m;
(4) m x m matrices Ci (y), j = 1, 2, 3, ~ (y) such 

(a)
n[(ll ll)C, (11 11) _< ,(t, < Ilxll)  ( )fi (t , Il

lror a/1 (t, x, y) ~ R x ~ x "~

(for all (t,x,y) ~ Tr x x Rrn);
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where function re(t, .) satisfies the condition

lim [m(t, ya([[x[[))[ = 0 as [[~a[[-~ 0

uniformly in t E R ( ~ 
Then, provided the matrices CI (y), C2(y), ~2(y) are positive definite

and matrix Ca (y) (y ~ O) ’~is n egative defi nite, then

(a) under condition (4)(a) stat e x = 0 ofthe system (1.2.7) is
asymptotically stable (on 7"r);

(b) under condition (4)(b) stat e x = 0 of the system (1.2.7) is
uniformly asymptotically stable (on

Theorem 1.8.4. Let the vector function f in system (1.2. 7) be conti-

nuous on R x R’~ (on 7"r x ’~) and conditions ( 1) - (3) of Theorem 1.8
are satisfied.

Then, provided that matrices Bl(y), B2(y) and ~(y) are positive de-
finite and matrix B3 (y) for all (y ~ O) "~is n egative defi nite,

(a) under condition (3)(a) of Theorem 1.8.2 the state x = 0 of system
(1.2.7) is asymptotically stable in the whole (on

(b) under condition (3)(b) of Theorem 1.8.2 stat e x = 0 ofsystem
(1.2. 7) is uniformly asymptotically stable in the whole (on T~).

For the proof of this theorem as well as the preceding one see Mar-
tynyuk [6].

Theorem 1.8.5. Let the vector function f in system (1.2.7) be conti-

nuous on R x R’~ (on T~ x R~). If there exist

(1) matrix-valued fu nction U ~ C (Rx R~,Rmxm) (U ~C(7"r X t~n,

Rm×m)) and vector y ~ R" ~ such that th e fu nction v( t,x,y)
yTu(t,x)y is locally Lipschitzian in x for all t ~ R (for all t ~ 7-~);
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(2) functions ~, t~ai E KR, i = 1, 2, ..., m, a positive real number
A2 > 0 and a positive integer q;

(3) m x m matrices H2, Ha such that

~x~llxllq < v(~,x,y) < ~’~(II~II)H~(y)~(II~II)
(a) for all (t, ~, y ~ 0) ~ R ~ x R~

ffor ~1 (t, z, y) e ~ x ~ xR~) ;

D*v(t, x, y)[0.~.~) ~ ~([[xl[)H3 (y)g~ ([[x[[)
(b) for ~1 (t, x, y # 0) e R x R" ~

(~or ~I (t, x, y # 0) e ~ x R" x R~).

Then, ff the matrix H2 (y) for all (y ~ O) ~ m i s positive definite, t he
matrix H3(y) for all (y ~ O) ~ m i s negative definite a nd functions
g~.i, gsi are of the same magnitude, the state x = 0 of system (1.2.7) 
exponentially stable in the whole (on ~ ).

For the proof see Martynyuk [20, 21].

Theorem 1.8.6. Let the vector function f in system (1.2.7) be conti-
nuous on R x A[ (on ~ x A[). If there exist

(1) an open connected time-invariant neighborhood ~ C A[ of the
point x = 0 ;

(2) matrix-valued fu nction U E C1’1 (Rx Af, re×m) (U ~ CI(T~
A/, Rm×m)) and a vector y ~ Rra;

(3) functions ¢Ii, ¢2i, ¢~i 6 K, i = 1,2,..., m, m x m matrices
A~(y), As(y), G(y) and a constant A > 0 such that

¢~([[x[[)A~ (y)¢~ ([[x[[) <_ v( t, x, ¢~([[x [DA2(y)¢2([[x[D

(a) for all (t, ~, y) ~ R x g x ’~
(for all (~, ~, y) e T~ x g × R’) 

Ov(~’ ~’ ~)[0.~.~ > ¢[(llxll)V(~)¢s
(b) for all (t,z,y) e R x g x m

(for all (~,, z, y) e ~ x g x R") 

(4) point x = 0 belong to
(5) v(t,x,y) =0 on To x (OG¢)Bzx), where B,x = {x: [[x[[ < A}.
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Then, if matrices AI (y), A2(y) and G(y) for all (y ~ O) m arepositive
definite, the state x = 0 of system (1.2.7) is unstable (on

For the proof see Martynyuk [21].

1.9 Notes

1.2. The problems of modern nonlinear dynamics are both complex and

interdisciplinary (see, for example, Leitmann, et al. [1], Sivasundaram and
Martynyuk [1], and Sivasundaram [1], etc.). The Liapunov’s second me-
thod has gained increasing significance and has given a decisive impetus

for modern development of qualitative methods in nonlinear dynamics of
continuous, discrete-time, and other systems (see Michel, Wang, et al. [1]).

1.3. Our presentation of the accepted Definitions 1.2.1, 1.3.1-1.3.3,
1.4.5-1.4.12 is based on the results by Grujid [1], and Grujid, et al. [1].
For the details see also Barbashin and Krasovskii [1, 2], Coppel [1], Demi-
dovich [1], Hahn [2], Hirsch and Smale [1], Krasovskii [1], Liapunov [1],
Massera [1], Nemytskii and Stepanov [1], Yoshizawa [1], Zubov [4], etc.

1.4. Classical results of qualitative analysis of systems in terms of the

direct Liapunov method based on the scalar auxiliary function can be found
in the well-known monographs and manuals by Barbashin [2], Bhatia and
Szeg5 [1], Chetaev [1], Hahn [2], Kalman and Bertman [1], Krasovskii [1],
Lakshmikantham, Leela, et al. [1], Liapunov [1], Zubov [3], etc.

The results obtained via the vector Liapunov functions (see Azbelev [1],
Bellman [2], Matrosov [1], and Mel’nikov [1]) and the ideas of the Kamke-
Chaplygin-Waiewski comparison principle (see Hahn [2], Lakshmikantham

and Leela [1], Rouche, Habets, et al. [1], and Szarski [1], etc.) in its mod-
ern interpretation are summarized by Abdullin, Anapolskii, et al. [1], Lak-
shmikantham, Matrosov, et al. [1], Martynyuk [1], Michel and Miller [1],
Michel, Wang, et al. [1], ~iljak [1], etc.

For recent results obtained while developing the method of matrix Lia-
punov functions see Martynyuk and Slyn’ko [1, 2], Peng [1], Shaw [1], etc.
Monograph by Martynyuk [20] exposes the main principles of the Liapunov
matrix functions method and some of its applications to singularly per-
turbed and stochastic systems.

In the presentation of the material of this section we also incorporated
the results by Grujid, et al. [1], Martynyuk [6, 7], and Zubov [4].
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1.5. All necessary data on the comparison principle are given according

to Lakshmikantham, Leela, et al. [1], and Yoshizawa [1]. Corollaries 1.5.1-
1.5.4 are obtained based on the results by Zubov [4].

1.6. The proposed generalization of the original theorems of the classical
stability theory is based on the application of the class of matrix-valued
functions (see Martynyuk [3, 15, 20,21]). In Corollaries 1.6.1-1.6.4 some
results by Djordjevid [3], and Zubov [1] are used.

1.7. General information on cone-valued functions is given according

to Lakshmilmntham and Leela [2]. For several results and references on
cone-valued functions see Akinyele [1], Lakshmikantham, Leela, et al. [1],
Martynyuk and Obolenskii [1, 2]. The notion of stability with respect to
two measures is presented following Lakshmikantham, Leela, et al. [1], Lak-
shmikantham and Salvadori [1], Movchan [1]. Theorem 1.7.1 is a somewhat
generalization of Theorem 3.1 by Lakshmikantham and Papageorgiou [1].
The notion of connected stability was introduced into stability theory by
~iljak [1, 2]. Theorem 1.7.2 is due to Ladde [1]. Theorem 1.7.3 is based on
the results by Akpan [1] and Martynyuk and Obolenskii [1, 2].

1.8. Theorems 1.8.1 - 1.8.6 are due to Martynyuk [20, 21]. Estimations
of the elements of matrix-valued function in Remark 1.8.1 incorporate some
results by Djordjevid [3].
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QUALITATIVE ANALYSIS OF CONTINUOUS SYSTEMS

2.1 Introduction

General results of qualitative analysis of nonlinear systems motions pre-

sented in Section 1.6 and 1.8 are set out in terms of existence of an appro-
priate Liapunov matrix-valued function. Similarly to the classical version
of the direct Liapunov method the efficiency of the results application in

the investigation of concrete systems dynamics depends on the successful
solution of the problem of constructing an appropriate matrix-valued func-
tion.

In this chapter we reveal some methods of solution of this problem.
It is natural that some ideas developed earlier for constructing the scalar
Liapunov functions proved to be useful. This chapter consists of seven
sections in which we successively discuss various assumptions on dynamical
properties of subsystems and work out new approaches to solve the problem
of qualitative analysis of nonlinear systems.

In Section 2.2 the system of differential equations under consideration

is assumed to admit mixed hierarchical decomposition. In terms of this
assumption proposed is a solution to the problem of forming a two-index

system of functions that is a suitable basis for constructing the Liapunov
function.

In Section 2.3 a homogeneous hierarchical decomposition of system is
employed which was proposed by Ikeda and ~iljak [2]. A general method
of the Liapunov function construction developed in this section is used to
analyze the motions of linear and nonlinear nonautonomous systems.

In Section 2.4 the method of motion stability analysis is discussed in
terms of one level decomposition of the initial nonautonomous or autono-
mous system. Based on the matrix-valued Liapunov functions constructed
in this section new stability criteria are established.

49
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In Section 2.5 we develop the method of constructing the matrix-valued
function by employing the idea of the initial system extension in terms of

the overlapping decomposition of Ikeda and ~iljak [1].
Section 2.6 gives an account of results obtained in one of new directions

of the development of nonlinear dynamics of system associated with the
investigation of motion polystability. Namely, we set out various existence
criteria for the exponential polystability of motion of nonautonomous and
time-invariant systems with separating motions. Also, the possibility of

studying the polystability of motion with respect to the first approximation
is stated.

Section 2.7 deals with the problem of integral and Lipschitz stability of
motion. The motion stability conditions established here are more flexible

as compared with those obtained in terms of the scalar Liapunov function.

2.2 Nonlinear Systems with Mixed Hierarchy of Subsystems

2.2.1 Mixed hierarchical structures

We consider the dynamical system described by the equations

dx
(2.2.1)

d-~ = f(t, x), x(to) = 

where x E Rn, f ~ C(R+ x n, Rn) and the solution x(t; to, x 0) of which
exists for all initial values of (to,Xo) ~ R x n.

We recall that if jr(t, 0) = 0 for all t ~ R (for all t ~ T~) then the state
x = 0 is the unique equilibrium state of the system (2.2.1). The system
(2.2.1) can be interpreted as a physical composition of some systems or as 
large scale system admitting mathematical decomposition into several free
subsystems

(2.2.2) ai: d---~- =gi(t, xi), i = 1,2,...,rn,

where xi ~ Rn~, gi ~ C(R x Rn’,Rn~) are united into system (2.2.1) 
link functions

hi: hi = (t, xl,... ,x,), hi
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Pair (ak, hk) describes completely the fixed kth system

(2.2.3)
dxk
d’--~ = g~(t,x~) + hk(t, xl,... ,xs)

in the totality of systems

dx~ " t(2.2.4) --~ = gi[ , x~) + hi(t, xl,..., xs), i = 1,..., 

The transformation of system (2.2.1) to the form of (2.2.4) is called 
mathematical first level decomposition of system (2.2.1).

Remark 2.2.1. The stability theory of large scale systems developed in
terms of vector Liapunov functions, incorporates equations (2.2.4) i.e. only
first level decomposition of system (2.2.1) is used (see Abdullin, Anapolskii,
et al. [1], Grujid, et al. [1], gartynyuk [1], Michel and Miller [1], ~iljak [1],
etc.).

Together with the first level decomposition of system (2.2.1) we single
out couples (i, j) for all (i ¢ j) ¯ [1, m] of free subsystems

{
d~_x = q~(t,x~,xj),
dt

(2.2.5) aij :
~-~ qj(t,x~,xj),

where x~ ¯ Rn’, x~ ¯ R"~, qi ¯ C(RxRn’ xR’~,Rm), q~ ¯ C(RxRn’ ×
R"~ , R~ ).

We designate (x,,xj) [0,... ,0 ,x~W,... ,x~:, 0,... ,0 ] w for al l (i ~ j) 
[1, m]. Then

(2.2.6)

qi = f~(t,O,...,O,x~,...,xj,O,...,O),

qj = .f~(t, 0,... ,O, zi .... ,x~,O,... ,0).

Further we designate

h~(t, xl,... ,xs) = fi(t, xl,... ,Xs)
- f~(t,O,...,O,z~,...,zj,O,...,O),

hj(t, Xl,... ,xs) = f~(t, zl,...
- ]~(t,O,...,O,x,... ,z~,O,...,O),

where

h~ ̄  C(R × m xR"~ × .. . × RTM, Rn’),

h~ ̄  C(R x m xRn~ × .. . x R’ ~°,R"~).
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In view of (2.2.5) and (2.2.6) system (2.2.1) in the form of interacting
couples (i, j) of subsystems is presented 

dxi
d--~ = qi(t, xi,xj) ÷ h~.(t, xl,... ,xs),

(2.2.7)
dxj _
d--~- -qi(t, xi,xl)+h~(t, xl,...,xs), V(i~j) [1, s] .

Transformation of system (2.2.1) to the form of (2.2.7) is called 
mathematical second level decomposition of system (2.2.1).

If

hi : hi(t, x~,..., xi-~, xi~-l,..., Xj-l, ~j-{-1,..., Xm),

hi = hi(t,
then system (2.2.1) allows complete second level decomposition in the form
of equations (2.2.7). System (2.2.1) transformed to the form (2.2.7) 
mixed hierarchical structure of subsystems (2.2.4).

Dynamical properties of solutions of system (2.2.1) depend on the prop-

erties of solutions (2.2.2) and (2.2.5) and link functions hi, hl, h~, 
(i ~ j) E [1, m]. This makes possible the application of hierarchical matrix
Liapunov function for the analysis of system (2.2.1).

2.2.2 Hierarchical matrix function structure

We construct for subsystem (2.2.2) the functions

(2.2.8) v~ ~ C(R+ x n’, R+), i = 1, 2,. .., m,

where vi~(t,O) = fo r al l t ~ R+, i = 1,2,...,s an d fu nctions v~ are
locally Lipschitzian in xi.

For couples (i, j) of (2.2.5) we construct the functions

(2.2.9) v~j ~ C(R+ x n’ ×Rn~,R) fo r al l (i ~ j ) = 1, 2,. ..,m,

where vij(t,O,O) = 0 for all t ~ R+ and vij(t,x~,xl) are locally Lipschitz-
ian in xi and xi. In terms of the functions (2.2.8) and (2.2.9) we formulate
the matrix-valued function

(2.2.10) U(t,x) = [vii(t, .)], i, j = 1,2,... ,m,

where U ~ C ( R+ x ~ xR~, Rmx m). The matri x-valued ]unction (2.2. 10)
is hierarchical and takes into account first and second level decompositions
of the system (2.2.1).

In order for the matrix-valued function (2.2.10) to be applicable in sta-
bility investigation of system (2.2.1), some assumptions on the functions
(2.2.8) and (2.2.9) are necessary.
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Assumption 2.2.1. There exists

(1) an open time-invariant neighborhood Afi of the point xi = O, Afi C

Rnl, i = 1,2,...,m;
(2) the functions ~oi 6 K(KR), ¢~ 6 K(KR), ~olj 6 K(KR), 

K(KR) such that

for ali (t,x~) 6 R+ x Afi or (for all (t,x) 6 R+ x R’~’);
"(b)~i~(llx~jll) < v~¢(t,x~,x~.) < ¢~(~[~[~) for ~ (i # ~) 

1,2,..., m, for ali (t, z~, x~) ~ R+ x ~ x ~. or (for 
(t, zi,x~) e R+ x TM xR~).

Proposition 2.2.1. If all conditions of Assumption 2.2.i ~e satisfied,

then hier~chicM matrix-~ued &nction (2.2.10) is positive definite, de-
creasing ~d radially unbounded.

Proof. By means of the vector e = (1,..., 1)w e R~ we construct the
function

(2.2.11) v( t, x, e) = eWu ( t, x)e,

the coordinate form of which is

i=1

Under the conditions of Assumption 2.2.1 we have

i=1 i,j=l

i=1 i, j=l

for all (t, xi,x~) e R+ x ~ x ~. Hence, it follows that matrix-valued
function (2.2.10) is positive definite, decreeing ~d radially unbounded.
In fact, there exist functions a~, a2 ~ K(KR) such that

i=1
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and functions ~1, f~2 E K(KR) such that

i,j~l

Therefore,

and

i,j=l

~l(llxll) + ~x(llxll) v(t,x) ~ ~2(llxll) + &(ll~ll)

for all (t, x) E R+ Rn.

Since al, c~2 and /~x,/~2 ~ K(KR), functions 3’1, 3’5 ~ K(KR) will be
found, such that

3’1(11x11) ~ ~l(llxll) + ~(llxll) and 3’2(11~11) ~ ~2(llx[I) + fl2([Ix[I)

and then

for all (t,x) e R+ × Rn.

Remark ~.~.~. Conditions of Assumption 2.2.1 are "too sufficient" for
hierarchical matrix-valued function (2.2.10) be positive definite decreasing
and radially unbounded.

Assumption 2.2,2. There exists

(1) an open time-invariant neighborhood Afi of the point xi = O, All C_

Rm, i= 1,2,...,m;
(2) vector y ~ Rrn, y ~ 0 and functions (2.2.8) and (2.2.9) such 

m

(a) vx(t, xa,...,x~,y) = E y~v~i(t, xi) 
i=l

m

(b) v2(t, xl,...,x,,y)= ~ ylyjvij(t, xi,xj)
i,j=l

are positive det~nite, decreasing and radially unbounded for all

(t, xi) E R+ × Af/ (for all (t,x~,xj) ~ R+ × ’~’ ×R’~).

Proposition 2.2.2. If all conditions of Assumption 2.2.2 are satis/~ed,
then hierarchical matrix-valued function (2.2.10) is positive det~nite, de-

creasing and radially unbounded.

Proof. Since

(2.2.12) yTU(t, x)y = vl(t, x, y) + v2(t, 
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for all (t,x) e R+ × AZ (for all (t,x) e R+ × Rn), one can apply 
function (2.2.12) all the arguments used in the proof of Proposition 2.2.1.

Remark Z.$.3. By conditions (2)(a) and (2)(b) of Assumption 2.2.2 

tions v~(t, x~) and v~j(t, x~, xj) (i ~t canbe positive semi-definite, whil e
functions vl (t, x, y) and v2(t, x, y) will posses all mentioned properties.

Assumption 2.2.3. There exists

(1) an open time invariant neighborhood Afi of point xi = O, for all

i = 1,2,...,rn;
(2) vector ~ ¯ R’~, ~1> 0and positive semi-definite func tions u~(xi),

ui(O) = O, w~(x~), wi(O) = O, i = 1,2,...,m, positive constants

c~ > 0, ~ > 0 and arbitral constants c~j, ~ (i # j) such that
(a) c~u~(z~) v~(t,z~) < ~w~(x~) for all (t ,x~) ¯ R+

(for all (t, x~) ̄  R+ ’~)
(b) c_ijui(xi)uj(x~) <_ vii(t, xi, xj) <_ eijwi(xi)wj(xj)

for all (t,x~,x~) E R+ x Af~ x Af~
(for all (t,x.x~) e R+ x R" x Rn~).

Proposition 2.2.3. If all conditions of Assumption 2.2.3 are satisfied,

and matrices

A=[ci¢], B=[~ij], i,j=l,2,...,m

are positive definite, then hierarchical matrix-valued function (2.2.10) 
positive definite and decreasing.

Proof. In view of the estimate from below in inequalities (2)(a), (2)(b)
we get for the function v(t, x, ~1) = zITu(t, X)~l that

(2.2.13) v(t, z, 7) > uTH~AHu,

for all (t,x) ¯ R+ x Af or (for all (t,x) ~ R+ × R’~). Here

u= (ui(xl),...,u~(xm)) ~, H=diag[y~,...,~m].

Similarly

(2.2.14) v(t, x, ~1) ~_ THTBHw,

where w = (wl(x~),... ,wm(xm))T.
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According to inequalities (2.2.13) and (2.2.14) hierarchical matrix-valued
function (2.2.10) is positive definite, provided matrix A is positive definite
and decreasing, provided matrix B is positive definite.

Remark 2.2.4. If in Proposition 2.2.3 positive semi-definite functions

u~(x~) and w~(x~) are replaced by the functions

u~ = ~ e K(KR), w~ = ¢~ E K(KR), i = l,2,...,m

or us = w~ = IIx~ll, i = 1,2,...,m, then under conditions of Assump-
tion 2.2.3 the proposition remains valid.

Thus, Assumptions 2.2.1-2.2.3 contain combination of conditions suffi-
cient for hierarchical matrix-valued function (2.2.10) to be positive definite,
decreasing and radially unbounded. Conditions of these assumptions to-
gether with decomposition forms define the structure of hierarchical matrix-
valued function.

2.2.3 Structure of hierarchical matrix function derivative

The application of hierarchical matrix function (2.2.10) in the stability
investigation of equilibrium state x = 0 of system (2.2.1) involves con-
struction of some estimates for both functions (2.2.8) and (2.2.9) and 
derivatives of these functions along solutions of the systems under consid-
eration. We recall that in case of scalar Liapunov function construction
for system (2.2.1) in the investigation on uniformly in to, xo asymptotic
stability, Liapunov’s theorem is applied with addition and conversion (see

Hahn [2], Krasovskii [1], Zubov [3], etc.). This theorem can be formulated
as follows.

For unperturbed motion x = 0 to be uniform in to, xo asymptotically
stable, it is necessary and sufficient that there exists positive definite and
decreasing function v, the derivative of which along solutions of system
(2.2.1) is negative definite.

In this case the problem of Liapunov function construction for system
(2.2.1) is reduced to searching for partial solution of the equation

(2.2.15) Ov [ov~ T l~ v(t,0)=0,

where w(t, x) is negative definite, w(t, O) = for al l t E R+. This so lu-
tion must be of definite sign in the sense of Liapunov and decreasing for
prescribed sign definite function w(t, x).
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Assumption 2.2.4. Independent subsystems (2.2.2) of first level de-
composition and link functions hi(t, x) -- hi(t, xl,..., zm) suchthat

(1) there exist functions vii E C(R+ x n~, R+ ), satisfying conditions
of Assumption 2.2.1;

(2) there exist functions ~o l ~ K ~d const~s p~i , ~ , i, k = 1,... , m
for which the following conditions ~e satisfied

m 1/2/.(b) (D~,vii)Thi(t,x) v~/~(ll~ll) E ~v~ ~II)
k~l

~or~ (~,x) R+x~,~=~1x ... x~.

We note that conditions (1) and (2)(a) imply uniform in t0, xdo 
totic stability of ith subsystem (1) if p~ < 0, i ~ [1, m]. Tf p~ = 0, the
state xd = 0 of subsystem (2.2.3) is uniformly stable, and it is unstable
for p~ > 0.

Assumption 2.2.5. ~dependen~ (i,j) couples Msubsystems (2.2.5) 
the second Ie~eI decomposition ~d 1ink ~unctions (2.~.6) ~e such ~hat

(I) there exist ~unc¢ions vd~ satisfying the conditions oE Assump-
tion 2.~.I;

i, j, k, p ~ 1, 2 .... , m, for ~hich the following conditions are satis-
~ed
(a)D~ + (D~,~)Tq~(~,~) ~ P~(II~II)

+2P~ (II~II)~ (llx~ll)+P~(II~II);
(b)(D~,~)TH~(~,~)~ ~ ~ (II~II)~/~(II~II)

k,p~l

~orx~ (t,x~) ~ ~+ x~ ~, ~or~ i ~, (i,j) = T,2,...,m.

~r~ th~ following notations ~e adopted

xij = (xT~, x~)T for all (i ~ j) e [1, m];

qij = (qT~ (t, xij), q~(t, xij)) T, Hi~ = ((h~(t,x))T, (h~(t,x))T)T,

~c_R",, ~J.

We note that the dynamical properties of couples (i, j) of subsystems (2.2.5)
~e connected with the properties of matrices

1 2
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Namely, if matrices (2.2.16) for all (i ~t j) = 1, 2,..., m are negative semi-
definite (negative definite), then states xi = xj = 0 of couples (i,j) 
subsystems are stable (uniformly asymptotically stable).

Proposition 2.2.4. If all conditions of Assumptions 2.2.4 and 2.2.5 are
satisfied, then for the function

nTD+U(t, x)n = O+v(t, X, 

estimate

(2.2.17) D+v(t, x, ~1) <  W(llzll)S(llx[I)

holds.
Here ~(ll~ll) = @I/2(llx111),,.,,~2(II~.~II))T, S = ½ (B ÷ T) and

elements bij of matrix B are defined by the expressions

Proof. The function D+v(t, x, ~l) in coordinate form reads

$

(2.2.18) D+v(t,x, zl) y~D+vi¢(t,.)~h~l¢,
i,j=l

i, j = l,2,...,m.

Substituting into (2.2.18) estimates from Assumptions 2.2.4 and 2.2.5 
get estimate (2.2.17).

Proposition 2.2.5. If in conditions of Assumptions 2.2.4 and 2.2.5 in-
equalities (2)(a) and (2)(b) are satisfied with reversed sign and constants
-0 ~1

Pij,Pij, i, j, k, p = 1, 2, .. m, then for the function
D+v(t, x) the estimate from below 

(2.2.19) D+v(t, x, ~1) > ~’T(llxll)g’~o(llxll),
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where ~= ~(B +I ~ and elements ~i are defined similarly to elements

b~i of matrix B.

Remark ~.~.5. In conditions (2)(a) and (2)(b) of Assumptions 2.2.4 
2.2.5 it is possible to use instead of functions ~ 6 KR, i 6 [1,m] the
positive semi-definite functions u~(x~) or the Euclidean norms of the vec-
tors xi 6 Rn~ i = 1,2,...,m.

2.2.4 Stability and instability conditions

There are conditions under which hierarchical matrix-valued function
U(t, x) is definite and decreasing and the estimate (2.2.17) allow us to es-
tablish existence of dynamical properties of certain type of the state x = 0
of system (2.2.1).

Theorem 2.2.1. Let vector function f in system (2.2.1) be continuous
on R+ x AI" (on R+ x R’~). If the following conditions are satisfied

(1) all conditions of Assumptions 2.2.3, 2.2.4 and 2.2.5 hold;
(2) matrices A and B (see Assumption 2.2.3) are positive definite;
(3) matrix S ̄  Rm×m in inequality (2.2.17) 

(a) negative semi-definite;
(b) negative definite;

(4) matrix ~ ¯ Rmxm in inequality (2.2.19) 
(a) positive definite.

Then

(a) conditions (1), (2) and (3)(a) imply uniform stability state
x = 0 of system (2.2.1);

(b) conditions (1), (2) and (3)(b) imply uniform asymptotic stability 
the state ~ = 0 of system (2.2.1);

(c) conditions (1), (2) and (4)(a) imply instability state x= 0
of system (2.2.1).

If, in addition, in conditions of Assumptions 2.2.3, 2.2.4 and 2.2.5 ~ =

Rn~, i = 1, 2,..., m and the functions

~en

(d)

(e)

conditions (1), (2) and (3)(a) imply uniform stability in the 
of the state ¯ = 0 of system (2.2.1);
conditions (1), (2) and (3)(b) imply uniform asymptotic stability 
the whole of the state x = 0 of system (2.2.1).
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Proo]. Assertion (a) of Theorem 2.2.1 results from Theorem 1.8.2, since
under conditions (1),(2) and (3)(a) of Theorem 2.2.1 all conditions 
orem 1.8.2 are satisfied. Namely, matrix-valued function v(t, x) is posi-
tive definite and decreasing and its derivative D+v(t, x) is negative semi-

definite. Assertions (b) and (c) of Theorem 2.2.1 follow from Theorems 1.8.4
and 1.8.6. Assertions (d) and (e) of Theorem 2.2.1 are proved in terms 

Theorems 1.6.2 and 1.6.3.

2.2.5 Linear autonomous system

We consider a linear autonomous system

dx
(2.2.20)

d--~ = Ax, ×(to) = x0,

where A = (Aij) for all i, j = 1,2,...,m is a block matrix n × n with

blocks Aij of dimensions ni × nj, ~ ni = n. Vector x = (x~W,...,XWm)w
i=1

has subvectors xi E Rn’, i ~ [1,m] as its components.
We get for the system (2.9..20) in the result of first level decomposition

(2.2.21) dX~ = Aiixi +
dt ’

k-~l

Besides, from the system (2.2.21) we obtain obviously the independent sub-
systems

d’~- "~" ~4iiXi’ Xi(t0) = XiO, i = 1, 2,..., m

and the interconnections functions

hi(x) "-~ Z Aikxk, i = 1,2,...,m.

k=l
(~)

Complete second level decomposition of the system (2.2.20) is always pos-
sible and results in couples (i, j) of subsystems

dx~ = Aiixi -{- Ajjgcj ~-
Z AikXk,

dt
k=l

(2.2.22)
(~¢~, k#~)

dxj
d’-~ = Ajjxj + A~ix~ + ~ Aj~xa.

k=l
(~,
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System (2.2.22) is rewritten 

(2.2.23) dxi___~ = .~qx~j +
dt

m

(k¢i,

where xij = (xWi, x~)T, x,j e Rn’ × Rnj, and block matrices .~,j and
with dimensions (hi + n#) x (hi + nj) and (hi + n~) x nk are defined 

(Aii A~jAiJ_)
(2.2.24) ~ = \ Aj~

’

(2.2.25) = A k) T

Elements (2.2.8) of the main diagonal of matrix-valued function (2.2.10)
are defined as

(2.2.26) vii(xi) = xTBiixl for all xi E Rn’,

where

(2.2.27) A~Bii + BiiAii = Cii, i = 1, 2,...,m.

Here Cii are symmetric matrices ni x hi. Matrices Cii <_ 0 (Cii < 0),
if independent subsystems of first level decomposition are stable (asymp-
totically stable). Nondiagonal elements (2.2.9) of matrix-valued function

(2.2.10) are defined 

(2.2.28)

TB (i < j) e [1,m]vi~(x~,x~) = 

for all xij ~ Rn~ x Rn~,

= v~i(zji) for all (i # j) ~ [1,m],

where

(2.2.29) ft~B~ + B~A~ = C~ (i < j) [1 , m] .

Here Cij are symmetric matrices (hi + n~) x (hi + nj). Matrices Ci~ <_ 0
(Ci~ < 0), if free couple (i,j) of second level decomposition are stable
(asymptotically stable).
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We write down symmetric matrices C0. and Bij in block form

B0 ---- ~T Bj "

Here ~ and Bi~ are symmetric matrices with dimensions ni x hi, C~.,~ and

Bi$i ~e matrices n1 x nj and @i1 and 0ij are matrices ni x nj.

We introduce the designations

2

where ~ > O,

T q T T
+ ~lp Z r~(AqpBq~ + A~Bq~)

j=q

{
AM(app), p = 1,2,... ,m,

= v < q,
sqp, p>q, £ora/l (p,q)=l,2,...,m,

+ ~lq Z~71(A~pB~q + A~pBjq)+~]p Z(B~.Am 
~=q

jT

~d AM(app) is maximM eigenvalue of matrices a~, [AM(a~qam)]1/2 is a
of matrices (a~qam).norm

Theorem 2.2.2. Assume that

(1) the system (2.2.20) underwent arst Mvel (2.2.21) ~d second level
(2.2.22) decomposi*ions;

(2) the matrix-vMued &nction (2.2.10) is constructed ~rom elements
(2.2.26) and (2.2.28) and is positive deaniee, i.e.

(2.2.30) v(x,y) = ~TU(x)y > 0, n ~ R~, n > 

(3) the matrix S wi¢h elements
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(a) negative semi-definite;
(b) negative definite.

Then, equilibrium state x = 0 of the system (2.2.20) 

(a) uniformly stable in the whale;

(b) uniformly asymptotically stable in the whole.

Proof. For the function (2.2.30) and vector u = (l[xlll,..., IIxmll)T it is
easy to obtain estimate

i:1 i=1 j=i+l

< ~ ~(~,,111~..11~ + 2 ~ ~’~ [.~(~,~11~/~11~,11 I1~11 = ~s~
i=1 i=1 j=i-bl

for~ll x~ ~ R’~, i--1,2,...,m.

Hence, according to Theorem 2.2.1, the proof of Theorem 2.2.2 is com-
plete.

2.2.6 Examples of third order systems

We consider linear system

dx(2.2.31) d-7 = Px’ x E R3,

with matrix

(2.2.32) P = -4 .

3

For independent first level decomposition subsystems of the form

dxl
-- 3Xl,

dt

(2.2.33)
dx~._ 4x~,
dt

dxa
- 4x3,

dt
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we consider the following auxiliary functions

(2.2.34) vll= x~, v22 = x22, v33 = x~.

For independent second level decomposition subsystems of the form

(2.2.35) dx~j = P~yx~j
dt

with x~j = (x~,xj) T, i, j = 1,2,3 (i ~j);

we consider auxiliary mncgions

V12 : V21 = x~2B12z12~

(2.2.36) v~3 = v3~ = x~3B~3Xl~,
T

U23 = ~32 ~ ~23823~23~

where B~ (i, j = 1, 2, 3, i ~ j) are determined from the following Liapunov
equations

P~B12 + B~2P12 = -G12,
(2.2.37) P~B~3 + B~P~2 : -G~3,

P~B2~ + B2~P2~ = -G2~,

with

G12 = 252diag(1, 1),

Then we have

G13 = 84diag(1, 1), G23 = 104diag(1, 

The function

v(x, 7) = ~Tu~(x)~, ~ = (1,1,1)T ¢ R~
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with elements (2.2.34) and (2.2.36) is positive definite. Calculating 

constants from Assumptions 2.2.4 and 2.2.5 applied, to the system (2.2.31)
we obtain the estimates (2.2.17) in the form

(2.2.38) D+v(x, r]) ~]TD+U1 (x)r/= xTAlx,

with
/-678 142 314 ~

A1 = / 142 -720 116 J.

\ 314 116 -384/

One can easily verify that the matrix A1 is negative definite, which
implies the validity of all conditions of Theorem 2.2.2 providing the uniform
asymptotic stability in the whole of solution x = 0 of the system (2.2.31)
with the matrix (2.2.32).

Omitting in the matrix-valued function Ul(X) all nondiagonal elements
(which correspond to a vector approach (see ~iljak [2])) we obtain in place
of equation (2.2.38) the next relation

D+v(x) = xTilx,

with

~i~ = -8 .
4

The matrix ~1 is negative definite. Therefore, the vector function (2.2.39)
also determines the stability of the system (2.2.31).

Let us consider system (2.2.31) with the matrix

(2.2.39) P = -4 1 .

3 -4

For independent first level decomposition subsystems of the form

(2.2.40)

d~l
dt =0,

-- ----4x2,
dt

dx3
-- : -4x3
dt
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we shall consider the functions (2.2.34).
For independent second level decomposition subsystems (2.2.35) with

we shall construct functions vi~. (i ~ j = 1, 2, 3) in the form of (2.2.36)
using the Liapunov equations (2.2.37) with matrices:

G12 = 6diag(1, 1), G13 = 6diag(1, 1), G23 = 13diag(1, 

As a result we obtain:

(3, 6~5 -1)

B12 ~. B13’
B12 = _

1,25 ’

For the function v(x, 7) we have

(2.2.41)

B23 =
1,875 "

D+v(x, ~7) - r~TD+U2(x)~ : xTA2x,

where
-24 -13,75 1,75~

A~ = -13,75 -46 26) 

1, 75 26 -46

The matrix A2 in equation (2.2.41) is negative definite, and since the func-
tion U2(x) is a hierarchical Liapunov function, all the conditions of Theo-

rem 2.2.2 hold. Therefore the solution x = 0 of the system (2.2.31) with
matrix (2.2.39) is uniformly asymptotically stable in the whole.

Omitting nondiagonal elements in the matrix U2 (x) we obtain the esti-
mates

(2.2.42) D+v(x) <_ ~w(]lxll),~(llxll),

where

~ = -8 .
2

The matrix .~2 in equality (2.2.42) is not negative definite, and therefore,

the vector function (2.2.17) does not determine the stability of solution
x = 0 of the system (2.2.31) with matrix (2.2.39).
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Consider the system (2.2.31) with the matrix

(2.2.43) P =

For independent first level decomposition subsystems of the form

dXl
dt =xl,

(2.2.44) dx._.~ = -4x2,
dt

dx.__~a = -4x3
dt

we shall consider the functions (2.2.34).
For the second level decomposition subsystems (2.2.36) with

::) ::)P12 = , P13 = , P23 = 3 -4

we shall consider the functions v~j (i ~ j) = 1, 2, 3 in the form of (2.2.36).
As before, we determine matrices B~i (i ~ j) = 1,2,3 from equations

(2.2.37) with

G12 = 6diag (1,1), G13 = 2diag (1, 1), G23 = 38diag (1, 

As a result we have

B~2= \-2,375 3,125 ]’ B~= -1,5 ’

We have the following expression for the derivative of the function v(x, 7)

D+v(x, 7) = ~TTD+Ua(x)~! -- xTAax,

where

Aa = -96 23,25] .
\23,25 23,25 -88 ]
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One can easily see that the matrix A3 is negative definite. Therefore,

system (2.2.31) with matrix (2.2.43) satisfies all conditions of Theorem 2.2.2
and solution x = 0 of the system (2.2.31) with matrix (2.2.43) is uniformly
asymptotically stable in the whole.

Omitting nondiagonal elements in the matrix-valued function U3 (x) 

obtain the estimates

D+v(x) <_ ~w(I]x]l)~,~(]lxll ) for all x e R"

with

.~ = 1 -8 .
2

The matrix ~a is not negative definite, which precludes the use of vector

function (2.2.34) for the stability analysis of solution x = 0 of the system

(2.2.31) with matrix (2.2.43).

2.3 Dynamics of the Systems with
Regular Hierarchy Subsystems

2.3.1 Ikeda-~iljak hierarchical decomposition

Unlike the decomposition of the large scale system presented in Section 2.2
we shall discuss here the decomposition of the system according to Ikeda
and ~iljak [1]. However, in contrast to the hierarchical Liapunov function
proposed by Ikeda and ~iljak [2] we suggest a more general technique of
construction of hierarchical matrix-valued Liapunov functions.

Consider dynamical system (2.2.1) which admits mathematical (or
physical) decomposition into s subsystems (2.2.2) which link functions
hi(t, Xl,...,xm). Assume that xi = 0, i = 1,2,...,m is the only equi-
librium state of subsystems (2.2.4), and for hi(t,x) = O, i = 1, 2,...,m
subsystems (2.2.2) are disconnected, and

(2.3.1) Rn = Rnl × RTM × ... × Rn’~,

where Rn and R’~’ are state spaces of system (2.2.1) and (2.2.2) respectively.
The construction of system (2.2.4) in terms of system (2.2.1) under 

ditions (2.3.1) is called "regular" first level decomposition. Actually, this
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step in system (2.2.1) transformation coincides with the first stage consi-
dered in Section 2.2.1.

Further each of subsystems (2.2.2) is decomposed to the following:

(2.3.2)
dxij
dt = f~j(t, xii) + hij(t,x~), 1,2,...,Mi.

Here xij (t) E n~# i s astate of subsystems (2.3.2) at time t E R,fl j ~

C(R x Rn~#,R’~’~) and hi~ ~ C(R × Rn’,Rn’#), for all i = 1,2,...,m. It
is supposed that x~ = 0 are only equilibrium states of components Mi:

(2.3.3)
dx~
d--~- = fi~(t, xi~), j ~ Mi,

which are separated and

(2.3.4) Rni = Rnil × Rn~2 X ... X RniMi.

Construction of system (2.3.3) in terms of system (2.2.1) under condition
(2.3.1) is called "regular" second level decomposition.

Remark ~.3.1. Proceeding with the process and fulfilling third level de-
composition, and so on, one can arrive at the subsystem equations of the
prescribed order up to the first one.

2.3.2 Hierarchical Liapunov’s matrix-valued function

A key idea of the new method of Liapunov function construction for system
(2.2.1) is the application of matrix-valued function

(2.3.5) U(t,x) [U~k(t,.)], U~k = Uk~,

the elements U~k, i ~ k of which are constructed in terms of matrix-
valued functions of smaller dimensions. Here U~ ~ C(R+ x ’~, R) for
all i = 1, 2,...,m and U~ ~ C(R+ x ut xRn~,R). The fu nctions
are constructed for subsystems (2.3.3), and functions U~k take into account
link functions hi between subsystems (2.2.2) of first level decomposition.

The explicit form of the functions Ui~ is

(2.3.6) U~(t,x~) = ~W~ B~(t,.)~, 1,2,...,m,
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where ~i E R~’, ~i > 0 and submatrix functions

Bi(t,’) = [u(~/q)(t,.)], p = 1,2,...,Mi, q = 1,2,...,M~

with elements ¯ (i) C(R+ ~,pp ~ Rn’p,R), u(~i)q = 

u(~ e C(R+ × n’. ×Rn’q,R), i= l,2 ,...,m.

Besides, functions u(~ are constructed for subsystems (2.3.3) and functions

u(~ are constructed in terms of link functions between subsystems (2.3.3).

Thus, the block structure of matrix-valued function (2.3.6) allows 
each hierarchical level certain elements of the matrix-valued function to
correspond to subsystems and link functions. This technique involves a
Liapunov function that takes into account both dynamical properties of
subsystems and hierarchical structure of a large scale system.

Under appropriate assumptions the function

(2.3.7) v(t, x, rl) = ~lWu(t, X)~h

where U ~ C(R+ × ~, Rraxm), r /~ R~, ~ /> 0 is hierarchical Lia punov
function for the whole system (2.2.1).

Assumption 2.3.1. There exist

(1) open connected nieghborhoods Afip C_ R~,p of the states xi~ = O,
i = 1,2,...,m, p= 1,2,...,Mi;

(2) functions
K(KR), i = 1,2,...,m, p = 1,2,...,Mi;

(3) constants ,~(~) ~(~) " "~(~)_-p~ > 0, ~,~ > 0, a(~ =~,q~, q = 1, 2, ... , M~;

(4) matrix-valued functions Bi, the elements of which satisfy the esti-
mates

a(~) 2 ’ -(~)(a) _ V p(ll
for a/1 (t,

u(i)(b) -<
<  ( i (llxi ll) iq(llxiqll)
for all (t, xi~, xiq) e R+ x Afip x Afiq.

Proposition 2.3.1. If aH conditions of Assumption 2.3.1 are satisfied
for the functions Uii (t, x~ ) the following bilateral estimates are valid

(2.3.8) w~T¢~Aii~iW, <_ Uii(t, xl) _< W~Bii~,W,,
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where

w~T = (~1 (llx~l ID,..., ~, (llx~,

W: ---- (~il ([[~il [D,"""’ TiM, ([[XiM,

(h~w = (Ih = diag [~il,..., ~iM,],

A~i = [g-(v~], Bii 
t pqJ"

Proof. Proposition 2.3.1 is proved by direct substitution by estimates
(a,b) of (2.1.4) from Assumption 2.3.1 into expression of function (2.3.7).

Assumption 2.3.2. There exist

(1) open connected nieghborhoods Afi C_ Rn’ of the states x~ = O,

i -- 1,2,...,m;
(2) functions ~oi, ~i, ~oi: Afi -+ R+; ~i: Af~ -~ R+(~o~,~i) E K(KR);
(3) the constants/~ik, -~ik, ~i~ = /~kl, -~i~ = -~i for all (k ~ i), and

estimates

(2.3.9) /~kllWdl llWkll ~ V~k(t,~.Xk) <_ ~kllW~ll IIWkll

are satisfied for all (t, xi,xk) ~ R+ x Afi x Af~ for all (i ~ k) 
1,2,...,m.

Proposition 2.3.2. If all conditions of Assumption 2.3.1 and 2.3.2 are
satisfied, then for the function v(t, ~, ~1) the bilateral inequallty

(2.3.10) wTHTAHW <_ v(t, x, ~1) <_ WTHTAHW

is satisfied for all (t,x) ~ R+ x A/’. Here

WT: (W1,...,Ws), T= ( W1,...,

HT-- H = diag [~h,...,~/~], A = [f~i~], B = [~],

~ii ~- Am(~TAii¢i), -~ii = AM(~Ti Aii¢~i)¯

Proo]. Estimates (2.3.10) are obtained by direct substitution by esti-
mates (2.3.8) and (2.3.9) into expression (2.3.7) of the function v(t, x, ~1).
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Assumption 2.3.3. There exist

(1) open connected nieghborhoods Afip,
0, i = 1,2,...,m, p= 1,2,...,Mi;

(2) functions u(~i)q e C(R+ x R’~’~ x Rn’q, R), q = 1, 2,...,m;
(3) functions fli~, fli~: ~p ~ R+, flip ~ K(KR);

(4) re~ numbers p~i), ~,), ,~ such tha~
Mi Mi (i) (i)

~ipt~t ~PP ~ ~ xip PP) Jip[ ~ ip}! 
p=l

for ~I (t, zi~) ~ R+ x 
M~ M~-t M~

~2 reD+ u(i)~Th(b) ~ ...
p=l p=l q=p+l

~+, (0 (D+ u(i)~T¢x ~ ~ +..i. ~, s~,z~) + (DL.~)rh~.(t,x~)

Mi Mi - 1

p=l p=l q=p+l

for ~1 (t, zip, Ziq) ~ R+ x ~p x ~q.

Proposition 2.3.3. ff M1 conditions of Assumption 2.3.2 are satisfied,
then for the ~o~M derivative of function Uii along solutions of system (2.3.2)
estimate

(2.3.11) O+Uu(t,
is v~na, where z~ = (~.(llz.il),.-.,~,(llz~,ll)), A~(Sii) ~e the ma-
ximM eigen~ues of matrices Sii with elements

p # q for Ml (p,q) = l,2,...,Mi, i=l,2,...,m.

Remark e.a.1. If in conditions of Assumption 2.3.2 estimates (4)(a) 

(4)(b) are satisne~ with the inequ~ity sign "~" for consents ~0, ~0, ~,
then estimate (2.3.11) becomes

(2.3.~2) O+U.(t, ~)
where ~ii are matrices with elements

= = =
Here Sm(~u) is a minimal eigenvalue of matrices ~ii, i = 1, 2,..., m.
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Assumption 2.3.4. There exist

(1) open connected nieghborhoods Aft, Afi C_ RTM of the states x1 = O,

i = 1,2,...,m;
(2) functions f~ip, i = 1,2,...,m, p = 1,2,...,Mi, ~i~ E K(KR);

(3) functions Uik ~ C(R+ x Af~ x A/k, R) and real numbers Oik, i, k 
1, 2,..., m are such that

m m--1 rn

i-----1 i----1 k=i+l

x (Dt+Uik + (D+~,Uik(t, xi,xk))T/i(t, xi) + (D+~,Uik(t, xi,xk))Thi(t,x)

+ (D+~ Ui~(t, xi, Xk))Wfk(t, Xk) ÷ (D+~ Uik(t, Xi, Xk))Whk 

m m--1

_< ~O,,llzdl2 ÷ ~. ~ ~ o,,,llz, II IIz,dl
i=1 i=1 k=i+l

for edl (t, xi, x~) ~ R+ x Afi x Ark.

Propos|t|on 2.3.4. If ali conditions of Assumption 2.3.3 are satis~qed,
then

(2.3.13) D+v(t,x, rl) ~_ zTSz for all (t,x) ~ R+ x Af,

where ~ = 31"1 x ... x Arm, zT = (zlll " II," .,zrall " II), S is the matrix
m x m with elements

Cpp = t]2p)tM(Spp) -I- Opp,

c~ = c~p = Ork for all (p ~ k) l,2,...,m.

Remark ~.3.~. If in conditions of Assumption 2.3.4 estimate (3) is sa-
tisfied with inequality sign "_>" for constants ~ik, i, k = 1,2,...,m and

conditions of Remark 2.3.1 are fulfilled, then estimate (2.3.13) reads

(2.3.14) D+v(t,x, rl) ~_ gW~z for all (t,x) e R+ xAf,

where ~ is the matrix m x m with elements

= +
5pk=ek~=~pk for all (p~k)=l,2,...,m.
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Conditions contained in Assumptions 2.3.1-2.3.3 define functions and
estimates of its total derivatives, for which hierarchical Liapunov func-

tion can be constructed of elements u(~(t,.), i = 1,2,...,m, (p,q) 

1,2,...,Mi. This function has the form of (2.3.8) with estimates of to-
tal derivative along the solutions of system (2.2.1) in the form (2.3.13)

or (2.3.14).

2.3.3 Stability and instability conditions

Estimates (2.3.10) together with inequalities (2.3.13) and (2.3.14) allow 
to establish sufficient stability and instability conditions for state x = 0 of
system (2.2.1).

Theorem 2.3.1. Let vector function f in system (2.2.1) be continuous

on R x Af (on R x n) and

(1) all conditions of Assumptions 2.3.1:2.3.3 be satisfied;
(2) there exists a positive number ~ (or ~ = +oo) such that the set

{v((t)) is asymptoticaJ1y contractive for every ~
(3) in estimates (2.3.10), (2.3.13) and (2.3.14)

(a) the matrix A is positive definite;

(b) the matrix B is positive definite;
(c) the matrix S is negative semi-definite or equal to zero;
(d) the matrix S is negative definite;
(e) the matrix ~ is positive definite.

Then, respectively

(a) conditions (1)- (3a) and (3b) are sufficient for the state x 
system (2.2.1) to be stable;

(b) conditions (1) - (3a), (3b) and are suffi cient for t he statex = 0
of system (2.2.1) to be uniformly stable;

(c) conditions (1) - (3a), (3b) and (3d) are sufficient for the state 
of system (2.2.1) to be uniformly asymptotically stable;

(d) conditions (1) - (3a), (3e) and conditions of Remark 2.3.2 are 
cient for the state x = 0 of system (2.2.1) to be unstable.

Proof. We start with assertion (a) of Theorem 2.3.1. Under conditions
(1) and (3a) of Theorem 2.3.1 function v(t, x, ~i) is positive definite. The
set {v~(t)} is asymptotically contractive for all ( E (0,~), where 

min{WTHTBHW for all x e N}, wT= (W1,...
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Condition (3c) implies that D+v(t, x, 7) is negative semi-definite or equal

to zero. Moreover, all conditions of Theorem 1.8.1 and Theorem 1.6.1 are
satisfied. This proves assertion (a) of Theorem 2.3.1. Assertions (c) - 
of Theorem 2.3.1 are proved similarly in view of Theorems 1.6.4 and 1.8.6.

Example ~.3.1. We consider the nonlinear system

(2.3.15)

We introduce the matrices A1,...,A4 and vectors Xl = (XlI,Xl2)T,

X2 = (X21, X2~)w. The system (2.3.15) can be transformed into the form

dx_.__~ = AIx~ + A2x~,
dt

(2.3.16)

dx._~ = A3z~ + A4x3~,
dt

where

(:32:14) (0.01 0.01 
AI= , A~= \0.01 -0.02

At the first level decomposition we consider the independent subsystems

(2.3.17)

dx.__L1 = A ~ x ~l ,
dt

dx___~ = A3x~
dt
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and the functions connecting them

(2.3.18) hi(x2) = A2x~, h2(xl) = A4x~.

The decomposition of subsystems (2.3.15) leads to independent equations

of the first order

(2.3.19)

dx11 _3x~ I a

dz12
--fli(Xll), --4X~2 ~---- =dt dtdx21 = _4x~1 _a ]21(x21), dx2__._~2 _~ _2x~2 __a ]22(x22),

dt dt

with connecting functions

(2.3.20)

As elements of the matrix B1 (.) we take the functions

(2.3.21) u~l~) "-- 2X121, ~) ---- ~11) ~-~ (O.I)XllXl2,

and for the matrix B2(.)

(2.3.22) u~) ---- X221’~21" (2) ---~ ~) ---- (O.I)~E21X22,

=

u(2) = x222
22

0/11 ---- 2, 0/12 = 0.I, 0~22 = I, ~II ---- 2, ~12 = 0.I, ~22 = I,

~11 ---- 1, ~12------0.1, ]~22----1, ~11----1, ~12----0.1, ~22 : 1,

and functions

respectively.
It is easy to see that for the functions Vll(Xl) and V22(x2), the matrix-

valued functions B1 and B2 have elements (2.3.21) and (2.3.22) and 
conditions of Assumption 2.3.1 are fulfilled with constants
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For the function

(2.3.23) Ut2(x) = U21(x) = x~Wdiag [0.01; 0.01]x~

the estimates of Assumption 2.3.2 are true with the constants

812 = -I × 10-2; 312 = 1 x 10-2.

The conditions (4a) and (4b) of the Assumption 2.3.2 for the system
(2.3.16) are equivalent to the next:

D+ U(1) X T(a) Zl 1 11(11 )) /ll (Xll) ~< Pll ~121([[XllID for all ¯ J~ll;

D+ U(1) W(b) ( ~ 11 (~)) h~(~l) 
for all (Xll,X12) ~ All1 × Aft2;

tD+ u(a)tx ,,Tt tx ’ < p2xB~2([]xl~[I) for all x12(C) X :¢12 22 k 12)) J12k 

(d) (n+z,2u~)(x~2))Thl2(xl) < pu~u(llxx21l)+p23~n(llx1~ I)~12(I x~2 
for all (xll, x~2) ̄  Aft1 x Afl2;
D+ u(1) T(e) zn12 (Xl)) f11(TM) --~ p31f~.(Hx111[)

for all x~ ̄  A/’~;

D+ (I) T(f) ( ~.~ (~1)) h.(t,~l) 
+Pas~(IIXl~II) for all x~ ̄  All;
D+ U(1) 

for all x~ e

(h) (D+~,~u~>(x~))Th~2(xl) < P~3~1(11~111) ÷P~11(ll~nll)~=(llx1211)
÷P~a~=(ll~211) for a~l x~ ̄  ~1;
D+ u(2) T(i) ( Z21 11 (X21)) f21(TM) ~PsI~221(IIX211D all x2~ ̄  Af~;

for all (x~l,x22) ̄  Af~ x Af22;

(k) (D+~=~u~)(x~.~))T.f22(x2~) p~lf~2(llx~211) forall x22 ̄  Af2~

(1) (D:2~)(~=))~h=(x2) 
for all (x~l,x22) ̄  Af~ x Af2~;

(m) (D+~, ~i)(x21))Tf21(x21)(_

for all (z21,z22) ̄ A;21 

÷p~a~2~2(ll~.ll) for all (x~1,x22) ¯ .~’~x 
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04- U(2) X T(o) 15 (2))
for all (x21,x22) ̄  ~21 

D+ u(2) x T

The conditions (a)- (p) are fulfilled with the cons~ts:

Pn = 12, P12 =P~4 = 2, P~3 = 4,

P21 = -8, P22 = P54 = 2, P53 = 4,

Ps~ =P35=Ps4=0.15, P~5=0.05, Pa3 =0,

P41 =P45 =P44--0.2, P43 =p45--0,

Psi = -8, P52 = P54 = 1, p~a = 2,

P61 =-4, P62 =p~4=I, P~3=2,

Pn =p72=pTa=0.2, pT~=0.1, P~a=0,

Psl =Pss=0.1, Psa=Ps4=0.2, Pss=0.

For the functions Un, U22 and Un the conditions of Assumption 2.3.3
are fulfilled with the constants

8,1 = 855 = 0, 812 = 8,3 = 0.02619, 83~. = 0.042,

8~1 = 0.0513, 821 = 8~.~ = 0.01433, 8~ = 0.0938.

In the estimate (2.3.10), the matrices A and B are

 (0.00 0;7)-0.01 0.9 ]
B =

’ 0.01

and the matrix S in the estimate (2.3.13) 

)S = \0.II -1.44 

All calculations have been made for ~1 = (1, 1)T, ~5 = (1, 1)T and
r] = (1, 1)w. It is easy to see that for the system (2.3.15), conditions (1),

(2), (3a) and (3b) of Theorem 2.3.1 are fulfilled and therefore the solution
(x = 0) ¯ ~ i s uniformly asymptotically stable.
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Finally we note that the matrix-valued Liapunov function methodology
leads to more adequate scalar Liapunov functions for nonlinear systems and
simplifies their construction then via the vector Liapunov function concept.

2.3.4 Linear nonautonomous system

Consider the linear nonautonomous system

dz
(2.3.24)

d’-~ = Aft)x, x(to) = 

where x E Rn and the matrix Aft) has the form

Aft) = ( Al(t) A~(t) 
\A~(t) A2(t) ] 

Here Al(t) is nl ×nl, A2(t) n2 ×n2, A~( t) is n2 ×nl, A~(t) is nl ×n~
matrices with elements continuous on every finite interval I C R+.

Assume that the system (2.3.24) is decomposed into two interconnected
subsystems

(2.3.25)
dx.._~i = Ai(t)xi ÷ A~(t)xj, i, j = 1, 2, i 
dt

where xl

Ai(t)= fAil(t) A~l(t)) A~’(t)= (Ai3(t) A~3(t))

and each independent subsystem corresponding to (2.3.24) consists of two
interconnected subsystems

(2.3.26)

i = 1, 2,

where Xil ~ Rn", xi2 ~ Rn~, ni~ + ni2 = hi, i = 1,2. Alongside the
system (2.3.24) we consider the matrix-valued function

=: / u (t,z)
U (t,x) u2(t,z ) \
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where Ui(t, xi) ~/WBi(t,’)~i, U3(t,x) = xW~pl(t)x2 an d ~ ¯ R~, i= 1,2
is an arbitrary continuous matrix. In addition

(2.3.27) u~(t, Xil) = X~Pil(t)xil,

(2.3.28) u~(t, x,) = x~ P,~(t)x,2, i = 1, 

where Pi~ (t) ~d Pi~ (t) are symmetric continuous and positive definite 
trices for t ~ R+, ~(t) are ~bitrary continuous matrices ~d matrices
Pi~ (t), Pi~ (t) and P~ (t) ~e continuously differentiable on R+. ~nctions
U~ (t, x~) correspond to subsystems (2.3.26) and function U~ (t, x) shows 
connections in system (2.3.25). It can be easily verified that for functions
(2.3.27) ~d (2.3.28) the following ~timates are satisfied

(i) Am(P~l)~]X~l~ 2 ~ ~)(t,X~l) AM(P~)[]x~]]2,

(ii) Am(P~2)~x~]

_ <(iii) -~ (Pi~ i~)ll~-II II~i~ll _ A~(Pi~P~)ll~illl II~i~ll,
wh~r~ ~.(Pi#) ~d ~(Pi#) ar~ ~i~im~l and m~i~l ~it~l~s of 
matrices Pi5(t), i,j 1, 2 an d "M ~i3 13~ ~e t he norm s of m atr i-

ce~ P~PS.
Propositio~ 2.3.5. Provided es$imstes (i)-(i i hol d, /or ~unc$ions

Ui(t, xi) the estimates

(2.3.29) w~C~wi ~ U~(t, xi) ~ w~Diwi

~ s~tisaed, ~ae~e ~F = (ll~-IIw, limekiln, ~= ~, 2,

Ci = ~1~ p’r--~il~i2"~ M (ei3

Di : ill T

-f. f,~ A~ (P,3 P~) 
¢~A~(P*~)) 

112 W )fiifi~A~ (PipPin) 
f~_A~(P~)

It can be easily shown that for the function Uz(t, x) the estimate

(2.3.30) -A~(P~P~llwill II~o~li < v~(t,~) < A~(P,P~T)IlwilI IIw~ll
takes place.

By means of the matrix-valued function U(t, x) and the vector r} ¯ R~
we introduce the function

(2.3.31) v(t, x, r}) = ~lWu(t, x)r}.
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Proposition 2.3.6. If for the elements of the matrix-valued function
U(t, x) estimates (2.3.29) and (2.3.30) take place, then for function (2.3.31)
the bilateral inequality

wTcw ~_ v(t, x, ~) _~ WTDW

is satisfied, where WT = (l[wl[[ T, [[w~.l[ T) and

~(c~)
1/2 T-Old, AM (PIPi 

,[AM(D1)
1/2 W

tk ~h Zl2 A M ( Pi Pi 

1/2
--~l/]2~M (P1P1T) ~

~m(c~) ]’

~I~AM(D~)

Alongside the function (2.3.31) we consider its total derivative

(2.3.32) Dv(t, x, ~l) = r~TDU(t, x)~},

where DU = Duij(t, .) and D is the Euler derivative.
We compute the derivative of function U1 (t, .), U~. (t, .), U3 (t, .) by 

of system (2.3.26)

(i) Dtul~) (t, Xil ) q- (Dx,1 ul~))TAil Zil

(ii) D,u~)(t, xi2) + (Dx,2ul~))WAi~xi2 

(iii) ~D u(iLWA* x

(iv) ~D ~(i)~A* 
m , ~o~.~. < p~s(Oil~lll~ + ~1~(0 I1~11~

+P~(OIl~lll I1~11,
where Da = ~/Oa, pil(t), pie(t), pi~(~) and pie(t) ~e m~im~ eigenvalues
of the matrices

A~ Pi~ + PilAff
dPi2(t)

dPildt(t) , A~2Pi2 + Pi2Ai2 + d----~-’

respectively; pi3(t), pi4(t) and piT(t) are norms of the matrices 2PilAi*l,
2~.Tp. and~i2 i2

W p, dPi3 (t)
Ail ~ + P~3Ai2 + d~’

respectively.
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Proposition 2.3.7. ff estimates (i) - (v) are satisfied, the total deriv-
ative of function U~(t, xi) by virtue of subsystem (2.3.26) is estimated 
inequality

(2.3.33) DUb(t, xi) < AM(~)llwdlz,

where wiT = (llx, ll, Ilx~zll) and )tM(~i) a~e maximal eigenvalues of matrix

~ with the elements

U~I "~ ~lPil (t) ÷ 2~il~i2Pi5 (t),

¯ ¯ 1

U12 = ff~ 1 = ~il ~i2Pi7 (t) ÷ (~ilPi3 (t ) ÷ ~i 2Pi4 (t

O’~2 -~" ~2Pi2 (t) ÷ 2~il~i2pi6

The estimations of derivatives are easily obtained

(2.3.34)
(DUi(t, xi))TATxj 0ii (t)[Ixl[[ [[x 2[[, i, j =1,

(OUz(t, x))TA(t)X < 012(t)llxlll ÷ 013 (t) llz211z ÷ 01a(t)llxlll Ilxzll,

where 01z (t) and 013 (t) are maximal eigenvalues of matrices P1A~ and A~ 
respectively; 0ii and 0ia are norms of matrices A~Tp~ + P~A~, ATIP1 +
P~ A2, respectively.

In addition
( Pil Pi3 i= 1,2.P: = ~ PiT3 Pi2 ’

Proposition 2.3.8. Provided inequalities (2.3.33) and (2.3.34) sa-
tisfied the total derivative of the function (2.3.31) along solutions of system
(2.3.24) is estimated by the inequality

Dr(t, x, ~) <_ wTsw,

where Ww = (wl, w2) and matrix S has the elements

811 = ~12/~M(01) ÷ 2rhr/9.01z(t),

1
812 --~ 821 ---- 0102814 (t) ÷ ~ (012811 (t) + 0g022 



2.3 REGULAR HIERARCHY SUBSYSTEMS 83

Theorem 2.3.2. Assume that for the linear nonautonomous sys-
tem (2.3.24)

(i) there exists a matrix-valued function U: R+ x R’~ -~ R2×2;
(ii) there exists a vector ~} E R~;
(iii) matrix C is positive definite;

(iv) matrix S is negative semi-definite or equal to zero;
(v) matrix S is negative definite.

Then, respectively

(i) conditions (i)-(iv) are sufficient for the state x = 0 of system

(2.3.24) to be stable in the whole;
(ii) conditions (i)-(iii) and are suff icient for the state x = 0 of

system (2.3.24) to be asymptotically stable in the whole.

We consider some system equations of perturbed motion to illustrate
how the proposed technique works.

Example ~.3.~. Consider linear homogeneous system

dx
(2.3.35)

d--~ = A(t)x, x ~ 4,

matrix A(t) is of the form

8-sin 2~ sin t 1
-~ 1+~o-~ ~ ~ 0

A(t) 
0 -6 0 0

0 0 -4 0 "

0 1 2 10-0.5 sin 2t
~ 1 + cos---~’~ l+cos2 t

First level decomposition results in two subsystems

(2.3.36)

dXl ,
-- = AlXl + Alx2,
dt

dx.._~2 -. A2x~ q- A~Xl
dt ’

where Xl ~/~2, x2 ~ R2 and

A1 = (a~1

A2 -- (
a33

\ as4

a12 / ~

a22

°),

°0)A~= 0 ’

0 ~.~
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8- sin 2t sin t 1
all = 2(1+ cos2 t)’ al~ =

1 + cos2 t’ a22 = -6, a13 = 1 + cos2t’

2 10 - 0.5 sin 2t 2
a33 = -4, 334 = 1 + cos2 t’ a41 =

1 Jr cos2 t ,324 = 1 + cos2 t"

The independent subsystems

(2.3.37)

dx____~ = Alx~,
dt

dx__~2 = A2x2

dt

of system (2.3.36) are connected by interconnection functions hi A~x~

and h2 = A~x~.
On the second level decomposition of system (2.3.37) we get independent

equations

(2.3.38)

8 - sin 2t

dt 2(1 Jr COS2 t) Xll’

dXl2~ = -6x12~
dt

dx21
~ = -4x~;
dt

dx22 10 -- 0.5 sin 2t
-- = -- X22~
dt 1 Jr cos2 t

and interconnection functions

sin t 2
h11=- l+cos~.tx12, h~=h21=0, h~.2= l+cos2tX21.

In the matrix B1 (t, .) the elements u~)(t, .) are taken in the form

(2.3.39)
u?? = (, + cos2 t)~,2~, u(2~~ =

u~) = u~? = 2.10-a(1 + cos~ t).TllXl2

and in the matrix B2(t, .)

(2.3.40)
U?l) = x221, o (2) = (1 Jr 2’*22

~72~= u~?= 10-3(1 + cos2
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For the functions U1 (t, xl) and U2 (~, x2), whose matrix-valued functions
B1 and B2 have elements (2.3.36) and (2.3.40), Assumption 2.3.1 holds,
where

and

~ll(I]Xllll) ~-[Xlll, ¢12([IX12]1) 

For the function

U3(t, x) = xlwdiag [10-3(1 + cos2 t), 10-3(1 + cos2 t)]x~

the estimates in Assumption 2.3.2 are satisfied with constants

f~l~ = -2.10 -3 , ~2 = 2.10-3 .

Assumption 2.3.3 holds with the constants

Pll = --8, P13 = 2, P21 = --12, P32 = 4.5 ¯ 10-3,

P35=10-3, P43----12"10 -a, psi =--8, P61 =--20,

P6S =4, P72=9"10 -3 , PS2 =10.5"10-3 , P33=2"10-3,

P12 = P22 = P32 = P3t = P33 = Pa4 = Pat = P43 = P4a = P4~ = 0,

P52 = P53 = P62.= PT1 = P73 = P74 = P75 = P81 = P84 = P85 : 0

and the functions

~21(11x2111) ---Ix211, ~22(11x2211) 
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Assumption 2.3.4 holds for the functions U1, U2 and U3 with the con-

stants

~11 = ~12 ~-- ~21 = ~22 = O, ~13 = ~23 = 2.002,

~31 = ~32 = 2" 10-3, ~33 = 26.5" 10-3.

Matrices A and B in (2.3.10) and matrix S in (2.3.13) 

respectively. Herewith, it is supposed that ~1 = (1, 1)T, ~2 = (1, 1)T and
~/ = (1, 1)T. It is easily verified that the matrices A and B are positive
definite and the matrix S is negative definite. Applying Theorem 2.3.2
and taking into consideration that system (2.3.35) is linear we find that its
solution x = 0 is uniformly asymptotically stable in the whole.

Example 2.3.3. We consider the linear nonautonomous system

(2.3.41)
d--~ = A(t)x,

where x E Re and matrix A(t) is

A(~) 

all(t) a12(~) al3(t) a14 (~:) a15 (~:)

0 --3 a23(t) 0 0 1

0 a32(t) -3 0

a41 (~:) 0 a43 (t) a44(t) 0 a4e(t)

as1 (t) 0 a53(t) 0 a55(t)

0 -I 0 ae4(t) 0 -4

where

10 + sin 2t cos t
a~(t)= 2(l+sin2t), ate(t)=

l+sin~t,
cos t cos t

a14(t) = 1 +sin2t’ a15(t) 
1 +sin2t’ ale(t) 

sin t
1 + sin2 t ’

1

1 + sin3 t ’
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1 cos t
az~(t) = 1 + sin~ t’ azz(t) =

1 + cosz t’
a~(t) 

sin t cos t
ass(t) = 1 -I- cos2 t’ a41(t) 1 -b cos2 t’ a43(t) --

6 - 0.5 sin 2t 1
a44 (t) a46 (t) - , as1 (t) l+cos~t ’ l+cos~t

1 8 + 0.5 sin 2t= t’ = =
l+sinz l+sin2t ’

1
a64 (t) =

1 -b sin2 t"

cos t
1 + cos~ t ’

2 cos t
1 + cos2 t ’

cos t

1 + sin2 t ’

cos t

1 + sin2 t ’

The first level decomposition results in three subsystems

(2.3.42)

dx---L~ = AllXl -t- A12x2 q- AlaX3,
dt

dx.__~ = A22x2 q- A21Xl q- A23x3,
dt

dx3
d--~- = A33xa + A31x1 + Aa~x2,

where xi E R9, i = 1,2,3 and matrices Aij, i, j = 1,2,3 are of the form

-3 ’ \a~ 0 ’

Az~= ( 0 a~z) A2~ = (-3 0) A~ = 
a41 0 ’ a43 a44 ’ a46] ’

1 ’ A32--
, A33-- ¯

a64 --

In system (2.3.42) the independent subsystems

(2.3,43)



88 2. CONTINUOUS SYSTEMS

are connected by the link functions

hi = A12x2 -b A13x3, h2 = A21xl q- A23x3, h3 -- A31xl -t- A32x2.

The second level decomposition results in independent equations

dx11 10 + sin 2t dxl2
d--~ = 2(1 q- sin 2 t) 2711’ d--’~- : --3X12,

dx21 dx22 6 - 0.5 sin 2t
dt = -3x21,

d~- : l+cos~t
x~,

dx31 8 - 0.5 sin 2t dx32
X31, ~ = --4X32

dt 1 + sin2 t dt

and interconnections functions

cos t 2 cos t
hll = 1 + sin 2t x12, h12 = 0, h21 = 0, h22 = 1+ cos2t

COS t
h31= l+sin 2tx39’ h32=0.

In the matrices Bi(t, .),

X21 ~

i = 1, 2, 3 we take the elements in the form

(2.3.44)

(2.3.45)

(2.3.46)

For the functions Uii(t, xi), i = 1,2,3 with matrices B1, Bg. and B3
(with elements (2.3.44)- (2.3.46)) all conditions of Assumption 2.3.2 
satisfied with the constants

~.~) = ~.i~ )---- ~.(3)~12 = --2" 10-3
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and the functions

¢,1(11:~,111) = I~,11,
~.1(11:~1~.11) = I~,11,
¢,2(11~1’,11) = I:~,~1,
~1~(11~,’,11) = I~1~1,

,~1(11,~’~, il) = I’~’, I,
~,.(i1:~111) = Ix211,
¢"2 ( llx~".11) = Ix221,
~.~(11:~11) = i:~l,

Functions U13, U13 and U23 are taken as

¢31(11:~3’ II) = 1:~3’ 
~3~(11X3111) = IX311,
¢32(11X3211) = 1X321,
~32(11:~3211) = 1~3"1"

U12 = xlWdiag [10-3. (1 ÷ sin2 t), 10-3. (1

U13 = xlWdiag [10-3 ̄  (1 + sin2 $), 10-3" (1 ÷ COS2 ~;)]X3,

U23 = x2Wdiag [10-3" (1 + cos2 t), 10-3. (1 + cos2 t)]X3.

Estimates in Assumption 2.3.1 are satisfied with the constants

~II = --2" 10-3, ~13 = --2" I0-3, /~23 = --2" I0-3,

~11 = --2" 10 -3, ~13 = --2.10 -3, ~23 = --2" 10-3.

Conditions of Assumption 2.3.2 are satisfied with the constants

and the functions

~11(11~1111) = Ix111, Z21(11~2111) = 1~211, ~31(11~3111) = Ix311,
,~12(11x1211) = I~,o.I, &~(ll~2~ll) = 1~21, &2 ( llx3211) = 

Conditions of Assumption 2.3.3 for the functions V12, V13 and U23 are

satisfied with the constants

811 =2.74.10-3, 022 = 2.74.10-3, 033=3.73"10-3,

012 = 8.25.10-3, 013 = 1 ¯ 10-2, 023 = 16.5.10-3.
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Matrices A and B in estimate (2.3.10) and matrix S in estimate (2.3.13)
are of the form

[ 0.998 -2.10-3 -2.10-3\
A = [-2.10-3 0.998 -2.10-3

|
\-2.10-3 -2.10-3 0.998

2 2.10-3 -2.

B= 2.10-3 2 -2.10-3|,

2 /\-2.10-3 -2.10-3

0.0082 0.01
s= ! 0.0082 0.01 0.01 

,, 0.01 - .3 924
respectively. Here we assume ~1 = ~ = ~3 = ~/= (1, 1, 1)T. It is easily to
check that matrices A and B are positive definite and matrix S is negative

definite.

Applying Theorem 2.3.2 we find that the equilibrium state z = 0 of
system (2.3.41) is uniformly asymptotically stable in the whole.

2.4 Stability Analysis of Large Scale Systems

The aim of this section is to present a new method of constructing the
matrix-valued function and then to obtain efficient stability conditions for
one class of large scale systems admitting one-level decomposition.

2.4.1 A class of large scale systems

We consider a system with a finite number of degrees of freedom whose
motion is described by the equations

(2.4.1)
:d_x__~ = fi(xi) +gi(t, xl,... ,xm), i = 1,2,... ,m,

dt

where xi E Rn’, t E T~, T~ = [T,+oo), ]i q C(R’~’,R’~’), gi e C(~ 
R~ x ... x R~, R~’)

Suppose that the functions fi(xi) + gi(t, x~,..., Xm) are smooth enough
to gu~antee existence, uniqueness and continuous dependence of solutions

xi(t) = xi(t; to, xio) of (2.4.1).
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Introduce the designation

m

(2.4.2) Gi(t,x) -: gi(t, Xl,...,Xm) - Z gij(t, xi,xj),

where g~j(t,x~,xj) = g~(t,O ..... x~,...,xj,...,0) for all i ~ j; i,j =
1, 2,..., m. Taking into consideration (2.4.2) system (2.4.1) is rewritten 

(2.4.3) ~ = fi(x~) g~j(t,x~,x1) + Gi(t,x).
~=~,j~i

Actually equations (2.4.3) describe the class of large scale nonlinear

nonautonomously connected systems. It is of interest to extend the me-
thod of matrix Liapunov functions to this class of equations in view of
the new method of construction of nondiagonal elements of matrix-valued

functions.

2.4.2 Construction of nondiagonal elements of matrix-valued

function

In order to extend the method of matrix Liapunov functions to systems
(2.4.3) it is necessary to estimate variation of matrix-valued function ele-

ments and their total derivatives along solutions of the corresponding sys-
tems. Such estimates are provided by the assumptions below.

Assumption 2.4.1. There exist open connected neighborhoods
Rn~ of the equilibrium states x~ = O, functions v~ E CI(Rn~,R+), the
comparison functions ~1, ~o~2 and ¢~ of class K(KR) and tea/numbers

c_~ > O, ~i > 0 and 7~ such that

(1) vii(x~) = 0 for all (xi = O) e 
(2) _c. , l(llxdl) _< <
(3) <_ for

i = 1,2,...,m.

It is clear that under conditions of Assumption 2.4.1 the equilibrium
states x~ = 0 of nonlinear isolated subsystems

(2.4.4)
dxi
d--~ = fi(xi), - 1,2,... ,m
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are

(a) uni]ormly asymptotically stable in the whole, if "fii < 0 and

(P/a, ~i2, ¢i) ¯ KR-class;
(b) stable, if 7ii = 0 and (~il, ~i2) K-cI~s;
(c) unstable, if 7, > 0 and (~a, ~iz, ¢i) fi K-cl~s.

The approach proposed in this section takes large scfle systems (2.4.3)
into consideration, subsystems (2.4.4) h~ving v~ious dynamical properties
specified by conditions of Assumption 2.4.1.

Assumption 2.4.2. There exist open connected neighborhoods
Rn~ of the equilibrium states

Rn¢, R), comp~ison functions ~i~, ~i~ ~ K(KR), positive const~ts
(y~,...,Om)T Rm, ~i > 0and ~bit r~y cons t~ts ~ij,
1,2,...,m, i ~ j such tha~

(1) vi¢(t, xi,x~) = 0 for all (xi,x¢) = 0 q ~ x ~, t ~ ~, i, 
1,2,...,m,

(3) D~v~(t, ~, ~) + (~,v~(t, ~, z~))~l~(x~)
+ (D~ v~ (t, ~, ~)) ~I¢ (x~) + ~ (~, v. (x~))~g~ 2~

+ 2n~ (D~¢ vij (Xj))Tg~i (t, Xi, Xj) = (2.4.5)

K is e~y to notice that first order parti~ equations (2.4.5) ~e a some-
what generalization of the cl~sical Liapunov equation proposed in (see
Liapunov [1]) for determination of auxiliary function in the theory of his

direct method of motion stability investigation. In a p~ticular c~e these
equations are transformed into the systems of Mgebraic equations whose
solutions c~ be constructed an~ytically.

Assumption 2.4.3. There exist open connected neighborhoods
R~ of the equilibrium states xi = O, comp~ison functions ¢ ~ K(KR),

1 2 3 vl ~1 1 ~d#~o, i,j,k=i = 1, 2,..., m, real numbers aij,
1,2,... ,m, such that

(1) (Dz,vii(xi))TGi(t,x) 
k=l

for all (t, xi, x~) ~ ~ x ~ x 

(2) (D~,v~¢(t, .))Tg,¢(t, 
3 2a~¢¢~(llx~ll) + R=(¢) an
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(2.4.7)

where

m

(3) (D~,vij(t,.))Tvi(t,x)
k--1

~or ~I (t, ~, x~) e ~ ~ ~ x 
(~) (D~,,~(t, .))~g~(t, ~, ~) ~ ¢~(~)(~¢~(~)+~¢~(~1~))

+R4(¢) for all (t, xi,xj) e ~ x M x ~, ~d k ~ 

Here R,(¢) are polynomials in ¢ = (¢~(]~x~ ]~,..., Cm(]~Xm~)) in a power
higher than three, R~(0) = 0, s = 1,... ,4.

Under conditions (2) of Assumptions 2.4.1 and 2.4.2 it is easy to establish
for function

(2.4.6) v(t, x,

~he bila~er~ estimate

u~nWfHu~ ~ v(t, x, O) ~ u~HWdnu2,

Ul = (~11(11z111,..., ~ml(llz~ll))T,

us = (~1~(11x111,..-, ~mz(ll~mll))T

which holds true for all (t, x) E Tr × ~, ~ = ~ x ... x ~m.
B~ed on conditions (3) of Assumptions 2.4.1, 2.4.2 and conditions (1) 

(4) of Assumption 2.4.3 it is e~y to establish the inequality estimating the
auxiliary function variation along solutions of system (2.4.3). This estimate
reads

(2.4.8) Dv(t, x, Y) I(2.,.~) u~Mus,

where us = (¢~(llx~ll),... ,¢m(llxmlD ~d holds for all (t,x) e ~ x 
Elements aij of matrix M in the inequality (2.4.8) have the following

structure
m m

2 2 2 2 3 .

k=l, k¢i j=l,

1 2 1 2 1
m

=
Ok~j~kij + ~

k=l, k¢j k=l,

2
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2.4.3 Test for stability analysis

Sufficient criteria of various types of stability of the equilibrium state x = 0

of system (2.4.3) are formulated in terms of the sign definiteness of matri-

ces _C, ~’ and M from estimates (2.4.7), (2.4.8). We shall show that 
following assertion is valid.

Theorem 2.4.1. Assume that the perturbed motion equations are such
that all conditions of Assumptions 2.4.1-2.4.3 are fulfilled and moreover

(1) matrices ~ and ~ in estimate (2.4.7) are positive definite;
(2) matrix M in inequality (2.4.8) is negative semi-definite (negative

definite).

Then the equilibrium state x = 0 of system (2.4.1) is uniformly stable

(uniformly asymptotically stable).
If, additionally, in conditions of Assumptions 2.4.1-2.4.3 all estimates

are satisfied for Af~ = Rn~ and comparison functions (~1, ~o~) E KR-
class, then the equilibrium state of system (2.4.1) is uniformly stable in the
whole (uniformly asymptotically stable in the whole).

Proof. If all conditions of Assumptions 2.4.1- 2.4.2 are satisfied, then it
is possible for system (2.4.1) to construct function v(t, x, 7) which together
with total derivative Dv(t, x, 7) satisfies the inequalities (2.4.7), and (2.4.8).
Condition (1) of Theorem 2.4.1 implies that function v(t,x,y) is positive
definite and decreasing for all t E T~. Under condition (2) of Theorem 2.4.1
function Dr(t, x, 7) is negative semi-definite (definite). Therefore all con-
ditions of Theorems 1.8.1, 1.8.3 are fulfilled. The proof of the second part

of Theorem 2.4.1 is based on Theorem 1.8.4.

2.4.4. Linear large scale system

Assume that in the system

(2.4.9)
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the state vectors xi E Rnl, i = 1,2,3, and Aij E Rn~xn# are constant
matrices for all i, j = 1, 2, 3.

For the independent systems

dx--Ai = A~ix~, i = 1,2,3(2.4.10)
dt

we construct auxiliary functions vii(xi) as the quadratic forms

(2.4.11) v~i(xi) = xWi pi~x~, i 1,2,3

whose matrices P~ are determined by the algebr~c Liapunov equations

(2.4.12) A~P~ + P~A~ = -G~, i = 1, 2, 3,

where G~ are prescribed matrices of definite sign. In order to construct
nondiagonM elements v~ (x~, x~) of matrix-vMued function U(x) we employ
equation (2.4.5) from Assumption 2.4.2. Note that for system (2.4.9)

f~(xi) = Aiixi, Ii(xj) = ailxl,

9ij(Xi,Xj) = Aijxj, Gi(t,x) = 0, i = 1,2,3.

Since for the bilinear forms

(2.4.13) vq (x~, x~) v~(x~, xi ) = x~P~x~,

the correlations

D~,vij(xi,xj ) W T= ~p~, n~v~(~,~) = ~?P~,

are true, and equation (2.4.5) becomes

~ A~P~ + P~&~ + ~2 P.A~ + N A~ ~ ~ = O.

~om ~his correlation for de~erminin~ m~rices P~j we ~e~ ~he system of
~l~ebr~e equations

AiiPij + PijAj~ = - nA PiiAij - ~ A~Pii,
(2.4.14)

iCj, i, j = 1,2,3.
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Since for (2.4.11), and (2.4.13) the estimates

v.(z~) > Am(P.)llz~ll2, z~ e
1/2 Wv~¢(zi,z¢) > -AM (Pi¢Pi¢)llzillllz¢ll, (zi,z¢) R~’ x R=~

hold true, for function v(x, O) = YWU(x)Y the inequ~ity

(2.4.15) wTHTCHw ~ v(z, O)

is satisfied for Ml x e Rn, where w = ([[Xl]~, ~lx2l~, Ilx~ll) w and the matrix

Here Am(’) are minimal eigenvalues of matrices PII, P22, P3~, and "’M ~’/

is the norm of matrices (-).
For system (2.4.9) the constants from Assumption 2.4.3 are:

~ T

l,~ i 2 O; l~j k 1/9 T
T 2= ~i~, = = AM [(P~a~)(PqA~)], ~ 

Therefore the elements ai~ of matrix M in (2.4.8) for system (2.4.9) 
the structure

3

3

Consequently, the function Dv(x, y) variagion along solutions of system
(2.4.9) is esgimaged by ghe inequaligy

(2.4.16) Dv(x,w) l(2.~.9) ~ wTMw

for all (x~, x2, x3) e m xR~: x RTM.

We summarize our presentation ~ follows.
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Corollary 2.4.1. Assume for system (2.4.9) the following conditions
are satisfied:

(1) algebraic equations (2.4.12) have the sign-definite matrices Pii, i =

1, 2, 3 as their solutions;
(2) algebraic equations (2.4.14) have constant matrices Pi~, for all

i, j = 1, 2, 3, i ~ j as their solutions;
(3) matrix C in (2.4.15) is positive definite;
(4) matrix M in (2.4.16) is negative semi-definite (negative definite).

Then the equilibrium state x = 0 of system (2.4.9) is uniformly stable
(uniformly asymptotically stable).

This corollary follows from Theorem 2.4.1 and hence its proof is obvious.

2.4.5 Discussion and numerical example

To start to illustrate the possibilities of the proposed method of Liapunov
function construction we consider a system of two connected equations that
was studied earlier by the Bellman-Bailey approach (see Bailey [1], Pio-
ntkovskii and Rutkovskaya [1], etc.).

Partial case of system (2.4.9) is the system

(2.4.17)
dxl
-- = AXl nu 612x2
dt

dx2
d---£" = Bx2 ÷ C~.lXl,

where Xl E RTM, x2 E R~2, and A, B, C1~ and C21 are constant matrices
of corresponding dimensions. For independent subsystems

(2.4.1s)
dx__~l = Axl,
dt

~ = Sx2
dt

the functions ~111 (X l) and v~(x2) are constructed as the quadratic forms

(2.4.19) ’Ull = ~ITpll;T1, V22 ~--- ~g2Tp22~g2,

where Pll and P22 are sign-definite matrices.
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Function v12 = v21 is searched for as a bilinear form v~2 = xW~p12x2
whose matrix is determined by the equation

(2.4.20) AIR12 q- P12B -- _71 PllC12 - ~ C~P22, 71 > O, ~2 > O.

According to Lan~ster [1] equation (2.4.20) h~ a unique solution, provided
that matrices A and -B have no common eigenvalues.

Matrix C in (2.4.15) for system (2.4.17) reads

~ Am(Pll)
1/2 W-AM (P12Pi2)(2.4.21) ~ =

~/~ ¯
.

k-a 
gstimate (2.4.16) for Nnegion Dv(~, ~) by virtue of system (2.4.17) 

(2.4.22) Dv(~, ~) ~(~.~.~ 

where w = (1~11,1~1)~, ~ = [~1, i, j = ~,2;

all = AIW~ +

a22 = A2y~ + YlV~2,

ff12 : ff~l = 0.

The notations are
A1 = AM(ATOll + PllA),

A2 = AM(BT~22 + P22B),

= +
A(.) is m~imal eigenvalue of matrix (.). Partial c~e of Assumption 2.4.1
is ~ follows.

Corollary 2.4.2. For system (2.4.17) 1e$ &nctions vii(.), i, j = 1, 
consSructed so Shat matrix C for sysSem (2.4.17) is posi$ive definite and
matrix E in inequality (2.4.22) is negative definiSe. Then She equilibrium
x = 0 of system (2.4.17) is uniformly ~ymptotic~ly stable.

We consider the numerical example. Let the matrices from system

(2.4.17) be of the form

- ’ 2 -1 ’
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Functions v~ for subsystems

~ = Ax,

~9 = By,

are taken as the quadratic forms

vll= 1.75x~ -I- xlx2 -I- 1.hx~2,
(2.4.25)

v2~ = 0.35yl2 + 0.9yly2 + 0.95Y22.

Let ~/= (1, 1)w. Then A~ = A2 = -1,

(-0.0110.021)
P12 = -0.05 -0.022 ’

a~2 = 0.03, ~ = -0.002.

It is easy to verify that all< 0, and 0"22 < 0, and hence all conditions of
Corollary 2.4.2, are fulfilled in view that

A~2(p~2P~) _< (Arn(PII)Am(P22))~/~,

for the values of A~2(P~2PIT2) = 0.06, A,~(PI~) = 1.08, A,~(P22) = 
This implies uniform asymptotic stability in the whole of the equilibrium
state of system (2.4.17) with matrices (2.4.23), and (2.4.24).

Let us show now that stability of system (2.4.17) with matrices (2.4.23),
and (2.4.24) can not be studied in terms of the Bailey [1] theorem.

We recall that in this theorem the conditions of exponential stability of
the equilibrium state are

(1) for subsystems (2.4.18) there must exist functions (2.4.19) satisfyin~

estimates
(a) _< <
(b) Dv (t,x ) <_ -c llx 
(c) IlOvi/O~ll _< c~41lz~ll for z~

where c~ are some positive constants, i = 1, 2, j = 1, 2, 3, 4;
(2) the norms of matrices Cq in system (2.4.17) must satisfy the 

equality (see Abdullin, Anapolskii, et hi. [1, p. 106])

\ c12c22

where (~ <1.
k C14C24 / --
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We note that this inequality is refined as compared with the one obtained
firstly by Bailey [1].

The constants c11,...,C2a for functions (2.4.25) and system (2.4.17)

with matrices (2.4.23), and (2.4.24) take the values

cll = 1.08, c21 = 0.115, C12 = 2.14,

c2~=2.14, c22=1.135, c13=c~.a=l, cla=4.83, c2a=2.4.

Condition (2.4.26) requires that ]1C12[111C~111 < 0.0184 whereas for system

(2.4.17), (2.4.23), and (2.4.24) we 

1.75.

Thus, the Bailey theorem turns out to be nonapplicable to this system and
the condition (2.4.28) is "too sufficient" for the property of stability.

2.5 Overlapping Decomposition and
Matrix-Valued Function Construction

The purpose of this section is to adopt the method of matrix-valued function
construction presented in the previous section to the case of extension (via
overlapping decomposition) of the dynamical system.

2.5.1 Dynamical system extension

Consider the dynamical system

(2.5.1)
d-~ = Ax, X(to) = xo,

where x(t) E n, t ~ R+, A is n xn-constant matrix. Vect or x is divided
T T T T Rninto three subvectors x~, i = 1,2,3, so that x = (Xl,X2,X3) and

xi ~ RTM , T~ = nl "~ ~22 "~- ~3.

Matrix A of system (2.5.1) is represented in the block form

(2.5.2) A = IAll A12

AI3)
A21 A22 A23 ,

As~ A32 A33
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where submatrices A~ E Rn~x"~ for all i,j = 1,2,3. Further three
components of vector x, are transformed into two components of vector
y according to the rule: Yl = (x~T,x~T)T, and Y2 = (x~T, xaW)w. Besides

y = (yl T, y2T)w E R~, where ~ = nl + 2n2 + n3.
By means of linear nondegenerate transform

(2.5.3) y = Tx,

where T is ~ x n-matrix of the form

T=
I2 0

I2 0 ’

0 I3

11, 12, and I3 are identity matrices whose dimensions correspond to the
dimensions of subvectors xl, x2, and xa of vector x. We reduce system
(2.5.1) to the form (see Ikeda and ~iljak [1])

(2.5.4)

Here

dy__[~ = ~11y~ + ~12y2,
dt

dy__~2 = ~21Yl -[- 2~22Y2.
dt

Designate ~= (~ij); i, j : 1,2 and note that

(2.5.5) ~ = TAT~ + M,

where
(2.5.6)

= ~ 22 -- ~ A22
T~ ~I~ ~I2 M =

’ -- ½ A22
1 "
~ A220 0 /a

-½ A32 ~1 A32

The notion of the extended system used in conjunction with the Liapunov
vector function was first introduced by Ikeda and ~iljak [1].
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Definition 2.5.1. System (2.5.4) is an extension of system (2.5.1) 

there exists a linear transformation of maximal rank (2.5.3) such that
for Yo = Txo

(2.5.7) x(t, xo) = T1y(t, yo), t >_ 

where y(t, yo) is solution of system (2.5.4).

It is proved (see Ikeda and ~iljak [1]), that system (2.5.4) is an extension

of (2.5.1) in the sense of Definition 2.5.1 iff one of conditions MT = 0
or TIM = 0 is satisfied.

Remark 2.5.1. It is noted by Ikeda and ~iljak [1], and ~iljak [2] that
the extension procedure of system (2.5.1) or of a general nonlinear system
can result in the applicability of the vector Liapunov function while its
immediate application to the initial system is difficult or impossible. Below
we cite an example showing that this is not a common case, i.e. there
exist systems of (2.5.1) type to which it is impossible to apply the method
of the vector Liapunov function even after their extension in the sense of

Definition 2.5.1 to the form (2.5.4).

2.5.2 Liapunov matrix-valued function construction

We select out of the extended system (2.5.4) two independent subsystems

dz-A~ = ~11zl, z~(to) zl0,
dt

(2.5.8)

dz.__~2 = ~22 z2, z2 (t0) = z20
dt

and assume that for the given sign-definite matrices Gll and G22 the alge-
braic Liapunov equations

(2.5.9) ~Wlp~l + Pl1~1 = a11,

(2.5.10) .~W2p~2 + P~2~22 =

have the solutions in the form of sign-definite symmetric matrices PI~ and

P22 respectively.
Let matrices PI~ and P22 be determined by equations (2.5.9) and

(2.5.10). Assume that there exist constants rh, r/9. > 0 such that the alge-
braic equation

(2.5.11) -~T1P~2 + P12,~22 = rh P1~2 - ~ ~P22
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has bounded matrix P12 as its solution.
We shall dwell on some comments on the equations (2.5.9) and (2.5.11).

It is known (see Barbashin [2]), that equations (2.5.9), and (2.5.10) 
low constructing Liapunov functions for independent subsystems (2.5.8) 

quadratic forms with respect to a given derivative.
Let Ai(~ll) and Aj(~22) be the roots of characteristic equations

(2.5.12) det (~11 - AE1) = 0,

(2.5.13) det (,~2 - AE~) = 

Proposition 2.5.1. If the roots of characteristic equation (2.5.12) are
such that the expressions A~(~11) + Ak(~11) do not vanish for any values

of ~, and k, then there exist a unique matrix Pn satisfying equation (2.5.9)

whatever the matrix Gn.

A similar assertion takes place for equation (2.5.10) as well. As applied
to equation (2.5.9) the well-known classical Liapunov theorems yields the
following result.

Proposition 2.5.2. I~ all roots of characteristic equation (2.5.9) have
negative real parts, then, given matrix Gll of definite sign and the matrix

Pll, solvin$ equation (2.5.9) is positive definite.

A similar assertion is true for equation (2.5.10) as well. We recall also one
more useful assumption on subsystem (2.5.8) of the extended system (2.5.1).

For the proofs of these assertions see Barbashin [2], Demidovich [1],
Hahn [2], and Liapunov [1] in context with the extended system (2.5.4).

Proposition 2.5.3. If the matrices 2~11 arld --~22 do not have common

e/genvalues, then the algebra/c equation (2.5.11) has a urfique solution 
the form of bounded matrix

Proposition 2.5.3 follows from Theorem 85.1 of Lankaster [1].
Equations (2.5.9) - (2.5.11) make the basis of the proposed a new method

of Liapunov matrix-valued function construction.
Now we construct a two-index system of functions

(2.5.14)

with elements

(2.5.15)

(2.5.16)

u(y) j = 1,2

VlI(Yl) ----" yTIPllY1, V22(~2) : ~2Tp22~/2,

V12(~l, ~2) -- ~21(~1, ~2) "-- ylTp12Y2¯
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Here matrices Pn, P22, and P12 are determined by the equa-

tions (2.5.9)- (2.5.11).
For quadratic forms (2.5.15) and bilinear form (2.5.16) the estimates

v~(y~) > A,,,(P11)lly~ll2,

(2.5.17) v~2(y2) _> A,~(P22)I[y2[I2,

v12(~, ~) ~ -A~(P~2P~)[~I[~[[~2[~,

are true, where Am (Pn), and Am(P22) are minimal eigenv~ues of matrices

Pn and P22, and A~(.) is the norm of matrix P~2P~, coordinated with
the vector norm.

It is e~y to show that the function

(2.5.~S) ~(~,~) =~Tu(~)~, ~ ~ R~, ~ > 0

satisfies for all y ~ R~ the estimate

(2.5.19) v(y, ~) ~ uTHTCHu,

where u = (I~Yl[], [~Y2]I)T, H = diag (y~, Y2), and

C = ( ~/~Am(Pn) W -A~(Pz~P~)) -~ (P~Pi~) ~(P~)

The variation of the total derivative of function (2.5.18) along solutions 
system (2.5.4)

= ~ (A~,P~, + P,~)~v[Dv(y, ~) T 

+ 2y~[(~P~ + P12~2~)YlY~ + Y~Pn~n+ ~2A2~- B~2]y2
(2.5.20)

T ~T 7T T+ ~ (A~P~ + P~)~ + ~(P~ + A~,P~)~
T 7T T~

+ ~1~2Y2 (A12P1~ 

is estimated in view of equation (2.5.11). Denote 

(2.5.21)
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the maximal eigenvalues of the corresponding matrices. In view of desig-
nations (2.5.21) for all (Yl,Y2) ’~’ x RTM

Dv(y,~?)l(~..5,,t) <- A Ilylll + ’ma 211ylll2 + lly2112 + xm 211y ll.
Hence it follows that for all (Y~,Y2) E m xRn~ the inequality

(2.5.22) Dv(y,~?) <_ uWSu

holds true, where matrix S = [aij], i, j = 1, 2, has the elements

2.5.3 Test for stability of system (2.5.1)

Estimates (2.5.19) of function (2.5.18) and its total derivative (2.5.22) 
able us to establish new stability test for system (2.5.1) as follows.

Theorem 2.5.1. Assume that the perturbed motion equations (2.5.1)
are such that the following conditions are satisfied:

(1) system (2.5.4) is the extension of system (2.5.1) in the sense 
Definition 2.5.1;

(2) there exist solutions to algebra/c equations (2.5.9) - (2.5.11);
(3) in estimate (2.5.19) matrix C is positive definite;
(4) in estimate (2.5.22) matrix S is negative semi-definite (negative 

finite).
Then the equilibrium state x = 0 of system (2.5.1) is stable (asympto-

tically stable).

Prool. Condition (1) of Theorem 2.5.1 and Theorem 2.11 from Ikeda and
~iljak [1] imply that stability (asymptotic stability) of system (2.5.4) yields
the corresponding type of stability of system (2.5.1). Therefore it suffices
to study stability of the equilibrium state y = 0 of system (2.5.4).

Under condition (2) of Theorem 2.5.1 one can construct the elements
(2.5.15), and (2.5.16) of the matrix-valued function (2.5.14), which satisfies
estimate (2.5.18). Together with condition (3) of Theorem 2.5.1 this means
that (2.5.18) is positive definite. Because of condition (4) of Theorem 2.5.1
the total derivative of function (2.5.18) is negative semi-definite (negative
definite). Thus, all conditions of Theorem 2.11 by Ikeda and ~iljak [1] and
Theorems 25.1 and 25.2 by Hahn [2] are fulfilled and the equilibrium state
y = 0 of the extended system possesses a certain type of stability. As
noted before this is sufficient for stability of the equilibrium state x = 0 of
system (2.5.1).
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Theorem 2.5.2. Assume that conditions (I)- (3) of Theorem 2.5.1 
satisfied and there exists a vector ~ = (~1, ri2) > 0 such that instead 
condition (4) of Theorem 2.5.1 the following inequalities are fulfilled

(2.5.23)
(2.5.24) r]22 (,~2T2P22 + P~2~22) + rhr/2 (~T2P12 + P~-~t2) 

Then ~he equilibrium state x = 0 of system (2.5.1) is asymptotically stable.

Proof. Together with conditions (1)- (3) of Theorem 2.5.1 inequalities
(2.5.23), and (2.5.24) ensure satisfaction of all conditions of Theorem 
by Ikeda and ~iljak [1] and Theorem 25.2 by Hahn [2]. Hence the assertion
of Theorem 2.5.2.

2.5.4 Numerical example

The proposed technique of Liapunov matrix-valued function construction
for the extended system is illustrated by the example of the third order
system

-10 -4

where x = (Xl,X2,X3) T. Diagonal blocks of the matrix are taken as the
matrices of coefficients of independent subsystems of the extended system,
i.e. system (2.5.25) is extended 

(2.5.26)
dy 4 -5 0
d-~ -- 4 0 -5 Y’

-10 0 -4

where y = (y~,y2)T, yl --- (Xl,X2) T, Y2 = (X2,X3)T are the state vectors of

two second order subsystems

(2.5.27)

(2.5.28)
~-~ -4

Y2 + -10 Yt"
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According to the adopted notation we have

~11= , ,~2~--
4

-3 ’

0 ’ -10 "

Assume that Pll = P2~ = E, ~/= (1, 1)T and take

Vll(Yl) ----- yTlYl, V22(~2) yT2Y2,

V12 (Yl, Y2) ~- V21 (Yl, Y2) ---- Y’~PI~Y2

as the elements of matrix-valued function (2.5.14). Here matrix PI~ 
determined by the equation

corresponding to equation (2.5.11). It is easy to verify that P~. = ½E,
where E is 2 x 2 identity matrix. Since Vll= Ilyltl ~, v~ = Ily21] 2, v12 _>

-~-IlYIIIIlY~II, the matrix C in estimate (2.5.22) reads2

-11/2)

and is positive definite. It is easy to see that conditions (1)- (3) of Theo-

rem 2.5.2 are satisfied and conditions (2.5.23), and (2.5.24) of this theorem
have the form

1 =(7 _~0)=$1,
(;° :~0)~(~_,0 _~0)
(_100 _06) ~1(0668)   = (_1033_2)=s~.

One can easily check that the matrices S~ and $2 are negative definite. Con-
sequently, the equilibrium state y -- 0 of system (2.5.26) is asymptotically
stable. Since all conditions of Theorem 2.5.2, are fulfilled, the equilibrium
state x -~ 0 of system (2.5.1) possesses the same type of stability.
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Remark 2.5.2. Example (2.5.25) with the extension (2.5.26) is the 
to which vector Liapunov function is not applicable. This can be verified
easily by the method proposed by ~iljak [2] for the proof of vector Liapunov
function nonapplicability to the non-extended system in one case. The

method proposed by us for Liapunov matrix-valued function construction
in conjunction with the overlapping decomposition method enlarges the
area of the direct Liapunov method in nonlinear dynamics of systems.

2.6 Exponential Polystability Analysis of Separable Motions

One of applications of the method of the matrix-valued function is the
problem on polystability of nonlinear systems with separable motions. In
this Section this problem is studied with the aim of establishing various
sufficiency conditions for the corresponding motions. Some results are il-
lustrated by examples.

2.6.1 Statement of the problem

Consider a system of differential equations of perturbed motion

(2.6.1)
d---~ = f(t, x), x(to) = 

where x e Rn, f E C(R+ x T~, R’~), D _C ’~, and, hence, f (t, x ) = for
all t E R+ iff x = 0. We assume that this equilibrium state is unique for
system (2.6.1).

Let us decompose a vector x E R’~ into two subvectors xi ~ RTM,

i -~ 1, 2, nl -I- n~ = n, and rewrite system (2.6.1) as follows:

(2.6.2)
dxi xl,x ), x (to) 

where f ~ C(R+ × R"’,R"’), i 1,2.
We use the following notation for norms of vectors:

Assume that the right-hand side of system (2.6.1) is continuous in the region
R+ x T~, where :D = {x: Ilxlll + IIx211 _< H < +or}, and the right-hand
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side of system (2.6.2) is continuous in R+ x ~*, where T)* = {x: [[xll[ 
H, 0 < IIx~ll < ÷~}.

If system (2.6.2) is considered in the region R+ x :D*, we assume that
its solution x(t; to, Xo) is x2-extendable.

Below, we present some definitions, taking into account the results of He
and Wang [1], and Martynyuk [13, 14, 18].

Definition 2.6.1. The equilibrium state x = 0 of system (2.6.1) 
called exponentially xl-stable (in small), if there exists A > 0 and, for any
e > 0, one can find if(e) > 0 such that

(2.6.3) Ilxl(t;to,Xo)ll < eexp[-$(t-to)] for all > to

if Ilxoll < 5(~).
Definition 2.6.2. The equilibrium state x = 0 of system (2.6.1) 

called globally exponentially xl-stable, if there exists ~ > 0 and, for any
A, 0 < A < +oc, one can find K(A) > 0 such that

IIx~(t;to,xo)ll <~ eexp[-$(t- to)] for all > to

if Ilxoll <
Definition 2.6.3. The equilibrium state x = 0 of system (2.6.1) 

called exponentially polystable (in small), if for positive constants rl and v2
and any e > 0, there exists $ > 0 and A(e), such that

(2.6.4)
]Ix1 (t; to, xo)ll~r’ ÷ IIx~(t; to, ~o)11~r2 ~< ~ exp[-A(t - to)]

for all t>to

if Ilxotl <
Definition 2.6.4. The equilibrium state x = 0 of system (2.6.1) 

called globally exponentially polystable, if there exists ~ > 0 and, for any
A, one can find R(A) > 0 such that

IIx~(t;to,xo)ll~ +llx2(t;to,xo)l] 2r2 < R(ZX)exp[-)t(t-to)] for all t > to

if Ilxoll < zx, to > 0.
We study exponential properties of the solution x = 0 in the following

cases:
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Case 1. We study the exponential stability of the solution x = 0 with
respect to the vector xl, i.e. the exponential xl-stability.

Case 2. We study the exponential polystability of the solution x = 0.

Remark ~.6.1. The informative part of the notion of polystability in

Definitions 2.6.3 and 2.6.4 is, in fact, the difference between the rates of
decrease of components of the solution x(t; to, Xo) of system (2.6.2).

2.6.2 A method for the solution of the problem

We investigate the exponential properties of the solution x = 0 of sys-
tem (2.6.1) in Cases 1 and 2 by using scalar and matrix-valued Liapunov
functions, respectively.

First, consider Case 1. Suppose that a scalar function v(t, x) E C(R+ 
D*,R+) is associated with system (2.6.1) and v(t,x~,x2) = for al l t E

R+ if x l = 0.

Theorem 2.6.1. Assume that the vector function f in system (2.6.1)
is continuous in R+ x ~)* and there exist

(i) functions v(t,x) ~ C(R+ x Z~*,R+) a~d functions ~1, ~o2 ~ 
the same order of magnitude;

(ii) positive constants c and 7~ such that

(2.6.5) cllxlll v( ,Xl,X2) (llxll),
(2.6.6) D+v(t, x~, x2)[(2.6.2) _< -~2([[x[[).

Then the equilibrium state x = 0 of system (2.6.1) is exponentially
xl-stable in small.

Proof. For functions ~ and ~o2 satisfying the conditions of Theo-

rem 2.6.1, there exist constants al and ~ such that

(2.6.7) a~o~(r) _< ~o2(r) _< ~o~(r).

In view of (2.6.7), it follows from inequalities (2.6.5) and (2.6.6)

D+v(t, x~, x2)[(2.6.2) ~ -~:i~lV(t , Xl, x2)

and, further,

v(t,z(t)) <_ v(to,xo)exp[-al(t- to)] for all to _> 0.
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By using the lower bound for the function v(t, x) and inequality (2.6.5), 
obtain

al (t-to)f,IIz~ (t; to,=o)ll <_ c-~/~’~/~’ (llxoll) exp - ~

Denote A = al/~/1. For any e > 0, we choose ~(e) = ~o~-~(ce~l). Then 
arrive at estimate (2.6.3) if [Ix01[ < ~(e), to _> 0. The theorem is proved.

Theorem 2.6.2. Suppose that the vector function f in system (2.6.1)

is continuous in R+ x Rn and there exist

(i) functions v(t, z) e C(R+ n,R+) and functions qo~, qo2 ~KR

of the same order of magnitude;
(ii) positive constants c and 71 such that

(2.6.8)
dllxlll~= < v(t,=x,x2) < ~o~(11=11),

D+v(t, x~, x2)1(2.~.2) < -~o2(llxll).

Then the equilibrium state x = 0 of system (2.6.1) is globally exponen-
tially xl-stable.

Proof. As in the proof of Theorem 2.6.1, we obtain the estimate

[[x~(t;to,xo)[[< d-~/7~qo~x/72([lxol[)exp [-a.~72 (t-to)f, t_> to.

Denote A = ~_z For any 0 < A < +o~, we find K(A) d-~/7~/~ (A ).
Then

IIx(t;to,xo)ll < K(A)exp[-)~(t-to)], > to,

for Ilxoll < zx, to _> o.

Consider Case 2. For system (2.6.2), we consider the matrix-valued

function

(2.6.9) U(t, x) = [vii (t,x)], i, j = 1, 

the element vii (t, x) of which satisfy special conditions.
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Assumption 2.6.1. There exist

(i) functions ~Ol, ~o2 E K(KR) of the same order of magnitude;

(ii) the matrix &nction (2.6.9) whose dements satisfy the following es-
timates:

(a)_c1111z111~’ _< V11(t, x1) <_ eu~o~(llxlll) for tal (t,x) e R+ 
(for M1 (t, x) ~ R+ ~ );

(b) c~llx~ll~ ~ ,~(t,~) ~ e~(llz~ll) ~o~ ~ (t,z) ~ 
(for all (t, x) ~ R+ x Rn), here, ~u > 0 ~d ~ii > O, i = 1, 2;

(~) ~11~11"11~11*~ ~ ~(t,~,~) ~ e~(ll~ll)~(ll~ll)
(d) v~(t,x~,x~) = v~(t,z~,z~) ~or ~1 (t,x) e R+ x ali

(t, x) e R+ Rn), here, gi ~ = gj i, ~i ~ = ej i, i ~ j, ~d ri > 0,
i,j = 1,2.

Proposition 2.6.1. Suppose that M1 conditions of Assumption 2.6.1
are satisfied. Then the function

with ~1 6 R~ satisfies the bilateral inequality

(2.6.10)

for all (t, x) E R+ x D (for all (t, x) ~ R+ x R"). 

uT = (llxllF~, IIx~ll*~), uw~= @1(11x111),~o~(11~11),
A1 = HTC1H, A2 -- HTC2H, H = diag(~l,~),

_C21 _C22 ’ C-21 ~22 ] "

Proof. By substituting inequalities (a)-(c) from Assumption 2.6.1 
the expression

2

v(t, ~, ~1 = ~ ~i~mj(t, .1,
i,j: l

we get estimate (2.6.10).
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Assumption 2.6.2. There exist
(i) functions ¢1, ¢~. ~ K(KR) of the same order of magnitude
(ii) functions #i~.(t), i = 1, 2, j = 1, 2,..., 10, continuous on any finite

interval and such that
(a) z~,+ v~(t, x~) + (D$, v~)Tl~(t, x~) _< mj (t)¢~ (llzdl) + ~’- (t, ¢) 

all (t, x) e R+ x 2) (for all (t, x) e R+ n );
(b) (D+~,v,~)Tg~(t, 

+#i3(t)¢l([[Xl
for all (t, x) e R÷ × ~) (for all (t, ~) e It+ 

(c)
+,~(t)¢1(11~11)¢2(11~211) + m~(t)¢~(]lx~ll) + ,’~(t, ¢)
for all (t, z) e It+ × :D (for all (t, x) e R+ × It" );

(d)

for all (t, x) ~ R+ × :D (for all (t, x) e R+ x 
Here, fi(t, xi) = fi(t, xi,x~) for xj = 0, j = 1,2, gi(t, xi,x~) = f~(t,x~,z~)
- fi(t, xi), i, j 1,2, and ri k(t,¢), i 1,2,k = 1,2,3,4, are polynomials
in ¢i, i = 1,2, of degree higher than two.

Proposition 2.6.2. If all conditions of Assumption 2.6.2 are satisfied,
then the following estimate is true for the function D+v(t, x, rl) for a11
(t, x) e R+ x D (for all (t, x) e R+ n ):

(2.6.11) ~]TD+U(t, xfil < uzs(llxll)As(t)us(llxll) -a(t, ¢)
Here, us~(ll~ll) ---

R(t, ¢) = ~/~(rn (t, ¢) + n~(t,¢)) + ~(r~(t,¢) 

+ 2~/lr/2(rls (t, ¢) + r~ (t, ¢) + r2s (t, ¢) + r2~(t, 

and As (t) is a 2 × 2 matrix continuous on every finite interval with elements
defined as follows:

+

+ 2~1~(m~(t) + t,l~o(t)+ ~2~(t) + ~2~o(t))
1-~(~) 

+ v~v~ (~,l~(t) 
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Assume that the matrix A3(t) is negative definite for all t E R+ =
[0, +oo). Then, for any # E (0, 1), there exists H(#) > 0 and a > 0 
that, for x 6 ~(H) C_ :D and ~(g) = {x: Ilxll < H(#)}, the estimate

(2.6.12) uTa(llxl])WA3(t)u~(llxlD IR(t,¢)l < -a(1 - #)v(t,x,~l)

is true for all t 6 R+, and estimate (2.6.11) takes the form

(2.6.13) D+v(t, x, ~l) <_ -a(1 - I~)v(t, x, rl)

in the region (t, x) ~ R+ × f~.

Let Ilu[I = (uWu)1/2 be the Euclidean norm of a vector u in the
cone K = {u: u > 0}.

The proof of Proposition 2.6.2 is based on the direct application of the
estimates from Assumption 2.6.2 to the function D+v(t, x, 7).

Proposition 2.6.3. The following estimates are true for the quadratic
forms uW~ A~u~ and uT2A2u2:

(2.6.14) Am(A1)uTul <_ uTA~u~ <_ AM(A1)u~u~,

(2.6.15) Am(A2)uW2ou2o <_u2oA2ou2oT ~__ AM(A2)UT2ou20,

where u20 = (~1 (~[Xl0[J, ~2(Jlx201J).

Proposition 2.6.3 can be proved by standard methods of theory of qua-
dratic forms.

Theorem 2.6.3. Suppose that the vector function f o[ system (2.6.1)
is continuous in R+ x ~ and

(i) the conditions of Assumptions 2.6.1 ~d 2.6.2 ~e satisfied;
(ii) ~he matrices A~ and A~ are positive definite;

(iii) the matrix A3 (t) is negative definite for ~1 t ~ 

Then the equilibrium state x = 0 of system (2.6.2) is exponentially

stable in sm~l.

Proof. It follows from (2.5.13) that

(2.6.16) v(t,x(t),~) < V(to,Xo,rl)exp[-a(1- #)(t - to)], t >_ to.

By virtue of Propositions 2.6.1 and 2.6.3, we have

uT~(t)A~u~(t) < uT~oA2u2oexp[--a(1 -- tt)(t to) ], t >to,
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and, further,

(2.6.17)
A,n(A1)uW~(t)ul (t) <_ AM(A2)uW2ou2o exp[--a(1 -- #)(t -- to)],

t >to.

Denoting a = A~n I (A1)AM(A2), we rewrite estimate (2.6.17) as follows:

(2.6.18)
IIx~.(~:)ll’~’’ + IIx~(t)ll~’" < a(~(llx,oll)

+ ,,,:’.~(llx’,oll)) exp[-a(1 - ~)(~: - to)], > to.

Since the functions ~Ol, ~o2 E K have the same order of magnitude (see
condition (i) in Assumption 2.6.1), there exists a function ~ E K such
that

(2.5.19) ~,~(11~.o11) ÷ ~(11~2o11) _< ~’~(llxoll).
Inequality (2.6.18) holds if the following inequality is satisfied:

[[Xl (t)[] 2r’ ÷ [[x2(t)[[ 2r~ _< a~2(l[Xo[[)exp[-a(1 - #)(t - to)],
(2.6.20)

t~_to.

For any e > 0, we choose 6(e) = min (H(~u), ~o’~1(a-1/2~1/2)) and denote
A = a(1 -/z), 0 < # < 1. Then it follows from inequality (2.6.20) that 

[Ixo[I < ~(e), to _> 0, then

[[Xl(t)[[ 2rl ÷ [[X2(t)l[ 2r~ _~ eexp[-a(1 - #)(t - to)], t _> 

i.e., the separable motions of system (2.6.2) are exponentially polystable.
The theorem is proved.

Theorem 2.6.4. Suppose that the vector function f of system (2.6.1)

is continuous in R+ x FIn and

(i) the conditions of Assumptions 2.6.1 and 2.6.2 with functions ~a~, ~2
~ KR and ¢~, ¢2 ~ KR, respectively, are satisfied;

(ii) for any # ~ (0,1), inequality (2.6.12) holds for (t,x) ~ R+ x Rn;
(iii) conditions (ii) and (iii) of Theorem 2.6.3 are satisfied.

Then the equilibrium state x = 0 of system (2.6.2) is globally exponen-
tially stable.

Proof. By analogy with the proof of Theorem 2.6.3, we obtain inequality

(2.8.20) with the function ~([[xol[) KR. Asabove, we denote A =
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a(1 - #), 0 < # < 1, and, for any 0 A < +~, ch oose R(A) in theform
R(A) = a~o2(A). Then the following estimate is true for [[xo[[ < A, to _> 

[]xl(t)l[ 2rl + [Ix2(t)[I 2r2 _~ R(A) exp[-a(1 - #)(t - to)], t 

Theorem 2.6.4 is proved.

The statement below establishes the relationship between the global ex-
ponentially Xl-Stability of the solution x = 0 and other types of stability

of this solution.

Theorem 2.6.5. The equilibrium state x = 0 o£ system (2.6.2) is glob-
ally exponentially xl-stable if and only ff it is exponentially xl-stable in
small and globally uniformly asymptotically xl-stable.

Proof. Necessity. If the equilibrium state x = 0 of system (2.6.2) 
globally exponentially xl-stable, then it is exponentially xl-stable in small.
Definition 2.6.2 implies that

(2.6.21) [[z~(t;to,xo)[[ < M(A) for all t_> to and [[x0[[ < 

where M(A) = K(A)A. Inequality (2.6.21) follows from the fact that 
global uniform asymptotic xl-stability implies the uniform xl-boundedness

of the solution x = 0. If I[xo[[ < 5(e) for t_> to, where 5(e) =e, 
estimate (2.6.3) yields

IlXl(t;to,xo)ll < e for all t _> to

because the equilibrium state x = 0 is uniformly x~-stable.

It is easy to show that, for any A > 0, e > 0, and to E r+, there exists

T(e, A) -- (l/A)ln(M(A)/e)

such that

(2.6.22) ][xl(t;to, xo)ll < ~ for all t > to +T(5, A)

whenever IlXol[ < A and to > 0. Thus, the equilibrium state x = 0 of
system (2.6.2) is globally uniformly Xl-stable.

Su.O~ciency. It follows from the exponential xl-stability of the solution
x = 0 in small that one can find A > 0 for any 5 > 0~ 0 < (i < ro < 1, and
a > 0 such that the condition Ilxoll _~/3, to > 0 implies the estimate

(2.6.23) IIxl(t; to,xo)ll < allxoll exp(-A(t - to)) for all > to.
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For any e > 0, we choose 5(¢) = ~/2. Then, for [[Xo[[ < 5(~), inequality
(2.6.23) yields

IlXl(t;to,Xo)ll <_ eexp(-~(t-to)) for all t _> 

Here, 0 < 5 <_ ~, a > 1 > e, and S(ro) = {x: Ilxlll < to, o < IIx211 < ~}.
It follows from the condition of global uniform asymptotic xl-stability in

Theorem 2.6.5 that, for any A > 0, there exists M(A) > 0 such that

(2.6.24) Ilxl(t;to, xo)ll < M(A) for all > to

whenever [[Xo[[ < A. Furthermore, for any A > 0, e > 0, and to E R+,
one can find T = T(e, A) > 0 such that the condition [[Xo[I _< A implies
the estimate

(2.6.25) Ilxl(t;to,xo)ll < ~(e) for all t _> to +T(¢,zX).

Let

R(A) = max(M(A) exp(AT(e, 

Let us estimate the solution xl(t;to,xo) for to _< t _< to + T(e,A) and
t _< to + T(e, A), respectively. Assume that to _< t _< to + T(e, A). Since

R(A) exp[-A(t - to)] _> R(A) exp[-AT(e, A)] 

we have

(2.6.26) IIx~(t;to,xo)ll < R(A)exp(-&(t - to)), t 

for I]Xol] < A. Let t _> to + T(¢, A). Denote ~ = X(tl; to, Xo). In this case,
we have [Ix1 I] < 5(~). Estimate (2.6.23) yields

(2.6.27) I]Xl(t;to,Xo)l] < ~ exp(-~(t - to)),

Note that, by virtue of the continuity and uniqueness of solutions of system
(2.6.2), the following relation is true:

x~(t;to,~) = xl(t;t~,X(tl;tO,XO)) = xl(t;tl,5), 

It is now easy to show that there exists $ > 0 and, for any f~ > 0, one can

find R(A) > 0 such that

(2.6.28) I[Xl(t;to,Xo)ll <_ R(A)exp(-~(t- to)), t 
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whenever IIxol[ < A and to _> 0. For IIxol] < ro, we have estimate (2.6.26).
Hence, it remains to consider the case ro < ]lXoll _< A < +oo. For

IlXoll/ro _> 1, we get K(A) = R(A)/ro, and inequality (2.6.28) implies
the following estimate:

Ilxl(t; to, xo)ll ~< K(ZX)Ilxoll exp(-A(t - to)), ~>to.

This completes the proof of the theorem.

2.6.3 Autonomous system

Consider the perturbed motion equation

dx---3-~ : fl (2~1) + gl (Zl, 272),

dt
(2.6.29)

dx2
d--~- = f2(x~) g2(xl, x2),

where xl ¯ Rn’, x2 ¯ R’~2, x = (xT, x~?) T ¯ Rn, fl ¯ C(Z)I,Rnl),
f2 ¯ C(D2,Rn2), gl ¯ C(T)I T)z,Rnx), g2 C(T)I x T)2, Rn2). Here
791 = {x ¯ nn,: 0 < Ilxlll < hi}, v~ = {x ¯ R"2: o < IIx211 < h2},
hi, h2 = const > 0.

Suppose that system (2.6.29) has a continuous solution x(t, Xo) in open
neighborhood S C_ :D1 x :D~ of the unique equilibrium state x = 0 for any

xo ¯ S and its motions are definite and continuous in (t, Xo) ¯ Io × 
Io C_ R+, Io # 0, Io = Io(xo). We shall establish exponential polystability
conditions for system (2.6.29) in the sense of Definition 2.6.1 the method
of constructive application of the matrix-valued Liapunov function.

We shall formulate some assumptions which are the basis of the proposed
method of analysis of exponential polystability of motion.

Assumption 2.6.3. There exists

(1) open connected neighborhood S o£ equilibrium state x = 0 of sys-
tem (2.6.29);

(2) matrix-valued function U(x) = [vij(.)], i, j = 1,2, with elements
v. ¯ C(7). R+), v~ ̄  C(~ x R), i # j;

(3) real constants ~ii > 0, _cii > 0, ex2, -c12 ̄  R, and
(4) comparison functions ~1, ~P~ ̄  K such that

_c1111z111~1 < vii(z1) < ell~(llzlll)
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for all xl E 7)1,

for all x2 ~ 7)2,

for all (xl,x2) 6 ~1 x ~2, where rl and r2 are positive constants.

Proposition 2.6.4. If all conditions of Assumption 2.6.3, are satisfied,
then for function

(2.6.30) v(x,,~) = ~Tv(x),, ,,~ e R~_,~ 
the bilateral inequality

(2.6.31) ulHT~_Huz <_ v(x,~l) <_ u~HT~Hu2

holds true for all (x1,~2) ~ ~D1 x D~.
Here

Assumption 2.6.4. Assume that

(1) conditions (1), (2) and (4) of Assumption 2.6.3 are satisfied;

(2) there exist constants aij, i -- 1,2, j = 1,2,3, f~ij, i = 1,2,
1,...,5 such that

(b) (D~1vll)TgI(xl, x2) ~ al~¢~(llxill)¢2(llxull) 
(~)(~)TA(~) ~ ~¢~(11~11);
(d) (~v~)T~(x~, ~) ~ ~¢~(ll~ll)¢u(l[~l[) ~ ~a¢~(l~xu
(e)(D~v~)Tf~(x~) ~e~(l[x~[I) + ~¢~([1~[I)¢~([1~1~);

+ 2

(g)(D,~v~2)T/~(z~) ~ ~2~¢1(llxlil)¢2(~1~2~) 
(h) (~,1~)T~2(~1,~) ~ Z2~¢[(11~11) + &~¢1(~1~1~1)¢~(11~1i)

+ Z:~¢~ (~ ]~)
for all (x~,x2) e ~ x ~2.
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Proposition 2.6.5. If all conditions of Assumption 2.6.4 are satisfied,

then for the total derivative of function (2.6.30) along solutions of system
(2.6.29) the inequality

(2.6.32) Dr(z, ~)11~.6.29) < uTSu

holds true for all x E 791 x 192.
Here u = (¢([Ixl[I),¢([[x2[I), and S is 2 x 2 matrix with elements

0.11 = ~1~(~1, + ~13) + 2~1~2(811 + 813 
2a22 = ~.(a2~ + a~) + 2~1~2(8a~ + 822 + 8~),

0"12 = ~120~12 -~ ~20t22 "~ 27~1~2(812 -~ 814 9c 821 ~c 824)"

Proof. We omit the proofs of Propositions 2.6.3 and 2.6.4 because they

are similar to the known ones (see Martynyuk and Miladzhanov [1], and
Djordjevid [2]).

Estimates (2.6.31), (2.6.32) are sufficient for formulation of a new 
for the presence of exponential polystability of separable motion in sys-

tem (2.6.29).

Theorem 2.6.6. Assume that differential equations of perturbed mo-
tion (2.6.29) are such that all conditions of Assumptions 2.6.3 and 2.6.4 are
satisfied and moreover:

(1) inf ~(r)+~(r} = a > 0 for all r E [0, a);
(2) in estimate (2.6.31) matrices C_ and ~ are positive definite;

(3) in inequality (2.6.32) matrix S is negative definite.

Then the equilibrium state x = 0 of system (2.6.29) is exponentially
polystable in smaJl.

Proof. Designate A~ = Am(HT~H), Ag~ = )~M(HT~H) and 7 = AM(S),

7 < 0. By condition (1) of Theorem 2.6.6 [[u[[ 2 > [[u2[I 2 and therefore the
sequence of inequalities

(2.6.33) -[[ul[2 -< -°~1[u2[[2 -< -~11 v(x,~])

is satisfied. According to (2.6.33) inequality (2.6.32) becomes

(2.6.34) Dv(x, rl) <_ -Av(x, ~l),
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where A = -~ > 0. From inequality (2.6.34) it is easy to find

(2.6.35)

~:11~11~ = ~(llx~ll~, + IIx~ll~)

~ v(xo, y) exp[-A(t - to)]
_< ~(~(llx~oll) + ~](llx~oll)e~p[-~(t - 

Since the functions (~o1,~2)E K, the fact that Ilxloll < Ilxol] and IIx2oll <
[[xo[[ implies ~1([[Xlo[[) <_ ~o~([[xo[[) and ~l([[x~o[[) _< ~o~([[Xo[[). 
quently we get from (2.6.35)

IIx~C~,xo)ll~, + 11~2(~,~o)11~ < ~(~(11~o11) + ~(llx~oll))
(2.6.36)

x exp[-A(t - to)] ~ (~(11~o11) + ~(11~o11))exp[-A(t - to)]

for ~l t ~ to.
For arbitrary e > 0 we take ~ = ~(e) > 0 according to the formula

[\2A~] J’ ~[\211J J}"

Besides, from (2.6.36) we get the estimate of separable motions

(2.6.37) IIx~(~,xo)ll=~’ + Ilx=(~, xo)ll=’= _< ~exp[-A(t - to)]

for all t > to whenever [[xo[[ < ~. This proves the theorem.

Example ~.6.1. Let perturbed motion equations be

(2.6.38)

dxl
d-"~ :AlXl +Blx~llx~ll-"llx~.ll~, 0 < rl < 1,

dx2
d~- = A2x2 "k B2x2[[Xl[[r’[[x2[[ -r=, 0 < r~ < 1,

where x~ E Rnl, x~ ~ Rn2, Ai, Bi, i = 1, 2, are matrices of corresponding

dimensions. In order to use Theorem 2.6.6 we construct the matrix-valued
function U(x)= [vii(’)], i,j = 1,2 with elements:

(2.6.39)



122 2. CONTINUOUS SYSTEMS

where a = const, [aI < 1.
Denote A1 = AM(A1 +AT1), ~1 = AM(B1 + BIT), and A2 = AM(A2+ AT2),

B2 = AM(B2 + B~ are maximal eigenvalues of the corresponding matrices.
It is easy to show that in region D~ x D2

Dvl~(X~)[(~.~.3s) r~ A~[x~[[ 2r~ + r~l[[X~[[r’[[x2[~r~,

Dv~(x~)[(u.a.as) r2A2J[x~[]~ + rl ZlJ[X~[[~’[[x~[~~,

(2.6.40)

~ A2 [Ix1

Hence it follows that the variation of total derivative of function v(x, ~) by
virtue of system (2.6.38) is estimated by the inequality

(2.6.41) or(x, ~)~¢~.~.~s~ ~ ¢T$¢,

where ¢ = ([[x~[[ =~, [[~2[[r2) T ~d 2 x 2 matrix S h~ the elements

~11 = ~rl~l +

u22 = ~T2~2 +

u12 : u21 = ~r1~l + ~r2~2 + ~rl~l~2~l + ~T2~I~2~2.

It is e~y to check that all conditions of Theorem 2.6.6 are fulfilled for ~he

function U(x) with elements (4.6.39) 

(2.6.42) UI 1 < 0, U22 < 0, UIIU22 -- U~2 > 0.

Conditions (2.6.42) are su~cient for exponenti~l polystabi]ity of system

(2.6.35) motions.

2.6.4 Polystability by the first order approximations

System (2.6.2) is represented as two groups of equations

dx___~ : A(t)xl + B(t)x~ + Y(t, x2),
dt

(2.6.43)

dx__~2 : C(t)xl D(t)x2 + Z(t, Xl , X2).
dt

Here A, B, C and D are matrix functions of t continuous for all t E R+,
and the dimensions of which are coordinated with the dimensions of vectors
xl E R"1 and x2 ~ Rn2, nl + n2 -- n. Vector functions Y and Z contain
variables Xl, and x2 in power higher than two and together with linear
approximation satisfy existence conditions for solutions of system (2.6.43).
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Definition 2.6,5. State x = (x~:, x2T)T ---- 0 of system (2.6.43) is poly-

stable, if it is uniformly Liapunov stable and (simultaneously) exponentially
xl-stable, i.e. for any ~ > 0 and to > 0 one can find numbers 5(~) > 
and 7 > 0 such that for ]lxoll < 5 the inequalities

IIx(t;to,xo)ll < Ilxl(t;to,xo)ll < exp[- (t- 

hold true for all t >_ to.

Theorem 2.6.7. Suppose that the perturbed motion equations (2.6.43)
are such that:

~xT xT~ of system(1) the equilibrium state x = ~ 1, 2J

(2.6.44)

--~l_x__e.‘ = A(t)xl + B(t)x~,
dt

dx_.~2 = C(t)x~ + D(t)x2
dt

is polystable in the sense of Definition 2.6.5;

(2) vector functions Y and Z satisfy the conditions

Y(t,O,O) = Y(t,O, x2) = O, Z(t,O,O) = Z(t,O, x2) = 

-~0

for [[xlll + [[x2l[ -~ 0 uniformly in t.

Then the equilibrium state x = (z~T,x~T = 0 of system (2.6.43) 
polystable in the sense of Definition 2.6.5.

Proof. If condition (1) of Theorem 2.6.7 is satisfied, it is possible 
construct for system (2.6.44) the matrix-valued function U(t, x) and to find
vector y ~ R+ such that the function v(t,x,~) = ~Tu(t,x)~ for all t ~ 0,
[[x[[ < +~, will satisfy the conditions

(a) [[~1[[ ~ U(t,~,~) ~ Mllx[[, M = const > O.

(c) Dr(t, x, Y)](2.~.4~) -av(t, x, ~).

It is easy to see that for the function Dr(t, x, ~)[(2.6.~) the estimate

(2.6.45) Dv(t,x,~)[(2.6.43) ~ -av(t,x,u) + H(t,x),
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where H(t, x) (grad v,X(t, x)) , X(t , x) = ( yT, zT)

For H(t, x) in estimate (2.6.45)

(2.6.46) IH(t,x)l < eMv(t,x,~),

where e -+ 0 as Ilxll -~ 0, because of conditions (a), (b) imposed 
function v(t, x, ~) and due to condition (2) of Theorem 2.6.7. If inequality

(2.6.46) is true, there exists a 3 (0 < 3 < d < ÷oo) such that in 
domain t _> 0, Ilxll _< 3 estimate (2.6.45) becomes

(2.6.47) Dv(t,x,r])[(2.6.44 ) ~_ -O~lV(t,x, ~),

where (~1 = const > 0. Note that for arbitrary solution x(t;to,Xo) of
system (2.6.44) with the initial conditions t _> 0, [Ixo[I _< 5 (0 < (f < 
estimate IIx(t; to, Xo)ll _< ~ holds true at least on some interval (to, t*).
Therefore due to condition (a) imposed on function v(t, x, ~) we get from
inequality (2.6.47)

(2.6.48) Ilxl(t;to,xo)ll v(t ,x(t;to,xo)) <_ Mllxollexp[-a~(t - t o)].

Condition (2) of Theorem 2.6.7 and inequality (2.6.48) imply that there
exists a constant ~2 = const -~ 0 as Ilxll -+ 0 such that

(2.6.49) IIX (t, x(t; to, Xo)ll a2iixol[ exp[-al (t - t o)

for all t e (to, t*).
Let K(t, T) be the Cauchy matrix of linear system (2.6.44). It is known

that solution x(t; to, Xo) of system (2.6.43) can be represented 

(2.6.50) x(t; to, xo) = K(t, to)xo + / K(t, r)X(r, x(r; xo))dr,
~o

for all t _> to. Since the state x -- (Xlw,x2T)T ---- 0 of system (2.6.44)
is uniformly Liapunov stable, there exists a constant N > 0 such that

IlK(t, to)ll <_ for al l t _>to, to _> 0. I n viewof th is fact and estimating
(2.6.49) from (2.6.50) we 

(2.6.51) to, ~o)ll < N(1 + ~i-la~)llxoll

for all t e (to, t*).
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Let e be arbitrary small, 0 < ~ < /3 so that ~ < min{M-l,[N(1 
c~-la~)]-l}e. Moreover, estimates (2.6.48) and (2.6.45) 

II:’:, (t; to, xo)ll < +: exp[-al (t - to)],
(2.6.52)

IIx(t;t0,xo)ll < 
for all t E (to, t*).

Inequalities (2.6.52) hold for all values of time for which estimate (2.6.51)
takes place. According to the choice ~, ~ </3, estimate (2.6.52) is fulfilled
for all t _> to. This proves Theorem 2.6.7.

Note that if in Theorem 2.6.7 condition (2) is replaced 

(2)’ in domain t >_ 0, Ilxl[ < d < +oo, for given function v(t, x, 7) the

inequality

IIY(t,x~,~211 + IIz(t,~l,X~)ll < ~v(t,x,v),
where ~/ -- const > 0, sufficiently small, then the Theorem 2.6.7

remains valid.

Theorem 2.6.7 may be extended to systems more general than (2.6.43). 
particular, consider the perturbed motion equations in the form

dXl
dt = A(t)Xl + B(t)x2 + Y(t, xl,x2,x3),

(2.6.53)
dx._~2 = C(t)x~ + D(t)x~ + Z(t, xl, x3),
dt

dx--A3 = W(t, x~, x~,
dt

In domain T>2 = {t _> to, [[x[[ <_ d < +oo, [[x3[[ < +cx~} we assume that
the existence and uniqueness conditions are fulfilled for solutions of system
(2.6.53) and other solutions of system (2.6.53) for which xs is extendable,

i.e. definite for all t _> 0 for which [[x[[ _< d.
T T TTDefinition 2.6.6. The equilibrium state y = (Xl,X2,x3) 0 ofsys-

tem (2.6.53) is polystable with respect to a part of variables, if it is uniformly
(x~T, xuW)-stable and (simultaneously) exponentially x~-stable, i.e. for 

values of e, t _> to, there exist numbers $(e) > 0 and 7 > 0 such that for
[[xol[ ÷ llx3ol[ < 5 the inequalities

IIx(t;to,xo,x3o)ll < ~, IIx,(t;to,xo,x3o)ll < +exp[-+(t- to)]
are fulfilled for all t _~ to.

The following assertion is proved in the same way as Theorem 2.6.7.
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Theorem 2.6.8. Assume that

(1) the equilibrium state x = (x~T,x~)w = 0 O/: system (2.6.44) 
uniformly Liapunov stable and (simultaneously) exponentially

stable;
(2) in domain :D2 the conditions

Y(t,0,0,0) = Y(t,O, x2,x3) = 

Z(t, 0, 0, 0) ~--- Z(t, 0,x2,x3) ~-- 

w(t,o,o,o)=o,
[[Y(t, xl, x2, x3)ll + [IZ(t,

-~0

are fulfilled for [[Xl[[ + [[X2[[ ~ O.

txT xT xT~T of system (2.6.53) is poly-Then the equilibrium state y = ~ 1,
stable with respect to a part of variables,

Example ~.6.~. Angular motion of a solid with respect to the mass center
subjected to the linear moments of forces is described by the equation

dx
(2.6.54)

d--~ = L(t)x + X(x),

where x = (xl,xu,x3) ¯ ~, Lis a mat rix 3 x 3 whose elements are
continuous for all t ¯ R+ functions characterizing the action of linear
moments, dissipative and accelerating forces, and vector X(x) is of the
form

X(X) = ((~2 -- I3)I~lx2x3, (13 -- I1)!~lx2x3, (I1 - I2)I~lx2x3)T.

Here xl, x~, and x3 are projections of the z-angular velocity vector on main
central axes of inertia, Ii are main central moments of inertia.

Assume that the equilibrium state x = (Xl,X2,X3) = of theline ar

system

(2.6.55) --dx = L(t)x, x ¯ 3
dt

is uniformly Liapunov stable and (simultaneously) exponentially (xl, x2)-
stable. It is easy to verify that for the vector function X(x) the condition
(2) of Theorem 2.6.7 is satisfied and therefore, the equilibrium state x 
(Xl, X2, Xa)w = 0 of system (2.6.54) possesses the same properties the linear
approximation (2.6.55).
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2.7 Integral and Lipschitz Stability

Classical properties of stability and instability of motion in the Liapunov
sense were complemented by the consideration of other dynamical proper-
ties of solutions of systems of equations of perturbed motion. The concepts
of integral stability and uniform Lipschitz stability enlarged the collection
of dynamical properties of solutions that can be investigated by the direct
Liapunov method. The purpose of this section is to obtain new conditions

of stability and uniform Lipschitz stability based on the use of the principle
of comparison with a matrix-valued Liapunov function.

2.7.1 Definitions

We shall consider the system

dx
(2.7.1)

d~ = f(t,x), X(to) = Xo, to E 

where r E C(To x ’~, R’~) and i ts p erturbed system

dx
(2.7.2)

d-’~ = f(t,x) + r(t,x), X(to) = Xo, to 

where r(t,x)~ for x = 0.

Definition 2.7.1. The equiiibrium state x = 0 of system (2.7.1) 
called

(i) integrally stable with respect to Ti c_ R, if for any ~ > 0 and to
there exist positive functions ~1 (to, e) and ~. (to, ~) such that, for 
solution x(t; to, xo) of perturbed system (2.7.2), the inequality

IIx(t;to,zo)ll < ~ for all t ~ To

holds for

and ] sup llr(s,x)llds < ~2, to ~ T~;

to

(ii) uniformly integrally stable with respect to Ti if condition (i) is satis-
fied and, for any ¢ > O, the corresponding maximal value ~i satisfies

the condition

inf[SiM(t,e): t e 7~] > 0, i = 1,2.
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The words "with respect to T~" in Definition 2.7.1 can be omitted if and

only if T~ = R.
Parallel with comparison equation

du
(2.7.3) d-~- "- g(t, x, u), u(to) = Uo >_ 

we consider the perturbed extended comparison equation

du
(2.7.4) d’-~ = g(t, x, u) ¢(t), u(to) = uo~_ 

where ¢(t) e C(TO, To).

Definition 2.7.2. The solution u = 0 of (2.7.3) is called

(i) integrally stable with respect to T~, if for any ~* > 0 and to ¯ 7~,
there exist positive functions (it(t0 , ¢*) and (i~(t0, e*) such that 

solution of the perturbed equation (2.7.4) satisfies the inequality
u(t; to, u0) < ¢* for all t ¯ To for

uo<5~ and /¢(s) ds<5~, to

to
(ii) uniformly integrally stable with respect to T~, if condition (i) is sa-

tisfied and, for any 6" > 0, the corresponding maximal value ~
satisfies the condition

inf[(f~M(t,e*): t ¯ T~] >-0, i = 1,2.

The words "with respect to 7~" in Definition 2.7.2 can be omitted if and
only if T~ = R.

2.7.2 Sufficient conditions for integral and asymptotic integral
stability

Together with the matrix-valued function U(t, x) we consider matrices and
comparison functions possessing the following properties:

(H1) Ai(y), i 1,2, arenonsingular (mx m)-dimensional positive defi
nite matrices with constant elements;

(H2) ak(t, llxll), k 1,2,...,s, ak¯ C(To x R+,R+), ak( t,O) = 0 are
monotonically increasing with respect to t E To for any fixed w,

ak(t,w) > 0 for w > 0;
(H3) ck(t, llxll), k 1, 2,...,s, c~ E C(To x R+,R+), ck(t,O) = 0 are

monotonically increasing with respect to t ¯ To for any fixed w,

ck(t,w)>0 for w>0.
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Proposition 2.7.1. In order that function v(t,x,y) : yTU(t,x)y 

positive definite and decreasing on To × S (on To x Rn), ,~ C_ n , it is
sufficient that there exist matrices and comparison functions with properties

(H1)-(H2) such 

aT(t,[[x[[)Al(y)a(t, [Ix[[) _< v(t,x,y) <_ cW(t, [[x[[)A2(y)c(t, [[x[[)

for all (t, x) ̄  To × 8 (for aU 

where the matrices As(y), i = 1, 2, are positive definite for all (y ~ O) 8.

Proof. Let Am (AI) and AM (A:) be the minimal and maximal eigenvalues
of the matrices A1 and A2, respectively, for (y ~ 0) ¯ s. I t f ollows
from the properties of the functions ak(t, w) and ck(t, w) that there exist

functions a(t, w) and ~3(t, w) with the same properties for which

(2.7.5) aT(t,w)a(t,w) >_ a(t,w) for all t ¯ To, w > 0,

(2.7.6) cT(t,w)c(t,w) <_ ~(t,w) for all t e TO, w > 0.

Taking inequalities (2.7.5) and (2.7.6) into account, for function v(t, x, y)
we obtain the two-sided estimate

£m(A~)a(t, w) <_ v(t,x,y) <_ AM(A2)~(t, 

for all t E To, w > 0, (y ~ 0) Rs. This im plies th e st atement of
Proposition 2.7.1.

Theorem 2.7.1. Assume that the equations of perturbed motion

(2.7.2) are such that

(i) there exists a matrix-valued function U ̄  C(To x Rn,R~×~) that
satisfies the Lipschitz condition locally in x and also a matrix AI (y)
and a comparison function ak(t,w) with properties (H1) and 
for which the matrix AI (y) is positive definite;

(ii) there exists a generalized function g( t, x, v( t, x, y ) ) such 

(2.7.7) D+v(t,x,y)](:.v.D <_ g(t,x,v(t,x,y))

for all (t, x, y) ¯ To x $ × ~ (for all ( t, x , y ) ¯TO~ ×Rs);
(iii) the trivial solution u = 0 of the comparison equation (2.7.3) 

integrally stable.
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Then the trivial solution x = 0 of system (2.7.1) is integrally stable.

Proof. Assume that ~ E (0, H) and to E To are given. Let us calcu-

late ~* = Am(A1)a(to,e) and, for e* and to 6 TO, choose values 51 =

~ (to, ~*) = ~ (to, Am (A~)a(to, ¢)) and &2 = &2 (to, Am (A1)ot(to, ~)) 
the solution u(t; to, Xo) of equation (2.7.3) satisfies the inequality

(2.7.8) u(t;to,xo) < e* for all t _> to

for

(2.7.9) Uo<(f~ and /¢(s) ds<~, toeT~.
to

Since the function v(t, x, y) is continuous on To x S x Rs, one can take

a value (f3 = 53(t0, A,~(A~)a(to, ~)) such that

(2.7.10) v(to,xo,y) < 51 for

Let x(t) = x(t; to, xo) be a solution of system (2.7.2) with initial values

(to,xo) ~ To x B~. Since the function v(t,x,y) satisfies the Lipschitz
condition locally with respect to x, there exists a constant L > 0 such that
the inequality

(2.7.11) D+v(t, x, Y)1(2.7.2) <- g(t, gg, v(t, X, y)) "~- Lilt(t, x) 

holds in addition to condition (ii) of Theorem 2.7.1 for any solution x(t)

which exists for all t _> to.
Parallel with inequality (2.7.11) we consider the comparison equation

du
(2.7.12) d~" = g(t, x, u) + a(t), u(to) > O,

where a(t) Lllr(t,z)[I and uo= v(t o,zo,y). By Proposition 1.5 .1 for the
function v(t, x, y) and the maximal solution w(t; to, xo) of equation (2.7.12)

on the interval of existence of both functions, the estimate v(t, x(t), y) 
w(t; to, uo) holds. Let us calculate (f4(t0, ~) = 52(to, Am(Ai)a(to, ~))/L and
assume that there exists t~ ~ To such that

(2.7.13) IIx(t~;to,xo)ll=e and IIx(t;to,xo)ll<e for t e[to, t~]
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if

I sup IIr(t,x)lldt < 64.

to

For t e [to,t1], we introduce a function a*(t) = Lllr(t,x)l I. Then

~o

~ f sup Ilr(t,x)lldt < L64(to,S) = ~2(to,e).
to

The function a* (t) can be extended by continuity for all t ~ to so that

(2.7.14) f ~’(t) dt < ~(to, 

Denoge by w* (t; to, uo) ghe m~imal solugion of ghe comparison equation

dw
(~.7.1~) aW = ~(t, ~, w) + e’(t), w(to) 
Ig is clear that, for t ~ [to,h], ~he equNigy w*(t;to,uo) = w(t;to,uo)
holds because e(t) and e*(t) ~e identically equN to eero on this intervN.
~rghermore,

(2.7.16) w* (h; to, ~o) = w(h; to,

According to conditions (2.7.9) ~d (2.7.14) ghe solution u = 0 of equa-
tion (2.7.a) is ingegrNly sgable, whence

(2.7.17) w*(t;t~,uo) < e* for all

Proposition 2.7.1 implies that

Am(A1)a(to, ~) ,\ m(A1)a(to, II x(tl; to , xo)ll)

< )~m(A~)a(h, I]x(h;to,xo)lD <_ v(t,x(t),y)

<_ w(h;to,uo) < w*(h;to,uo) 

The obtained relations contradict the assumption that there exists tt E
To for which condition (2.7.14) is satisfied. Consequently, the solution
x = 0 of system (2.7.1) is integrally stable.
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Corollary 2.7.1. (Kudo [1]). Assume that for system (2. 7.1) there exist
functions V ( t, x) and a( t, u) satisfying the following properties:

(i) V(t, x) ¯ C(R+ ~,R+),V(t, x) is Lipschitzian in x f or a cons
rant M > O;

(ii) a(t, fix[f) _< V(t, x), where a ¯ C(R+ x R+, R+) and monotone in-
creasing with respect to t for each fixed u and a(t,u) > 

for u ~ O;
(iii) D+V(t,x)[(2.7.1 ) < g(t,V(t,x)) for all (t,x) ¯ n, where

g ¯ C(R+ x R+,R), g(t,O) = O.

Then, the integral stability of the trivial solution u = 0 of

(2.7.18) d--[ = g(t,u), U(to) = Uo 

implies the integral stability of the state x = 0 of system (2.7.1).

Theorem 2.7.2. Assume that conditions (i) and (ii) of Theorem 2.7.1
are satisfied and trivial solution u = 0 of the extended equation (2. 7.4)
is uniformly integrally stable. Then the trivial solution x = 0 of system
(2. 7.1) is uniformly integrally stable.

Proof. Let us calculate g = Am(A~)a(O,e) for a given e ¯ (0, H). 
follows from the uniform integral stability of the solution u = 0 of equation
(2.7.3) that there exist numbers ~ = ~(~ and 52 = ~2(~ such that 
solution u(t; to, uo) of equation (2.7.4) satisfies the inequality u(t; to, uo) 
g for all t _> to, provided that

U0 (~1(~-’) and f ¢(s)ds to ̄

Let us introduce constants 5a(~ = 5~(~/L and ~2(~ = 52(~/L, and
assume that there exists t~ _> to such that

(2.7.19) IIx(~l;to,Xo)ll IIx(t;to,xo)ll _<e, forall t ¯ [to,tl]

if

(2.7.20) [Ix0[[ < ~3(~ and f sup II ( ,x(t))lidt 
to
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Proposition 2.7.2 and the conditions of Theorem 2.7.2 imply that

A,~(A1)a(0,~) A,~(A1)a(tl,s) <_ V(t ,x(h),y)

< w(t~;to,Uo) = w*(t~;to,uo) 

The relation obtained contradicts the assumption that there exists tl _>

to for which (2.7.19) is true. Hence, the solution x = 0 of system (2.7.1)
is uniformly integrally stable.

Corollary 2.7.2. (Kudo [1]). Under the assumption of Corollary 2.7.1
the uniformly integral stability of trivial solution u = 0 of (2.7.3) assures
the uniformly integral stability of the trivial solution x = 0 of (2.7.1).

2.7.3 Uniform Lipschitz stability

Taking the results of Dannan and Elaydi [1, 2], and Kudo [2] into account,
we formulate the following definition.

Definition 2.7.3. The equilibrium state x = 0 of system (2.7.1) 
uniformly stable in the Lipschitz sense with respect to Ti, if there exist

constants M _> 1 and 5 > 0 such that [[x(t;to,xo)[[ < M[[x0[[ for all

to ¯ 7~ and t ¯ To for [[xo[[ <

The words "with respect to Ti" in Definition 2.7.3 can be omitted if and
only if T~ = R.

Definition 2.7.4. The solution u = 0 of equation (2.7.3) is equi-stable
in the Lipschitz sense with respect to

and to ¯ T/, there exist constants 51(to,e) > 0 and 52(to,e) > 0 such 
u(t; to, Xo, uo) < Muo on any interval to

e for [[x0[[ < 51 and u0 <

The words "with respect to 7~" in Definition 2.7.4 can be omitted if and
only if 7~ = R.

Theorem 2.7.3. Assume that the equations (2.7.1) axe such that there
exist

(i) a matrix-valued function U ̄  C(To x ’~, R8×s) satisfying t he Lip-
schitz condition locally with respect in x;

(ii) matrices Am (y) and A2(y), (y ~ O) ~,and a comparison function
a ¯ C(R+ xR+, R~) such that Proposition 2.7.1 holds and, a(t, O) 
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O, a(t, w) > 0 for w # O, ka(t, s) <_ a(t, ks) and kc(t, s) <_ 
for a certain constant k, moreover, ff a(t, q) <_ c(t, s), then q <_ s;

(iii) generalized majorizing fu nction g E C(R+ x n x R+,R) suchthat

D+v(t,x,y)l(2.7.1) <_ g(t,x,v(t,x,y)) for all (t,x,y) ~ To s.

In this case, if a trivial solution of equation (2. 7.3) is equi-stable in the
Lipschitz sense with respect to 7~, then the equilibrium state x = 0
system (2. 7.1) is uniformly stable in the Lipschitz sense with respect to 7~.

Proof. Let e ~ (0, H) and to E 7~ be given. The Lipschitz equista-
bility of the solution u = 0 of equation (2.7.3) with respect to 7~ im-
plies that there exist 51(to, e) > 0, 52(to, z) > 0 and M _> 1 such 

u(t;to,xo,uo) < Muo on any interval [to,tl] on which IIx(t;to,Xo)ll 
e, provided that IlXoll < 51(to,e and uo < 52(to,e). We take Uo =
yWU(to,xo)y and 5" -- ~i*(to,6) > 0 such that

(2.7.21) AM(A2)~($o, 5*) < 51 (to, 

Let 5(to,6) = min(5*(to,6),5~(to,6)) and ]]xoll < 5. Then ]Ix(t; 
<_ M[]xo]] for all to ¯ T~ and t ¯ To for any solution x(t;to,xo) of system

(2.7.1) with ]]xol] < 5(to,6) and tt > to which satisfies the conditions
[[x(tl;to,xo)[[ = 6 and [[x(t;to,xo)[[ < 6, for to _< t < t~.

Indeed, by virtue of the comparison principle and condition (iii) 
Theorem 2.7.3, we have

(2.7.22) v(t,x(t),y) <_ u(t; to,xo,uo) for all t q To.

It follows from the properties of the functions a(t, w) and c(t, w) and the
corresponding scalar functions a(t, w) and ~3(t, w) (see Assumptions (H~)

(H2)) that

a(to, A, (A )llx(t; to, xo)ll) < Am(Ax)a(to, IIx(t; to, xo)ll)
< v(t, z(t), < u(t ; to, xo, uo) < Muo = My(t o, Xo, y)

< MXM(A2)~(to, Ilxoll) MAM(A2)IlxolI).
This yields

(2.7.23) IIz(t; to, xo)ll < M AM(A2)- A.,(Ax)
for all t E To. If this is not the case, then, for t = t~, we have

AM(A2) (2.7.23) 6 _< M £m(A~)

but since M _> 1 and AM(A~)A~nl(AI) 1, we obtain 6 _ ~ 5 contrary to
the choice of 5 for a given 6 ~ (0, H). Theorem 2.7.3 is thus proved.
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Corollary 2.7.3. (Kudo [2]). Suppose that for the system (2. 7.1) there
exist functions V(t,x) ¯ C(R+ x R",R+), a ¯ C(R+ x R+,R+), 
C(R+ x R+,R+) and g ¯ C(R+ x R+,R), g(t,O) = 0 that

(i) V(t, x) is 1ocally Lipschitzian in x and V(t, O) 
(ii) a(t, fix[f) V(t, x) <_ c(t, [[x [[) forall (t, x) R̄+ x n,

where a( t, r) increases monotonica21y with respect to t for each fixed
r, a(t, O) = O, a(t, r) > 0 for r ~t O, kc(t, s) <_ c(t, ks) for a 

constant k and if a(t,r) _< c(t,s), then r s;

(iii) D+V(t,x)[(2.7.1) <_ g(t, Y(t,x)) for all (t,x) ¯ 

Then the uniform Lipschitz stability of the trivial solution u = 0 of
(2. 7.3) implies the uniform Lipschitz stability of the trivial solution x = 0

of (2.7.1).

Corollary 2.7.4. (Dannan and Elaydi [2]). Assume that for system
(2.7.1) there exist two functions V(t, x) and g(t, u) satisfying the following
conditions:

(i) V(t, x) ¯ C(R+ x ~), R+ ), V(t, O) = O, V(t, x) is locally Lipschitz 

x and satisfies V(t, x) >_ b([[x[]), where b(r) C([0, ~] , R+, b(
0 and b(r) is strictly monotone increasingin r such that b-l(ar)
rq(a) for some function q, with q(a) >_ 1 if a >_ 

(ii) g(t,u) ¯ C(R+ x R+,R), and g(t,O) for all t ¯ R+;

(iii) D+V(t,x)[(2.7.1) <_ g(t, V(t,x)) for all (t,x) 

If the zero solution of (2. 7.3) is uniformly Lipschitz stable, then so is the

zero solution of (2. 7.1).

2.8 Notes

2.1. The importance of solving the problem of Liapunov function con-
struction has been emphasized in many surveys and monograph (see, for

example, Barbashin [2], Hahn [2], Krasovskii [1], Zubov [3, 4], etc.). Some
progress in this problem solution is associated with the idea of the matrix-
valued function and hierarchical decomposition of the equations in question
(see Martynyuk [7, 10, 15, 20, 21]).

2.2. Results of this section are presented according to Krapivnyi and
Martynyuk [1], Martynyuk [8], and Martynyuk and Begmuratov [1]. In our
construction we use some results by Barbashin [2], Djordjevid [1, 2], Michel
and Miller [1], and ~iljak [1].
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2.3. This section is based on works by Begmuratov and Martynyuk [1],
Martynyuk, Miladzhanov and Begmuratov [1, 2], and Begmuratov, Mar-
tynyuk and Miladzhanov [1]. Hierarchical decomposition of Ikeda and
~iljak [1] is applied in context with matrix-valued Liapunov functions.

2.4. The methods of the matrix-valued function construction presented

in this section were developed by Martynyuk and Slyn’ko [1]. Some re-
sults by Djordjevid [2], Krasovskii [1], Krapivnyi and Martynyuk [1], Mar-
tynyuk [4], Martynyuk and Miladzhanov [1], Michel and Miller [1] were
used. Note that the first order partial equation (2.4.5) proposed by 

for determining the nondiagonal elements of matrix-valued function can be
solved by numerical methods. In some cases the proposed algorithm leads
to the construction of a sign-definite integral of a system which allows a
detailed investigation of motion of the system under consideration.

2.5. This section is based on the paper by Martynyuk and Slyn’ko [2]. In

the development of this method of matrix-valued function construction we
used the idea of overlapping decomposition of Ikeda and ~iljak [1] and some
results on algebraic equations theory (see Lankaster [1]). The method 
matrix-valued function construction proposed in the section enlarges essen-
tially the possibilities of a direct Liapunov method in nonlinear dynamics.
Namely, in the framework of the method of overlapping decomposition the
method of vector Liapunov function can not be always applied either to sys-

tem (2.5.10) or system (2.5.2). This can be easily demonstrated by using
the technique set out by ~iljak [2, p. 420-423]. Meanwhile, our method of
matrix-valued Liapunov function construction allows stability investigation
of such a system.

2.6. Motion polystability analysis is a new direction of investigation in
nonlinear dynamics of systems (see Martynyuk [9, 11, 13, 14], and Vorot-

nikov [1]).
The results obtained in this direction involve linear stationary systems

and systems with periodic coefficients (see Martynyuk and Chernetskaya [1,
2]), composite systems consisting of two, three and four subsystems (see
Martynyuk [20]). In a number of papers partial polystability was studied
together with exponential stability. Our presentation is based on the results

by Martynyuk [14, 18], Slyn’ko [1] and Vorotnikov [1].

2.’7. Integral stability was first considered by Vrko~ [1]. Some results in
this direction are presented by Kudo [1, 2]. The investigation of Lipschitz
stability was undertaken by Dannan and Elaydi [1, 2]. This section is based
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on the works by Martynyuk [14, 18] and Kudo [1, 2] and develops the gen-
eral concept of Liapunov matrix-valued function application in integral and
Lipschitz stability theory. Corollaries 2.7.1- 2.7.3 correspond to the results
by Kudo [1, 2], Corollary 2.7.4 is due to Dannan and Elaydi [2].

The reader can find other results in this direction in works by Chen [1, 2],
El-Sheikh and Soliman [1], Fausset and Koksal [1], Kim, Kye and Lee [1],
Peng [2], Jin [1], etc.

The problem of Liapunov function construction is one of the central
problems of nonlinear dynamics of systems. There are a lot of papers deal-
ing with this problem; however no survey of recent results in this direction
exists. We shall cite only some papers that demonstrate the variety of ap-
proaches in solution of this problem. They are: Foster and Davies [1], Fu

and Abed [1], Galperin and Skowronski [1], Kinnen and Chen [1], Levin [1],
Liu and Zhang [1], Mejlakhs [1], Michel, Sarabudla, et hi. [1], Noldus,
Vingerhoeds, et al. [1], Olas [1], Mukhametzyanov [1], Pota and Moylan [1],

Rosier [1], Schwartz and Yan [1], Skowronski [1], Zubov [5], etc.





3

QUALITATIVE ANALYSIS
OF DISCRETE-TIME SYSTEMS

3.1 Introduction

Discrete systems appear to be effective mathematical models in the inves-
tigation of many processes and phenomena of real world. Recall however
that in the papers by Euler and Lagrange the so-called recurrent series and
some problems of probability theory were studied, being described by dis-
crete (finite difference) equations. The intensive study of discrete systems
for the last three decades has been evoked by new problems of technical
progress. The discrete equations proved to be an efficient model in describ-
ing mechanical systems with impulse control as well as systems containing
digital computing devices. Recently the discrete systems have been applied
in modeling the process of population dynamics, macroeconomics, chaotic

dynamics of economical systems as well as in modeling of recurrent neural
networks and chemical reactions, and also in the investigation of the dynam-
ics of discrete Markov processes, finite and probable automatic machines,
calculation processes, etc.

One of the main problems of nonlinear dynamics of systems of kind is the
problem on stability of solutions to the corresponding systems of equations
in the Liapunov’s or other sense.

In Section 3.2 we formulate the problems of qualitative analysis of non-

linear discrete equations studied in this section.
Section 3.3 presents the results of qualitative analysis of discrete systems

in terms of matrix-valued function.
In Sections 3.4-3.5 the method of mixed decomposition is applied and

the general theorems from Section 3.3 are used based on the constructive
matrix-valued functions construction.

Section 3.6 contains sufficient stability and instability conditions for au-
tonomous discrete systems obtained in terms of the semi-definite positive
matrix-valued function.

139
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In Section 3.7 sufficient conditions of connective stability are established

in terms of the hierarchical Liapunov function.
In Section 3.8 some general results of the Section 3.6 are applied to the

investigation of the discrete controlled system.

3.2 Systems Described by Difference Equations

Consider a system with a finite number of degrees of freedom described by
the system of difference equations in the form

(3.2.1) X(T + 1) = f(T, X(r)),

where r eAf~+ =~ (To+k, Vo _> 0, k = 0,1,2,...}, x E n, f :Af~ + x
Rn ~ Rn, and f(T, X) is continuous in x. Let solution x(~-; to, Xo) of system

(3.2.1) be definite for all r 6 Aft+ ~ and X(To;To,Xo) = XO. Assume that

f(~’, x) = x for all T 6 Aft+ iff X ---- 0. Besides, system (3.2.1) admits
zero solution x = 0 and it corresponds to the unique equilibrium state of
system (3.2.1).

Definition 3.2.1. The equilibrium state x = 0 of system (3.2.1) 
called:

(a) stable in the sense of Liapunov iff for any TO 6 Aft+ and any e > 0

there exists 5 = 5(~’0,~) > 0 such that IIx(r;To,Xo)ll < e for 
r _> to, T ~ Aft+ whenever Ilxoll < 5;

(b) uniformly stable iff the conditions of Definition 3.2.1(a) are satisfied
and for any e > 0 the corresponding value of (fM satisfies the

condition

inf [SM(’r,~): T ~ Aft+] > 0;

(c) stable in the whole iff the conditions of Definition 3.2.1(a) and
5M(T,e) "~ -[-00, a~ e --~ -boo, forall T E Af~+ ;

(d) uniformly stable in the whole iff the conditions of Definition 3.2.1(b)
a 3.2.1(c) are satisfied simultaneously;

(e) unstable, iff there exist ~-* ~ Af~+, ~-* > TO and e ~ (0, +oo), such
that for any 5 ~ (0, +oo) an xo, Ilxoll < ~, is found such that

IIx(T*;ro,x0)ll > ~.

Further we designate by B~(~’o) = (x: Ilxll < A(~-o)} a sphere with 
center at the origin and radius A(TO).
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Definition 3.2.2. The equilibrium state x = 0 of system (3.2.1) 
called:

(a) attractive, iff for any TO e AZ~+ there exists A(To) > 0 and for any
~ > 0 there exists "~(T0;X0,~) ̄  Afr+ such that condition
A(To) implies IIx(r;To,xo)ll < ~ for all T _> ro -b~, T ̄

(b) ×o-attractive, iff the conditions of Definition 3.2.2(a), are satisfied
for any TO ̄  Af~+ there exists A(ro) > 0 and for any ~ ¯ (0,

there exists ~,~(~o, A(vo), ~) ¯ AZ~+ such 

sup [Tm(TO; XO, ~): X0 ̄  BA (T0)] = T,~(To, A(r0), ~);

(c) ~’o-uni]ormly attractive, iff the conditions of Definition 3.2.2(a), are
satisfied, there exists A > 0 and for any (Xo, ~) ¯ B~ × (0,

there exists T,~ (Xo, ~) ¯ A/’~+ such that

sup [~’m(To,xo,~) : TO ̄  A/~+] = Vn(X0,~);

(d) uniformly attractive, iff all conditions of Definition 3.2.2(b) and
3.2.2(c), are satisfied, i.e. there exists A > 0 and for any ~ ¯
(0, +oo) there exists Tn(A,~) ̄  Air+ such that

sup[ m(ro,xo, ): (ro,xo) + ×=

The attraction properties (a)- (d) of the state x = 0 of system (3.2.1) 
place in the whole, if the conditions of Definition 3.2.2(a) are satisfied for
any A(~-o) ̄  (0, +oo) and any ro e +.

The definitions of the properties of asymptotic stability of solutions to
the discrete systems in terms of the definitions of stability and attraction
are presented below in the chapter when necessary.

In the investigation of concrete problems it often turns out to be impor-
tant not only to determine whether the state x = 0 of system (3.2.1) 
stable or attractive, but also to estimate the stability or attraction domains
of this state.

The stability (attraction) of the equilibrium state x -- 0 of system (3.2.1)
is sometimes studied by reducing system (3.2.1) to the form

(3.2.2) x(r + 1) = Ax(r) + g(r, x(r)),

where A is n × n constant matrix, the vector function g: A/r+ × Rn -~ Rn

is continuous in x and satisfies certain conditions of smallness. In this



142 3. DISCRETE-TIME SYSTEMS

case, under some additional restrictions on the properties of matrix A, the
stability of state x = 0 of system (3.2.2) can be studied in terms of the
first approximation equations.

It is of considerable interest when the order of system (3.2.1) is quite
high or when the system is a composition of more simple subsystems. In
this case the finite-difference systems of the type

(3.2.3)
xi(7 + 1) = fi(T, Xi(T)) + gi(~’,Xl(T),... ,Xm(V)),

i ---- 1,2,...,m,

are considered, where xi E Rn’, fi : .hf~+ x Rn’, gi : Af~+ × R"~’ x... x Rn,~ ~
Rn’. We designate

m

i=l

f(t,x) (fTI (T, Xl),.. : . T,

and

Now system (3.2.3) can be represented in the vector form

(3.2.4) x(~- + 1) = f(% x(r)) ÷ g(r, _a H(T, x(r)).

Formally, system (3.2.4) coincides in form with the system (3.2.1), 

if g(%x(~-)) _~ 0, then system (3.2.4) falls apart into the independent
subsystems

(3.2.5) xi(v+l)=fi(T, Xi(r)), i=l,2,...,rn.

Each of the subsystems may possess the same degree of complexity of the
solutions behavior as system (3.2.1). Because of this the investigation 
system (3.2.4) requires the development of the above mentioned fact. Such
methods are developed in the qualitative theory of stability of large scale
systems.

The discrete systems of more complex structure represent the (i, j)-pairs
of subsystems (cf. Djordjevid [3])

(3.2.6)
Xi(T + 1) = fq(v, Xi(r), Xj(r)) + g~j(V, 

Xj(T + 1) = f~i(T, Xj(’r),Xi(T) + gji(’r,x(v)), 



3.3 MATRIX-VALUED FUNCTIONS 143

where f~j : A/r+ x Rn’ x R’~ -+ R’~’ , g~j : .hf~+ x Rn ~ Rn,, fj{ : .hf~+ x R’~ x
R’~, ~ R’~J, g~i:Af~+ × R’~ ~ R’~J.

Designate x~j = (xW~,x~T, Fij(~-,xi~) = (fij (’r, xi, xj), f~(T, Xj, Xi))T,

Gij(r, x(v)) = (g~(~’, X(T)), X(r))w.Besides,the pair (i,j ) of subsys-
tems (3.2.6) are written in a more compact form

(3.2.7) Xij(T + 1) = Fij(~’,x~j(r)) + Gi~(T,X(T))

If the interconnection functions Gi~. (T, X(T)) =-- then thediff erence system
(3.2.7) falls apart into (i, j)-pairs of independent subsystems

(3.2.s) X~(T + 1) = F~i(r, xi~(~)), (i # j) e 

where xij E R’~xn~ and Fij: Aft+ x Rn~X’~ -+ Rn~Xn~ .
It is supposed on systems (3.2.6)-(3.2.8) that the state xij = 0 

j) E [1,m] is a unique equilibrium state.
The dynamical properties of subsystems (3.2.5) or the pairs (i, j) of 

systems (3.2.8) are determined for the investigation of dynamics of the
whole system (3.2.3) or (3.2.7). The fact will be demonstrated while 
structing various sufficient conditions of stability-like properties of solutions
to the finite difference equations.

3.3 Matrix-Valued Liapunov Functions Method

3.3.1 Auxiliary results

The direct Liapunov’s method for the system (3.3.1) in terms of matrix-
valued function U(T, X) presupposes the existence of the mapping U: Af~+ x

Rn -4 R~x~ and the first difference

(3.3.1) = + 1, + 1)) 

along solutions of system (3.3.1). Here the first difference is understood

element-wise for the matrix-valued function U.
These functions are characterized by positive (negative) definiteness, ra-

dial unboundedness, decreasing and positive (negative) semi-definiteness
according to Definitions 1.4.7-1.4.9 from Chapter 1, where t ~ To is re-

placed by r e Aft+.
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By means of the vector ~? E R~_, y > 0, and the matrix-valued function
U(~’, x) we construct the function

(3.3.2) v(~’, x, ~) = ~TU(T, 

that is important for the investigation of system (3.3.1). It is clear that

(3.3.3) AV(T, x, ~)1(3.2.4) = ~Tu (T’ X(r) 

the sign I(.) means that the difference is computed by virtue of system (*).

If there is a function w : Aft+ x R+ -~ R+ such that

(3.3.4) Av(T,x,~)l(3.2.4 ) <_ w(% v(%x,~))

then we shall consider the inequality

v(r + 1, x(r + 1), < + x(r), 7))
(3.3.5) d=ef g(r, V(T, X(~-), ~)).

For the inequality (3.3.5) the comparison equation

(3.3.6) u(~- + 1) = g(T, U(T)) = U(T) ~- W(T, 

is considered.
Further we need the following assertion (see Lakshmikantham, Leela, et

[1]).
Proposition 3.3.1. Let function g(~, u) be definite on Aft + x R+ and

nondecreasing in u for a fixed r ~ Af~+. Assume that for T ~_ to

(3.3.7) y(T ÷ 1) <: g(v, y(~’)), U(T + 1) g(T,U(T))

and there exists solution u(r) of the comparison equation (3.3.6).
Then, condition y(to) <_ u(to) implies

(3.3.8) y(~-) _< u(r) for a/I ~ _> 

Proof. Let under condition of Proposition 3.3.1 estimate (3.3.8) 
violated. Then, for y(to) <_ U(to) there exists the k ~ Aft + such that
y(k) <_ u(k) and y(k + 1) _> u(k + 1). Inequality (3.3.7) and function 
monotonicity yield the estimate

g(k, u(k)) <_ u(k 1)< y(k+ 1)_<g(k, y (k)) <_ g(k, u

The obtained contradiction proves Proposition 3.3.1.

3.3.2 Comparison principle application

We extend Theorem 2.4.1 from Martynyuk [20] for system (3.3.1).
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Theorem 3.3.1. Let an n-vector function f in system (3.3.1) be con-
tinuous in the second argument and definite on A/r+ x A~ (on A/r+ x Rn).

Let there exist

(1) an open connected discrete time invariant neighborhood ~ C_ A~ of
point x = O;

(2) the matrix-valued function U: A/r+ x ~ -+ R"~×’~, U(T, 0) = 0 for
311 ~- ¯A/r+, and a vector y ¯ Rm such that the function

(3.3.9) v(r, x, y)

is positive definite, radially unbounded and continuous in the second
argument;

(3) function g: A/~+ x R+ -~ R, g(r, O) = O, g(T, U) is nondecreasing
in u and such that

<
fora l (r,z,y)¯A/ +xgxR (forall

Then

(a) stability (in the whole) of solution u(~’) = 0 of the equation (3.3.6)
yields stability (in the whole) of state x(~-) = 0 of the system (3.3.1);

(b) asymptotic stability (in the whole) of solution U(T) = 0 Of 
equation (3.3.6) yields asymptotic stability (in the whole) of 
state x(~) = ofthesystem (3.3.1).

Proof. By Proposition 3.3.1 we have

(3.3.10) v(~,X(T),y) <_ u(~), T 

whenever

< u(t0).
Since by condition (2) of Theorem 3.3.1 the function (3.3.9) is positive 
inite and radially unbounded, there exists the function ~r([[x[[) K(KR)
such that

7r([[x[[) _~ V(T,X(~’),y) ~_ u(r) for all r ¯ A/~+.

Let solution u = 0 of the equation (3.3.6) be stable. Then condition

u(to) < v/(e, to) implies estimate u(r) < r(e) which, by (3.3.10) yields 
inequalities

(3.3.11) ~r([[x(r)[[) V(T,X(~’), ~) < ~r(
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It follows from (3.3.11)

(3.3.12)

Using the assumption on function (3.3.9) continuity in the second argument

one can find a ~(~,to) such that for IIX(to)ll < ~(~,to) the upper bound
v(~-, X(to), < Uo is satisfied.

Now we are to show that the inequality (3.3.12) is satisfied for any

~" E Af~+. Let this be not true. Then there exists a k E A/r + such
that u(k) > ~ and u(k- 1) < ~. Therefore, v(T,x(k),y) _> ~r(e) and
~r(~) <_ V(T, x(k), ~1) <- < ~r(~). The obtained contradiction proves the

assertion (a) of theorem.
In case of the assertion (b) of Theorem 3.3.1 we have from inequalities

that

lim ~r(llx(r)ll) 

and, therefore lim IIx(r)ll = 0 for r -~ +~x~.

Theorem 3.3.2 Assume that conditions (1)- (3) Theorem 3.3.1 are
satis/ied, and the function (3.3.9) is decreeing. Then

(a) uniform stability (in the whole) o[solution u(~) = 0 o~ the equation

(3.3.6) yidds uniform stability On the whole) of state X(T) = 0 
the system (3.3.1);

(b) uniform ~ymptotic stability (in the whole) o~ solution U(T) 
of the equation (3.3.6) yields uniform asymptotic stability (in 
whole) of state z(v) = 0 of the system (3.3.1).

Proof. In addition to the arguments used in the proof of assertion (a) 
Theorem 3.3.1 the value ~(e, to) c~ be chosen independent of to ~ 

This can be done in view of function (3.3.9) decreeing. In fact, there
exists a function ~([Ixl[) K(KR) such that v(T,X(T),y) ~ ~( liz(T)][) for
all (r, x, y) ~ ~ x 6 Rm(fo r all (T, X, y) ~ ~ Xn ~ Rm). Asbefore,
we have the estimate

being valid for v(to, x(to), < u(t o) < r/( e). If we take ~(ll=(to)ll) < n
which yields IIx(to)ll --then IIz( -)l l < efoal l T ~ AF~+.
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3.3.3 General theorems on stability

General Theorems 1.8.1-1.8.3 for nonautonomous systems (1.2.7) can 
extended for discrete time system (3.3.1). We present only few of them.

Theorem 3.3.3. Let an n-vector function f in the system (3.3.1) 
continuous in the second argument and definite on a region in Aft+ x Af.

If there exist
(1) an open connected discrete time-invariant neighborhood ~ C_ Af,

Af C_ R’~, of point x = O;
(2) the matrix-valued function U: Aft+ x G -+ Rre×m, U(~-,0) = 0 for

all r ¯ Aft +, and vector y ¯ Rm such that function v(%x,y) 
yWU(% x)y is continuous in the second argument;

(3) functions ¢{1, ¢i2, ¢~3 ̄  K, ~1 ̄  ~K, i = 1,2,...,m;
(4) the m x m-matrices A~ (y), j = 1, 2, 3, f~2 (y) such 

(a) ¢ T(llxll)Al(y)¢l(llxll) < v(r,x,y)
< @T(r, IIXlI) IIXlI)
for ali (T,X,y) ̄  Af~+ X 6 X Rm;

(b) ¢~T([[x[[) AI(y) ¢1 (fix[f) _~ V(T, X, y) <_ ¢~T([[X[[) A2 (y) ¢2 (fix[f)
forall (V, X, y) ¯ Aft+ x ~ x R’~;

(c) x, < ¢ T(II II) ¢3(llxlD
for all (T, X, y) ¯ Af~+ x 6 x Rm.

Then, ff the matrices AI(y), A~(y), f~(y) for all (y # TM are
positive definite and A3(y) iS negative semi-definite, then

(a) state x(~’) = 0 of the system (3.3.1) is stable under condition (4a);
(b) state x@) = 0 of the system (3.3.1) is uniformly stable under con-

dition (4b).

Proof of this theorem is similar to that of Theorem 1.8.2 with obvious
changes. Therefore, we omit it.

Theorem 3.3.4. Let an n-vector function f in the system (3.3.1) 
continuous in the second argument and definite on a region in A/’~+ x A/’. If
there exist:

(1) an open discrete time-invariant neighborhood ~ C_ Af, A/" C_ R’~, of
point x = O;

(2) the matrix-valued function U: A/’~+ x ~ ~ R"~×’~, U(r, O) = 
for all T ̄  A/’~+, and vector y ¯ R such that function V(T,x,y) 
yTU(’r, x)y is continuous in the second argument;
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(3) the functions ~11i, ~, ~3~ E K, ~2~ ~ CK, i = 1,2,...,m;
(4) the m x m-matrices Cj (y), j = 1, 2, 3, and ~2 (Y) such 

(a) ~T(llxll)Cl(y)~l(llzll) < ~(~,~,~)

[or a11 (~, x, y) ~ ~ ~ 6 ~ R~;
(b) ~T(]~I~) C1(~) ~ (~]~H) ~ ~(~, ~, ~) ~ ,~(H~l~) 

~or ~1 (~, x, y) ~ ~ ~ 6 

~or a11 (~, x, y) ~ ~ ~ G ~ m, where the [unction re(T, .
satis~es the condition

lira [m(~, ~({]xH))[ = 0 Tot I~y~(]~x~[)~[ ~ 

uni[ormly in z ~ ~.
Thez, ff matffces Cl(y), C2(y), ~2(y) are posiff~e de, hire ~d matrix
(y) [or all (y # O) ~ is negative de,hire, then
(a) ztate z(r) = 0 of the system (3.3.1) is ~ymptoffc~ly stable under

co=ditlon (4@
(b) state Z(T) = 00[ tke system @.2.1) is uniformly ~ymptotically

stable under condition (4b).

Proof of this theorem is similar to that of Theorem 1.8.3.

Theorem 3.3.5. Let n-wector ~unction f in the system (3.2.1) be con-
tizuous in the second argument and de,hire on a region
tkere exist

(1) an @en connected discrete time in~iant neighborhood
~ ~ Rn, o[point x = O;

(2) the matrix-~alued [~nction U: ~ x ~ ~ Rmxm ~d a ~ector
y ~ R~ such that ~unction v(~, x, y) = yWU(~, 
tke second argument;

(3) [unctions ¢~ll, ¢~, ¢~3 ~ K, i = 1,2,... ,m, ~d m x m-matrices
A~(y), A2(y), G(y) such that

(a) ¢/([Ixl/) AI(y) ¢l(llxl[) v(~, x,y) ¢~(ll xll) A2(y)
¢or ali (r, x, y) e ~ x 6 

for ~I (r, z, y) e ~ x g 
(4) point x = 0 bdongs to the bound~y ~, i.e. (x = 
(5) V(T,X,y) =0 on ~ x (O6~Ba), where 
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Then, if the matrices AI(y), A2(y) and G(y) for all (y ~ O) m

positive definite, then state x(~-) = 0 of system (3.2.1) is unstable.

Proof of this theorem is similar to that of Theorem 1.8.6.
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are

3.4 Large Scale System Decomposition

We assume on the system (3.2.1) that it can be naturally decomposed into
s interconnected subsystems

(3.4.1) Xi(T+l)=fi(Xi(r),~)+gi(x(T),r), i=1,2,...,S,

where x~ E Rn’, fi : Rn’ x A/r+ -~ R~’, g~ : R~’ x RTM x... x Rm x Af~+ -~
Rn’, x(r) = (x~:(r),..., x~T(~))T. Formally setting gi = 0, i = 1,..., s, in

the system (3.4.1) we get a set of independent subsystems

(3.4.2) Xi(T+I)=fi(Xi(T),r), i=l,2,...,S.

The functions gi: Rn x Aft + -+ R’~ connecting independent subsystems
(3.4.2) in large scale discrete system (3.4.1)

(3.4.3) gi=gi(xl(r),...,X,(r),T), i=l,2,...,S,

are assumed vanishing for all ~ E JV’~+, if and only if X(T) = O. Thus, the
point x = 0 is the only equilibrium point of the large scale discrete system
(3.4.1) and points xi = 0, i = 1, 2,..., s, are the only equilibrium states 
independent subsystems (3.4.2).

The decomposition of the large scale discrete system (3.4.2), prescribed
by (3.4.1)-(3.4.3) and accomplished so that subsystems (3.4.2) satisfy
existence and uniqueness condition of the solution, is called the first level
decomposition of a large scale discrete system.

We suppose that the system (3.4.1) allows the decomposition of a higher
level. We call pair (i, j) the couple of systems made from the set of subsys-
tems (3.4.1) for (i ~ 

(3.4.4)
X~(T+I)=]ij(X~(V), Xj(V), r)+g~j(X(V),V),

Xj(T+I)=fI~(Xj(T), Xi(V), T)+gIi(X(T),V),

where fij : R’~’ xRn~ xAf~+ -~ R’~ and glj : R’~xAfr+ -+ Rn’ . We introduce
the designations xij = (x~T, x~T, ],~ (x,j (T), ~’) = (f~, f~)W, ~,j (X(~’), 
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T TT
(gi~’,gji) ¯ Then the couple (i,j) of interconnected subsystems (3.4.4) 
written as

(3.4.5) Xij(T + 1) = ]/j(Xij T) + gij (X(T), T), ( i ~ [1, S].

The pairs of subsystems

(3.4.6) xi~- (T + 1) = ~/j (Xij (7"), T), (i ~ j) e 

are independent couples (i, j) that are united into large scale discrete system
by couple (i,j) of the functions

(3.4.7) ~ij =yij(xl(r),...,xs(r),~’), (i ~j) E 

We suppose that decomposition (3.4.5)- (3.4.7) can be made so that 

functions ~ij(X(T), T), (i ~ [1,S], vanishfor any~- ~Aft+, i f and only if
x(~-) = 0, so that the point xij = 0 is the equilibrium point of independent
couple (i,j) (3.4.6).

The decomposition of large scale discrete system (3.4.1), prescribed 
(3.4.5)-(3.4.7) and fulfilled so that the independent couples (i, j) (3.4.6)
satisfy the existence and uniqueness condition of the solution, is called the
second level decomposition of a large scale discrete system.

Remark 3.4.1. If for the system (3.4.1) there exists a couple (p,q) 
interconnected subsystems of the second level decomposition for some (p 
q) ~ [1, s], then, obviously, there exists a couple (q,p) as well, and, more-
over, these couples coincide. Therefore, for the large scale discrete sys-
tem (3.4.1) admitting the first level decomposition into s interconnected
subsystems, not more than s(s - 1)/2 different couples of subsystems
can exist. To consider all possible different couples (i,j) of the second
level decomposition it is sufficient to consider the couples of subsystems for
all (i < j) ~ [1, s].

Remark 3.4.2. We assume that in the first level decomposition of the
system (3.4.1) it is always possible to distinguish in explicit form the inde-
pendent subsystems and the functions, defined by (3.4.2) and (3.4.3). 
the other hand in the second level decomposition of the large scale discrete
system (3.4.1) we admit the existence of subsystems p and q~ for which the
couple (p, q) can not be made in the explicit form, i.e. in the correlations 

the form of (3.4.3)- (3.4.7). We shall also assume that in some large scale
discrete system it is possible not only to express couples (i, j) explicitly for
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all (i < j) E [1, s], but the functions ~j (x, v) of independent couples 
the other independent subsystems become

-~ij = g~j (xl,..., xi-~, x~+l, xj_~, xj+1,..., xs, T),

i.e. they will not depend on vector x~j, (i < j) E [1, s]. Such a decompo-
sition of the large scale discrete system (3.4.1) is called complete second
level decomposition.

As well as in the case of a continuous system, our aim is to construct a
hierarchical matrix-valued Liapunov function and to establish various suf-
ficient conditions for stability, uniform stability, uniform asymptotic stabil-
ity, uniform asymptotic stability in the whole and instability of equilibrium
state x = 0 of the system (3.4.1).

3.5 Stability and Instability of Large Scale Systems

3.5.1 Auxiliary estimates

Let large scale discrete system (3.2.1) allow the first and second level de-
compositions (3.4.1)-(3.4.3) and (3.4.5)-(3.4.7). In order to formulate
sufficient stability conditions we introduce a series of assumptions.

Assumption 3.5.1. Let for the large scale discrete system (3.4.1) there
exist

(a) discrete ti me-invariant neighborhoods All C_Rn~, i = 1,2,... , s,
of the equilibrium states xi = 0 of independent subsystems (3.9.2)
of the first level deeompdsition;

(b) discrete ti me-invariant ne ighborhoods Afij C_ R~ x R~,(i ~
j) -- [1, s], of the equifibrium s~ates ~ = 0 of independent couples
(i, j) of (3.4.6) thesecond level decomposition;

(c) the matrix-valued function

(3.5.1)
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the elements of which satisfy the estimates

(3.5.2)

where c~ and c~, (i,j) [1,s], are positive co nstants, ¢~(11~11)
are components of a vector function

¢(llxll) = (¢1(11x~11),... ,¢~(llx~ll))T,

¢~ e K(KR) (¢~(llx~ll): R+ -+ R+ for all i e [1,s]).
°8By means of real vector 7] 6 R+ and the matrix-valued function (3.5.1)

we introduce the scalar function

(3.5.3) V(X, T, 7]) = 7]TU (x, T)7].

Proposition 3.5.1. If all conditions of Assumption 3.5.1 are satisfied,

then for function (3.5.3) the bilateral estimate

(3.5.4)
cT(IIxlI)HTCO H¢(IIxlI) v(a~, ~, 7])<_ cT(IIxlI)HTC*H¢(Ilxll),
forall (x,r) 6JV’xA/~ +, A/’=A/~xA/’~x...xA/’,C_R"

is valid, where HT= H = diag(711,712,...,7]s), ° =[c~°j], C* = [ c~j] are

matrices composed of constants ci~ and ci* j, (i, j) [1, s] .

To prove Proposition 3.5.1 we use the form of the function V(X,T, 7])
definition (3.5.3) and the conditions of Assumption 3.5.1. We have
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and hence the estimate from above in (3.5.4). The estimate from below 
obtained similarly.

Remark 3.5.1. Estimates (3.5.4) remain valid as well if instead of the
functions of class K(KR), (¢/,¢j) K(KR), positive de finite fu nctions

ui = ui(x~), u~: n’ - ~ R+ and uj = uj (xj), u~ : R nj -~R+,(i,j
[1, s], are considered, or if ¢i([[xil[) = [Ix/[[, ¢~([Ix~[[) = [[xj[[, (i,j)

By virtue of large scale discrete system (3.4.1) the first difference for
function v(x, ~’)

.,x~,(~, ~-,,~)[(~.,,.~) = ~(~(~- + 1), .,- + 1,,~) ,.,(~(-,-),-,-,,~),

is computed without incorporation of solutions of system (3.4.1). In view

of (3.5.3) we have

Av(gg, r, 7) : ~T Au (x, T)?~,

where AU(x,t) is a matrix-valued function with elements
(i,j) [1, s] , defined bytheequalities for i = j

(3.5.5) Av,(x,r) = Av,(x,,r)[(3.4.2) ÷ Av,(x,,r)[(3.a.a),

where

hvii (xi, T) 1(3.4.2) : Vii (fi(Xi, T), T 1)-

Av.(x~, r)[(3.4.~) = v.(/~(:~i,r) + g~(.~,r), 1)- v.(//(x~,r), ~- + 1),

and for i ~ j

(3.5.6)

where

Avlj (xij, r) Avij (xil, r)[(a.4.6) + Avij (x/j, r) l(a.4.7),

~v~ (x/j, ~)1(3.~.7) = v~j (Lj(x~J,*) (~,*),r + 1)
- v/j(]~j(x~j,r), r 1)

Expression (3.5.5) is the first difference of the function v/i (x~, T) by virtue
of the ith interconnected subsystem (3.4.1), and (3.5.6) is the first difference

of the function v~i (xij, r) by virtue of couple (i, j) of interconnected subsys-
tems (3.4.6), (i 7~ j) ~ s], in viewof Remark 3.4.1and the matrix -valued
function U(x, r) being symmetric.
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Assumption 3.5.2. Let there exist

(a) reag constant values p~i, P~il, (i # j) [1, s] , k = 1,2, 3;

(b) rea/constant vectors
]~ ki

k k k T
= (#i~,#i~ "..

vii = (viii, vlj2,..., vij,)T, (i # j) ~ [1, k= 1,2,

such that the estimates

0 2
Avii(xi,r)[(3.4.a) < P~m~(llx~ll) for au (xi, r) ¯ kf/x kf~+, i e [1, s],

Av.(x~,r)[(a.4.a) _< (~, ~(llxll))(~*~, ~(llxll)),
1 2/Xv~ (~, r) ](3.4.) &m~ (11~11) + 2p~m~(llx~ll) m~(llx~ll)
a 2+ p~ (11~ II),

~or ~U (.~,.)
~v~ (x~, r)[(a.4.r) ~ (~, ~(llxll))(v~, ~(11~11)),

eor ~u (.,~,r)

~e vMid, where ~(11~11) ~e components of the vector &nc~ion m(llxll) =
(~I(HXlH),... ,~([[x~[[)) T, ~i 6 K, i 6 [1,s] ~d (., .) isascM~product
of vectors.

Remark 8.5.~. The functions
(i ~ j) 6 [1,s], defined in Assumption 3.5.1 and its first differences

~vii(xi,r)](a.4.a) and Avi1(xij,r)[(a.4.~) reflect qualitative properties of
the ith independent subsystem (3.4.2) of the first level decomposition and
independent couple (i, j) (3.4.6) of the second level decomposition respec-
tively.

Thus, if for some p ~ [1, s] it will turn out that p~ ~ 0, then the pth
independent subsystem of the first level decomposition is stable.

If for some ~ < q) ~ [1, s] the matrix

is conditionally negative semi-definite in R2 then the independent couple
~, q) is stable.
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Definition 3.5.1. The n x n-matrix A, A = AT, is called

(a) conditionally positive semi-definite, if xTAx >_ 0 for any x E R~.;
(b) conditionally positive definite, if xTAx > 0 for any x E R~_ \ {0}

and xTAx = 0 whenever x = 0;
(c) conditionally negative semi-definite, if matrix -A is conditionally

positive semi-definite;
(d) conditionally negative definite, if matrix -A is conditionally posi-

tive definite.

We need the following matrices for further presentation:

(a) an s × s-matrix P = [Pij] with elements

(b) the matrix

~’~ 2 1 2T
M=~Ti#i#i ;

(c) the matrix

i----1

(J¢i)

(d) the matrix ~ = P + M +K;

(e) symmetric matrix S = ½ (5 + ~w).

Prop osit ion 3.5.2. ff all conditions of Assumption 3.10.2 are satisfied,

then for the first difference Av(x, r)[ (3.4.1) estimate

(3.5.7) ~v(x,~,~)l(3.4., < ~T(llxll)sv(ll~ll) ~or all (x,~) e ~; +

takes place.

Proo]. We have for the first difference Av(x,r,~/)l(3.a.1) by virtue 
the system (3.4.1) according to (3.5.4)-(3.5.7) and estimates of Proposi-
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tion 3.5.1
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av(x, ~,,)[(~.4.1) = ,~au(x, ~)~

i~1 j=l
(~)

2 0 2~ ~., (e,,v,(ll~,ll) (.I, ~(11~111)(.~, ~(11~111))

(j~i)

3 2+ p~v~ (11~111 + (5~, v(ll=lll)(a~,
for all (~i,~) ~ xI, for all (~i~,f)~ 

With regard to

(±)2 1 2T
= ~T(II~II) ’~.~.~ ~(llxll) = ~T(IIxlI)M~,(II~II);

i=i
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i=1
(J#~)

i----1 j-----1

we receive for the first difference Av(x, v, ~)

= T(llxll) (llxll) = T(llxll)( + T) (IIxlI) ---- T(llxll)S 

that proves the assertion of Proposition 3.5.2.
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3.5.2 Stability and instability conditions

Estimate (3.5.4) for the function v(x, ~-) and estimate (3.5.7) for the first
difference Av(x, % ~) enable us to establish existence conditions for various
dynamical properties of the equilibrium state x = 0 of the system (3.4.1)
that can be easily verified.

Theorem 3.5.1. Let for large scale discrete system (3.4.1)

(1) all conditions of Assumptions 3.5.1 and 3.5.2 be satisfied;

(2) matrix S 
(a) conditionally negative semi-definite in R~_;
(b) conditionally negative definite in R~..

Then the equilibrium state x = 0 of the large scale discrete system

(3.4.1) 

(1) stable;
(2) asymptotically stable.

If conditions of Assumptions 3.5.1 and 3.5.2 are satisfied for Af/= Rn~

and Afil = Rn~ x R~ and the vector function ~a([[x[[) components are

radially unbounded functions, then the equilibrium state x -- 0 of the
large scale discrete system (3.4.1) 

(a) stable in the whole;
(b) asymptotically stable in the whole.
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Proof. We shall prove at the beginning the first part of the assertion.

We have for the scalar function v(x, r, rl) = 7]Tu(x, T)~], ~ ~. R~ \ 

and its first difference Av(x, ~’, rl) by virtue of system (3.4.1) according 
Propositions 3.5.1 and 3.5.2

(3.5.8) cT(~x~)HTCOH~(~x~) ~ cT(~]X~)HTC*H~(~X~)

~d

Since by Assumption 3.5.1 the elements, of the matrix C° are positive

const~ts and H = diag(~,y2,...,~), y 6 R~ ~ {0}, then the matrix
HTC°H is composed of positive elements. As it is known this is suffi-
cient for the form cw(~]x[~)HWC°H¢([]x~) to be conditionally positive de5

inite in R~. Therefore, the function v(x, v, ~) is positive definite for any
(x, 7) 6 ~ x ~. Condition (2a) of Theorem 3.5.1 is sufficient for the 
~w(~]x~[)S~(~[x~[) to be negative semi-definite, that yields negativeness of

the first difference Av(x,
For function v(x, v, #) and its first difference Av(x, v, ~) by virtue of the

large scale discrete system (3.4.1) all conditions of the theorem on stability
for discrete system are satisfied, and, hence, the state x = 0 of the large
sc~e discrete system (3.4.1) is stable.

Under condition (2b) of the theorem the first difference Av(x, T, ~) of the
function v(x, T, ~) by virtue of system (3.4.1) is a negative definite function
~d all conditions of Theorem 3.5.1 on ~ymptotic stability are satisfied.
Therefore, the state x = 0 of the large sc~e discrete system (3.4.1) 
~ymptotically stable.

If additional conditions of the theorem are satisfied, i.e.
~j = R~’ x R~ and ¢~(~[x~]) are radially unbounded functions, then the
function v(x, v, ~) is positive definite ~d radially unbounded and its first
difference Av(x, r, y) is negative semi-definite (definite). This is sufficient,
~ it is known, (see Hahn [1]) for the stability in the whole (asymptotic
stability in the whole). The theorem is proved.

To formulate su~cient conditions for large scale discrete system insta-
bility we introduce the ~sumption.

Assumption 3.5.3. Le~ there exist reM vectors#i,-t ~, ~i~, ui~, ~d
reM constants ~i, ~j, k = 1, 2, 3, (i ~ j) [1, s] , for which estimates in

Assumption 3.5.2 are satisfied with ~he inequality sign "~ ".

We define the matrices fi, ~ and ~ similarly to matrices P, M and K,

matrices S=~+~+~ ~d ~ ~(S+S).
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Theorem 3.5.2. Let/’or the large scale discrete system (3.4.1)

(1) conditions of Assumptions 3.5.1 and 3.5.3 be satisfied;
(2) matrix beconditionally positive definite in R8 +.

Then, the equilibrium state z = 0 of the large scale discrete system
(3.4.1) is unstable.

Proo]. Under condition (1) of Theorem 3.5.2 we can show in the same
way as in the proof of Theorem 3.5.1 that for scalar function v(x, T, 7) 
~/TU(X,~’)~ and its first difference Av(x, T,~/) by virtue of system (3.4.1)
the estimates

(3.5.10) v(x, ~, 7) ~ cT(IIzlI)HTC°H¢(IIzlI),
(3.5.11) ZXv(x, T, 7)](3.4.1) ~T(llxll)~(llzll)

take place. Under condition (2) of Theorem 3.5.2 all conditions of Propo-
sition 2.8 by LaSalle [1] on instability are satisfied, and, therefore, the
equilibrium state x = 0 of the large scale discrete system (3.4.1) is unsta-
ble.

3.6 Autonomous Large Scale Systems

Consider an autonomous discrete time large scale system allowing the first
level decomposition into s interconnected subsystems

(3.6.1)
Xi(T + 1) = fi(xi(’r)) + gi(x(’r)) de-4f hi(xi(v), 

i = 1,2,...,s,

where T E I = {0,1,2,...}, x~ E Rn’, fi: RTM --~ Rn~, gi: R=’ x RTM x
¯ .. x R~° -~ R~. We suppose on the right side parts of the system (3.6.1)
that the vector function hi(xi,x) = (hl(xl,x),...,hs(xs,x)) w is conti-
nuous in the ball BH ---- {X e Rn: I]X]] < H, 0 < H < o~} and for any
point xo ~ BH there is only one positive semi-trajectory. Further we desig-
nate by X+(T, X0) (X-(V, X0)) the solutions of the system (3.11.1) 
continuable to the right (left); if they are bounded, we shall designate this
by ’ .... , i.e. }+(T, X0) (~-(~’, X0)). If the solution is infinitely continuable
to the right and to the left, we shall write x(r, xo).
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Consider the matrix-valued function

(3.6.2)

where

/v11(~1) v12(~1) ... ,~,(z~)
(3.6.3) Y(x) [v 21(x~) vg .2(x2) .. v2s(x2)

\v,,(z,) v,2(z,) ~,,(z,)

is composed of the linear forms vij (xi), defined by the equalities

vi~(x,) = (4,xi) for all (i,j) [1, s] ,

where g is a real hi-dimensional vector, g = (~,~z,...,~n,) T, (i,j) 

[~,~].
By means of vector y ~ R+ and matrix-vMued function (3.6.2) we con-

struct a scalar function v(x,o) in the form

(3.6.4) v(x, o) = ~TU(x)o oTV(x)VT(x)o.

The first difference for this function by virtue of the system (3.11.1) 

defined as

(3.6.5) Av(x, 7) = 7iTjA(vki(xk)vji(Xj))¯

i,j,k=l

It is easy to show that function v(x, rl) is of constant sign, positive (positive
semi-definite).

Similar to the continuous case (see Martynyuk and Krapivnyi [2]), 
the investigation of stability via semi-definite functions it is important to

consider the sets where functions v(x, 7) and A(x, r/) can vanish. We intro-
duce these sets and in view of special character of the function (3.6.4) (cf.
Bulgakov [1])

m = {(z, 7) ~/~n × R+ v(z, 7)0},

M = {(x,7 ) ~ Rn x R+: Av(x,7) = 0},

-~ = {(~, 7) e n ×R+: v(z, 7)= 0
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0
08

0

where Rn = Rn \ {O}, R+ = R~_ \ {0}, Br = B~ \ {O}.
It has been noticed that under conditions v(x, 7) >- and Av(x, ~) ~ 0

the inclusion m C M takes place.

~rther the designation ~ ~ ~(v) means that the set ~ does not

contain bounded trajectories of the system in question and the designation
~h ~ x-(r) ~ 0, ~ ~ --~, shows that the set ~h does not contain

negative semi-trajectories entering the origin ~ ~ ~ -~.

Assumption 3.6.1. There exist time-invari~t neighborhood Bh ~

Bh~ x Bh~ x ... x Bh, of ~he equilibrium state x = 0 of the system (3.6.1),
o

where function v(x, ~) : n xR~~ R, v(O, ~) = 0~dv(x, ~) ~ 0 f or
X~Bh. Here Bh~ ~ Rn~, O < h ~ H.

Assumption 3.6.2. There exist time-invari~t neighborhoods ~ ~

Bh~ of the equilibrium states xl = 0, i ~ [1, s], of ~he independent subsys-
tems

(3.6.6)

and real constants ppk and #pk ((P, k) [1, s] , ppk = Pkp, ~pk = #~) such

that the estimates

,w~ [//(z~)c/c~./A=~) x~C~C~x~] < p~llx~ll I1~11,

8 8

~ ~ ~,~llx~ll IIx~ll,
p=l k=l

~o~ a~ (~ ~ o) e ~, (~ 4 o) e ~, N = N~ x~ x ... xN~ ~o~d
°8v~id, where ~i, ~ are components of vector ~ 6 R+, ~d matrices of
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dimensions s x nk are composed of the coefficients of the linear forms

(c~, Xk), (i, k) e [1, s] so 

Ckl Ck2 . .. Cknk

I ~,8 C$ 8
\~kl k2 " " ¯ Ckn~

We introduce the following matrices:

(a) the matrix B = (Bij}, (i,j) [1, s] , co mposed ofblocks Bij with
dimensions ni x ny, that are defined by the expressions

Bi~ = ~i~C~C~, Bi~ = Bi~, for all (i,j) [1,s];

(b) the symmetric matrix S with dimensions s x s and elements

Spk = Ppk +

s~ = s~, (p, k) e [1, s].

We shall formulate sufficient stability conditions for the large scale dis-
crete system (3.6.1) based on the following definitions.

Definition 3.6.1. The equilibrium state x = 0 of the system (3.6.1) 

(a) uniformly U-stable, if and only if for any e > 0 there exists a
5 = 5(e) > 0 such that condition x0 ~ ~ i mplies X(T, XO) ~

for all 7 ~ ~;
(b) uniformly U-attractive, if and only if there exists a A > 0 and for

any (x0, () a x ( 0,+~) there exists a r* (x0, ¢) ~ [0, +~) su

that X(T, Xo) ~ B; for all r ~ T0 +V*(X0,();
(C) unifo~ly asymptotically U-stable, if and only if conditions of defi-

nitions (a) and (b) are satisfied;
(d) U-unstable, if and only if there exists a e > 0 such that for any

5 > 0 there exists a x0 ~ ~ and there exists a T ~ ~f such that

x(T, XO) ~ B~ for 0 < v < T and x(r, Xo) extB~.

The following ~sertions take place.

Theorem 3.6.1. Let the large scale discrete system (3.4.1) bo such that

(1) conditions of Assumptions 3.6.1 and 3.6.2 are satisfied;
(2) the matrix S is conditionally negative semi-definite in R~;
(3) one of the following conditions is satisfied

(a) there exists a 0 < a < h: ~ ~ ~(T, XO) and ~h ~ X-(r, X0)

(b) there exists a 0 < ~ ~ h: ~ ~ x-(r, ~o).
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Then the equilibrium state x = 0 of the system (3.6.1) is stable in the
sense of Liapunov.

If one more condition is added to conditions of Theorem 3.6.1:

(4) there existsa 0 < 6 <_ h: (M~\m~) 9 ~(r, xo), then theequilibrium
state x = 0 of the system (3.6.1) is asymptotically stable in the
sense of Liapunov.

Theorem 3.6.2. (Test of U-asymptotic stability). Let for system
(3.6.1) conditions (1)- (2) of Theorem be satisf ied. The equili brium
state x = 0 of the system (3.6.1) is U-asymptotically stab/e, if and only

if:

(1) there exists a 0 < a <_ h: ~ ~ ~(V, xo);

(2)
Proof. We start with the proof of Theorem 3.6.1. Consider the function

v(x, ~) defined by expression (3.6.4)

8

i,j,k=l

~,~,~:1

i,j=l

It is e~y to notice that the block matrix B is a Gram matrix of the system
cl C2 . Cs hTof vectors ce~ = ( ~, &~,.., &~] 6 R’, ~ = If, s], 4 = [l,~&]. I~ is clear

~hat for n~ # i, for all ~ 6 [1, s] (£rivial c~e) ~he system of vectors
is l~nearly dependent. Therefore, i%s Gr~m determinant is equal ~o zero

and the form u(x,~) is positive semi-definite for any x~ 6 B~ (~ 6 ~a~),

0<h~,h~+~.
We h~ve for ~he first difference of function u(z~ ~) by virtue of sys-

£em (3.6.1)

i,j,k=l i,j=l

i,j=l
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= -
i,j=l

+ (hW~(xi, X) c~Tcj hj (x~, x) - .fi (x~) C[Cj f~ 

By virtue of Assumption 3.6.2 we get

8

(3.6.7) Av(x, ~) < ~ (Pij + #i./)llx~l[ I[x~ll = uTSu,
i,j=l

where u = ([Ixlll,llx2{[,...,[Ixsll) w and matrix S is previously defined.

Therefore, under the conditions (1)- (2) of Theorem 3.6.1 for the function
v(x,~l) and its first difference Av(x,~/) by virtue of the system (3.6.1) 
timates v(x, ~) >_ and Av(x, ~/ ) _<0 t ake place. Under the conditions

(1) -(3) all conditions of Theorem 1 by Bulgakov [1] are satisfied, and 
equilibrium state is stable in the sense of Liapunov. Under the conditions
(1) - (4) of Theorem 3.6.1 all conditions of Theorems 1 - 2 (see Bulgakov 
are satisfied, and the equilibrium state x = 0 of the large scale discrete
system (3.6.1) is asymptotically stable in the sense of Liapunov.

Theorem 3.6.1 is proved.

The proof of Theorem 3.6.2 is similar to the proof of Theorem 2 by
Bulgakov [1] in view of conditions (1)- (2) of Theorem 3.6.1.

Example 3. 6.1. We consider a large scale discrete system consisting of
the subsystems

2X21Xll ~

and

x (r + 1) = 0.sx2(r) -x1 
where X,(T) = (X**, X12)w 6 R2, x~(~’) = (x2,) w 6 R*. The independent
subsystems of the first level decomposition of large scale discrete system
(3.6.8) are

Xl(T+I)-- (0~5 0.1)Xl(~’),

X~(T ÷ 1) -- 0.5 x~(~-)

and, obviously, are asymptotically stable.
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We introduce the matrix-valued function

VCx) = \/c~,x2/ /4,x2>)’

where vectors ~ for all (i, j) e [1,2] are defined 

~=(1,0)% 4=(0,1)< 4=1, 4=0.
02We take vector ~ = (1, 1)w @ R+ and define, according to (3.6.4) the scalar

function
v(~, ~) = ~v(~)v~(~)~ = (~,, + ~)~ 

which is, obviously, positive semi-definite. The set m for the function v(x, ~)
is defined as

The set m is a straight line xll ÷ x21 = 0 in the cross-section of phase
space by the plane x12 = 0 for y = (1, 1)T,

Now we define the values of constants pp~ and #pk for which the As-
sumption 3.6.5 takes place.

For p=k=l we have

:,)(’o o,)(o:
0 -0,99 x~ _<-0.7511x~112.

Similarly we obtain
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In the notation of the last estimate it is taken into account that for
sufficiently small xll the form 2 a(xll -xl~) is positive definite. Therefore, the
conditions of Assumption 3.6.2 are valid with constants P~I = P2~ = -0.75
and Ppk = 0 for all (p, k) E [1, s] and the matrix

(-0.75 0/75s= \ 0.75 -0.75]

is (conditionally) negative semi-definite.
As has been shown earlier, the set m is a straight line in phase space

of the system (3.6.8). We conclude by the form of the right side part 
the system that neither straight line of phase space can contain the whole

03trajectory of the system. Then, m ~ X(T, XO) for all Xo E R+, i.e. it
does not contain whole trajectories of system (3.6.8), but trajectory --0.
Hence, it is clear, that for large scale discrete system (3.6.8) condition (3)

of Theorem 3.6.1 is valid.
Moreover, one can show that for the large scale discrete system (3.6.8)

the correlation M = rn takes place. Therefore, M \ m = ~ and the
condition (4) of Theorem 3.6.1 is satisfied.

Thus, it has been shown that for the large scale discrete system (3.6.8)
conditions (1)- (4) of Theorem 3.6.1 are satisfied and the equilibrium state
x = 0 of the system (3.6.8) is asymptotically stable in the sense of Liapunov.

3.7 Hierarchical Analysis of Stability

3.7.1 Hierarchical decomposition and stability conditions

Consider the system

(3.7.1) X(T + 1) = f(T, X(r)),

where r ~ Aft+, x ~ Rn, f: Af~+ x Rn -~ Rn, function ] is such that the
solution x(~-; V0, x0) Of system (3.7.1) exists and is unique for all T ~ +

when any (To,Xo) ~ Aft + x Rr*. Moreover, assume that f(T,X) = for al l

v E Af~+ if and only if x = 0 and the state x = 0 is aunique state of
equilibrium of system (3.7.1).

System (3.7.1) is decomposed into s interconnected systems

(3.7.2) X,(V+I)=gi(T, Xi(T))+hi(r,X(r)), i=l,2,...,S,
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T T . ,xaT)T, Rnwhere xl E Rn~, x = (xl,x2,.. = Rnl x Rn2 x ... x Rn. ,

gi : Air + × Rn’ -~ R~’, h~ : ~ x R~ ~ RTM.
The equations

(3.7.3) xi (T + 1) = gi(r, Xi(r)), i = 1, 2,..., 

describe the dynamics of independent subsystems of system (3.7.2). Equa-
tions (3.7.3) are derived from the equations (3.7.2) when the connections

hi are equal to zero. Assume that 9i(T, 0) = 0 for all ~ E Aft+ and the
states xi = 0 are the unique equilibrium states of subsystems (3.7.3).

Further each of subsystems (3.7.3) is decomposed into m{ interconnected
components

(3.7.4)
i=1,2 ..... s, j=l,2,...,mi,

where x~j e R"~’j, xi = (x~,x~,...,x~W,~,) T, Rn’ = Rn’’ x R~’2 × .-. x
Rn’’~ , Pij : .Af~+ x Rn~ -+ Rn~ , qi~ × Rn~ "-4 Rn~.

The equations

(3.7.5)

describe the dynamics of independent components of subsystems (3.7.3).
Equations (3.7.5) are derived from the equations (3.7.4) when the connec-
tions qii are equal to zero. Assume that pi~ (~-, 0) -- 0 for all r @ A/’~+ and
the states x{j = 0 are the unique equilibrium states of components (3.7.5).

To study stability of system (3.7.1) we use two-level construction of the
Liapunov function. Assume that for each component (3.7.5) there exists the
Liapunov function v~j(r,x~). For subsystems (3.7.3) we construct auxiliary
functions

(3.7.6) vi(r, xi) = Z d~v~i(~’, x~),
j----1

where d~ are positive constants. Similarly for the whole system (3.7.1) the
function

(3.7.7) V(r, x) = divi(% xi
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is constructed, where di are positive constants. Under certain conditions

the function V(~-, x) constructed by formulas (3.7.6)- (3.7.7) is the 
hierarchical Liapunov function for the system (3.7.1).

The first difference AV(r, x(~-))[(3.~.l) of the function V(T, x) along so-
lutions of system (3.7.1) is specified by the formula

~v(~-, ~(~-))](3.~.1)= v(~ + 1, l(~,*(~-))) - 

To formulate sufficient stability conditions we introduce some assump-
tions.

Assumption 3.7.1. There exist

(1) discrete time invariant neighborhoods Af~j C Rn~ of the states
xij = 0 of components (3.7.5), i 1,2,...,s, j = 1,2,...rai;

(2) functions Xij, ~il, ¢ij E K, i = 1,2,...,s, j = 1,2,...,m~;
(3) functions vij : Af~+ x Rn~ -+ R+, satisfying the inequalities:

(a)~_~o~ (llx~jll) <- v~(~’, ~) <_ -~jx~(llx~j
t’o~ ali (~-, ~) e Ar~+ x 

(b)~v~ (~, x~)](~.~.~ -~¢~ (~z~ ~)
for ali (r, xij) e ~ x 

mi

~ ~ ¢or ~1 (~, x~) e ~ x 

where ~ij > 0, ~ij > 0, wiJ > 0, ~i~ ~ 0 ~e reM co~st~ts, ~[x[[ is
the E~clidean norm oT vector x, i = 1, 2,..., s, j = 1, 2,..., mi.

Assumption 3.7.2. Assume that

(1) there exist discrete time-invariant neighborhoods Afi C Rn’ of the
equilibrium states xi = 0 o£ subsystems (3.7.3), i 1,2,...,s;

(2) there exist functions ¢~ : R+ ~ R+, ¢~ ~ K, i = 1, 2,..., s;
(3) the functions vi : ~ x Rn’~ ~ R+, constructed by formul~ (3. 7.6)

satisfy the inequ~i~ies

~=1
for all (v, xi) e ~f x 

where ri > 0 and ~ii ~ 0 ~e reM constants, i = 1, 2,..., s.



3.7 HIERARCHICAL ANALYSIS 169

We determine the matrices Wi = (w~k) with the elements

f ~rii-~Jj, if j=k,

-~k, if j # k

and the matrix W = (Wjk) with the elements

{~ri-~Ji, if j=k,
Wjk= --~jk,

if j#k.

Sufficient stability test for system (3.7.1) is found in the following result.

Theorem 3.7.1. Assume that the perturbed motion equation (3.7.1)
admit the decomposition (3.7.2)-(3.7.5) and conditions of Assump-

tions 3.7.1 and 3.7.2 are satisfied. Then, if the matrices W1, W2,..., Ws
and W are the M-matrices, the equilibrium state x = 0 of system (3.7.1)
is asymptotically stable.

I~ all conditions of Assumptions 3.7.1 and 3.7.2 are satisfied for Af~j =
Rn~,Afi = RTM and the functions ~ai E KR, then asymptotic stability in
the whole takes p/ace.

Proof of this theorem is found in the paper by Kameneva [1]. The up-
plication example is presented below.

Example 3. 7.1. Consider the system

(3.7.8) (:~9:2 0.001 0 X(T + 1) -- 0.5 1 X(T),
\ 0.2 0.2

where r E T, x ~ R3. Decompose system (3.7.8) into two interconnected
subsystems

XI(T+I)=(:.09092 0.001)0.5 z (r) 

X2(T -}- 1) = 0.56X2(r) + 0.2 x~(r),

where Xl ~ R2, x2 @ R. We arrive at two independent subsystems

(3.7.9) Xl(r + 1) = 
0.99 0.001

0.002 0.5 ] x~(r),

(3.7.10) x2(~ + 1) = 0.56x2(v).
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We decompose the subsystem (3.7.9) into two interconnected components

Xll(T "~- 1) = 0.99X11(T) + 0.001

Xl2(T "~ 1) = 0.5Xl~(T) 

and distinguish two independent components

X~l (r + 1) = 0.99 xll (r),

Xl2(T "~ 1) = 0.5x12(r),

where x11, xl~ E R. Choose functions

v~2 = Ix121, ¢11 = Ix111, ¢12 =

We obtain the numbers

~rll = 0.01, ~r12 = 0.5,

~1~ = O, ~112 = 0.001, ~211 ---- 0.002, ~212 = 0

and the matrix
0.01 -0.001 ~w1 = -0.002 0.5]’

which is the M-matrix, because A1 = 0.01 > 0 and A~. = 0.004998 > 0.
We take d~l -- 45 and d12 --- 1. Then

and

aT~w1 = (45; 1) (--0.0020"01 --0.0010.5] ~ = (0.448; 0.455),

Avl (xl)1 (3.7.9) ~ --0.488 Ix111 -- 0.455

We choose functions

Then

r~ = 0.455,

~1=0, ~x2=l,

= 0.44,

0.2, ~ =0.
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The matrix

is the M-matrix, because A1 = 0.455 > 0, A2 = 0.0002 > 0. We take
dl = 128 and d2 = 291. Then

{0.445 -1 ) = (0.04;0.04)
aTw = (128; 291) ~, -0.2 0.44

and the function

V(x) 128(45lxnl + I: ~1,~1) + 2911a:d

is the hierarchical vector Liapunov function establishing asymptotic stabi-
lity of system (3.7.8).

Let us study the system (3.7.8) by means of one-level construction 
function V (x).

Decompose system (3.7.8) into three interconnected subsystems

xl(r + 1) = 0.99xl(r) + 0.001 x2(r),

x2(r + 1) = 0.5x2(r) + 0.002 X1(7") + x3(’r),

X3(T "~ 1) = 0.56 X3(T) 0.2 xl (T) + 0.2x2(T)

and distinguish three independent subsystems

xl(r ÷ 1) = 0.99xl(r),

x2(r + 1) = 0.5x~(r),

x3(r + 1) - 0.56xa(r).

We choose the functions

vi = Ixil,

and get the matrix

1,2,3.

-- / 0.01 -0.001 01 ~
W = ~-0.~02_ 0.5_1 07~4) 
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which is not the M-matrix, because

0.01 > 0, A2 = 0.0498 > 0, /~3 = -0.00000088 < 0.

Using matrix W one cannot reach a conclusion on stability of system
(3.7.8); however matrices W1 and W allow the conclusion that system
(3.7.8) is asymptotically stable.

3.7.2 Novel tests for connective stability

Assume that for system (3.7.1) the decomposition (3.7.2)-(3.7.5) 
place. It is known (see ~iljak [1]) that the connection functions between
the independent subsystems of system (3.7.2) can be represented

(3.7.11) h~(T,X) = h~(’f,~lxt,~2x2,...,~sxs), i = 1,2,...,s,

where E = (~j) is the fundamental matrix of connections of system (3.7.2)
with the elements

_ ~" 1, if xj is contained in hi,
e~=~0, if xj is not contained in

Let the functions of the discrete argument e~j : A/r+

A~r+ satisfy the inequalities

The constants g~ determine the degree of connection between the inde-
pendent subsystems (3.7.3), and the matrix E(T) = (e~j(r)) describes 
structural perturbations of system (3.7.1).

If E(~-) -- 0, then the system (3.7.1) is decomposed into s independent
subsystems (3.7.3) each of which is a composition of the interconnected
components (3.7.4). The connection functions between the independent

components (3.7.5) can be written 

i=l,2,...,s, j=l,2,...,mi,

where
~" 1, if x~k is contained in q~.,

0, if x~k is not contained in
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The matrices ~i = (~k) are fundamental matrices of connections for
subsystems (3,7.3) and describe the initial connections between the inde-

pendent components (3.7.5), and the matrices Li(T) (~(r)) de scribe
the structural perturbations of subsystems (3.7.5).

Similarly to the continuous case the notion of the hierarchical connective
stability of discrete system (3.7.1) is as follows (cf. Ikeda and ~iljak [2]).

Definition 3}7.1. Discrete system (3.7.1) is called hierarchically con-

nective stable, if

(1) for E(T) =_ the equilibrium st ate xi = 0ofsubsystems (3.7.3)
are asymptotically stable in the whole for any structural matrices

Li(T), i = 1,2,... ,s;
(2) for Li(T) ~-- -~i the equilibrium state x = 0 of system (3.7.1) 

asymptotically stable in the whole for any structural matrix E(T).

In order that to formulate sufficient conditions for the hierarchical con-
nective stability of system (3.7.1) we introduce some assumptions.

Assumption 3.7.3. Assume that

(1) conditions (1)-(4)(b) of Assumption 3.7.1 are satisfied for Af~j =
Rni~ and functions ~ are of Hahn class KR, i = l, 2,..., s, j --
1,2,. ..,m~ ;

(2) the first differences of functions v~j satisfy the inequalities

mi

k----1

for ali (T, Xij) e JV’~+ x Rn’~, where ~k ~> 0 are tea/ constants,
i----1,2,...,s, j=l,2,...,m/.

Assumption 3.7.4. Assume that

(1) conditions (1)-(3)(a) of Assumption are satisf ied for Af i=
R~, i=l,2,...,s;

(2) the first differences of functions vi satisfy the inequalities

for a11 (~-,xi) e A/’f Rn’, where ~ij >~0 arerea/constants, i =
1,2,...,s.
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In this case the elements of matrices W~(T) = (W~k(r)) W(T)
(wij (r)) depend on discrete time, 

Now we designate by W1, W~,..., Ws and W the matrices correspond-
ing to the fundamental matrices of connections L1, L:, ..., ~ and ~.

We shall formulate one more test for connective stability of sys-

tem (3.7.1).

Theorem 3.7.2. Assume that the perturbed motion equations (3.7.1)

admit decomposition (3.7.2) - (3. 7.5) and all conditions of Assumptions 3. 

and 3.7.4 are satisfied. Then, if the matrices Wx, W2, ..., W~ and W are
the M-matrices, then the equilibrium state x = 0 of system (3.7.1) 
hierarchically connective stable.

Proof. By virtue of condition (1) of Assumption 3.7.3

Passing to the level of the whole system we get

8 8

i=1 i=1

for all (r,x) EAfr+ xAf, A/" =.N’I xJV’2 x .’. x.Al’s.
Since ~ ~ KR-class for all i = 1,2,...,s, one can find a function
~ KR such that

~-~ ~(llz~ll) ~> ~(llxll)

for all x ~ Af and therefore

$

V(r,x) >~ ~ d~(llxlll) ~> d*~(llxll),
i=l
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where d* = min {d~}. This proves sign definiteness of the function V(T, X).
i

Using conditions of Assumption 3.7.3 we get for the first difference
Av~j (T, X~" (T)) 1(3.7.4) the estimate

m~

k=l

ml

k=~.k¢~

for all (T, Xi~) e ~ X~ij. Then for the first difference AVi(T,X(T))I(3.~.~)
the inequality

~ (~, ~ (~))~ (~.,. = ~e~~v~ (~, ~(~))~ (~.,.~
j=l

j=l

+ ~ e}~(,)~l~¢~(ll~,~ll))=-a~W,(~)~,,
k=l,

is true for all (r, xi) e ~ x ~, where a~ (d~,di2,...,dim,) T, zi =

(¢~, ¢i~,...,¢~,)T. Inequalities (3.7.11) imply that Wi(r) ~ Wi. 

(a.7.~a) ~,~(~,x~(~))l(~.,.~)< -~W~, i = 1,2,...,~.

It is known (see ~iljak [1]) that if the matrix Wi is the M-matrix, then
there exists a vector ai with positive components such that the vector
a~W~ h~ positive components. Hence, the first differences of functions
vi(r, x~) along solutions of subsystems (3.7.3) are negative definite and 
sequently, the state x~ = 0 of subsystems (3.7.3) are asymptotically stable

in the whole for E(T) ~ and al l st ructural ma trices Li (T), r ~ 
Condition (1) of Definition 3.7.1 is satisfied.

Assume that the connections between the components of (3.7.5) are fixed,
i.e. Li(T) ~ ~i, i = 1, 2,..., 8. Similarly to the above, for the first differen-

ce of function V(T, X) by virtue of the whole system, using the inequalities
(3.7.13), we get

Av(r, x(r))~(a.~.~)< -aZW z
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for all (r, x) E A/r+ x Rn and any structural matrix E(-r). Since by condition

of the theorem the matrix W is the M-matrix, the equilibrium state x -- 0
of system (3.7.1) is asymptotically stable in the whole for L(T) ~ and
matrix of connections E(T). The theorem is proved.

Example 3.7.2. To illustrate the application of Theorem 3.7.1 we con-
sider a numerical example

0.2
(3.7.14) + 1)-- (00.;45 0.2 0.5/0.5 0.5 x(r),

0.05 0.9

where T E Af~+, x E R3. Distinguish two independent subsystems

(~.~.~) ~,(~÷ ~): (0.~ 0.4 0.5 x(~-),

(3.7.16) X2(T + 1) = 0.9X2(~’).

The decomposition made corresponds to the fundamental matrix of con-
nections

and the matrix of structural perturbations

,

~here e~, e~ : ~ ~ [0, 1].
Decompose subsystem (3.7.15) and single out ~wo independent compo-

nents

~,(~ + ~) = 0.2 ~,~(~),
z~(r + l) = 0.5 z~(r).

Such decomposition corresponds to the fundamental matrix of connections

and the matrix of sgructural perturbations
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where ~2,/~1 : A/’~+ -~ [0, 1]. For subsystem (3.7.15) we take the functions

vlj=lxljl, ¢lj=lxljl, j=l,2

and get the matrix

0.8 -0.2el~(~)~wl(~)= -0.4~1(~) ]’

corresponding to the matrix of connections L1. The matrix

W~(~)= (0.8 -0.2)-O.4 O.5 ’

corresponding to the fundamental matrix of connections L1 is the M-
matrix. We choose dl = d2 --- 1. For the function

the inequality

zx,~l(~l) J~3.7.1~ ~< -0.4 I~11 - 0.31~121

take place.
We take the functions

and fix the m~trix L~ (T) ~ ~. We get the matrix

w(~)= ( 0.a -0.~,~(~)h-0.5e~(r) 0.1 ]’

which corresponds to the structural matrix E(~). The matrix

corresponding to the fundamental matrix of connections E is the M-matrix.
For system (3.7.14) all conditions of Theorem 3.7.2 are satisfied, therefore
the equilibrium state x -- 0 of system (3.7.14) is hierarchically connected

stable.
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The equilibrium state x = 0 of system (3.7.14) is not connectedly stable
in the ussual sense. Actually, let us decompose system (3.7.14) into three
independent subsystems

xl(~÷l)=O.2xl(z),

x2(r+l)=0.5x2(r),
X3(Tq-1) 0. 9x3(~).

Then

E= 0
1

and

0 e12( 
E(T) = e21(~) 0 e23(r) 

0

where eij: A/’~+ -~ [0, 1], i, j = 1,2,3, i ¢ j. We take the structural matrix

0 0 1)
E= 1 0 1 .

1 1 0

The matrix E corresponds to the system (3.7.14).

We compose for system (3.7.14) the characteristic polynomial

f(A) =
0.2- A 0 0.5 [

0.4 0.5 - A 0.5
0.05 0.05 0.9 - A

= -A~ + 1.6 A2 - 0.68 A + 0.0825.

Since f(1) = 0,0025 and f(2) = -2.8775, then by the theorem 

intermediate value there exists a number Ao E (1; 2) such that f(Ao) 
This means that system (3.7.14) has an eigenvalue larger than one and,
therefore, its equilibrium state is unstable.
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3.8 Controlled Systems
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Mathematical models of numerical control systems assigned to computer
application are one of the application areas for the theory of discrete time
systems stability. Incidentally, a real physical process remains continuous,
and the discrete model shows the process at the quantification moments
only, synchronized with the computer timer. Quantification of the contin-
uous system can be made in several ways, in particular, for linear control
systems by the method of zero order approximation, that results in the
linear discrete control system.

Consider a discrete large scale control system given by the model in state
space

(3.8.1)
x~(~ + 1) Aix~(’r) + ~ Cikxk(’r) + Biu(’r),

k=l
(k#i)

= i e [1, s],

where X(T) = (xT~,...,x~T; Ai, C~k, B~, are constant matrices wi th
dimensions ni x ni, n~ x n}, ni x q, p x n respectively, u(~-) E q i s a
vector of outer control, y(T) Rpis an output vector. For the large scale
discrete system (3.8.1) the decomposition into subsystems and connection
functions is obvious.

We shall illustrate using large scale discrete system (3.8.1) the decom-
position into couples of subsystems and application of Theorem 3.5.1.

Introduce the block matrices

= Cji At ,] ’ = \ ’ Bit= "

Then the large scale discrete system (3.8.1) can be written 

(3.8.2) x~j(~ + 1) Aitxit(~-) + ~ C~.Xk(’r) + B~tu(T).
/¢----1

We shall consider the problem on large scale discrete system (3.8.1)
stability without outer control, i.e. when u(r) = 0. The decomposition
of the form of (3.4.5) can be easily made for system (3.8.2) if we 
hq(x,~) = Citxj, lit = yi~ = 0 for all (i ~ j) ~ [1,s].
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The independent subsystems are

xi(~- ÷ 1) = Aixi(~-)

We establish conditions under which the Assumptions 3.5.1 and 3.5.2

are satisfied for the system (3.8.1). To this end we chose positive definite
quadratic forms

wii(xi) = xW~ Hiixi and wij(xij)
(3.8.5)

(i # j) e [1,

as the components of matrix-valued function U(x). Then

where AM(.) is a maximal eigenvalue of the matrix (.). The first two 

timates in Assumption 3.5.2 are satisfied provided that ~i([Ix~ll) = IIxill,
piO~ = )~M(A~H~iAii - Hii) and the vector #3 and #~2 components are de-

termined from the correlations

(’~M(ciTk Cik) for all k = p,
Pkp= [IC~Ci~I I for all k~p, k,p¢i,

~il/ 2
1 2

¯ #ip = #~p. #~ = IIAiiCipI I for all (p ~ i) e [1, s].

With the same arguments the last two estimates hold true, if we set

1 AT
- Hij), ~ 3Pi~ "~ "~ "~M( ijHijAij #ij "~ Pij : 0

for all (i ~ j) ¯ [1, s],
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define vector {ij and ~ij components

~ji k~ij =~i~ k ~ = [IA~Cik +C~C~I[~,~ forall (k,j, i) e [1,s],

j k k j T +C~CI~ k k¢j, i¢j,

and let them for all the rest combinations of indices equal to zero.
For the matrix-valued function U(x) = [wi~(.)], i, j = 1,2,...,s with

positive definite quadratic forms (3.8.5) the validity of Assumption 3.5.1 
obvious. Thus, condition (1) of Theorem 3.5.1 is satisfied for the system
(3.8.1) and the problem on zero solution stability can be solved in terms of
conditional definiteness of matrix S computed for the system (3.8.1).

Remark 3.8.1. Let us discuss some advantages of the approach b~ed
on the matrix-valued function application. Making use of the additional

information provided by the analysis of the couples of subsystems interac-
tion, it is possible to weaken sufficient stability conditions that, ~ a rule,
proved to be "too sufficient" in the method of the vector Liapunov func-
tions. The independent subsystems may possess no stability properties,
provided they form stable couples. Moreover, the perspective of the ap-
proach in a computer application, is that for the large scale discrete system
of large dimensions the problem Mls into several parti~ problems, each
of which is often of a considerably smaller dimension, and can be solved
independently of each other up to a certain extent.

3.9 Notes

3.1. General problems of qualitative analysis of real systems modeled by
difference equations are discussed in a number of known monographs and
textbooks (see, for example, Abdullin, Anapolskii, et al. [1], Bromberg [1],
Furasov [1], Gupta and Hausdorff [1], Hahn [1], guo [1], Lakshmikan-
tham, Leela, et al. [1], LaSalle [1, 2], Michel, Wang, et al. [1], Porter [1],
~iljak [1,2], Tzypkin [1], etc.). In addition to the above mentioned works

the readers can find the examples of real phenomena modelling by means
of difference equations in the papers by Araki, Ando, et al. [1], Basson and
Fogarty [1], Dash and Cressman [1], Hsieh [1], Rondoni [1], Sedaghat [1],
Simonovits [1], Tchuente and Tindo [1], etc.

3.2. The description of discrete time systems in this section is pre-
sented according to the results by Martynyuk and Krapivnyi [1], and Mar-
tynyuk [12] (see also Michel and Miller [1], etc.)
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3.3. Theorems 3.3.1-3.3.3 are new.

3.4-3.6. The original results of these sections incorporate the paper

by Krapivnyi and Martynyuk [2], and Martynyuk and Krapivnyi [1].

3.’L This section is based on the results by Lukyanova aad Martynyuk [1]

(see also Kameneva [1]). The notion of connective stability used in this
section is due to ~iljak [1] (see also Ikeda and ~iljak [1]).

3.8. This section is based on the results by Martynyuk and Krapivnyi [1].
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NONLINEAR DYNAMICS OF IMPULSIVE SYSTEMS

4.1 Introduction

The investigation of systems with a finite number of degrees of freedom
and impulsive perturbations is a new direction in nonlinear dynamics.
These systems model satisfactorily many processes and phenomena in which
change of the process properties occurs suddenly at some fixed instants of
time. The model of clocks is a simple classical example of system of the
kind.

This chapter deals with the development of a new approach in nonlinear

dynamics of impulse systems which is based on the method of matrix-valued
Liapunov functions.

Section 4.2 provides general information on large scale impulsive systems.
In terms of one-level decomposition a method of analysis is developed for

the dynamical properties of stability type.

Short Section 4.3 introduced the reader to the class of the so-called
hierarchically impulsive systems. Actually, these are the impulsive systems
of high dimension which admit homogeneous decomposition in the sense of
Ikeda and ~iljak [1],

Section 4.4 sets out the construction technique for hierarchical Liapunov
functions in terms of homogeneous hierarchical decomposition of impulsive

system.

In Sections 4.5-4.7 the Liapunov functions constructed in Section 4.4
are applied and conditionsof uniqueness and extendability of solutions are

established as well as the boundedness conditions and conditions of various
types of stability of solutions to an impulsive system.

183
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4.2 Large Scale Impulsive Systems in General

4.2.1 Notations and definitions

The impulsive system of differential equations of general type

(4.2.1) d--~=f(t,x), t~rk(X),

AX=Ik(x), t=Tk(X), k=l,2,...,

has the meaning of a large scale impulsive system, if it can be decomposed

into m interconnected impulsive subsystems

(4.2.2)
dxj _
d’--~- - fj(t, xj) + f~(t,x), t~vk(x), j=l,2,...,m,

t=~(z), k-----1,2, ....

We assume on system (4.2.1) that

(1) z ~ R", f(t,a) = o iff z 
(2) 0 < r~(z) < ~+~(x), -~ +~as k -~ ~;
(3) I~: n~Rhand I k=O i ff x =0;

(4) functions f(t, x) and I~(x) are definite and continuous in the domain

To ×S(~) =[to, a) x {~: II~ll <p<~o}, to>0;

(5) functions Tk(X), k 1, 2,. .., and number p sa ti sfy cond itions ex-

cluding beating of solutions of system (4.2.1 against the hypersur-

faces S~: t mTk(Z), k 1, 2,..., t _>0.

We assume on system (4.2.2) that

(1) xj~-- (0,...,0,~gjW, 0,...,0) Te Rn, Xj e Rn~,

(2) Ikj : (I~,I~, ..., [[m)L [~j(~) : [kj(~) -- ~kj(~j), 

The state of the jth noninteracting impulsive subsystem is described by
the equations

dz~ = y~(t,z~), ~ ~ ~(~);
(a.~.3) dt

~z~ = Z~¢(x~), t = ~(x~).
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The problem on stability for large scale impulsive system (4.2.1) is for-
mulated as follows:

To establish conditions under which stability of equilibrium state x = 0
of system (4.2.2) is derived from the properties of stability of impulse sub-

systems (4.2.3) and properties of connection functions f~(t, ~c) and I~j (x).
Let xo(t) = x(t;t0,Y0) (yo ¢ x0) be a given solution of the 

(4.2.1). Since the times of impulsive effects on solution Xo(t) may not 

incide with those on any neighboring solution x(t) of system (4.2.1), 
smallness requirement for the difference [Ix(t) xo(t)[I for al l t >_to seems
not natural. Therefore the stability definitions presented in Chapter 2 for
the system of ordinary differential equations should be adapted to sys-

tem (4.2.1).
We designate by E a set of functions continuous from the left with dis-

continuities of the first kind, defined on R+ with the values in Rn. Let the
set of the discontinuity point of each of these functions be no more than
countable and do not contain finite limit points in R1. Let C >_ 0 be a fixed
number.

Definition 4.2.1. A function y(t) E is in C-neighborhood o/function

x(t) E E, if

(1) discontinuity point of function y(t) are in C-neighborhoods of 
continuity point of function z(t);

(2) for all t ~ R+, that do not belong to C-neighborhoods of discon-
tinuity points of function x(t), the inequality Ilx(t) - y(t)ll < C is

satisfied.

The totality of C-neighborhoods, C E (0, o~), of all elements of the set 
forms the basis of topology, which is referred to as B-topology.

Let x(t) be a solution of system (4.2.1), and t = ~-k, k ~ Z, be 

ordered sequence of discontinuity points of this solution.

Definition 4.2.2. Solution x(t) of system (4.3.1) satisfies

(1) a-condition, if there exists a number ~ ~ R+, ~ > 0, such that for
all k ~ Z: rk+ 1 -- r k ~ ~9;

(2) l~-condition, if there exists a k >_ 0 such that every unit segment of
the real axis R+ contains no more than k points of sequence ~’k.

Let the solution x(t) satisfy one of the conditions (c~ or ~3) and be definite
on [a, cx~), a E R. Besides, the solution x(t) is referred to as unboundedly
continuable to the right.
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Let the solution xo(t) = x(t; to, Y0) of system (4.2.1) exist for all t _> 
and be unperturbed. We assume that xo(t) reaches the surface Sk: t

Tk(X ) at times tk, tknUl > tk and tk --~

Definition 4.2.3. Solution xo(t) of system (4.2.1) is called

(1) stable, if for any tolerance

5(t0,e,A) > 0 exists such that condition [IXo -Yo[[ < 5 implies

fix(t) - Xo(t)[[ < ~ for all t _> to and [t tk [ > A,where x(t) is an
arbitrary solution of system (4.3.1) existing on interval [to, oo);

(2) uniformly stable, if 5 in condition (1) of Definition 4.2.3 does not
depend on to;

(3) attractive, if for any tolerance e > 0, A > 0, to E R+ there
exist 50 = 5o(t0) > 0 and T = T(to,e,A) > 0 such that when-

ever I[xo-Yol[ < 50, then [[x(t)-x0(t)[[ < e for t _> to 
and [t - tk[ > A;

(4) uniformly attractive, if 50 and T in condition (3) of Definition 4.2.3
do not depend on to;

(5) asymptotically stable, if conditions (1) and (3) of Definition 4.2.3
hold;

(6) uniformly asymptotically stable, if conditions (2) and (3) of Defini-
tion 4.2.3 hold.

Remark 4.2.1. If f(t,O) = and Ik (O) = O,k ~Z,then system (4.2.1)
admits zero solution. Moreover, if ~’k(x) -= tk, k ~ Z, are such that ~-k(X)
do not depend on x, then any solution of system (4.2.1) undergoes the
impulsive effect at one and the same time. This situation shows that the

notion of stability for system (4.2.1) is an ordinary one.

Remark ~.2.2. Actually the condition (1) of Definition 4.2.3 means that

for the solution xo (t) of system (4.2.1) to be stable in the sense of Liapunov,
it is necessary that for IIx(to) -xo(to)ll < 5 any solution x(t) of the system
remain in the neighborhood of solution xo(t) for all t ~ [to, ~), and point

to is not to be the discontinuity point of solutions x(t) and Xo(t).

4.2.2 Auxiliary results

Further we shall need some systematized conditions on functions similar to
Liapunov functions for system (4.2.2).
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Assumption 4.2.1. There exist

(1) open connected time-invariant neighborhoods

Afj~ = {xj: I[x~[I < hi0} _C RTM

of states xj = O, j = 1,2,...,m, hjo : const > 0;
(2) functions ~o~1, ¢~ of class K;
(3) constants a~l, bjl, j,l = 1,2, ..., m, and a matrix-valued function

U(t, x) -- [u~l (t, .)] with elements

(4.2.4)
v~j = vz(t,x~); v~l = v,j = v¢,(t,z~,x~), j # 
vjj(t,o)=o, vj~(t,o,o)=o, j,l=l,2,...,m

(4.2.5)

in the domain To x S(po), where po = m!nh~.o, j = 1,2,...,m, and
3

satisfying estimates

ajj ~32.1 ([]2Yj H) vj j (t , xj ) ~ bj j~b~l ([ [xj

/oral/ (t, xj) eToxAf~.~, j=l,2,...,m;

for all (t, xd ,x~) e % x ~ x Nk~, ~d j ~ 

Here vjj E CI’I(TO x Rn~,R+) correspond to subsystems (4.2.3) and

vjl~ C~’~(To x n~ xRnt,R) ta ke in to account connections f] (t,x) and
I~ (x) between them.

We consider the scalar function

(4.2.6) v(t, x,~?) = ~Wu(t, x)~, ~.R~,~ > O,

and its total derivative

(4.2.7)
Dv(t, x, n) = ~?TDU(t,

DU(t,~) = Dv~(t,.), j, I = 1,2,...,m,

due to system of equations (4.2.2).

Lemma 4.2.1. If all conditions of Assumption 4.2.1 are satisfied, then

for function (4.2.6) the estimate

(4.2.8)
uT~HTAHu~ <_ v(t, x, n) ~-- u~HTBHu~

for all (t,x) e % xAf~,



188 4. IMPULSIVE SYSTEMS

is valid, where

Af~ c_ Afl~ x Af2~ × ... × Afm~ is an open connected neighborhood of state
x = O, such that Af~ = {x: [[x[] < Po}, Po = m!nhjo.

The Proof of estimate (4.2.8) is similar to that from section 2.2 for system
without impulsive effects.

Assumption 4.2.2. There exist

(1) open connected time-invariant neighborhoods Af~, C_ Rn~ of states

xj = O, j = 1,2,...,m, and open connected neighborhood Af, C_

Aflx x ... x Afm~ of state x = O;
(2) functions vj~, j, l = 1,2,...,m, mentioned in Assumption 4.2.1

and functions Tj, j = 1,2,...,m, Tin, ~oM such that in domain
To x S(po) the conditions ~(0) = Tin(0) = TM(0) hold , and

(4.2.9)
m

0 < < <
j=l

conditions are satisfied

forM1 (t, xj) e X~o, j = 1, 2,...,m;

(b) ~ T.

m (2) ~(,

j:l
m m

Here ~o = (xj: xj ~, xj ~0), t~vk(X), 1,2 , ... .
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Lemma 4.2.2. /f all conditions of Assumption 4.2.2 axe satisfied, then
for expression (4.2.7) the inequality

(4.2.10)
Dv(t,x,~)l(4.2.2) ~_ uTGu

for a11 (t,x) E To x Afzo, t # Tk(X), k = l,2,...,

is valid, where
~T: (~91(Vll(~,Xl)), (~2(V22($,X2)), ’ ~rn(Vmm($,Xm))),

G = [aj~], j,l = l,2,...,m, ai~ = a~,

ajj=p)l)+p)2), aj~ = pj~, j ~ l, j, l = l,2,...,m.

For the Proof of estimate (4.2.10) see M~rtynyuk and Mil~dzhanov [2].
Let AM (G) be maximal eigenvalue of matrix 

Corollary 4.2.1. If a11 conditions oE Assumption 4.2.2 ~e satisfied and

(1) ~M(a) O;
(2) ~M(a) > 

~hen the following estimates hold true

(4.2.11)

(4.2.12)

Dv(t, x, ~)1(4.2.2) <- AM(G)~m(V(t, 

for all (t, x) e To x Afzo;

Dr(t, x, 0) 1(~.~.~) <_ AM(G)~M (v(t, 0))

for ~I (t, z)

correspondingly.

Assumption 4.2.3. There exist

(1) functions vjt, j, l = 1,2,...,m, mentioned in Assumption 4.2.1,
and functions ¢~, j = 1, 2,..., m, era, CM: Cj(0) = ~)rn(O) 

CM(O) = O, such that in domain To x S(po) the conditions

(4.2.13)

o <
m

< ~ ¢~ (vz (’~ (~1, ~)1 < CM (~(~ (~1, ~, ~)), k = 1,2,...

are satisfied;
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(2) constants al.1), a~2), aj, (j ~t l), j, l= 1,2,... ,m, and the follow-
ing inequalities are satisfied
(a) ~. {vz (T~ (xA, ~ + ~ (~)) - ~z (~ (~), 

(i) (2)

+ v~ (~ (~ ~, ~ ~ - ~ (~ (~, ~ 

j=l

m m
+ 2 ~ ~ ~e~ (vz (r~ (~), ~))¢~ (vu (~ 

j~l

for all (~, z~) e ~ x N~, k = 1, ~,....

Lemma 4.2.3. If a11 conditions of Assumption 4.2.3 are satisfied, the

estimate

(4.2.14) v(~(~), x + I~(x), - v(~(~),~,~) < i t~c~

is valid, where

it k = (t/)l (Vll (Tk (Xl), Xl )), ¢2 (V22 (Tk (X2), X2)),..., ~-)rn (Vmm (Tk (Xrn), 

C-~ [cjt], j, l = l,2,...,m, cjt = ctj, k=l,2,...,

cj~=aJ) )+aj~), cj,=ai,, j~tl, j,l=l,2,...,m.

Proof. Under all conditions of Assumption 4.2.3 we have
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m

= ~ ~]{v~(~k(xj), z~ + Ikj(z~.)) 
j=l

m

+ ~{v~(vk(x), xj + I~j(xi)) -vjj(rk(xj), Xj + 
j=l

+ V~ (~ (X~), ~) -- V~ (~ (~), 

m m

+ ~ ~ ~ ~{~(~(x), ~ ~(~1, ~ + r~(~)) - ~(~(~), ~,
j:l

~>~

< ~ (~) (2) _ ~ ¢~(~(~(x~),~)) + ~ ¢~(v~(~(~),~))
j=l ]=I

m m

+ 2 ~ ~ ~¢~(v~(~(~), ~11 ¢~(~.(~(~1, 
j=l

m

= ~ ~¢~(v~(~(~), ~)) ¢~(~u(r~(~), u~cu~,k = ~, 2,.. ..
j=l

Corollary 4.2.2. If all conditions of Assumption 4.2.3 are satisfied and

(1) AM(C) 
(2) AM(C) 

then the following estimates hold true

(4.2.15)

(4.2.16)

correspondingly.
Here ,~M(C) is maxima/eigenvalue of matrix C.

Assumption 4.2.4. There exist

(1) functions vjt, j, l = 1,2,...,m, mentioned in Assumption 4.3.1
and functions %hi, j = 1, 2,... ,m, ~,~, CM, mentioned in Assump-
tion 4.2.3;

(2) constants $J~), /~2), ~,, j # l, j, I = 1,2,...,m, and for a/1 k 
1, 2 .... the following conditions are satisfied
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_ ~(~)~b2(~) ~]v~j(~(xj), xj + ~r~(~)) 

(b) ~]{Vjj(rk(x), x~ + I ~(x)) -- V~(Tk(Xj), X~ 
j=l

~ m

+ 2 ~ ~ yj~vj~(Tk(X), X~ + Ik~(X), x~ + Ik~(X))
j=l

m ~(2)~/,2{V.. m 

j=l j=l

~ ¢~ (,u (~u (~ (~), ~)))

Lemma 4.2.4. If all conditions o[ Assumption 4.2.4 ~e satisfied, then
the estimate

v(~(z), x + ~(x), <
(4.2.17)

for all x E Af~, k= l,2,...,

takes place, where

C*=[c;,], j,l=l,2,...,m, cjt =clj,

c~j= ~)+ 2), c~ = fl~, j ~ l, j, l = l,2,...,m.

The Proof of Lemma 4.2.4 is similar to that of Lemma 4.2.3.

Corollary 4.2.3. If all conditions of Assumption 2.4.4 are satisfied and

(1) AM(C*) 
(2) ~(c*) 

then for all k = 1, 2,...

(4.2.18)

(4.2.19)

~(~ (x), x + ~r~ (x), < ~(c*)¢~(,(~ (x)~))
for all

v(~(~), ̄  + h(~),~) < ~(c*)¢~(~(~(z),~,~))
for all x e A[~o,

correspondingly.
Here AM(C*) iS the maximal eigenvalue of matrix C*.
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Assumption 4.2.5. Conditions (1) and (2) of Assumption 4.2.2 
satisfied and in the inequalities of condition (3) of Assumption 4.2.2 the
inequality sign "<_" is reversed.

Lemma 4.2.5. If all conditions of Assumption 4.2.5 are satisfied, then
for (4.2.7) the estimate

(4.2.20) Dv(t,x,~l)[(4.2.~.) >_ uWGu for all (t,x) E To × Afro

is valid, where u and G are defined as in Lemma 4.2.2.

Corollary 4.2.4. If the conditions of Assumption 4.2.5 are satisfied
and

.x~(~) < 
~m(a) o,

Dv(~,x,V)](4.~.2) > ~(a)vM(v(~,x,V))
(4.2.21)

for all (t, x) ~ To Aft0;

Dv(~, x, ~)[(~.~.~ ~ ~(~)~(,(~, 
(4.2.22)

[or ~1 (t, ~) ~ % x ~o,

correspondingly.
Here Am(G) is a minimal eigenvalue of matrix 

Assumption 4.2.6. Condition (1) of Assumption 4.2.3 is sa~is~ed and

in inequMRies of condition (2) of Assumption 4.2.3 ~he inequMity sign "~"
is reversed.

Lemma 4.2.6. Under conditions of Assumption 4.2.6, ~he estimate

~(~(x), x + Z~(x),n) - v(~(~),~, 
(4.2.23)

forM1 k = l, 2, . . . ,

takes place, where uk and C are defined as in Lemma 4.2.3.

Corollary 4.2.5. If in inequality (4.2.23) Am(C) > 0, then for all k =
1, 2,... estimate

,(r~(~), ̄  + z~(z),n) - ~(~(~),z,n) ~ ~(c)¢~(,(~(~),~))
(4.~.~4)

for all x ~ ~o,

t~es place.
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Assumption 4.2.7. Condition (1) of Assumption 4.2.4 is satisfied and
in inequalities of condition (2) of the same assumption the inequality sign
"<" is reversed.

Lemma 4.2.7. Under conditions of Assumption 4.2. 7 the estimate

_ k~.~ k
(4.2.25)

fora11 xEAf~, and k=l,2,...,

takes place, where u} and C* are defined as in Lemma 4.2.4.

Corollary 4.2.6. If in inequality (4.2.25) Am(C*) > 0, then for all
k = 1, 2,... the inequality

(4.2.26)

is valid.

Assumption 4.2.8. Let

v(T~(x), z + I~(z),v) > ~m(C*)¢~(v(~k(x),~,~))
for all x E Af~o,

n~. = {(t,~j) e % ×~.~: ,,z(t,~A > 

be domains of positiveness of the functions vii(t, xj), j = 1, 2,..., m, for
any t >_ to having nonzero an open cross-section by plane t = const
adherent to the origin, and in this domain functions v~.t, j, l = 1, 2,..., m,
are bounded.

Lemma 4.2.8. Under conditions of Assumptions 4.2.1 and 4.2.8 and if
matrix A in estimate (4.2.8) is positive definite, i.e. Am(HTAH) > O, 

(1) domain II = {(t,x) ~ Tox$(p): v(t,x,~) > O} offunctionv(t,x,y)
positiveness for any t ~ 7-o has nonzero open cross-section by plane
t = const adherent to the origin;

(2) in domain H function v(t, x, ~l) is bounded.

Proof. Under conditions of Assumption 4.2.8 and Am(HTAH) > 0 the
domain of function v(t, x, 7) positiveness is

n = {(t, z) ~ % x $(p): z # 

that has an open cross-section by the plane t = const for any t ~ To.
Moreover, positiveness of function v¢¢ (t, x) is a necessary condition for po-

sitiveness of function v(t, x, ~1) and therefore, II C_ f’] II¢. Domains II¢
j=l
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for any j = 1,2,...,m have, by condition of Assumption 4.2.8, nonzero

open cross-section by plane t = const adherent to the origin. This proves
assertion (1) of Lemma 4.2.8.

Boundedness of functions vii, j, ! -- 1,2,...,m, implies that matrix
U(t, x) is bounded, but then function v(t, x, ~]) constructed according 

(4.2.6) is also bounded.

4.2.3 Sufficient stability conditions

Assumptions 4.2.1 - 4.2.8, Lemmas 4.2.1 - 4.2.8 and Corollaries 4.2.1 - 4.2.6
allow us to formulate various stability and asymptotic stability conditions
for zero solution of system (4.2.2).

Theorem 4.2.1. If differential perturbed motion equations of large
scale impulsive system (4.2.2) are such that in domain To × ~q(p) all con-
ditions of Assumptions 4.2.1, 4.2.2, and 4.2..3 are satisfied, and

(1) matrix A is positive definite (Am(HTAH) > 
(2) matrix G is negative semi-definite (AM(G) _< 
(3) matrix C is negative semi-definite or equals to zero (AM (C) _< 

then the zero solution of large scale impulsive system (4.2.2) is stable.
If instead of condition (3) the following condition is satisfied

(4) matrix C is negative definite (AM(C) < 

then zero solution of large scale impulsive system (4.2.2) is asymptotically
stable.

Proof. Under Assumption 4.2.1, Lemma 4.2.1 and condition (1) of The-
orem 4.2.1 function v(t,x,~), constructed by (4.2.6), is positive definite.
Conditions of Assumption 4.2.2, Lemma 4.2.2 and condition (2) of Theo-
rem 4.2.1 imply

(4.2.27) Dv(t,x,~])[(4.2.2)

From conditions of Assumption 4.2.3, Lemma 4.2.3 and condition (3) 
Theorem 4.2.1 it follows that on hypersurfaces Sa: t = ~-k(x), x ¯ ~q(p),
the inequalities

(4.2.28) V(T~(X), X ÷ Ik(x),~I) <_ V(~’k(X),X,~?), k---i,2,...,

are satisfied.
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Conditions (4.2.27) and (4.2.28) are sufficient for zero solution of large
scale impulsive system (4.2.2) to be stable.

If instead of conditions (3) of Theorem 4.2.1 condition (4) of Theo-
rem 4.2.1 is satisfied, then by Lemma 4.2.3 and Corollary 4.2.2 we find

the estimate

v(~(x), x + ~r~(x), ~) - v(~(x), 
(4.2.29) < ~M(C)¢m(v(~k(z),x,~), k .. ..

By virtue of conditions (4.2.27) and (4.2.29) the zero solution of large scale
impulsive system (4.2.2) is asymptotically stable.

The theorem is proved.

Theorem 4.2.2. Let differential perturbed motion equations of l~ge

scMe impulsive system (4.2.2) be such that in domain ~ x S(p) ~he 
ditions of Assumptions 4.2.1, 4.2.2 ~d 4.2.4 ~e satisfied, ~d

(1) matrix A is positive definite (Am(HTAH) > 
(2) matrix G is negative definite (AM(G) < 

(~) ~(c*) 
(4) functions ~k (x) and constant ~ satisfy ~he inequMity

sup( ~k+~(X)-- m~ Tk(X))=O>O, where P<Po;rain

(5) &nctions ~m(Y) ~d tM(Y) a~d constant ao > 0 ~e such 
for a11 a ~ (0, ao] the estimate

1 f dy
(~.~.~0)

~(G) ~(~ ~ ~

is valid.

Then the zero solution of large scale impulsive system (4.2.2) is stable.
If instead of inequality (4.2.30) for some ~ > 0 the inequMi~y

1

/

dy
(4.~.3~)

~(~) ~(U) ~ ~ - 
a

is satisfied, the zero solution of 1~ge sc~e impulsive system (4.2.2) 
asymptotically stable.

Proof of Theorem 4.2.2 is similar to that of Theorem 4.2.1.
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Theorem 4.2.3. Let differential perturbed motion equations of large
scale impulsive system (4.2.2) be such that in domain To × S(p) the con-
ditions of Assumptions 4.2.1, 4.2.2, and 4.2.4 are satisfied, and

(1) matrix A is positive definite, i.e. Am(HTAH) > 

(2) AM(G) 
(3) AM(C*) > 
(4) functions Tk(X) and constant 01 > 0 are such that for all k =

1, 2, ... the inequality

max ~-k(X) -- min "~k-z(X) < 01, where p < P0
=es(p) =~S(p) -

is satisfied;
(5) functions ~oM(y) and CM(Y) and constant aresuchthat for a ll

a E (0, ao] the estimate

(4.2.32)
1

/

dy

AM(C) > 0z

is satisfied.

Then zero solution of large scale impulsive system (4.2.2) is stable.

If instead of (4.2.32) the inequality

(4.2.33)
AM(G) ~M(Y) ~ ~1 ~- 7

~M(C’)¢M(~)

is satisfied, for which 7 > O, then the zero solution of large scale impulsive

system (4.2.2) is asymptotically stable.

Proof of this theorem is similar to that of Theorem 4.2.1.

4.2.4 Instability conditions

We establish sufficient instability conditions for the zero solution of large
scale impulsive system (4.2.2) in terms of Assumptions 4.2.5-4.2.8 and
Lemmas 4.2.6- 4.2.8.
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Theorem 4.2.4. If differential perturbed motion equations of large
scale impulsive system (4.2.2) are such that conditions of Assumptions 4.2.1,

4.2.5, 4.2.6, and 4.2.8 are satisfied and in the domain II

(1) matrix A is positive definite (i.e. Am(HTAH) > 
(2) matrix G is positive semi-definite or equals to zero (i.e. Am (G) >_ 
(3) matrix C is positive definite (i.e. Am(C) > 0),

then zero solution of large scale impulsive system (4.2.2) is unstable.

Proof. Under conditions of Assumptions 4.2.1 and 4.2.8, and Lem-

mas 4.2.1, 4.2.8 and condition (1) of Theorem 4.2.4, the function v(t,x)
is positive definite and possesses properties (A) and (B). By conditions 
Assumption 4.2.5, Lemma 4.2.5 and condition (2) of Theorem 4.2.4

(4.2.35) Dv(t,x,~)l(4.2.2)~_O, t#~’~(x) forall x6II.

From Assumption 4.2.6, Lemma 4.2.6, Corollary 4.2.5 and condition (3) 
Theorem 4.2.4 it follows

v(Tk (x), X + Ik (x), ~) V(Tk (X), X, 

(4.2.36) _> Am (C)¢m (V(Tk (X), ~))

t=~’k(X), for all xEH, k=1,2,....

Conditions (4.2.35) and (4.2.36) are sufficient for the zero solution 
large scale impulsive system (4.2.2) to be unstable.

Theorem 4.2.5. Let differential perturbed motion equations of large
scale impulsive system (4.2.2) be such that conditions of Assumptions 4.2.1,

4.2.5, 4.2. 7, and 4.2.8 are satisfied and in the domain H

(1) matrix A is positive definite (i.e. Am(HTAH) > 

(2) < 
(3) matrix C* is positive definite (i.e. A,~(C*) 0)
(4) functions Tk(X) and constant ~1 > 0 are such that for all k 

1, 2,... the inequality

max Tk (X) -- min _< 01

holds, where p < Po;
(5) functions ~m(y) and Cm(Y) and constant ~/ > 0 for all a e (0,a0]

satisfy inequality

~(C*)¢m(a)
1

/

dy

(a) (y) > +
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Then the zero solution of large scale impulsive system (4.2.2) is unstable.

Proof of Theorem 4.2.5 is similar to that of Theorem 4.2.4.

Theorem 4.2.6. Let differential perturbed motion equations of large
scale impulsive system (4.2.2) be such that conditions of Assumptions 4.2.1,
4.2.5, 4.2.7, and 4.2.8 are satisfied and in domain H

(1) matrix A is positive definite (i.e. Am(HTAH) > 
(2) matrix G is positive definite (i.e. Am(G) > 

(3) matrix C* is positive definite (i.e. A,~(C*) 0)
(4) functions Tk(X) and constant are such that

sup( min T~+I(X)-- max~-~c(x)) =0>0, P<Po;

(5) functions ~m(Y) and era(Y) and constant 7 > 0 are such that for
all a E (0, ao] the inequality

a
1

/

dy

~m(C*)¢m(~)

is satisfied.

Then the zero solution of large scale impulsive (4.2.2) is unstable.

Proof of Theorem 4.2.6 is similar to that of Theorem 4.2.4.

Example ~.2.1. We analyze stability of the lower position of a pendulum
subjected to impulse effect, the dynamics of which is described by the
system of equations (see Samoilenko and Perestyuk [1])

dx dy
d~" -- y’ d-~ -- - sinx, t ~ ~’k(x,y);

(4.2.37) Ax = -x + arccos (-0.5 y~ + cos x), t = T~ (X, 

Ay=--y, t=~’k(x,y).

For system (4.2.37) we construct matrix function U(x, y) with elements

vii(x) = 1 - cosx, V22(Y) ---- 0.5y2,

v~2(x, y) = v2~ (x, y) 

satisfying the estimates

v l(x) > 0.sel l > 0.5 lyl
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where e > 0 is sufficiently small, i.e. e --> 0.

Matrix

from (4.2.8) is positive definite.
If ~r= (1, 1), then given matrix function U(x,y), we have

and matrices G and C from conditions (4.2.10) and (4.2.14) are equal 
zero.

Thus, no matter what properties the surfaces S~: tk = Tk(X,y) have,

conditions of Theorem 4.2.1 are satisfied and therefore, zero solution of
system (4.2.37) is stable.

Example 4.2.2. Consider the system of equations

d_fix = (4.5 + 0.9 sinZx)y3,

dt
dy _ _ (5 + sin~x)y3,

t ~ rk (x, y);(4.~,.38) d~ -
Ax = -x + ay,

Ay = ax - y, t = Tk(X,y).

For system (4.2.38) we construct matrix function U(x, y) with elements

for which estimates

vii(x) = ~, v2~(y) =y~
v~.(x,y) = v~(x,y) = 0.gxy,

are valid.
Matrix

is positive definite.

~(~) > Iz]~, ~(y) > I~1~,

v~2(x, y) >_ -0.9IxI

1 -O.9)

-0.9 1



4.3 HIERARCHICAL IMPULSIVE SYSTEMS 201

If ?~T _____ (1, 1), then matrices G and C from (4.2.10) and (4.2.14) 

° 0)-o.2s ’ ~1o~-11 o-~-1 ]"
We note that )tM(G ) ~-- 0, i.e. matrix G is negative semi-definite, for

a = :i:l matrix C is equal to zero, and for lal < 1 we have Am(C) < 
i.e. matrix C is negative definite.

Thus all conditions of Theorem 4.2.1 are satisfied and zero solution of
system of equations (4.2.38) is stable for a -- =t:l, and asymptotically stable

for lal < 1.

4.3 Hierarchical Impulsive Systems

We consider the impulsive system described in Section 4.2.2. Namely

dx

d-7 = .f(t,z), t # ~-~(~),
(4.3.1) Ax = x(t + O) - x(t) = I~(x),

x(t+o) = xo, k e 
Here x E (xl,...,x,~) w ~ Rn, f ~ C(R+ x fl(p), Rn), I~ ~ C(fl(p), 
n(p) = {x ~ R~: Ilxll < p}, ~ > 0, n(p) c_ 

We take some general assumptions on system (4.3.1).

A1. Functions ~-k : ~ -~ R+ are continuous in x.
A~.. The following correlations hold

0 < ~l(x) < r2(z) <... < r,(z) <... 
inf{~,(~) - ~,_~(~): > 2,̄  eR"} > 0

and lira Tk (X) = Cx3 uniformly in x
k--~oo

A3. The integral curve of any solution of system (4.3.1) intersect any
hypersurface Sk : t = ~’k(x), k ~ Z, not more than once.

A4. There exists a constant # ~ (0,p) such that as soon as x ~ ~(#),
then x + I~(x) ~ fl(p) for all k ~ Z.

As. For any division of vector x ~ R’~ into subvectors xs ~ Rn", n~ +
.̄. + nm = n, the values T~(Xs), k ~ Z, satisfy conditions A1 -A4.

Among conditions A~ - A5 the condition A3 is the one that can be verified
for system (4.3.1) in terms of the below result.
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Theorem 4.3.1. Suppose that

(1) f ¯ C(R+ x f~, Rn), T~ ̄  Cl(f~, (0, OO)), T~(X) < Tk+I(X), k 
lim Tk(X) = ~ uniformly in x ¯ f~ and I~ ¯ C(f~,Rn);

(2) for all (t, x) ¯ R+ × 

(a) < o;
(b) x + I~(x) ¯ ~ [or z ¯ and

Or c _
Oz ,Z+sI~(x))I~(z)<O, 0<s<l,

Then any solution of system (4.3.1) intersects hypersurface Sk : t 
~-~ (z) not more than once.

Proof. Assume on the contrary. Let for system (4.3.1) there exist 
solution x(t, to, xo) and some surface Sj such that x(t) intersects ,.qj twice
and more. Let the first time of surface ,.q~. intersection take place at time

t = tq for some q and the next time at t = t*. At the same time we have
tq = r¢(x(tq)) and t* = rj(x(t*)), to < tq < 

Further the two situations are to be considered.

Case 1. Time t* = tq+m and solution x(t) intersects the surfaces Sk
m- 1 times for t ¯ (tq,tq+m), tq+l,...,tq+rn-1.

Case ~. The solution x(t) intersects the surfaces Sk infinite number of
times for t ¯ (tq,t*).

Let us discuss the Case 1. Condition (2a) implies that the function

rk(x(t)) does not increase for t ¯ (t n, tn+l ) for any k > 1 and k <_ ~ _<

k + m - 1. Hence it follows in view of condition (2b) that

+ <

for any x E f~ and k = 1. Assume that x(t) hits on the surfaces ,gn~ at
times t=ti, i=k+l,k+2,...,k+m-1. Then we let Xk=X(tk),

(a) tk = Tj(Xk) >_ rj(Xk + Ik(Xk)) >_ Tj(Xk+I) for k+ 1 < i < k +m- 1;
(b) r ,( xd > + >

From (a) it follows that j nk+l, that le ads tothecontradiction

t~+~ = r~+,(z~+~) < rj(x~+~) < 

Proceeding in the same way and taking (b) into account we get j nk+~ <
¯ .. < nk+m_1 < j, is a contradiction.
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In Case 2 a sequence of impulsive perturbation moments tk,tk+l,...
can be defined so that tk < tk÷l <: tk÷j < t* for 1 < i < j. Here two
possibilities occur.

Case Y. The solution x(t) intersects the surfaces S~ that differ one from
another an infinite number of times in {tk+j : j >_ 1}.

Case T. For some 1 < jl < j2 and j the solution x(t) intersects the

same surface Sj at times tjl and t~2.
In Case 1~, since lim T~(X) = O~ uniformly in the domain 12, there must

k-~oo

exist j such that vj(x) > t* on fl and some i such that tk+i = ~’j(x(t~+i)) 
t*. This contradicts the above made assumption.

In Case 2~ we return back to the situation considered in the Case 1.
This completes the proof of the theorem.

Assume that system (4.3.1) consists of m independent subsystems

dx~
d--~ = g~(t, x~), t Tk(Xi) , i = 1,2,. ..,m,

(4.3.2) Ax~ ~--- ~/k(xi) , t = Tk(Xi) , k e Z,

x,( +) =x 0,

where x~ E R’~’ , gi E C(R+ x ’~’, R~’), g ~(t,O) = for all t E R+and
the link functions

h~(~,x~,...,~m): hE C(R+ × TM ×.. . × R~, ~’ ),

(4.3.3) t ~ vk(xi),

= - =

Thus, system (4.3.1) can be transformed as follows

(4.3.4)

dxi
d’-~ = gi(t, xi) + h~(t, xl,... ,Xm),

AX~ = ~k~ (xi) ÷ jik(x),

Besides, we assume that subsystems (4.3.2) are disconnected and

(4.3.5) X = X~ (9 X~ @ ̄  .. ~ X,~,

where X and X~ are state spaces of the systems (4.3.1) and (4.3.2) respec-
tively.
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Further we assume that each subsystem (4.3.2) allows the decomposition
into Mi components defined by

(4.3.6)

dxij
dt = Pij(t, xij), t Tk(xij), j = 1,2,. ..,

ax~¢ = v~(x~), t = ~(~), k e Z, ~¢(t+o ) 

that after interacting form the subsystems

(4.3.7)

dt - pq(t’ xij) + qij (t, xi), t Tk(xij), j = 1,2,. .., Mi,

axis = I~(xij) J. .~.(xi),,j t = ~-~(xi/), k 

,̄~ (to+) =

where x~j e R"’¢, p~j e C(R+ x R’~’~, R"’~), q~ E C(R+ x n’, Rn’~)
and x~j = 0 is the only equilibrium state of subsystems (4.3.6). Assume
that subsystems (4.3.6) are disconnected, i.e.

(4.3.s) Xi=Xil~Xi2~...~XiMi, i = 1,2,...,m,

where Xi and Xij are state spaces of the subsystems (4.3.2) and (4.3.6)
respectively.

Impulsive systems modeled by the equations (4.3.1) and allowing the first

level decomposition (4.3.2) - (4.4.4) and the second level one (4.3.6) - (4.3.8)
have multilevel hierarchical structure.

4.4 Analytical Construction of Liapunov Function

4.4.1 Structure of hierarchical matrix-valued Liapunov function

According to two levels of decomposition (4.3.2) - (4.3.4) and (4.3.6)-(4.3.8)
of system (4.3.1) we suppose two-level construction of submatrix of matrix-

valued function

(4.4.1) U(t,x) = [U~j(t,.)], Uij = U~,

where U~: R × R’~ -> R+, i = 1,2,...,m, U~: R+ × Rn~ × R"~ -~ R,
i ~ j, j = 1, 2,..., m, for the system (4.3.1).
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Further we need the class U0 of piece-wise continuous matrix-valued

functions. Let TO(X) =-- for al l x ¯ R~. Weint roduce thesets(cf. Baino

and Kulev [1])

oo

G= U Gk, k ¯ Z,

a~ = {(t,z) ¯ R+ × f~: t = ~k(x)}, k 

Definition 4.4.1. The matrix-valued function U: R+ x fl(p) -+ mxm

belongs to the class W0, if U(t,x) is continuous on every set {Gk} and for

(to,xo) ¯ a} N ~3 C R+ x f~(p), k ¯ there exi st the limi ts

and

lim U(t, x) = U(t~, 
(~,~)-~(to,xo)

(~,z)eG~

lim V(t, x) = U(t+o , 
(~,~)--,(*o,xo)
(t,~)eG~+~

u(t~,x) U(t0,x0) ¯ "~×’~.

The matrix-valued function (4.4.1) has the following structure. Func-
tions Uii(t, .) are constructed for subsystems (4.3.2), and the functions

Ui~(t,.) for all (i ~ j) take into account the links hi(t,x~,...,x,~) be-
tween subsystems (4.3.2).

The functions Uii(t, .) have the explicit form

(4.4.2) Uii(t,.) (T~Bi(t, .) ({, i = 1,2,...,m,

where (i ¯ R~~, (i > 0, and the submatrix-functions Bi(t, .) = [u(~(t, .)],
p, q -- 1, 2,..., Mi, have the elements

u(~)" R+ xRn~-+R, i=1,2,.. ,m,

u(~): R+ R~’~ × R~’~ -~R, u(~) = u~Pq Pq ¯

. (i) for all~nctions~ ,(i) (t, .) are constructed for subsystems (4.3.6) 
(p ~ q) take into account the influence of link functions qij(t, xi) between
subsystems (4.3.6).
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Similarly to Definition 4.4.1 for the elements ,(i) for i = 1, 2, t*pq . . . ,

and p, q -- 1, 2,...,Mi we consider classes Wo of piece-wise continuous
functions.

In order to establish conditions for the function

(4.4.3) v(t,x,7) = yTu(t,x)~, y E R~, y > 0,

being of a fixed sign, we need some assumptions.

Assumption 4.4.1. There exist

(1) open connected time-invariant neighborhoods Afip C_ Rn~p, i =
1,2,...,m, p = 1,2,...,Mi, of states xin = O;

2) the functions ~ip, ~ip 6 K(KR);

(3) the const~ts~pp~(i) ) O, ~(i)~pp ) O, ~ :~qP,~(i) ~Pq~(i) ~(i)~qz, q =

1,2,...,M~;
(4) the functions~ ~ (~) ~ Wo and ~ ~ Wo for p ~ q, p, q = 1, 2, ¯ ̄  ̄ , Mi,

satisfying ~he estimates
-(i) (a) ~(ll i~ll) -

for all t ~ r~(.), k ~ Z ~d xi~ ~ 

(b) ~(llz,~ll)~ (llx~ll)

~or an t ~ ~(.), k ~ Z, (~,x~) e M~~.

Proposition 4.4.1. If aH conditions o[ Assumption 4.4.1 ~e satis~ed,

then ~or [unctioas U~(t, x~) t~e estimates

(4.4.4) w~¢~A~w~

~olds ~or ~11

~M~, i = 1,2,...,m.

Here the following designations are used

w~T = (~a (llxa II), ~°~z (ltzi211),’’’ , ~,M~ (llXiM, II)),

~ -- (~ (llx~x II), ~i~ (l~xi~ll), ..., ~iM, (II~IM, II)),

A,, = [~], Bii = [5~], i = 1,2,...,Mi.

Proposition 4.4.1 is proved by a direct substitution by the estimates
(4)(a) and (4)(5) into the quadratic ~[Bi(t ,’)~i, i = 1, 2,.. .,m,
under all the rest of the conditions of Assumption 4.4.1.
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Assumption 4.4.2. There exist

(1) open connected time-invariant neighborhoods Afi C_ Rm, i = 1, 2,
..., m, of equilibrium states xi = O;

(2) the functions wi, ~ E K(KR);
(3) the constants ~ij, -~ij, /~ij = ~ji, ~ij = ~ji [or all (i # j) 

1,2,...,m such that

(4.4.5) IIw ll I1 11
for all t # r~(.), k e Z and (xi,xj) ~ ~ x~j, (i # 
1,2,...,m.

Proposition 4.4.2. If the conditions of Assumption 4.4.2 are satisfied
as well as estimates (a) and (b) of condition (4) from Assumption 4.4.1,
then for &nction (4.4.3) the bilateral inequality

(4.4.6) wTHTAHw ~ v(t, x, ~) ~THTBH~

holds true for all t ¢ Tk(’), k e Z, and x e ~ = ~ x ~ x ... x ~m.
Here

wW = (w~,w~,...,w~), Ww= (~I,W~,...,W~),

Hw = H = diag [~l, ~2,..., Om],
(4.4.7)

A = [Z~], B = [~], i ¢ j = l, 2,...,~,

Proof. The direct substitution by the estimates (4.4.4) and (4.4.5) 
(4.4.3) for function v(t, x, ~?) yields the estimate (4.4.6).

4.4.2 Structure of the total derivative of hierarchical
matrix-valued functions

Further, in order to establish the structure of the total derivative of function
(4.4.3) along the solution of system (4.3.1) allowing two-level decomposi-
tion, we introduce some definitions and designations.

Definition 4.4.2. The matrix-valued function U: R+ xf~(p) --~ Rmxrn

belongs to the class W1, if the matrix function U E W0 and is continuously

differentiable on the set I.J Gk f~ 79, 79 C R+ × f~(p).
k--1
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Definition 4.4.3. The matrix-valued function U: R+ x 12(p) -~ mxm

belongs to the class W2, if the matrix function U E Wo and is locally

Lipschitzian in the second argument.

Let x(t) be any solution of (4.3.1) defined for t E [to,t0 + a) C J C 
a = const > 0, and such that x(t) ~ ill, ~1 C ~(p) for all t ~ 

Theorem 4.4.2. Let the matrix-valued function U ~ W2, then

(4.4.8) D+U(t, x) = lim sup { [U(t + O, x + Of(t, x)) - U(t, x(t))] ~-~ 
~--~0+

for aSl (t, x(t)) e U a~ 
k=l

Actual computation of D+U(t, x) is made element-wise.

Assumption 4.4.3. There exist

(1) open connected time-invariant neighborhoods A@, A@ c_ Rn’~, of

states Xip = O, i = 1,2,...,m, p = 1,2,...,

(2) the functions u(p/q) E wo, q ---- 1,2,...,

(3) the functions fliv 6 K (KR);
(4) the real numbers p(~i), #(pl), #(~ such 

p=l p----1

for aH t ¢ r~(.), k e Z and 

(b) ~ (~2v D~,~u,, q@(t,x)
p=l

Mi - 1
+2 ~ ~ + (0 in+ ~(0~T

p:l q~p+l

~ ~,~(~, ~,~) + ~,~ (~, ~,))+ (D$,. ~ ~,~ (~, ~,~) + ~,~(~, ~,
Mi - 1

p=l p=l q=p+l
~or all ~ # ~(.), k ~ Z and all (=i~,x~q) ~ ~.

Proposition 4.4.3. If aH conditions of Assumption 4.4.3 are satisfied
then the upper right-hand derivative of the functions UiI (t, x) along solu-
tions of (4.3.7) satisfies the estimate

(4.4.9) D+Uii(t, =~) < ,~M(S,)IID’,II=
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for all t ~ Tk(Xi), k 6 Z and all xi 6 Aft.
Here fl~w __ (flil(i]xil [I), ~i2([[zi2[[), ¯ ~iMi (fiX/M/[D), AM(Sii)

maxima/eigenva/ue of matrix Sii with the elements
is the

(4.4.10)
ap(~) = a~ = ,,(i) (p # q) 6 ~’pq ~

Proof. In view of (4.4.7) and (4.4.8) we have for expressions D+u(~) ~ ~Pq ~% "1

the estimates (see Grujid, et ai. [1])

(4.4.11) + (i) _ ~TdXpq

for all i = 1,2,...,m and (p,q) E [1, Mi]. In view of (4.4.11) and 
conditions (1)- (4) from Assumption 4.4.3 we arrive at estimates (4.4.9).

Assumption 4.4.4. There exist

(1) some constants pi°p > O, p,O~ < p, such that x,, e fl(p~,) ensures
the inclusion xip + I~p(Xip) ~ fl(Pip) for all k ~ Z;

(2) the functions ~~pq ~ wo for all i = 1, 2,..., m and (p, q) [1, Mi];
(3) the functions ~ ~ K(KR);
(4) the real numbers -(~) gi) gi) such ,~pp ~ ’,pp ~ ~’pq

for all xi~ e ~ G fl(P~);

Mi

p=l

M~-~ M~

p=l q=p+l

Mi Mi -- 1 Mi

p=l p=l q=p+l

for all (xi~, Xlq) ~ ~p X ~q.
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Proposition 4,4.4. If all conditions of Assumption 4.4.4 are satisfied,

then when t = Tk(Xi), k E Z, i 1,2,...,m, the estimates

(4.4.12) v.(*k(x0, z~ + J~(z~)) - v.(~k(z~), < ~M(C.)II¢~II2

are true for functions Uii(t, xi),
Here

C.=[e~], i=1,2,...,m, (p,q) e[1, M~l,
c(i) = c(i) e(i) = ot(p/p ) + b(i)Pq qP ~ pp PP ~

c(i)=c =b g) i=1,2, .,m,Pq Pq ~ ¯.

AM(Cii) i8 the m~imal eigenv~ue of matrix Cii.

The Proof of Proposition 4.4.4 is obvious in view of the condition (4a)
~nd (4b) of Assumption 4.4.4.

Assumption 4.4.5. There exist

(1) the functions , (~)~q e w0 for ~I i = 1, 2,..., m, (p, q) e [1, M~];
(2) the &actions ¢~p ~ K(KR);

the following conditions hold

M~

M~-~ M~

p=l qmp+l

Mi Mi -- 1 Mi

p=l p=l q=p+l

Proposition 4.4.5. If all conditions of the Assumption 4.4.5 are satis-

fied, then for functions Uii( t, .) when t = ~-k ( xi ), k ~ Z and i = 1, 2,..., 
the estimate

U.(~k(XO, x~ ÷ J~(xi)) < AM(C~)II¢iII~
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is valid for all xi
matrix C~ with elements

¯ Aft, where AM(’) is the maximal eigenvalue of the

Cpp pp,

1"(~)
Cpq qP ~pq ,

The Proof of Proposition 4.4.5 is similar to that of Proposition 4.4.4.

Assumption 4.4.6. There exist

(1) an open connected neighborhood Af C_ R’~ of x = O;
(2) the functions flip, i = 1, 2,...,m, p = 1,2,..., Mi, mentioned in

Assumption 4.4.3;
(3) the functions Uij (t, .) satisfying the conditions of Assumption 4.4.2;

(4) the real numbers Oik, i,k = 1,2,... ,m, such that

for a11 t ~ Tk(Xi), k ¯ Z and (xi,xk) ¯A[i x 

Proposition 4.4.6. If all conditions of Assumptions 4.4.3 and 4.4.6 are
satisfied, then for the function D+v(t, x, ~1) along solutions of (4.3.1) 
estimate

(4.4.13) D+v(t, x, ~1) <_ fWsf

is valid for all t ~ Tk(Xi), where fiT ~___ (fl, f2, ".., fro) and the matrix S
has the elements

2
8ii = 1~i AM(Sii) 

sik=ski=Oik, iytk=l,2,...,m.

Proof. The estimate (4.4.13) is obtained from conditions of Assump-
tion 4.4.6 in an obvious way, in view of estimate (4.4.11).
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Proposition 4.4.7. If the inequality (4.4.13) is true, then there exist

continuous functions H1, H2 : R+ -+ R+, H1 (0) = H2 (0) = 0, H1 (r) 
H2(r) > 0 for r > O, such that

m

0 < H,(v(t,x,~l)) < Z/~([Ixi[[) < H2(v(t,x, rl)).

If, moreover,

(a) ,~M(S)

(b) AM(S) 

then for all t ~ Tk(X), X E A/’, k ~ Z, the following estimates hold true

(a) D+v(t,x, rl) < AM(S)HI(V(t,x,o)),
(b) D+v(t,x, rl) <_ AM(S)H2(v(t,x, 

respectively.
Here AM(’) is the maximal eigenvalue of the matrix S.

Proof. Estimates (a) and (b) follow from the fact 

under the conditions of Proposition 4.4,7.

Assumption 4.4.7. There exist

(1) open connected time-invariant neighborhoods A/" C_ Rm of xi = O,
i = 1, 2,..., m, and neighborhood Af = All xAr2 x... xA/’,~ of x = O;

(2) the functions Uim, m = 1,2,...,m, satisfying the conditions of
Assumption 4.4.2;

(3) the functions ¢ip ~ K;
(4) the real numbers ~W, P = 1, 2,..., m, and for all k ~ Z the follow-

ing conditions are satisfied

m

(4.4.14) ~-~rl~{U~i(Tk(x), xi + Jik(x)) -- Uii(T~(x), Xi)}
i=1

m--1 m

+ 2 + + -
i~-i p:id-1

m m--1 rn

i----1 i-----1 p=i-t-1

for all (zi, x~)
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Proposition 4.4.8. If inequalities (4.4.12) and (4.4.14) are satisfied,
then the estimate

(4.4.15) v(r}(X), x -b Jk(x), 7) -- V(rk(X), ~Tc~

holds true for ali t = T}(X), k E Z, x ~ Aft, where

cT = (¢1 (~,(x), Ilxlll),..., Cm(~,(~), 
and the matrix C has the dements

cii ~ ?~)~M(Cii) ¯ 12ii,

civ = cpi = ~%, i # p ~ [1,m].

Proposition 4.4.9. If the inequality (4.4.15) is satisfied, then there
exist continuous functions Q1 and Q2: QI(O) Q2(O) = 0 and Q~(s) > 
Q2(s) > 0 for s > 0 such that

m

0 < Q~ (~(~ (~), ~, 7)) _< ~ ¢~(r~, Ilxdl) _< (z), ~,7)).
i----1

If, moreover,

(a) ~(c) 
(b) AM(C) 

then for all k ~ Z, the following estimates hold

(a) v(v~(x), x + J~(x),y) - V(Tk(X),X,y) <_ AM(C)Q~(V(Tk(X),X,~?)),

(b) V(Tk(X), X + J~(x),~) - V(Tk(X),X,y) <_ AM(C)Q~(v(~-k(X),X,y)),

respectively.
Here AM(C) is the maxima/eigenvalue of the matrix C.

Proof. Consider the quadratic form ¢TC¢. It is known that

m

Hence

V(Tk(X),X + J~(x),y) - V(T~(X),X,y)

< ~ AM(C)Q~(v(tk(x),z,r~)) if AM(C)<0;
-- t AM(C)~,2(V(tk(X),X,~)) if Am(C) > 

This proves Proposition 4.4.9.
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Assumption 4.4.8.

(1)
There exist

open connected time-invariant neighborhoods ~ C_ Rn~ of zl = 0,

i = 1,2,...,m;
(2) the functions Uip, i,p = [1, m], mentioned in Assumption 4.4.2;

(3) the functions ~)ip(Tk(X), [[Xi[[), i, p = [1,m], k 6 Z, continuous in
the second argument, ¢ip(rk(x),O) ---- 0 and ¢i~(’ck(X),r) 

r>O;
(4) the real numbers lz~p and for all k E Z estimates

m

i----1
m--1 m

4- 2 Z Z ~h~?,U,,(’ca(x), x, 4- J~k(x), 

m-1 m

i=1 i=1 p=i+l

~e satisfied for all (xi,x~) ~ ~ x 

Proposition 4.4.10. If MI conditions of Assumption 4.4.8 ~e sa~is~ed,

t~en estimate

(4.4.16) V(Tk(X), X + J~(x),rl)

is true, where cT = (¢I(Tk(X), [[X[[), ..., Cr~(’ck(X), []X~[I)) and the matrix
C* has the elements

* 2 *

ci~ = cpi = #i~, i ~ p e [1,m].

Proposition 4.4.11. If estimate (4.4.16) is satisfied, then there exist
functions Q1, Q2: R+ -r R+, QI(0) = Q~(0) = Qi( r) > 0, Q2(r) > 0
for r > 0 such that

(a) V(Tk (X), X + jk (x), ~) -- v (’ca (x), < )M (C*)Q1 (V(Tk (x)X, ~))
(b) v (Tk (X), X + jk (x), rl) -- v (’ca (x), x, r/) < AM (C*) Qz (v (’ck (x), x, 

for

(a) ,~(C*) 
(b) AM(C*) > 



4.5 UNIQUENESS AND CONTINUABILITY OF SOLUTIONS 215

respectively.

It is easy to see that estimates (4.4.13) together with inequalities (4.4.16)
allow us to establish some conditions for function v(t, x, 7) decreasing along

the solutions of (4.3.1) and by the same token to apply this function in the
behavior investigation of the solutions to system (4.3.1).

4.5 Uniqueness and Continuability of Solutions

The matrix-valued function constructed in Section 4.4 allows constructive
uniqueness and continuability conditions to be established for solutions of
system (4.3.1). We recall the following.

Definition 4.5.1. ~%nction x: (to, to q-a) -~ n, t o ~_ 0, a > 0,is

called a solution of (4.3.1), 

(1) x(t+o) = Xo and (t,x(t)) for all t e [t o,to +a);
(2) x(t) is continuously differentiable function, satisfies the condition

dx/dt = f(t,x(t)) for all t ¯ [to, to +a) and t ~ Tk(x(t), ¯ Z;
(3) if t e [to, to + a) and t = T~(x(t), then x(t +) = x(t) + Ik(x(t)) for

all k¯Z and at S¢Tk(X(S)) for all k¯Z, t<s<~, ~>0, the
solution x(t) is left continuous.

We note that, instead of ordinary initial condition x(to) = Xo for system
(4.3.1) the limiting condition x(t~) = xo is given. This is more natural for
system (4.3.1), since (t0,x0) can be such that to = ~’k(xo) for some k. If

to ~ ~’~(Xo) for any k ¯ Z we interpret the condition x(t+o) = xo in the
usual sense, i.e. X(to) = x0.

Theorem 4.5.1. Assume that

(1) conditions (A) are satisfied;
(2) vector function f(t, x) is definite and continuous on [0, T] x ~(p)

and f(t,0) = 0 for all ~ ̄  [0,T];
(3) conditions of Asumptions 4.4.1 and 4.4.2 are satisfied and in esti-

mate (4.4.6) the matrix A is positive definite;

(4) Assumptions 4.4.3 and 4.4.6 hold true and in estimate (4.4.13) the
matrix S is negative semi-definite;

(5) conditions of Assumptions 4.4.4, 4.4.5 and 4.4.7 are satisfied and in
estimate (4.4.15) the matrix C is negative semi-definite.
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Then the solution x(t, O, O) of system (4.3.1) is unique for all [0, T].

Proof. Under conditions (A) it is reasonable to apply the algorithm 
the matrix-valued function U(t, x) construction discussed in Section 4.4.
Under condition (3) the function v(t, x, 7) satisfies the conditions

v(t,O,~/)=O and v(t,x,7) 
(4.5.1)

for x~0 and t¯[0, T].

By condition (4) of Theorem 4.5.1 function D+v(t,x,o) satisfies the esti-
mate

(4.5.2) D+v(t, x, ~1) <_ for al l (t , x) ¯ UGkA :D.

If condition (5) is satisfied, it can be easily seen that

(4.5.3) v(t+O,x+Ik(x),~l)<_v(t,x,~l) for all

Further we suppose that x(t; 0, 0) ~ 0 for all t ¯ [0, T]. In addition,
there exist the values tl, t2 on interval [0, T] such that x(tl;0, 0) = 0 and
x(t;0,0) ~ 0 for all t e (t~,t~). Then we find from (4.5.2) and (4.5.3)

(4.5.4) v(t~, x($2; 0, 0), ~) ~ V(~l, ~(~1; 0, 0), 

This inequality contradicts condition (4.5.1) and proves Theorem 4.5.1.

Theorem 4.5.2. Assume that

(1) vector function f(t, x) in system (4.3.1) is continuous ~d bounded

on [0, T] x
(2) vector function Ik(x), k 6 Z, is definite for ~1 x 
(3) for ~1 x 6 R~ the correlations

Vk(X) =-- tk, tk ¯ (O,c~), k¯Z, lim tk = O0, tk+l > tk
k --~ oo

are satisfied.

Then any solution x(t; to, x0) of system (4.3.1)is continuable up to t = 

Proof. In view of Theorem 3.4 by Yoshizawa [1] and the fact that there
is only a finite number of points tk, k = 1, 2,...,p, on the finite interval

[0, T], the assertion of the theorem is obvious.
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Proposition 4.5.1. Let

(1) conditions A1 and A2 be satisfied;
(2) the sequence {vk(x)) e S(F~) all k e Z;
(3) system (4.3.1) have the solution x(t;to,Xo) defined on J(to,Xo)

R+ such that for t E [to, a) C J(to, xo) the inequality [Ix(t; to, x0)[[

< ~ (0 < ~ < H) is satisfied.

Then the solution x(t; to, xo) for t [t o, a)int ersects thehypersurfaces

as, k ~ Z, a finite number of times.

Proof. Assume that the solution x(t; to, xo) for t ~ [to, a) intersects the
hypersurfaces akl, ak~,.., at points ~1 < ~2 < .... Moreover, ~ ~ [to, a),
i.e. I~[ < a, k ~ Z. Conditions (1) and (2) of Proposition 4.5.1 imply 
for any ¢ > a there exists a N > 0 such that for n > N the inequality

Tn(X) > e holds for all x ~ f~. Therefore, for n > N: ~,~ = Tk. (X(~rt))
e > a. The contradiction obtained proves Proposition 4.5.1.

Theorem 4.5.3. Assume that

(1) conditions A1 -A4 are satisfied;
(2) vector function f(t,x) is continuous and bounded on the

set [0, T] x ~;
(3) the sequence {Tk(X)} 6 S(~2) for all k 
(4) any solution x(t; to, Xo) of system (4.3.1) is strictly bounded by con-

stant 13 (8 <_ P) for any t 6 J(to,Xo), where J(to,xo) is a maximal
existence interval for the solution x( t; to, Xo ) of system (4.3.1);

(5) vector function Ik(X), k 6 Z, is definite on ~ and for any 
x + I~(x) e f~.

Then any solution of system (4.3.1) is continuable up to t = 

Proof. Let the solution x(t; to, Xo) be definite and exist on J(to, Xo) 
[to, a), a < T. By Proposition 4.5.1 the solution x(t; to, Xo) intersects hy-
persurfaces akl, ak2,..., ffk~ at points ~1 < ~2 < "’" < ~p < a.

We consider the system of equations

dx

d-~ = f(t, x)

with the initial condition

= to, z0) to, zo)).
Conditions (4) and (5) of Theorem 4.5.3 imply that any solution x* (t) 
the initial problem satisfies the condition [[x*(t)[[ < ~ for any t > tp for
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which x*(t) exists. Besides, there exists a solution ~(t) x(t;to,xo) for
t E (~p, a). According to Yoshizawa [1, Theorem 3.3] the function ~(t) 
definite for t e [tp, a). Then lira x(t; to, x0) = lim $(t) = ~(a). 

t.~a- $--~a--O
contradicts the choice of number a and proves the theorem.

Theorem 4.5.4. Assume that

(1) conditions (1) - (4) of Theorem 4.5.2 are satisfied for 
(2) functions Ik (x), k e Z, are definite for all x ~ Rn.

Then any solution of system (4.3.1) is continuable up to t = 

The Proof is similar to that of Theorem 4.5.2.

Corollary 4.5.1. Let the conditions of Theorem 4.5.4 be satisfied for
12 = Rn and [0, T] x 12 =_ R+ x Rn. Then any solution of system (4.3.1)

with the initial conditions (to, Xo) int (R+ x Rn) isdefinite for all t >_to.

Proposition 4.5.2. Let sequence {Tk(X)} ~ S(Rn) and function

v(t,x,,) e (W0([0,T] × 
Then for any a > 0 and to ~ [0, T] there exists a number K(to, a) > 

oo
such that for [Ix[[ < a and (to, x) e ~) G~ the inequality

(4.5.5) V(to, x, ~) <_ K(to, 

is satisfied.

Proof. Assume that conditions of Proposition 4.5.2 are satisfied, and
oo

there exist a > 0 and point (to,xn) ~ U Gk, [[xn[[ _< a, such that
k=l

(4.5.6) v(to,xn,~) >_ 

Since the sequence {x,,} is bounded, there exists a convergent subsequence

x,~. We designate

fl = lim

and, moreover, [[fl[[ _< a. Further let us consider two cases.

Case 1. Let (to, fl) ~ Gk for all k E Z. For any n there exists a N > 0

such that for n > N the inclusion (to,xn~) ~ Gk is satisfied. Since the
function v(t, x, ~1) is continuous on sets Gk, then v(to,
as nk --~ 0o, that contradicts inequality (4.5.6).
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Case ~. Let (to, f~) E aj, i.e. to = ~’j(f~), j E Z. The continuity 

~ (x) implies that T~ (~) = lim ~-~ (x~). Besides, there exist a 

N > 0 and points tn~ : lim tn~ = to, such that for n~ > N the inclusion

(t,~, x~) ~ G j, j ~ Z, holds.
Then

v(to,~,~) = v(to 0,fl,~) = li m v( tn~,x~,~).

The contradiction obtained shows that the assumption made is not correct.
This proves Proposition 4.5.2.

Theorem 4.5.5. Assume that

(1) conditions (A) are satisfied;
(2) vector function f(t, x) is definite and continuous on [0, T] x
(3) functions I~(x), k 6 Z, are definite for x ~ R’~ and such that for

[[x[] > p inequality I[x + Ik(x)[[ >_ p, p ---- const, holds;
(4) conditions of Assumptions 4.4.1 and 4.4.2 are satisfied for Af~ = RTM,

i = 1, 2,..., N, and functions ~ip ~ KR;
(5) conditions of Assumptions 4.4.3 and 4.4.6 are satisfied for ~ = R~

and .N" = Rn and for functions ;3ip ~ KR;

(6) conditions of Assumptions 4.4.4, 4.4.5 and 4.4.7 are satisfied for

Af~ = R"~ and Af = R’~;
(7) in the estimates (4.4.6), (4.4.13) and (4.4.15)

(a) the matrix A is positive definite;
(b) the matrix S is negative semi-definite;

(c) the matrix C is negative semi-definite.

Then any solution x(t; to, xo) of (4.3.1) for which (to, xo) [0, T] x f ie(p)
is continuable up to t = T.

Proof. Let a > p be an arbitrary constant and x(t;to,xo) be a solution

of (4.3.1) for which (to,xo) 6 U GkN:D~, l)~ [0,T] x {x: [[ x[[ _>p},and

moreover [[xo[[ _< a. ~=1
By Proposition 4.5.2 there exists a constant K(to, a) such that

(4.5.7) v(to, x, ~7) <_ K(to, ~)

for (to, x) ~ I.J Gk f3 79~ and Ilzll ~ ~.
k=l

Under conditions (4) and (6a) of Theorem 4.5.5 the function v(t, x,
is positive definite, and such that ~ip E KR then there exists a function
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a(r) ~ ~o as r ~ oo, being of class KR such that in estimate (4.4.6)

(4.5.8) a([Ix[[ ) < wTH’;AHw for [[x[[ > p

and therefore,

a(llxll) _< v(t,x,o) for Ilzll _> p, t ¯ [0,T].

For function a(r) there exists a number 7 > 0 such that

(4.5.9) a(7) g(to, a)

If [Ix(t;to,xo)[[ < 7 for t ¯ J(to,xo), where J(to,xo) is a maximal inter-
val, where the solution x(t; to, Xo) is definite, then it can be easily shown

that J(to,xo) [t o,T]. As sume that th ere ex ists a value t* such tha t
[[x(t*; to, Xo)[[ _> 7 and introduce designation

~ = inf{t* ¯ J(to,xo): [[x(t*;to,Xo)[[ > 3’}.

The solution x( t; to, xo ) intersects the hypersurfaces akl , ak2 , . . ¯, akp at
points tl < t2 < "" < tp respectively.

Further two cases of solution behavior are considered.

Case 1. Let (~, x(~;to,zo)) ¯ I.J Gk. The fact that the solution
k=l

x(t; to, Xo) is continuous at point t = ~ implies that there exists a point
ff ¯ [to,~) such that p < IIx(¢;to,xo)ll < a, IIx(~;to,xo)ll > 3" and
p < IIx(C;to,xo)ll < 3" for all t E (C,~).

Under conditions (5) and (Tb) of Theorem 4.5.5 estimate

(4.5.10) D+v(t,x,o) <_ fo r (t ,x) ¯ Gk
k=l

is valid, and under conditions (6) and (7c) of Theorem 4.5.5 we 

(4.5.11) v(t--O,x+Ik(x),r~)<v(t,x,r~) for

In view of (4.5.7), (4.5.10) and (4.5.11) 

(4.5.12) v(~, x(~; to, xo), r/) _< v(~, to, Xo),

that contradicts the inequality (4.5.9).

Case 2. Let (~, x(~;to,xo)) ~ cap+1. For the time ~ defined above two
possibilities occur:

(a) [[x(~;to,xo)[[ = 3’ and [[x(t;to,xo)[[ < 3’ for t <
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In this case inequality (4.5.12) is satisfied, that contradicts inequali-
ty (4.5.9).

(b) p <_ [[x(~;to,Xo)[[ < 7 and [[x(t;to,xo)[[ > 7 for t e (~, ~ + ~),
where e > 0 is sufficiently small.

Moreover, the inequality

together with conditions (4.5.11) and (4.5.12) yield the inequalities

v(~ + 0, x(~ + 0; to, Xo), r/) < v(~, x(~; to, xo), < v(t o, xo,O) <K(to,a).

However, this contradicts inequality (4.5.9).
Summing up the analysis one can see that IIx(t;to,xo)ll < ~/ for all

t E J(to, xo). This proves Theorem 4.5.5.

Corollary 4.5.2. Let conditions (1) - (6) of Theorem 4.5.5 satis/~ed
~’or t ~/~÷, z e R" and [0,T] × (llxll > P} = /~÷ × {llxll > P}. Then
any solution x(t; to, xo) of (4.3.1), for which (to, xo) E R+ (llxll _>p},is
det~nite for t > to.

We return ourselves to the case when rk(x) tk , k ~ Z.Thefoll owing
result holds true.

Theorem 4.5.6. Assume that

(1) vector function f(t, x) is continuous on [0, T] x R~;
(2) vector functions Ik(x), k ~ Z, are continuous for all x ~ R’;
(3) points tk ~ R+, k ~ Z and 0 < tl < t2 < ..., limtk = 0%

tk = rk(z), k ~ Z;
(4) every solution of (4.3.1) is continuable up to t = 

Then, for any a > 0 there exists a 8(a) > 0 such that if [[xo[[ _< a,

then Ilx(t;to,xo)[I < 8 for all t e [to,T].

Proof. Condition (3) implies that ti ~ (0, T), i = 1, 2,... ,p. According
to Yoshizawa [1, Theorem 3.6] a number 8(a) > 0 exists, such that for
t ~ (to,tl) one gets IIz(t;to,xo)ll < 8. Therefore, Ilz(~;to,zo)ll < 8.
Condition (2) implies that there exists a constant K~(8) > 0 such that, 

Ilxll _< 8, then IlZ~(x)ll < Kx(~). Then IIz(t~ ÷0)11 < 8÷Kx(8). Applying
Theorem 3.6 by Yoshizawa [1] once again we conclude that a ~(8 + K1 (8))
exists such that IIz(t;t~,xx)ll </~ for all t ~ (tl,t2]. Preceding as above

with the same arguments for every next interval (tl, ti+~], i = 1, 2,..., p-l,
and (tp, T] in turn, we prove the theorem.
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4.6 On Boundedness of the Solutions

As it has been noted earlier the construction of Liapunov functions in a fi-
nite form in terms of dynamical properties of subsystems makes possible the
progress in qualitative analysis of an impulsive system (4.3.1). We present
some results dealing with the boundedness conditions of the solutions.

Definition 4.6.1. The solution x(t; to,xo) of system (4.3.1) 

(a) bounded, if for any a > 0 and any to ¯ R+, there exists a constant

~(to,a) > 0 suchthat (to,xo) ¯ ~J Gk, [Ix01[ _~ ~ or (to,xo) ¯ ak,
k-----1

I[Xo + h(xo)l[ _< a, k ¯ Z, then [Ix(t;to,xo)[[ < ~ holds for t _> to;
(b) uniformly bounded, if for any a > 0 and any to e R+, there exists

a constant fl(a) > 0 such that (to,Xo) ¯ U G~ and I[xo[[ <_ 
k----1

(t0,x0) ¯ /rk and [[Xo÷Ik(xo)[[ ~_ a, k ¯ Z, then [[x(t;to,Xo)[[ < 
holds for t _> to;

(c) ultimately bounded for bound B, if there exists a T > 0, such that
for every solution x(t;to,xo) of (4.3.1) [[x(t;to,Xo)[[ < for al l
t _> to ÷ T, where T may depend on each solution;

(d) equi-ultimately bounded for bound B, if for any a :> 0 and any to ¯
oo

R+, a number T(to,a) > 0 exists, such that if (to,Xo) e U 

and [[x0[[ _< a or (to, xo) ¯ ak and [IXo+Ik(x0)[[ <_ a, k ¯ Z,
then [[x(t;to,xo)l[ < holds fo r t _>to +T;

(e) uniformly ultimately bounded, if a number B > 0 exists, such that
for any a > 0 and to E R+, a number T(a) > 0 exists, such that

if (to,Xo) ¯ [J Gk and I[Xo[[ _< a or (to,xo) e ak and [[Xo +
k----1

/k(xo)[[ _< a, then [[x(t;to,Xo)[[ < holds for t >_to +T.

Definition 4.6.2. We will say that system (4.3.1) is T-periodic, if num-

bers T > 0 and p > 0 (p is an integer) exist, such that .f(t÷T, x) = f(t, 
for (t,x) ¯ R+ n and Ik+p(x) = Ik (x), ~- k+p(x) = ~-k(x)÷ T, for x ¯ R.

Further we consider system (4.3.1) assuming that the impulsive pertur-
bation takes place at fixed times, i.e. Tk ---- t~, k = 1, 2, ....

With regard to the results by Yoshizawa [1] for systems of ordinary diffe-
rential equations we formulate the following assertions.
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Theorem 4.6.1. Assume that

(1) for all x E Rn, ~-~(x) = tk, k ~ Z and 0 < tl < t2 < ...,

lim tk = ~;

(2) system (4.3.1) is T-periodic;
(3) the solutions of system (4.~.1) are bounded.

Then t~e solutions of N.3.1) are uniformly bounded.

Pro@ ge~ ~ > 0 and to ~ [0, T] be arbitrary numbers. Leg also
R~ and I1~oll ~ ~ be some fixed vNue of ~o. In view gha~ any solugion

¯ (t;to,~o) of (4.a.1) is eonfinuable up go t = T, ghen by Theorem 4.g.6
ghere exisgs a number ~(~) > 0 such ghag II~(t;to,~o)ll < for al l

[to, T]. According go condition (g) of ~heorem 4.6.1 ghere exisgs a number
~(~) > 0 such ~hat, if I1~oll ~ ~, ghen II~(~;to,~o)ll < ~ for all t ~ T.

However, if 0 ~ to < T and I1~oll < ~, I1~o + ~(~o)11 < ~, ~ ~ 
II~(t;to,~o)ll < 7 for all t ~ to. Since by condigion (2) ghe system
is T-periodic, for any to e R+ and I~oll ~ ~ we geg II~(t;to,~o)ll < ~ for
all t > to. ~heorem 4.6.1 is proved.

Theorem 4.6.2. Assume ~ha~

(1) condition (1) of Theorem 4.6.1 holds;
(2) vector function f(t, x) satisfies Lipschifz condition wi~h respect

the second argument;
(3) solutions of system (4.3.1) are uniformly bounded and ulfima$ely

bounded.

Then ~he solutions of sysfem (4.3.1) are equi-ul~imately bounded.

The Proof of this theorem is similar to that of Theorem 8.6 by Yoshiza-

~rther we incorporate Liapunov function (4.4.3) constructed for system
(4.3.1) to investigate the boundedness.

Assumption 4.6.1. Let

(a) conditions of Assumptions 4.4.1 ~d 4.4.2 be satisfied with functions

~i, ~ 6 KR when ~ = RTM ~d ~ =
(b) conditions of Assumption 4.4.3 be satisfied with functions ~ 6 KR

when ~i~ = R~’~ ;
(C) conditions of Assumption 4.4.4 be satisfied wi~h functions ~ 6

KR when ~= R"~ ~d fl= Rn.
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Theorem 4.6.3. Assume that

(1) conditions A1 -As are satisfied;
(2) sequence {Tk(X)} S(R’~), k Z;

(3) vector function f(t, x) is definite and continuous on R+ 
(4) vector functions Ik(x), k E Z, are definite 
(5) 311 conditions of Assumption 4.6.1 hold and

(a) in estimate (4.4.6) matrix A is positive definite;
(b) in estimate (4.4.13) matrix S is negative semi-definite;
(c) in estimate (4.4.15) matrix C is negative semi-definite.

Then the solutions of system (4.3.1) are bounded.

Proof. Under conditions (1)-(4) of Theorem 4.6.3 it is reasonable 
construct function (4.4.3) for which estimates (4.4.6), (4.4.13) and (4.4.15)
are valid on Rn. Condition (53) implies that the function v(t, x, ~/) is posi-

tive definite and, therefore, there exists a function a ¯ KR such that

(4.6.1)

Condition (Sb) yields

a([[xll) _< v(t,x,7) for (t,x)

(4.6.2) D+v(t,x, 7)<_O for (t,x)¯ UGkn(R+xn’~)

and under condition (5c) we have

v(t + 0, z + ~r~(x), n) v(t,z,n)
(4.6.3)

for (t,x) ¯ ak N (R+ x Ra).

Consider the solution z(t; to, Xo) of system (4.3.1) for which (t, x) 

G~, Ilzoll < ~.
k=l

According to Proposition 4.5.2 for the function (4.6.1) a constant

K(to, a) exists such that v(toxo,~l) < K(to,a). We take /3 > 0 so that

(4.6.4) a(/3) K(to, a)

It is clear that fl =/3(to, a).
Assume that conditions of Theorem 4.6.3 hold true and a value t* ¯

J(to, x) exists for which [Ix(t*; to, x0)[[ >/3. We use designation

~ = inf{t e R+: [[x(t;to,xo)[I >/3}.
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By Proposition 4.5.1 the solution x(t; t0, Xo) for all t E [to, ~) intersects 
hypersurfaces a~l,...,a&p at times tl < t2 < ... < tp.

Consider two possible cases of the solution behavior.

Case 1. Let (~, x(~; to, xo)) E Gk.The continuity of t he solution
k----1

x(t; to, Xo) at point ~ provides that IIx(~; to, x0)ll = ~ IIx(t; to, xo)ll < ~
for all t ~ (to, ~). Inequalities (4.6.1) and (4.6.2) 

(4.6.5) a(~) < v(~, x(~; to, Zo), ~1) < V(to, xo, ~1) < K(to, ~).

This contradicts the choice of value of f~ satisfying inequality (4.6.4).

Case ~. Let (~,x(~;to,Xo)) e ak, k e Then for IIx( ~;to,xo)ll
inequality (4.6.5) holds, and for IIx(~; to, Xo)ll < ~ and IIx(~ + 0; to, 
f/ we have

a(~) <_ v(~ + 0, x(~ + o; to,zo), _< v(~, z(~;to,xo), 7)
< v(to, xo, 7) < K(to, ~).

This leads to the contradiction with the choice of value of f~.
Therefore, IIx(t;to,Xo)ll < f~ for t ~ J(to,x). Since J(to,X) 

Theorem 4.6.3 is proved.

Theorem 4.6,4. Assume that

(1) conditions A~ -As are satisfied;
(2) sequence {T~(X)} S(R’*), k ~ 
(3) vector function f(t, z) is definite and continuous on R+ x R’~;
(4) vector functions I~(x), k ~ Z, are definite on R’~ and for

tt < +oo inequalities [Ix + I~(x)[I < #, k ~ Z, are satisfied;
(5) all conditions of Assumption 4.6.1 are satisfied and

(a) in estimate (4.4.6) matrices A and B are positive definite;
(b) in estimate
(c) in estimate

Then the solutions of

Proof. Let
t ~ J(to, x) for which

(4.4.13) matrix S is negative semi-definite;
(4.4.15) matrix C is negative semi-definite.

system (4.3.1) are uniformly bounded.

be a solution of system (4.3.1), definite for all
< Ilxoll < a, to E R÷, a > # is an arbitrary con-

stant. Under conditions A~-As for system (4.3.1) the Liapunov function
(4.4.3) can be constructed. If condition (ha) is satisfied, then for function
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v(t,x,7) ~ W2(R+ n x R~,R+) there exi st fun ctions a, b ~KRsuch
that

(4.6.6) a(llx[I ) _< v(t,x,7) <_ b([[x[[) for all (t,x) e R+ x/)1,

where :D1 = {x e Rn: [[x[[ _> #}. We take the number fl(a) > 0 so that
b(a) < a(fl), and assume that there exists a number J(to ,xo) such
that [[x(%to,xo)l[ >_ 

We designate

~ --- inf{t ¯ J(to,Xo): [[x(t;to,xo)[[

Condition (3) of Theorem 4.6.4 implies the existence of point a 

J(to,xo), such that /~ _< [[x(a;to,xo)[[ < a and [[x(a;to,Xo)[[ ~ for
all t ¯ [a,

According to Proposition 4.5.1 the solution x(t; to, xo) of system (4.3.1)
for all t ¯ [to,~) intersects the hypersurfaces akl,ak~...,akp at points

0 < tl < t2 < "" < tp < ~ respectively. As in the proof of Theorem 4.6.3
we deal with two cases.

Case 1. Let (~,x(f;to,xo)) ¯ ~J Since the solution x(t; to,xo) is

continuous at point ~, then [[x(~;to,xo)[[ = ~ and [Ix(t; to,Xo)[[ < ~ 

all t ¯ (to, ~). We have under condition (hb)

(4.6.7) D+v(t,x,7) <- fo r (t ,x) ¯
k=l

In view of (4.6.6) and (4.6.7) we have for 

(4.6.8) a(fl) a([[x(~; to, xo)[D _<v(Gx(~;to, xo), 7) <_v(t,o,xo, 7) <- b

Inequality (4.6.8) contradicts the choice of fi made earlier.

Case 2. Let (Gx(~;to,Xo)) ¯ akp. Under conditions (4) and (5c) 
Theorem 4.6.4 we obtain from estimate (4.4.15) the inequality

(4.6.9) v(t + O, x + Ik (X), 7) <-- v(t, X, forall (t, x) ¯ak n/)1.

For IIx(~; to,xo)ll = fl inequality (4.6.8)holds, while IIx(~; to,xo)ll < fl and

IIx(~ + O;to,Xo)ll > fl,

_< + o, + o; to, zo),
(4.6.10)

< v(to, Xo, 7) < b(°O.

Similar to Case 1 the inequality (4.6.10) contradicts the choice of ft.
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The obtained contradiction shows that IIx(t;to, xo)ll < for al l t
J(to,Xo). Since J(t, xo) --- [to,+OO) (see Corollary 4.5.1), then Theo-
rem 4.6.4 is proved.

Theorem 4.6.5. Assume that

(1) conditions (1), (2), (3) and (4) of Theorem are satisf ied;
(2) ali conditions of Assumption 4.6.1 hold and

(a) in estimate (4.4.6) matrices A and B are positive definite,
(b) in estimate (4.4.13) matrix S is negative definite,
(c) in estimate (4.4.15) matrix C is negative semi-definite.

Then the solutions of system (4.3.1) are uniformly ultimately bounded.

Proof. Under conditions (2a) for system (4.3.1) the function v(t,x,

can be constructed, that satisfies estimate (4.6.6).
Condition (2b) and estimates (4.4.13) imply that there exists a function

c ~ KR such that

oo

(4.6.11) D+v(t,x,~l) <- -c(llxll) for all (t,x) GkN 7)1
k=l

Finally, condition (2c) yields estimate (4.6.9). Under conditions of 

orem 4.6.5 all conditions of Theorem 4.6.4 are satisfied, and, hence, the
solutions z(t;to, xo) of system (4.3.1) are uniformly bounded. Hence, 
follows that a number /~(a) exists such that estimate [Ix(t; to, Xo)[[ 
holds for all t _> to whenever [[Xo[[ < a, fl > a _> #.

The uniform boundedness of the solution x(t; to, xo) implies that there
exists anumber B > 0 such that for [[Xo[[ < # when all t _> to the
estimate [[x(t;to,Xo)[[ < holds. Le t Xo~ R’~and [[Xo[[ < a.Weshall
show that there exists a time tl > to such that [[x(t;to,xo)[[ </z. Assume
on the contrary that estimate [[x(t;to, Xo)[[ >_ istrue forall t >_to. By

condition (4.6.11) for # <_ [[x[[ _</3 5(a) > 0 can betaken so that

D+v(t, x, ~) < -~(a),

The inequality

(t, ~) e U ~ ~.

(4.6.12) a(p) < v(t,x(t;to,Xo),y) <_ V(to,Xo,~l) - 5(a)(t - to) 

is satisfied for all t > to + Tl(a), where

TI(~) = [b(~) - a(V)l/~(~) 
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Inequality (4.6.12) provides that tl¢ J(to,xo). Then for all t > tl or

t > to + Tl(a) the estimate I]x(t;to,Xo)l] < issatisfied. The orem 4.6.5
is proved.

4.7 Novel Methodology for Stability

Along with the boundedness property of system (4.3.1) it is of interest 
investigate stability of solutions to this system. In terms of the Liapunov
function constructed in Section 4.4 some sufficient stability conditions are

formulated for the solutions of system (4.3.1).
Consider the system of differential equations (4.3.1):

d-7 =/(t,x), t 
Ax = Xk(x), t = rk(x), k 

x(t3) = xo.

4.7.1 Stability conditions

Stability analysis of the equilibrium state x = 0 of the system (4.3.1) can
be made in terms of the general theorems presented below. We recall that

system (4.3.1) is considered in domain R+ x fl(p), fl(p) n.

Theorem 4.7.1. Assume that

(1) conditions A I -As are satisfied;
(2) all conditions of Assumptions 4.4.1-4.4.4, 4.4.6 and 4.4.Tare satis-

fied;

(3) in estimate (4.4.6)
(a) matrix A is positive definite;

(b) matrix B is positive definite;
(4) in estimate (4.4.13) matrix S is negative semi-definite or equal 

zero;
(5) matrix C in estimate (4.4.15) 

(a) negative semi-definite or equal to zero;
(b) negative definite.
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Then, respectively,

(a) conditions (1) - (3a) and are suffi cient for t he equilibrium state
x = 0 of system (4.3.1) to be stable;

(b) conditions (1)- (4) and (Sa) are sufficient for the equilibrium state
x = 0 of system (4.3.1) to be uniformly stable;

(c) conditions (1) - (3a) and (Sb) are sufficient for the equilibrium state
x = 0 of system (4.3.1) to be asymptotically stable;

(d) conditions (1) - (4) and (fib) are sufficient for the equilibrium state
x = 0 of system (4.3.1) to be uniformly asymptotically stable.

Proof. We start with assertion (a). Under condition (1) of Theorem 4.7.1
system (4.3.1) can be represented in the form (4.3.4) with further reduction
of subsystems to the form (4.3.7). If conditions of Assumptions 4.4.1 and
4.4.2 are satisfied, then Proposition 4.4.2 is valid and for function v(t, x, ~?)

estimate (4.4.6) holds, which ensures under condition (3) of Theorem 4.7.1
some definite positiveness of function v(t, x, ~l) provided all t E R+. Under
conditions of Assumptions 4.4.3 and 4.4.6 for function D+v(t, x, 7) estimate
(4.4.13) is valid, which yields, under condition (4) of Theorem 4.7.1

(4.7.1) D+v(t,x,~?) <_ O, t ~ Tk(X), k 

According to conditions of Assumptions 4.4.4 and 4.4.7 estimate (4.4.15) 
satisfied, that yields under condition (5a) of Theorem 4.7.1

(4.7.2) + _<

provided t = Tk(X), k ~ 

Since function v(t, x, 7) is positive definite for all (t, x) ~ R+ x fl(p),

there exists a function a ~ K such that

(4.7.3) a(llxll) g v(t, x, ~1) for all (t, x, ~/) E R+ x 12(p) x 

Let any initial time to E R+ and e > 0 be given. The properties of the
function v(t,x, rl) imply the existence of 5 = 5(to,e) > 0 such that

(4.7.4) sup v(to -b O, x, ~1) min (a(~), a(

Let Xo E fl(p), [[Xo[[ < 5, and x(t) x(t;to,Xo) bea solution of system

(4.3.1). Conditions (4.7.1) and (4.7.2) imply that the function v(t,x(t),~)
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does not increase on interval J+(to, xo), where the solution of system (4.3.1)

is continuable to the right. We find from conditions (4.7.1)- (4.7.3)

(4.7.5)
a(lix(t; to, x0)ll) < v(t, z(t), 

< v(to + 0, xo, 4) < min (a(~), 

for all t E J+(to,xo). Hence, it follows

Ilz(t;to,xo)ll < min(e,g) for all t e J+(to,Xo).

If J+(to, Xo) = (to, +oc), then the solution x = 0 of the system (4.3.1) 
stable in the sense of Liapunov.

Assertion (b) of Theorem 4.7.1 is proved similarly, though in view 
condition (3b) there exists a function b q K such that

(4.7.6) v(t, x,4) < b(llxll) for all (t, x, y) e R+ x fl(p) x 

Therefore, for any ~ > 0 the value 5 can be taken independently of to
setting, for instance, 5(¢) = min b-l(a(¢),a(#)). Then, if Ilxoll < 5, we

find from conditions (4.7.1), (4.7.2) and (4.7.6)

a(ll~(~;~o,~0)ll) < v(t,~(~),~) < v(t0 + 0,~o,u)
<_ b(llxoll) < min b(b-~(a(e), a(#))) = min (a(e), 

Hence for J+(to,xo) (t o, +oo) th e solution x = 0 ofthesystem (4.3
is uniformly stable in the sense of Liapunov.

Now we prove ~sertion (c). Under Assumption 4.4.7 we have estimate

(4.4.15) from Proposition 4.4.8 instead of estimate (4.7.2). If condition 
is satisfied, then (4.4.15) implies

(4.7.7) V(Tk(X), 

where AM(C) is the m~imal eigenvalue of matrix C.

Since under conditions (1)-(3a) and (5a) the solution x = 0 is 
ble, then in order that to prove ~sertion (c) it is sufficient to show that
lim v( t, x( t; to, Xo ), =0

By condition (4.7.1) function v(t,x, ~) does not incre~e, and since it
satisfies condition (4.7.2), there exists a lim v(t,x,y) 

R+ x~(p)~(~) ~ Let a> 0. We designate+-

A = min CT(s)¢(S).
a<a<v(~o,~o,~)
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If the solution x(t) intersects the surfaces t = vk(x), k E Z, at the points

(vk(xk), xk), then we have by estimate (4.7.7) the inequality

v(~(x~) + o,.) v(r~(x~), . < -~(c)¢T(~k(x~))¢(r~(x~ ))

for all k E Z.
Since a _< ~)T(Tk (Xk))¢(Tk (Xk)) ~_ V(to, XO, ~7), then

X¢(~k(xk)) -A.Therefore,

v(~k(~) + 0,. ) - ,(~(x~), < -~(c)~.

Thus, for the decreasing function v(t, x, ~) we have on every continuity

interval

(~k(x~) + 0,. ) >_ v(’~(~k), ).

Then the inequality

(4.7.s)

holds for all l ~ Z.

For the large values of l the right-hand part of the inequality (4.7.8)
becomes negative, and this contradicts positive definiteness of function
v(t, x, ~) and assumption that ~ >_ 0.

This proves assertion (c).

Assertion (d) of Theorem 4.7.1 is proved similarly to assertion (c) 
regard to the fact that the value 5 can be taken independently of to in the
way mentioned in the proof of assertion (b).

Remark 4.7.1. The analysis of condition (4.7.1) and conditions of As-
sumption 4.4.7 together with condition (5b) of Theorem 4.7.1 shows that
the impulsive perturbations of certain type (condition (5b)) change 
property of solution x(t) from stability up to asymptotic stability.
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Theorem 4.~’.2. Let the differential equations (4.3.1) of a perturbed
motion be such that in the domain R+ x ~(p) conditions A1-As hold
and

(1) system (4.3.I) admits the first and second level decompositions;
all conditions of Assumptions 4.4.1-4.4.3, 4.4.5, 4.4.6 and 4.4.8 are

satisfied;
(3) matrix A in estimate (4.4.6) is positive definite;
(4) matrix B in estimate (4.4.6) is positive definite;

(5) matrix S in estimate (4.4.13) is negative definite;
(6) matrix C* in estimate (4.4.16) is positive definite;

(7) there exists a constant 0 > 0 for which

{min ~-~+x(x) - max ~’~(x)| = 0 8up
~ \ n(~) n(~)

(8) there exists a constant ao > 0 such that

a

for all a E (0, ao);

(9) there exist a constant ao > 0 and a number ~ > 0 such that

 M(s)

XM(C’)Q2(a)

Then, correspondingly,

(a) conditions (1)- (3), (5), (8) are suffcien$ for the stability 
librium state x = 0 of the system (4.3.1);

(b) conditions (1) - (8) are sufficient for uniform stability of equilibrium
state x = 0 of the system (4.3.1);

(c) conditions (1)- (3), (5)- (7) and (9) are sufficient for 
stability o£ equilibrium state z = 0 of the system (4.3.1);

(d) conditions (1)- (7) and (9) are suffcient for uniform asymptotic
stability o£ equilibrium state x = 0 of the system (4.3.1).

Proof. We begin with assertion (a). Conditions A~ -As provide the ap-
plication of general approach based on hierarchical matrix function. Under
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conditions of Assumptions 4.4.1 and 4.4.2 the function v(t, x, ~) is positive
definite. If conditions of Assumptions 4.4.3 and 4.4.6 are satisfied, then for
the function D+v(t, x, ~) the estimate from Proposition 4.4.6

(4.7.9) D+v(t,x,y) <_ ~Ts~ for t ~ Tk(X), and k E Z

takes place.
Conditions of Assumptions 4.4.5 and 4.4.8 yield that estimate from

Proposition 4.4.10

¯ + Ik(x),n) < ¢Tc*¢
(4.7.10)

for t=~-k(x) and kEZ,

is valid.
Since by conditions (5) of Theorem 4.7.2 the matrix S is negative definite,

then AM(S) < 0 and according to Proposition 4.4.7 we have

V+v(t,x,U) 
(4.7.11)

for t~-k(x), and k~Z.

By condition (6) of Theorem 4.7.2 the matrix C* is positive definite, i.e.
AM(C*) > 0, but by Proposition 4.4.11 we have

(4.7.12) ¯ + <

for all k ~ Z.
Let to ~ R+ and ~ ~ (0, p). We compute a greatest lower bound of the

function v(t, x,

(4.7.13) I = inf v(t, x,

and by given to and c take 5 = (f(to,e) > 0 so that inequality

(4.7.14) m = sup v(to,X,~) < 

holds.

Assume that the solution x(t) = x(t;to,Xo) initiated in f~(5). Asser-
tion (a) is proved, if any solution x(t) does not leave the domain f~(e). 
designate by v(t) = v(t,x(t),~?) the value of the function v(t,x,~?) along

the solution x(t;to,Xo). In view of (4.7.13) and (4.7.14) the assertion 



234 4. IMPULSIVE SYSTEMS

of Theorem 4.7.2 is proved, if v(t) < for al l t _>to. Assume the contrary,
i.e. there exists a t* > to such that x(t*) ¢ f~(e) without reaching surface

t = rl(x ). Then

(4.7.15) v(t*) = v(t*, _> t
and, on the other hand, according to inequality (4.7.11) function v(t) does

not increase for all x 6 ~(~) and v(t*) <_ m < I. Therefore, the solu-
tion x(t) reaches surface t = Tl(x). We designate the reaching point by

(rl(&1),5:l), where 5: denotes a fixed point on hypersurface t = vl(x). 
the values t 6 [to,v1(&1)] we get from inequality (4.7.11)

D+v(t) <_ -AM(S)H1 (v(t))

and, therefore,

(4.7.16)

n (~)
v’(t) dt

Hx (v(t)) > vl (5c) - to.
to

Setting v(t) = and in view of condition (7) of Theorem 4.7.2 we obta

~(to)1 f dy
(4.7.17)

AM(S) __,H~(y-----~ ~- TI(~) -- tO ~ 
v(n(~))

Under condition (8) of Theorem 4.7.2, and having designated a = v(rl (5:))
we arrive at the estimate

(4.7.18)

Inequalities (4.7.17) and (4.7.18) yield

(4.7.19)

v(to) v(to) v(n (~)+o)

f ds _ dy

H~(s) f /

dy
O.

H~ (y) H~ (y-’---’~
~(n (~)+o) ~(n (~)) ~(n (~))

Inequality (4.7.19) implies that V(TI(5:I) -b _(V(to). Inc orporating the
method of mathematical induction we get

V(T~(~2k) + O) <_ V(to), 
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This proves assertion (a) of Theorem 4.7.2.
Now let us prove assertion (b). To this end we assume that condi-

tions (1)- (7) and (9) of Theorem 4.7.2 are satisfied. Now we analyze
condition (9). Let the solution x(t) of the system (4.3.1) intersect surfaces
t = r~(x) at points (Tk(~,k) , ~k). By inequality (4.7.11) we have

f v’(t)dt

Hl(v(t)) >- Tk+~(Xk+l) -- rk(Xk) 
r~(~)

If in the inequality of condition (9) we take a = V(Tkq-l(~’kq-1)), then in
view of (4.7.12) we get

Let us designate ak+ = V(Tk(~k) + 0), k e Then we have

ds ds ds

- H1 (s)
+ ak+l ak+l

Hence, it follows that for sequence {a~+} the inequality

a+

(4.7.20)
f ds__.. > k Z

a+~+l

is valid. Inequality (4.7.20) implies that the sequence {a~+} decreases for

k -+ oo, and, therefore, lim v(rk(xk) + O) 
k--~oo

Let this be not correct, i.e. lim V(Tk(Xk) + 0) = a > 0. We designate

c = min AM(S)H~(y). Then we get from inequality (4.7.20)
a<~<~(to)

+

7 < H1 (s)
+

~ ~__ ~(V(Tk(Zk) q" O) -- V(Tk+l(Xk+l) 
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i.e.

V(Tk(Xk) "{- O) -- V(Tk+I(Xk+I) "1- O) >__ const.

The obtained inequality contradicts the convergence of sequence V(Tk (Xk)+

0). Therefore

v(rk(xk) + O) ~ 0 as k -+
Further, in view of the fact that for all t ~ rk(x), k E Z, the function

v(t) decreases, and, therefore

sup
r~ (z~) <~<r~+~ (z~+~)

Alongside the inequality

v(0 = v(T~(x~) + 

V(Tk(Xk) -[-O) > V(Tk+I(Xk+I) "[-0),

that holds for all k E Z, we get

v(t) < V(Tk(Xk) +0) for all t > rk(xk).

Thus, condition vO’k(X~) + 0) --~ 0 as k --~ ~ implies

(4.7.21) v(t) ~ ast-- ~ oo.

Since v(t) = v(t,x(t;to,Xo),rl), then (4.7.21) yields IIx(t;to,Xo)ll -~ 0 
t -~ oo. This proves assertion (c).

The proof of assertions (b) and (d) is made in the same way, and, more-

over, by virtue of condition (4) the value 5 can be taken independent of to.

Example 4.7. I. Consider an impulsive forth order system consisting of
two subsystems of the second order, that are described by the equations

dx{ 3 3- .xi+O, hxj, i,j=l,2, ty£rk(x), k~Z,
(4.7.22) dt

Ax~=-x~+ax~, t=rk(x), k~Z,

where x~w = (xil, xi2) ~ 2, xe R4.

Here the independent subsystems of the first level decomposition are

dxi 3
d---f = -x~’ t y£ r~(x), k e 

Ax~=-z~, t=r~(x), keZ.
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The second level decomposition yields

dxiJ =dt_ -x~j3 + hi~(x~), i, j = l,2, t T~ ~-k(X),

Ax~=-z~, t=r~(x), k~Z,

where xij ~ R,

hll(Xl) 2 h12(Xl) : --X~l~12,~ --~11~12~

~ (~:) = -~1 ~i:, h~ (~2) = -~11~.
In the matrices Bi(t,. ), i : 1, 2, the elements ui1 are t~en as follows

~ll) = ~1, ~) = ~, ~i~) = U~l) = 0,
~i~) = ~, u~i) = ~, ~ll) = u~) = 0.

~nctions U~2 and U2~ are taken in the form

U12 = U21 : x~diag [0.1; 0.1] x~.

For the vector y = (1, 1)T ~ R~ the matrix A in estimate (4.4.2) 

0 1)A= 0,1 "

~or ghe vectors (~ = (1,1) ~ ~ R~, i = 1,2, the matrices S and ff are of
ghe form

S= 0.6 ’ 0.11~ ~-11 ~-1 "

It can be easily verified ghat ghe magrix A is posigive definige, ghe matrix
S is negagive deflnige, and ghe magrix ~ for ~ = ~1 equals go ~ero, and for
leI < 1 is negative definige. By Theorem 4.7.1 ghe solugion (~ = 0) ~ 4

is sgable.

Sgability analysis of unsgeMy mogions of impulsive system (4.a.1) in
terms of ghe hierarchicN Liapunov funcgions proposed here is disginguished
by simplicigy and generN characger. Liapunov funcgions composed of mag-
fix-valued functions for subsysgems of first and second level decomposigions
and their interconnecgion funcgions are versagile gools in qualigagive anal-

ysis of systems modeling various gechnology and engineering processes. Ig
is also natural ghat the presen~ eonsgruc~ion algorithm for Liapunov func-
gions is applicable for augonomous linear and nonlinear large scNe impulsive
sysgems ~ well.
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4.8 Notes

4.1. To describe mathematically an evolution of a real world phenome-

non with a short-term perturbation, it is sometimes convenient to neglect
the duration of the perturbation and to consider these perturbations to be
"instantaneous." For such an idealization, it becomes necessary to study
dynamical systems with discontinuous trajectories or, as they might be

called, differential equations with impulses, i.e. impulsive differential equa-
tions. The state of investigations in this area is reflected in the mono-
graphs Bainov and Simeonov [1], Halanay and Wexler [1], Lakshmikan-

tham, Bainov, et al. [1], Larin [1], Pandit and Deo [1], Samoilenko and
Perestyuk [1], and many papers.

4.2. Construction of auxiliary Liapunov function for large scale impul-
sive systems (4.2.2) is an important problem for the theory of these systems.
The application of matrix-valued function U(t, x) in construction of scalar
function v(t, x, ~) diminishes some difficulties due to weakening of require-
ments to components vjj, j, l -- 1, 2,..., m, what in its turn allows better
account of interactions between independent subsystems. All established
sufficient conditions for stability, asymptotic stability and instability are
formulated in terms of restrictions on maximal or minimal eigenvalues of
special matrices due to Martynyuk and Miladzhanov [1] (cf. Samoilenko
and Perestyuk [1]).

4.3. The theorems like Theorem 4.3.1 can be found in Lakshmilmntham,
Bainov, et al. [1], Samoilenko and Perestyuk [1], etc.

4.4. Hierarchical Liapunov matrix-valued function for impulsive sys-
tems are constructed due to some results of the paper by Martynyuk and
Begmuratov [2].

4.5. Theorems 4.5.1 and 4.5.5 axe new, while Theorems 4.5.2, 4.5.3 and
4.5.4 are due to Hristova and Bainov [1].

4.6, Theorems 4.6.1 and 4.6.2 are due to Hristova and Bainov [1]. Theo-
rems 4.6.3, 4.6.4 and 4.6.5 are due to Martynyuk and Chernetskaya [1].

4.7. Theorems 4.7.1 and 4.7.2 are new.
For the use of impulsive systems in other situations see Bainov and

Dishliev [1], Bainov and Kulev [1], Bainov and Simeonov [1], Barbashin [1],
Blaquiere [1], Carvalho and Ferreira [1], Das and Sharma [1], Larin [2],

Lella [1], Liu and Willms [1], Pavlidis [1], Sree Hari Rao [1], etc.
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APPLICATIONS

5.1 Introduction

This chapter shows some applications of the general results presented in
the previous chapters for solution of the problems of mechanics, theoretical
electrodynamics and theory of automatic control.

In Section 5.2 the original Zubov’s result is set forth and a new algorithm
is established for the asymptotic stability domain of estimation for nonlinear
time-invariant systems via Liapunov matrix-valued functions method.

In Section 5.3 a new algorithm is set out to estimate the domain of
asymptotic stability for the equations modeling the dynamics of a three-
machine power system. The result is compared with those obtained before
in terms of vector Liapunov function.

Section 5.4 deals with the method of constructing the matrix-valued
function for a three-mass system, which occurs frequently in mechanics
and engineering. Here we set out the method of constructing the matrix-
valued Liapunov function which is applied in stability investigation of two
non-stationary connected oscillators.

In the final Section 5.5 motion stability conditions are established for a
discrete-time system. As an example the Lur’e-Postnikov system admitting
a homogeneous hierarchical decomposition is considered.

5.2 Estimations of Asymptotic Stability Domains in General

5.2.1 A fundamental Zubov’s result

Let R be a metric space and X and Y be two sets contained in R. The
functional V is given on the set X, if the law is prescribed by which every
element p E X is associated with the real number V(p). Let the set
~ C ~ be compact in ]~.

239
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Let the autonomous system of n differential equations

(5.2.1)
d-~ =/(x), X(to) = 

be determined in Rn and the components f, of the function f(x)

..., fn(x)) w be continuous in Rn for -oo < x8 < +oo. Besides, we assume
that these functions satisfy the Lipschitz condition in any finite domain

of the space Rn. Assume also that (5.2.1) induces the dynamical system
](p, t) (see Birkhoff [1], and Nemytskii and Stepanov [1]).

We give the following definitions according to Zubov [3].
If the closed invariant set A/~ of the dynamical system f(p, t) is asympto-

tically stable, then the totality ,4 of all points p ~ I~ and p ¢~ Az[ possessing
the property

(5.2.2) p(f(p,t),~) -~ 0 as t -~ 

is called the domain of asymptotic stability of this invariant set. Here
p(p, X) -- inf q(p, q) and p(p, q) is the metric distance between the 

qEX
ments p and q of the space II~.

The nonempty set of all the points q ~ ~ \ .4 and q ¢ ~ is called the
boundary of the asymptotic stability domain.

It is proved that the boundary of the asymptotic stability domain is also
the invariant set.

Zubov’s theorem presented below is the fundamental result solution of
the problem of estimating the domain of asymptotic stability and construct-
ing its boundary for the dynamical system f(p, t) induced, in particular, by
the system (5.2.1).

Theorem 5.2.1. For the given system f(p, t) let two functionals V(p)
and W(p) exist such that

(1) the functional V(p) is given and continuous in ,4, and -1 < V(p) 
0 for p E ‘4;

(2) the functional W(p) is given and continuous in ~ and W(p) 
for p ~ ~, p(p, A4 ~ 0 and W(p) = 0 for 

(3) for sufficiently small "~2 > 0 the values "rl and a~ can be defined
such that

V(p) < -~ for ;(p, > ~.,
(5.2.3)

W(p) > a~ ~or p(p,~4) >
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(4) the functionals V(p) and W(p) vanish as p(p, A4) 
(5) if there exists a point q ~ A4, q E ~ \ ,4, then lim(V(p):

p(p, q) .-.* O) = 
dV(p) W(p)(1 + V(p)).(6)

Then and only then, the open invariant set ,4 C I~ which contains a neigh-
borhood of a closed invariant set J~ C I~ is the domain of asymptotic

stability of the uniformly asymptotically stable and uniformly attractive
set

For the Proof of this theorem see Zubov [1, 3].
We set out some comments to Theorem 5.2.1.

Remark 5.2.1. For any A e (0, 1) the equation 1 + V(p) = A gives 
condition for a set of points to be a cross-section of the open invariant set A.

Remark 5.2.2. The boundary of the asymptotic stability domain is com-
posed of the totality S of points q (if any) such that p -~ q as V(p) --~ -1.

Remark 5.2.3. The modification of Theorem 5.2.1 remains valid, if in-
stead of functionals V(p) and W(p) the functions v(x) and w(x) are used
with the same properties (1)- (6) from Theorem 5.2.1.

Hence, it follows that using the functional V(p) (functions v(x, rl) con-
structed in terms of matrix-valued function) one can always solve the prob-
lem of determining the boundary of the asymptotic stability domain.

Further, Theorem 5.2.1 is importance in the development of the estima-

tion algorithm for the asymptotic stability domain of the class of systems
(5.2.1) in terms of quadratic matrix-valued Liapunov functions.

5.2.2 Some estimates for quadratic matrix-valued functions

Consider a time-invariant large-scale system

(5.2.4)
dxi
d’~ = fi(xi) + gi(xl,..., xm), i = 1, 2,..., 

where xi e Rn’; fi ~ C(R~’,Rn’), g~ e C(Rn’ x ... xRn"~,Rn’), fi(xi) 
0 if and only if xi = O, i = 1, 2,..., m, and gi(xl,..., x,~) = if andonlyif
x~ = ... = x,~ = 0, i = 1, 2,..., m. For system (5.2.4) the free subsystems

(5.2.5) dx---A/= ]/(xi), i = 1,2,... 
dt
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and (i, j)-palr of the free subsystems

(5.2.6)

dxl
d--g = £ (~’ ~)’

dxl
d--i- = fj (x~, ~), for all (i~j)

will be a basis for construction of hierarchical Liapunov matrix-valued func-
tion.

We associate with free subsystems (5.2.5) and (i,j)-couples (5.2.6) 
elements v{i and vil for all (i ~ j) of the matrix-valued function U(x,
Let it be quadratic forms

xTiKiixi, Kii>O, xiER"~, for i=j;

(5.2.7) vij = x~Kilxil,j Kil > O, xii ~ RTM x R"J, for i < j;

T "’X’"x~iK~, j,, for i > j.

Definition 5.2.2. Matrix-valued function U (x, Kij ) belongs to the class
of quadratic matrix-valued function, if its elements are of the form of (5.2.7).

Proposition 5.2.1. If the matrix-valued function U ~ C(Rn,R"×’ )

belongs to the class of quadratic matrix-valued function, then there exists

a n x n matrix C such tha~

(5.2.8) Cu(x, Ki¢)n = xTC~, ̄ = (~L..., z~)~ e 

where C = C(Kij, ~), ~ ~ R~_, ~ > 

Proof. The function qWu(x, Kit)Y, that takes into account expressions
(5.2.7) is presented 

8 8 $

i=1 i=1 j=i+l

= xi Yi Kii + 2 + 2 Yi~?~ K
i=l " j=i+l

+ 4 ~ ~ x~[~i~[Qj]x~ = xTCx,
i=1 j=i+l
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where the blocks of the matrix C are of the form

~?~Kii + ,i ,jK,~ + ~ ,~K,i~ , for i=j;
~ = ~ ~’~ = ~=~+ ~

2~h~j/~ij, for i < j.

We recall some well-known facts necessary for our presentation (see
Michel, S~abudla, et al. [1]). If n by n matrix C = w =[cii] i s p o-
sitive definite, then for a fixed m > 0 the equation

(5.2.9) v(x,y, Kil) = xWCx = 

defines the ellipsoid in R~ and ~l the eigenvalues of the matrix C: A~(C),
..., A,(C) are real ~d positive. The main ellipsoid (5.2.9) ~es are defined
by the expressions

and igs hypervolume is proporgional ~o ghe value

Ig is clear ghag by a~proximage choice of ghe block matrices ~ one can
make ghe ellipsoids

(~.2.12) ~(~, ~, K ~) =~G~ = m~, I = 1,2,. ..

embedded into each ogher. If for some fixed I hypervolume of ghe ellip-
soid (~.2.12) is gaken for ghe m~imN esgimage of ghe asympgogic sgabiligy
domain (seg E), ghen ~he domain E~ is defined by

(~.~.~a) N = {~ e R~ : v~(~, n, g~) = ~G~ = m~},
and Dv~(~, ~, K~) < 0, l = 1, 2,..., musg sagisfy ~he condition

Nagur~lly, N~, E~,... satisfy conditions (i) -(iii) of Deflnigion 7 

Grujid, et ~l. [1]:

(i) E is a neighborhood of ¯ = 

(ii) E ~ ~, ~ ~ Rn is ~he domain of asymptotic stabiligy of ¯ = 0 of
ghe system

(iii) E is posigively invariang seg of ghe sysgem (g.2.4), ghag is,
~ ~ E implies ~(t, 0, ~) ~ fo r every t ~ R+.
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Let

and

i=l

a2(C) = HAi(C) = detC,

detC~ > 0, i=l,2,...,n,

where det C~ is the ith principal minor of the matrix C. Thus, the problem
of estimation of the asymptotic stability domain is reduced to the problem
of conventional maximization of the domain E~ at the expense of parameters

of the matrix C~ or conventional minimization of functions al (C) or as(C).
As it was mentioned by Michel, Sarabudla, et al. [1] the minimization of
function ~ (C) is preferable in view of computation, since it means uniform
minimization of all eigenv~ues of matrix C, while the minimization of the
function ~2 (C) is reduced to that of the smallest eigenvalue of the matr~ 

Remark 5.2.3. Problem of the function a~(G) minimization in the space
of parameters (y, K~j) can be reduced to ~ sequence of problems of smaller
dimensions. Since the equation

i=1 i=1

= ~ ~r K~ + ~ ~ ~r K~
i=1 i=1 ~=i+1

t~kes place, the minimization of a; (C) for ~ fixed y ~ R~ can be reduced
to a graduM minimization of the functions trKi~ for ~1 (i,j) [1, 8] .. If
min tr Kij is reached for a fixed v~ue of diagon~ elements of the matrices
Kij for all (i, j) e [1, s], then min a2 (C) can be obt~ned by ~ approximate
choice of nondiagon~ elements of the matrix Ki~.

On each step of computations, when inclusions (5.2.14) are constructed,
it is necessary to verify the condition

(5.2.~5) Dv~(z,~,K~) < 0, l= 1,2, ....

H the right side part of the system (5.2.1) is smooth enough, it is sufficient
to verify the condition (5.2.15) on the network covering boundary of the
sets OE~_~ and 0E~.
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The network of points from Rn forms some an m-pointwise set L, L ¯
OE. Discrete m-pointwise set L can be constructed so that for m
the set L covers the entire boundary OE of the set E.

5.2.3 Algorithm of constructing a point network covering
boundary of domain E

It is sufficient to verify the condition (5.2.15) at points of the network
covering the boundary E. We present an algorithm for construction of
such a network. The location of a point x ¯ Rn is determined by its
coordinates (xl,..., xn)w. To find out the coordinate with a fixed value we
use the upper index. For arbitrary real constant a~° > 0 and some positive
integer N1 _> 2p, p -- 2, 3, 4, we specify N~-pointwise set L~° as

where a~ = 71"(il -- 1)/(gl 1), i~ ¯ [ 1,N~].
~1 [1, the firstIt is clear that L~° consists of N~ fixed values x, , il ¯ N~] of

coordinate x~ of the point x ¯ Rn, and moreover x~ = a~°, x~N~ -- -a~°.

i~ L~-~ [1, n 2], ik [1, Nk] for allFor every fixed value xk ¯ k , k ¯ - ¯
k ¯ [1,n- 2] and i0 = 0, where Nk _> 2p (p = 2,3,..., k ¯ [1,n- 2]) 

define sets L&+~ as

(5.2.16)

where a~+~ = ~r(ik+~ -- 1)/(Nk+~ 1), for all i~+~̄  [1, N~+~], and

(5.2.17) ~ = [(a~-~)2 _ (x~)2]½
ak÷l

It is obvious that x~+l= a~+~ and x~+~+~ = -a~+~ for all ik ¯
[2, N~_~].

The sets L~+I are a totality of fixed values of (k ÷ 1)-th coordinate Xk+~
of the point x ¯ R" generated by every fixed value x~~ of k-th coordinate of

the point x ¯ Rn. Thus, every fixed value x~~, k ¯ [1, n - 2], ik ¯ [1, N~]
of coordinate of the point x ¯ R’~ having index k, generates Nk+~ - 2
values of (k ÷ 1)-th nonzero coordinate of the point x ¯ ~ and two equal
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K

+1

~ ̄  . K+2

~

¯ ¯ K+3
ink+3

Figure 5.2.1.

to zero values of this coordinate. This is shown on Figure 5.2.1 in the form
a graph.

Symbols [] and ̄  denote nodes of the graph corresponding to the
fixed values of the coordinates, which generate only zero and, respectively,
nonzero values of the consequent coordinates of the point x E Rn, and
the edges connecting nodes show the succession of this values’ formation.
Further, for every fixed value xi~-ln-1 E Li~-2~-i for all i,~ ~ [1, N,,_~] we define

Li~-~the set n as

where i,,_tan_~ are specified according to formulas (5.2.17).
Herewith, the graph generated by kth fixed value x~, [x~[ ~ a~° of the

first coordinate x~, k ~ [2,Nt - 1] of the point x ~ Rn can be shown
according to Figure 5.2.2, where every level k, k E [2, n] corresponds to
the fixed values of kth coordinate of the point x E Rn. Thus, the set L~°

generates (N1 - 2) different and two equal to zero values of coordinate
x2 of the point x ~ Rn, (N1-2)(N2-2) nonzero and 2+2(N1-2)
equal to zero values of the coordinate x3 of the point x ~ Rn etc. Finally,
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m3

Figure 5.2.2.

n-1
we get that the set l~° generates N* = 2 YI (Ni - 2) sets of values of the

coordinates xl,x2,... ,xn of the point x E R’~, such that xi ¢ 0, i E [1,hi
n-2 i

and NO = 2 + ~ l-I (Ny - 2) sets of coordinates xl,x2,...,xn of point
i=l j----1

X such that there exists at least one index k e [1, n] such that xk = O.

By definition of the sets L~~-1 we get that the set L° - 1 generates
N-pointwise set L8 ~ Rn, N = N* + NO of points of a set in Rn that
differ from each other by value of at least one coordinate. The set L8 can
be presented in the form of totality M~, of graphs shown on Figure 5.2.2,
each branch of which denotes a fixed set of values of coordinates of points

x e L~, and, besides, for the branch that ends with a node designated by
[] and all subsequent coordinates equal to zero.

For the points of set Ls the following assertion holds true.
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Proposition 5.2.2. If ~ E Ls, ~ = (~1,... ,~n) T, then

~ = a~°, al ° = const > 0,

i.e. every point ~ of discrete N-pointwise set Ls ~ Rn lies on the surface
of hypersphere with radius a~.

Proof. The fact that ~ ~ Ls implies that point ~ coordinates are located
on one of the branches of the graph on Figure 5.2.2.

By (5.2.16) and (5.2.17) of definition of the sets i"-~ and L~~-~ for~--1

the l~t two coordinates ~,-1 ~d $~ of point & the equality

-5 (an_l cos n_ 5
n--1 -~ ~n ~- + (an_ 1 sin~i~_~

= an_~ ) (cos~ ai~_, + sin2 ai~_,) = [an_~ ) 

is v~id, where in-~ e [1, Mn-~] is a fixed v~ue defined by a graph br~ch

corresponding to the point ~ ~ Ls. In view of definition of vMuea~_li~-~ by
i~_~ [1, n 1] get(5.2.17) ~d definition of the sets k , k e - we

in-2~2 / in-3~2 ~2 ~2 "2 -2 / in-3x2

, ~._~,~ ~_~_~2 ~2 ~2 +~-2+’2 +~ , ~_~,2~u.-~) ~.-~) .-3 ~ ,-3

io=O.
i=1

This proves Proposition 5.2.2.

Let ~ ~ Ls and a hyperplane Q pass through k, k ~ [1, n - 2] of the
first coordinates of point ~. Then the intersection obtained is a discrete set,
every point of which lies on the hypersphere of a surface in Rn-~: with radius

ak+l.i~ Figure 5.2.3 illustrates an example of point network formulation on
sphere in R~ (in one orthant) with radius ° = 1 for N~= N2 = 10.

Then we return to the boundary of the set E:

OE = {x ~ R’~: v(x,y, Kil) = m(y, Ko)},

where
= mi_n U,



and
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Figure 5.2.3.

z) = {x e/~n: Dr(x,., g~j) = 

In order to cover with a control point network the boundary 0E of the

set E for a fixed l, we use the following property of the function v(x, ~?, K~j)
of the quadratic matrix-valued function class.

For an arbitrary constant c >_ 0 for all x E R’~ in view of Proposi-
tion 5.2.1 we have

v(cx, ~?, Kil) = (cx)WC(cx) = c2xTCx = C2V(X, 7, Kij),

Now, if we take a point ~ E La, then the corresponding point x on the
boundary OE can be found by formula x = c~ (component-wise), where
the constant c is defined by

c= ~. v(~,,~,g~) 
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Figure 5.2.4.

Thus, the discrete m-pointwise set L E OE can be obtained from points
~ E Ls for all p E [1, m] by formula x~ = cp~p, where

cp -- \v(~:p, rh Kii) ,] ’ x~ ~ L C 

Figure 5.2.4 shows the formation of points x~ E L C OE in R2.

5.2.4 Numerical realization and discussion of the algorithm

In view of the above presented results the algorithm of construction of the
initial estimate of asymptotic stability domain and its further refining can
be reduced to a sequence of the steps.



Step I.
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Compute the values of the Jacobians

\ ] I=,=o

Jij(xij) =\~xij] ( OfO ~ x,j=o’ (i < j) e [1,m]

and solve the Liapunov equations

Jwi (o)g~i + g~Ji(O) =-Iii,

and

:~(O)K~ K~iJii(0)= -I 1,

i e

251

(i < j) 6 [1, m].

For the stability of independent subsystems (5.2.5) and (5.2.6) put 
//i, K/~ =//j, where //j = diag (1 .... ,1) for all (i < j) e [1, m]. Choose
a vector 0 E R~, 0 > 0 and construct initial quadratic matrix-valued
function U(x, K~) and scalar function

vo ( x , rh K°~ j ) = x W C° x 

Step ~. Using the Rodden technique (see Rodden [1]) find out all points
in Rn satisfying the conditions

(i) Dvo(x,o,K~) = 

Vvo(x, ")(VVo(X,’)TVDvo(x,~)VDvo(x,¯)(ii) Wvo(x,.)l - \~’~ IVDvo(x, I WDvo(x,’)l = 0,

where Vvo(x, .) denotes the gradient vector of Vo(X, .), and [ ¯ I denote 

norm in Rm.

Let 79 be all such points. Now we compute

mo(r/, g~) = min vo(x, y, 

and define the set

Eo = {x e Rn: Vo(X, rl, g~) < mo(r/,g~)}

so that
Dvo(x, rhg~) < 0 for all (x ¢ 0) e Eo.
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Step 3. Cover the boundary 0Eo of the set Eo:

OEo = {x e Rn: vo(X,~,gij) ,~o(~, K,~)},

with N-pointwise network L0 ¯ 0E0.

Step 4. Take the block matrix K~ for all (i _< j) ¯ [1, m] and

(4.1). Using the optimization algorithm proposed by Rosenbrock [1]

construct a sequence of matrices K~, a -- 1, 2,..., Q, so that

tr (K~) --+ rain

under the restrictions

(i) .a. =(K~)T, g. ~.,~ ,~ > O;

(ii) Dvo(x,~,K~.) < 0 for all (C~x’) ¯ L~ C ~E~,

where x~ ¯ La-1 C OEa_~, I = 1,2,...,M. Here SEa is the boundary of

the set E~:

and the constants c~ satisfy the condition

mo(y,K~) >1 for all /¯[1,N].
c, -- v~ (x’, r], 5) -

(4.2). Construct the scalar function

and define the set

EM -- (x ¯ Rn: VM(X,y,g~) < mM(y,K~)}

from the conditions

(i) DVM(X,y,g~) < 0 for all (x #0) EM;
M(ii) mM(~7, Ki~) = rain VM(X,~,gij ),

where
~. = {x ̄  ~: Dv.(~, 7, g~) = 0}.
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Step 5. Cover the boundary OEM of the set EM with a point network

LM C OEM according to the relation

where ~ ¯ LM and x~ ¯ L0,

c~-" \VM(Xt,y,g~)]

Step 6. Take the matrix Ki~ for the initial, and using optimization al-

gorithm (see, for example, Rosenbrock [1]) define the final matrix Ki~ 
that

det(K/~)-~min for P-~F, P¯[M+I,...,F]

under the restrictions

PT P(i) gi~ = (K~) , K~ > 

(ii) trK~=trK~ for all pe[M+l,...,F],

(iii) Dv~(x~xt,y,K~) < 0 for all ctx ~ ¯ L~ C OE,,

where xt ¯ Lp-1 C OEp_I, l ¯ [1,N]. Here OE~ is a boundary of the

set E~
S~ = {x ¯ R’~: v~(x, ~7, K~) < mp(y, g~)}

and the constants c~ satisfy the condition

k, vp(xt, ,K ) >_ 1

for all l ¯ [1, N].

The presented algorithm of constructing an estimate of the asymptotic
stability domain of system (5.2.1) admits application of structural program-

ming principles. This is possible since separate steps of the algorithm are
isolated problems. We discuss some peculiarities of the Steps 1 -6.

The main problem that arises on Step 1 is the solution of the matrix
Liapunov equations. In view that the dimensions of the system of linear
equations is connected with the decomposition procedure for system (5.2.1),
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it is important to make the system (5.2.1) decomposition so that the first
level independent subsystems be of the lowest possible order.

On Step 2 and 4.2 it is reasonable to apply the method proposed by

Rodden [1] to construct an attraction domain for solutions of system (1)
via the Liapunov function obtained in the result of the numerical solution
of the Zubov equation (see Zubov [3]).

The application of the matrix quadratic Liapunov function in the frame-
work of Rodden’s method ensures an effective initial estimation of the do-
main E0.

Algorithm of the Steps 3 and 5 realization was described earlier.
On stages 4.2 and 6 for each set of indexes (i < j) E [1,rn], the partial

problem of mathematical programming with restrictions given by a system
of inequalities is solved. Here the method of random search of the best trial
in combination with the method of penalty functions are perspective for
application. An essential condition on stage 4.2 is inequality cl _> 1 for all
l E [1, N]. It is easy to see that if for any point x* ~ OEp, where OEp is the
surface of an ellipsoid, a constant c* _> 1 is found so that c’x*
then OEp C_ OE~+I.

In result of the Step 6 the estimates of asymptotic stability domains Er,
p = M + 1,..., F are constructed such that

VF(X,y,K~) >_ Vk(X,y,K~) for all k e [M,F- 1]

i.e. the set EF is a maximal estimate of asymptotic stability domain of the
equilibrium state x = 0 of the system (5.2.1). We note that the proposed
algorithm does not presuppose the optimization with respect to parame-

ter ~? ~ R~., y > 0 though the reasonability of such an optimization is
undoubtful.

5.2.5 Illustrative examples

In order to demonstrate the effectiveness of the proposed algorithm of
estimating asymptotic stability domains we cite some examples from the
paper by Michel, Sarabudla, et al. [1].

For all examples mentioned below the domains of asymptotic stability
were constructed and, moreover, for Example 5.2.8 on Figure 5.2.12 the
intersection of the domain EF estimate by plane x3 --- 0 was shown. The
numbers (~) on Figures 5.2.5- 5.2.12 denote:

1. The points lying on the boundary of strict the domain E, obtained
by direct integration of the system by Runge-Kutta method.
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Figure 5.2.5. 5:1 : --X2, ~2 : Xl -- x2(1 - x12).

2. The points lying out of the domain E, obtained by Runge-Kutta
method.

3. The initial estimation of the domain E obtained by algorithm of
Section 5.2.

4. The maximal estimation of the domain E obtained via the quadratic

matrix-valued function (see Section 5.2).
5. The estimation of the domain E, obtained by Michel, Sarabudla, et

al. [1] via quadratic Liapunov function for the first approximation
of the systems without decomposition of the systems.
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3.0

2.4.

1.8

1.2

0.6

0.0,

-0.6’

-1.2,

-1.8.

-2.4

-3.0 i I
-2.4 -1.S -1.2 -0.6 0.0 0.6 1.2 1.8 2.4 x,

Figure 5.2.6. ~1 = -xl + 2x~x2, ~ = -x2.
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I I I ’ I I I ~
-0.8 -0.4 0.0 0.4 0.8 1.2 ~x~

51 ----2Zl(1 - Xl) + 0.1XlX2,
52 : -2x2(9 - x2)+O.l(Xl+X2).
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2.4’

1.6’

0.8"

0.0’

-0.8"

-1.6

-2.4

-3.2

-4.0 I I ] I I I I I
-2.4 -1.6 -0.8 0.0 0.8 1.6 2.4 3.2

Figure 5.2.8. ~1 = -2xl + xlx2, ~2 : -x2 + x~x2.



5.2 ESTIMATIONS OF ASYMPTOTIC STABILITY DOMAINS 259

2.0

0.5

-I.0

-1.5

-2.0

I I I I I I I
-I,5 -I.0 -0.5 0.0 0.5 1.0 1.5

Figure 5.2.9. ~1 -- X2, 52 "~ --Xl ~t_ X2 "~ ~T13.
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X

0.9

0.6

0.3

0.0

-0.3

-0.6’

-0.9’

uu n ¯

I I I I I I I I ~

-1.2 -0.9 -0.6 -0,3 0.0 0.3 0.6 0.9 1.2 ~xl

Figure 5.2.10. ~1 ---- x2, ~ : -x1(1 - x~2) - x2(1 - x22).
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x~

3.0

2.4 ~

1.8

1.2,

0.6’

0.0,

-0.6’

-1.2

-1.8,

-2.4,

-3.0’

-3.6 ~

Figure 5.2.11.

I I I I I I
-1.2 -0.6 0.0 0.6 1.2 1.8

~I = ~2~
J:2 : --Xl -- 4X2 + 0.25(X2 -- 0.5Xl)

X (X2 -- 2X1)(X2 + 2Xl)(X2 
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60.0

40.0’

20.0’

0.0

-20.0

-40.0

I I I :
-20.0 0.0 20.0 40.0 "~x~

Figure 5.2.12. ~1 = -0.5xl - x2 - 0.5x3,
~2 = z~ - x~(1 + O.lx~),

~3 -- xl - x3(1 + O.lx~).

In the discussion of the examples the first level decomposition with two
subsystems and the second level decomposition with formation of one couple
(1, 2) that coincides with the whole system were made. In Example 5.2.8

the first level decomposition into three subsystems and the second level
decomposition into three couples of subsystems in view of nonlinearities
were made.
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5.3 Construction of Estimate for
the Domain E of Power System
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According to ~iljak [1] consider some power system where absolute motion

of ith machine is described by

(5.3.1) M~i ÷ D~ -= Pm~ - Pe~, i = 1,2,3,

where Pe~ -= ~ EiEjY~j cos(Si - 5j - Oij) and n is the number of system
i=1

generators; 5~ is the absolute rotor angle of the ith machine; M~ is the
inertia coefficient of the ith machine; Di is the damping coefficient of the
ith machine; P,n~ is the mechanical power delivered to the ith machine;
P~ is the electrical power delivered by the ith machine; E~ is the inertial

voltage; Y~ is mutual conductivities of the machine (i ~t j) = 1, 2, 3; ~ 
the phase angle of transfer admittance between the ith and jth machines.

Assume that M~, Pm~ and E~ are constant for all generators and D~M~1

=~, i=1,2,3.
System (5.3.1) can be presented 

(5.3.2)
d"-~ = Y~3 (i ~t j) = 1, 

dyi3
d~-- = -:~yi3 - ~i¢1(~) + ~¢1 (~#) - ~¢2(x~, xj).

Here x~ is a deviation of rotor of the ith generator from the rotor of a
standard generator, y~3 is a velocity of x~ change, functions ¢~ and ¢~. are
defined by

¢~ (z~) = cos(x~ - 0~) - 
¢~ (z~, z#) = cos(x~ - z# - t~#) - cos 

and constants #~, ~i and ~i are defined as

]ti -~ EiE3Y~3(M~-1 - M~-I),

~ = EjEa~aM~1,

J~i : EIE2Y12M~-1, (i y£ j) [1, 2] .
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We admit the numerical parameters of the system (5.3.1) 

M1 = 0.01, M2 = 0.01, M3 = 2.00;

E1 = 1.017, E2 = 1.005, E3 = 1.033;

Y~2 = 0.98 x 10-3, Y~3 = 0.114, Y9.3 = 0.106;

8~3 = 90°, 823 = 92°, 812 = 87°, ~21 -~" 850;

AI:A2 =100.

For independent subsystems of first level decomposition of the sys-

tem (5.3.2)

~ = Yi3,

dy{.~3 = -A~y~3 - ~¢~ (x~), i = 1, 
dt

the elements v{~(x~) of the initiM matrix-vMued function Uo(x) ~e taken
according to Step 1 in the form (see Krapivnyi [1])

T o

where K~ are defined from the Liapunov equations

o.~9.TWg. + K~J~ -£~.

Here
0 1 ),

i = 1,2.J~ = #i sin(-~3) 

We have for the numerical values of parameters

/ 0.00

1.00 ~ ( 4.259 0.419 
Jl°l = -11.917 -100];

g~°i = \0.0419 0.00542] 

(o.oo )J2°2 = -10.939 ; K2°2 = \0.0457 0.00546/"

The interconnected second level decomposition subsystem coincides with
the system (5.3.2) and for 

0.0 1.0 0.0

Jl’°2 = -12.036 -100
0.055

0°.0°0°o°0o0
0.0 -11.05 o.o)1.0

-i00
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Since matrix J~°2 differs insignificantly from the matrix

(JI’l o )
0 j~o~. ,

the matrix Kl°2 is given as

o

In this case the matrix TOTwO 0 0
¯ ’12 ~12 + K12J~2 is negative definite and the

elements v12(x~2) = v2~(x21) of the matrix-valued function Uo(x) can be
taken in the form

V12(X12) : V21(X21) = x12K12x12, x12 : (Xl T, x2T)T.

According to the above algorithm we find

0.000 )0.00133 ’ \0.0457 ’

(
4.2590.0342 0.00724-0.00181~

K~= 0.0342
0.0542 0.00013-0.00196|o.oo , o.ooo, 

0.00546/-0.00181 -0.00196 0.0517

Figure 5.3.1 shows the intersection of the estimate of the domain EF by

the plane yl~ = y2~ = 0.
The numbers (~) on Figure 5.3.1 denote:

1. The initial estimate of the domain Eo;
2. The maximal EF estimate of the domain E;
3. The estimate of the domain E, obtained for the system (5.3.1) 

Abdullin, Anapolskii, et al. [1] in the result of the vector Liapunov
function application with components in the form of the linear forms
moduli.
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3.0

1.5’

0.0’

-I.5

-3.0

I I I I I ~
-3.0 -1.5 0.0 1.5 3.0

Figure 5.3.1
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5.4 Oscillations and Stability of Some Mechanical Systems

5.4.1 Three-mass systems

Following Djordjevid [3] and Krapivnyi [1] we consider a mechanical system
consisting of three pendulums with equal mass m and the length l (see
Figure 5.4.1). The pendulums are connected with each other by springs
with rigidity k, that are attached to the pendulum rods at the distance
h from the point of fixation. The points of the pendulum fixation are
located in horizontal plane. The rods and spring masses are neglected. We
take the deviation angulars ¢i of the pendulums from vertical position as
generalized coordinates and we assume that the equilibrium state of the
system is defined as ¢i = 0, i = 1, 2, 3. Oscillation amplitudes of the
system are supposed to be small, i.e., ¢i "~ sin¢i, i = 1,2,3.

l

Figure 5.4.1

Motion equations of such system are

rnl2~i + rngl¢i + h2k(¢i - Cj) ÷ h2k(¢~ ¢,) -- 0,
(5.4.1)

(i,j,s) E[1,3], i~j, j~s, s#i.

First level decomposition of the system (5.4.1) is reduced to the desig-
nation of free subsystems

(5.4.2) ml~ + mgl¢~ = O, i = 1, 2,3
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and the interconnection functions between them

(5.4.3) hi = h2k(¢i - Cj) + h2k(¢i - ¢,), i = 1, 2, 

Second level decomposition is determined by three couples of indepen-
dent subsystems

(5.4.4)

rnl2~ ÷ rngl¢i ÷ h2k(¢i - ¢~) = 

rnl2~1 + mgl¢i + h~k(¢:j - c~) = 

(i < j) E [1, 3].

These equations describe the oscillations of two interconnected pendu-

lums without taking into account the influence of the third pendulum on
the system oscillations.

The energy of ith free subsystem (5.4.2) is defined 

(5.4.5) 1,2,3.

Interconnection energy of (i, j) couples of the subsystems (5.4.4) is 
fined by

1
(5.4.6) E~ (¢~, Cj) = h2k(¢~ - Cj)~, (i # j ) E [1,

The matrix-valued function

(5.4.7) U(¢~,¢j) = [E~(.)], i, j = 1,2,3,

together with vector y = (1, 1, 1)T Call be applied to construct the Lia-
punov’s function

(5.4.s) v(¢, = .Tu(¢.

The function (5.4.8) is positive definite and its total derivative Dr(C, 

by virtue of the system (5.4:1) is equal to zero.
Thus, elements (5.4.5) and (5.4.6) are suitable for construction of 

Liapunov’s matrix-valued function (5.4.8). This example shows the energy

nature of the matrix-valued function (5.4.7).
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5.4.2 Nonautonomous oscillator

We shall study the motion of two nonautonomously connected oscillators
whose behavior is described by the equations

(5.4.9)

dXl
d-~ = 71x2 + v cos wry1 - v sin wry2,

d’-~- = -71Xl "~ v sin wtyl + v coswty2,

d-~- = 72y2 + vcoswtxl + vsinwtx2,

dy2
d’-~- -- -72Y2 + v cos wtx2 - v sin WtXl,

where 71, 72, v, w, w + 71 - 72 # 0 are some constants.
For the independent subsystems

(5.4.10)

dxl dx2

dt d~
dyl dy2
--=72Y2,dt dt

the auxiliary functions vii, i = 1, 2, are taken in the form

vl~(x)=xTx, x=(~,~)T,
(5.4.11) v2~(y)=~, ~=(y1,~2)~.

We use the equation (2.4.5) (see Assumption 2.4.2) to determine the nondi-
agonal element v12(x, y) of the matrix-valued function U(t, x, y) = [vij (.)],
i, j = 1,2. To this end set y = (1,1) w and v12(x,y) = xWP12y, where
P~2 E CI(Tr, R2×2). For the equation

(5.4.12)
d--~- + P12

-72 \ sinwt coswt = O,

the matrix
2v

( sin wt cos wt ~
Pt2 = ~o+7~-72 -coswt sin~ot]
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is a partial solution bounded for all t

Thus, for the function v(t, x, y) = ?~Tu(t, X, y)?~ it is easy to establish
the estimate of (2.4.7) type with matrices ~’ and ~’ in the form

where ~11 = ~11 : 1] ~’22 ~--- -C22 : 1, ~12 = ---C12 = w+71--72 " Besides, the

vector UlT = (llxll, IlY[I) : T since the system (5.1) is lin ear.

For system (5.4.9) the estimate (2.4.9) becomes

Dv(t,x,y)l(5.1 ) = 0

for all (x, y) E 2 xR2because M =0.

Due to (5.4.12) the motion stability conditions for system (5.4.9) 
established based on the analysis of matrices ~ and ~’ property of having

fixed sign.
It is easy to verify that the matrices ~’ and ~’ are positive definite, if

41)2
1- >0.

Consequently, the motion of nonautonomously connected oscillators is uni-
formly stable in the whole, if

5.5 Absolute Stability of Discrete Systems

As noted before (see Chapter 1) the vector Liapunov function is a partial
case of the matrix-valued function. The development of the method of con-
structing the vector Liapunov function associated with the employment of
hierarchical structure of the system under consideration yields the refine-
ment of results obtained in terms of simple vector function. To illustrate
this statement we shall consider the application of Theorem 3.2.1 in the
Lur’e-Postnikov problem for large scale discrete system.
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We now consider systems described by difference equations of the form

~11 (T u 1) - ---- 0.2 x,~ (T) -t- 0.1 f ll ( T, O’1

+ p h~11) (T, ~1) p h~)(~, ~)
1̄~.(~ + ~) = o.~(~) + o.~ I~(~, 

+ ~ ~i)(~, ~) + ~ ~i)(~, 
(5.5.1)

x2~(r + 1) = 0.5 x2~(r) + 0.2/2t(v, 

+ ~ ~)(,, ~) 

+ ~ ~)(~, ~,) 
where v ~T, xii ~ R, i= 1,2, a~ =x~+x~2, a~ =x2~+x~2, pisa
positive constant, functions fij: T ~ R ~ R are such that fij[v,0] = 0
for all v ~ T and the inequalities

o < ~I~(~,~,) < ~, o < ~:h~(~,~) o.~,
are satisfied for i, j = 1, 2.

The functions h~)’ T x R ~ R such that-̄~3 ¯

h(~) ~_~ ~,aj) l~]aj] , forall v~T, i,j,k=l,2.

We decompose system (5.5.1) into two interconnected subsystems

x~(r + 1) = 0.2 x~(r) + 

x~(r + 1) = 0.5 x~:(r) + 0.1 In(r, 

+ ~ ~i)(~,,~) + ~ ~i)(~, 
x:~(r + 1) = 0.5 x~ (r) + 0.2 l~(r,

x~(r + 1) = 0.Sx~(r) + 0.2 h~(r,

+ ~ ~)(~, ~) + ~ ~i)(~, 
Each of the obtained independent subsystems

x11(r + 1) = 0.2Xll(r) + 0.1 fll(V, (~.~.2)
x~(r + 1) = 0.SXl~(r) + 0.1A~(r,a~),
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(5.5.3) x21(v + 1) = 0.5X21(T) 0.2f21(T, cr2),

X22(r + 1) = 0.8X22(T) 0.2f22(’r, a2),

is decomposed into interconnected components

xll(r + 1) = 0.2 x,~(r) + 0.1 fl~(V, 

x12 (-r q- 1) -- 0.5 x12(~’) + 0.1 f12(~’, 

X21(7" "~- 1) = 0.5x2~(r) 0. 2 f2 1(T,O’2),

x22(r + 1) = 0.8x22(r) 

In results we get four independent components

Take the functions

x~l(r + 1) = 0.2xll(r),

X~2(T + 1) = 0.5X,2(r),
x2~ (r + 1) = 0.5 x2~ (r),
X22(T -]- 1) : 0.8X22(T).

Compute the constants

and the matrix

-0.1 0.4 ’

which is the M-matrix. Choose the constants du = 1 and dt~ = 5, then

alTWt=(1;5)/--0;~l --0"11/0.4 =(0.2;1.9).

For the function

the estimate

A’Vl (~1)1(5.5.2) ~ -0,2 I~111 -- 1.9 [Xl2I

is valid.
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Similarly we have

~21 = 0.5, ~2~ = 0.2, ~[1 = ~[2 = ~1 = ~ = 0.1,

(0.4-0.1)
W2 = -0.1 0.1 "

The matrix W2 is also the M-matrix. We take d~.t = 1 and d22 = 2. Then
we get

( __0(~4. -0.11)=-(0.2;0.1).
a2TW2 ---- (1; 2) 1 0.1

For the function

we obtain the inequality

~’~(~)1(~.~.~)< -o.~ I~11 - o.1 

Take the functions

and compute the constants

~r2 = 0.1, ~11 = ~2 = 6p, ~2~ = ~22 = 3p.

is the M-matrix, if p < 1/60. We take

dl=lSp2-0.6p+0.001, d2=-36p2+l.2p.

Then

aTw =(18p2--O’6p+O’O01; --36p2 + l’2p) 0"2-6p-3p 0.1----6P)=3p

= (3.6p2 -- 0.18p+ 0.002; 0.48p- 3.6p2).

For 0 < p < 1/60 the vector a has positive components. Since all conditions
of Theorem 3.7.1 are satisfied, the equilibrium state x = 0 of system (5.5.1)
is asymptotically stable in the whole. The function

v(x) = ( 18p2 - 0.6p + 0.01)(Ixll [ + 5[xt~D + (-36p2 + 1.2p)(Ix21[ + Ix221)
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is the hierarchical Liapunov function for system (5.5.1).
The study of a discrete system as hierarchical structure is adequate for

analyzing the complex evolution of a real system in animate or inanimate
nature (see Bronowski [1], Levins [1], ~iljak [1] and Simon [1]). The Lia-
punov function corresponding to the structure of such the system is also
hierarchical. It is natural to expect that stability conditions established

via such a function prove to be more close to the required ones and the
estimates of stability domains are more precise as compared with those
obtained in terms of an ordinary vector Liapunov function.

5.6 Notes

5.1. The paper by Zubov [1] (the development of the idea of this work is
presented in Zubov [3]) is the first attempt to solve the problem of con-
structing the Liapunov function which determines a complete domain of
asymptotic stability or its boundary.

Aulbach [1] proved the analogue to Zubov’s method in the case of equilib-
ria of nonautonomous differential systems where he had to restrict time de-
pendence to almost periodicity. In the second part of the paper Aulbach [2[
established the extension of Zubov’s method to autonomous systems with
asymptotically stable limit cycles.

Various aspects of Zubov’s method are developed by Abu Hassan and
Storey [1], Bertoni [1], Casti [1], Fallside, Patel, et al. [1], Kirin, Nelepin,
et al. [1], Knight [1], Prabhakara, E1-Abiad, et al. [1], etc.

5.2. The results of this section are due to Krapivnyi [1], Krapivnyi
and Martynyuk [1], and Martynyuk [16, 17]. See also Michel, Sarabudla, et

al. [1], Rodden [1], and Rosenbrock [1] are used.

5.3. The equations of the three-machine power system are due to ~i-

ljak [1]. The obtained result is compared with that by Abdullin, Anapolskii,
et al. [1].

5.4. Three-mass systems model satisfactorily the processes in dynamics
of machines with elastic links and other real objects. Our presentation is
based on the results by Djordjevid [3], Krapivnyi [1], and Martynyuk and
Slyn’ko [1].

5.5. Discrete-time systems are the object of investigation of many papers
(see Martynyuk [12], Michel, Wang, et al. [1], etc.). This section is based
on the results by Lukyanova and Martynyuk [1].
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For the beginner investigators interested in various approaches that were
applied before to solve the problems of estimating the stability and attrac-
tion domains we recall the works by Burland and Sarlos [1], Chiang and
Thorp [1], Dikin, Shelkunova, et al. [1], Foster and Davies [1], Garg and
Rabins [1], Genesio, Gartaglia, et al. [1], Genesio and Vicino [1], Loparo and
Blankenship [1], Martynyuk and Radzishewski [1], Noldus, Galle, et al. [1],
Sastry [1], Walker and McClamroch [1], Weissenberger [1], Willems [1], etc.
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