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## Preface

The methods for the nonlinear analysis of physical and mechanical systems developed for use on modern digital computers provide means for accurate analysis of largescale systems under dynamic loading conditions. These methods are based on the concept of replacing the actual system by an equivalent model made up from discrete bodies having known elastic and inertia properties. The actual systems, in fact, form multibody systems consisting of interconnected rigid and deformable bodies, each of which may undergo large translational and rotational displacements. Examples of physical and mechanical systems that can be modeled as multibody systems are machines, mechanisms, vehicles, robotic manipulators, and space structures. Clearly, these systems consist of a set of interconnected bodies which may be rigid or deformable. Furthermore, the bodies may undergo large relative translational and rotational displacements. The dynamic equations that govern the motion of these systems are highly nonlinear which in most cases cannot be solved analytically in a closed form. One must resort to the numerical solution of the resulting dynamic equations.

The aim of this text, which is based on lectures that I have given during the past several years, is to provide an introduction to the subject of multibody mechanics in a form suitable for senior undergraduate and graduate students. The initial notes for the text were developed for two first-year graduate courses introduced and offered at the University of Illinois at Chicago. These courses were developed to emphasize both the general methodology of the nonlinear dynamic analysis of multibody systems and its actual implementation on the high-speed digital computer. This was prompted by the necessity to deal with complex problems arising in modern engineering and science. In this text, an attempt has been made to provide the rational development of the methods from their foundations and develop the techniques in clearly understandable stages. By understanding the basis of each step, readers can apply the method to their own problems.

The material covered in this text comprises an introductory chapter on the subjects of kinematics and dynamics of rigid and deformable bodies. In this chapter some
background materials and a few fundamental ideas are presented. In Chapter 2, the kinematics of the body reference is discussed and the transformation matrices that define the orientation of this body reference are developed. Alternate forms of the transformation matrix are presented. The material presented in this chapter is essential for understanding the dynamic motion of both rigid and deformable bodies. Analytical techniques for deriving the system differential and algebraic equations of motion of a multibody system consisting of rigid bodies are discussed in Chapter 3. In Chapter 4, an introduction to the theory of elasticity is presented. The material covered in this chapter is essential for understanding the dynamics of deformable bodies that undergo large translational and rotational displacements. In Chapter 5, the equations of motion of deformable multibody systems in which the reference motion and elastic deformation are coupled are derived using classical approximation methods. In Chapters 6 and 7, two finite element formulations are presented. Both formulations lead to exact modeling of the rigid body inertia and lead to zero strains under an arbitrary rigid body motion. The first formulation discussed in Chapter 6, which is based on the concept of the intermediate element coordinate system, uses the definition of the coordinates used in the conventional finite element method. A conceptually different finite element formulation that can be used in the large deformation analysis of multibody systems is presented in Chapter 7. In this chapter, the absolute nodal coordinate formulation in which no infinitesimal or finite rotations are used as element coordinates is introduced.

I am grateful to many teachers, colleagues, and students who have contributed to my education in this field. I owe a particular debt of gratitude to Dr. R.A. Wehage and Dr. M.M. Nigm for their advice, encouragement, and assistance at various stages of my educational career. Their work in the areas of computational mechanics and vibration theory stimulated my early interest in the subject of nonlinear dynamics. Several chapters of this book have been read, corrected, and improved by many of my graduate students. I would like to acknowledge the collaboration with my students Drs. Om Agrawal, E. Mokhtar Bakr, Ipek Basdogan, Michael Brown, Bilin Chang, Che-Wei Chang, Koroosh Changizi, Da-Chih Chen, Jui-Sheng Chen, JinHwan Choi, Hanaa El-Absy, Marian Gofron, Wei-Hsin Gau, Wei-Cheng Hsu, KuoHsing Hwang, Yunn-Lin Hwang, Yehia Khulief, John Kremer, Haichiang Lee, Jalil Rismantab-Sany, Mohammad Sarwar, Marcello Berzeri, Marcello Campanelli, Andrew Christensen, Hussien Hussien, Refaat Yakoub, and Hiroyuki Sugiyama. Their work contributed significantly to the development of the material presented in this book. Special thanks are due to Ms. Denise Burt for the excellent job in typing most of the manuscript. Finally, I thank my family for their patience and encouragement during the time of preparation of this text.

## 1 INTRODUCTION

### 1.1 MULTIBODY SYSTEMS

The primary purpose of this book is to develop methods for the dynamic analysis of multibody systems that consist of interconnected rigid and deformable components. In that sense, the objective may be considered as a generalization of methods of structural and rigid body analysis. Many mechanical and structural systems such as vehicles, space structures, robotics, mechanisms, and aircraft consist of interconnected components that undergo large translational and rotational displacements. Figure 1 shows examples of such systems that can be modeled as multibody systems. In general, a multibody system is defined to be a collection of subsystems called bodies, components, or substructures. The motion of the subsystems is kinematically constrained because of different types of joints, and each subsystem or component may undergo large translations and rotational displacements.

Basic to any presentation of multibody mechanics is the understanding of the motion of subsystems (bodies or components). The motion of material bodies formed the subject of some of the earliest researches pursued in three different fields, namely, rigid body mechanics, structural mechanics, and continuum mechanics. The term rigid body implies that the deformation of the body under consideration is assumed small such that the body deformation has no effect on the gross body motion. Hence, for a rigid body, the distance between any two of its particles remains constant at all times and all configurations. The motion of a rigid body in space can be completely described by using six generalized coordinates. However, the resulting mathematical model in general is highly nonlinear because of the large body rotation. On the other hand, the term structural mechanics has come into wide use to denote the branch of study in which the deformation is the main concern. Large body rotations are not allowed, thus resulting in inertia-invariant structures. In many applications, however, a large number of elastic coordinates have to be included in the mathematical model in order to accurately describe the body deformation. From the study of these two


Figure 1.1 Mechanical and structural systems.
subjects, rigid body and structural mechanics, there has evolved the vast field known as continuum mechanics, wherein the general body motion is considered, resulting in a mathematical model that has the disadvantages of the previous cases, mainly nonlinearity and large dimensionality. This constitutes many computational problems that will be addressed in subsequent chapters.

In recent years, greater emphasis has been placed on the design of high-speed, lightweight, precision systems. Generally these systems incorporate various types of driving, sensing, and controlling devices working together to achieve specified performance requirements under different loading conditions. The design and performance analysis of such systems can be greatly enhanced through transient dynamic simulations, provided all significant effects can be incorporated into the mathematical model. The need for a better design, in addition to the fact that many mechanical and structural systems operate in hostile environments, has made necessary the inclusion of many factors that have been ignored in the past. Systems such as engines, robotics, machine tools, and space structures may operate at high speeds and in very high temperature environments. The neglect of the deformation effect, for example, when these systems are analyzed leads to a mathematical model that poorly represents the actual system.

Consider, for instance, the Peaucellier mechanism shown in Fig. 1(b), which is designed to generate a straight-line path. The geometry of this mechanism is such


Figure 1.2 Multibody systems.
that $B C=B P=E C=E P$ and $A B=A E$. Points $A, C$, and $P$ should always lie on a straight line passing through $A$. The mechanism always satisfies the condition $A C \times A P=c$, where $c$ is a constant called the inversion constant. In case $A D=C D$, point $C$ must trace a circular arc and point $P$ should follow an exact straight line. However, this will not be the case when the deformation of the links is considered. If the flexibility of links has to be considered in this specific example, the mechanism can be modeled as a multibody system consisting of interconnected rigid and deformable components, each of which may undergo finite rotations. The connectivity between different components of this mechanism can be described by using revolute joints (turning pairs). This mechanism and other examples shown in Fig. 1, which have different numbers of bodies and different types of mechanical joints, are examples of mechanical and structural systems that can be viewed as a multibody system shown in the abstract drawing in Fig. 2. In this book, computerbased techniques for the dynamic analysis of general multibody systems containing interconnected sets of rigid and deformable bodies will be developed. To this end, methods for the kinematics and dynamics of rigid and deformable bodies that experience large translational and rotational displacements will be presented in the following chapters. In the following sections of this chapter, however, some of the basic concepts that will be subject of detailed analysis in the chapters that follow are briefly discussed.

### 1.2 REFERENCE FRAMES

The configuration of a multibody system can be described using measurable quantities such as displacements, velocities, and accelerations. These are vector quantities that have to be measured with respect to a proper frame of reference or coordinate system. In this text, the term frame of reference, which can be represented by three orthogonal axes that are rigidly connected at a point called the origin of this reference, will be frequently used. Figure 3 shows a frame of reference that consists of the three orthogonal axes $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$. A vector $\mathbf{u}$ in this coordinate system can be


Figure 1.3 Reference frame.
defined by three components $u_{1}, u_{2}$, and $u_{3}$, along the orthogonal axes $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$, respectively. The vector $\mathbf{u}$ can then be written in terms of its components as

$$
\mathbf{u}=\left[\begin{array}{lll}
u_{1} & u_{2} & u_{3}
\end{array}\right]^{\mathrm{T}}
$$

or as

$$
\mathbf{u}=u_{1} \mathbf{i}_{1}+u_{2} \mathbf{i}_{2}+u_{3} \mathbf{i}_{3}
$$

where $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ are unit vectors along the orthogonal axes $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$, respectively.

Generally, in dealing with multibody systems two types of coordinate systems are required. The first is a coordinate system that is fixed in time and represents a unique standard for all bodies in the system. This coordinate system will be referred to as global, or inertial frame of reference. In addition to this inertial frame of reference, we assign a body reference to each component in the system. This body reference translates and rotates with the body; therefore, its location and orientation with respect to the inertial frame change with time. Figure 4 shows a typical body, denoted as body


Figure 1.4 Body coordinate system.
$i$ in the multibody system. The coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ is the global inertial frame of reference, and the coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ is the body coordinate system. Let $\mathbf{i}_{1}$, $\mathbf{i}_{2}$, and $\mathbf{i}_{3}$ be unit vectors along the axes $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$, respectively, and let $\mathbf{i}_{1}^{i}, \mathbf{i}_{2}^{i}$, and $\mathbf{i}_{3}^{i}$ be unit vectors along the body axes $\mathbf{X}_{1}^{i}, \mathbf{X}_{2}^{i}$, and $\mathbf{X}_{3}^{i}$, respectively. The unit vectors $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ are fixed in time; that is, they have constant magnitude and direction, while the unit vectors $\mathbf{i}_{1}^{i}, \mathbf{i}_{2}^{i}$, and $\mathbf{i}_{3}^{i}$ have changeable orientations. A vector $\mathbf{u}^{i}$ defined in the body coordinate system can be written as

$$
\mathbf{u}^{i}=\bar{u}_{1}^{i} \mathbf{i}_{1}^{i}+\bar{u}_{2}^{i} \mathbf{i}_{2}^{i}+\bar{u}_{3}^{i} \mathbf{i}_{3}^{i}
$$

where $\bar{u}_{1}^{i}, \bar{u}_{2}^{i}$, and $\bar{u}_{3}^{i}$ are the components of the vector $\mathbf{u}^{i}$ in the local body coordinate system. The same vector $\mathbf{u}^{i}$ can be expressed in terms of its components in the global coordinate system as

$$
\mathbf{u}^{i}=u_{1}^{i} \mathbf{i}_{1}+u_{2}^{i} \mathbf{i}_{2}+u_{3}^{i} \mathbf{i}_{3}
$$

where $u_{1}^{i}, u_{2}^{i}$, and $u_{3}^{i}$ are the components of the vector $\mathbf{u}^{i}$ in the global coordinate system. We have, therefore, given two different representations for the same vector $\mathbf{u}^{i}$, one in terms of the body coordinates and the other in terms of global coordinates. Since it is easier to define the vector in terms of the local body coordinates, it is useful to have relationships between the local and global components. Such relationships can be obtained by developing the transformation between the local and global coordinate systems. For instance, consider the planar motion of the body shown in Fig. 5. The coordinate system $\mathbf{X}_{1} \mathbf{X}_{2}$ represents the inertial frame and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i}$ is the body coordinate system. Let $\mathbf{i}_{1}$ and $\mathbf{i}_{2}$ be unit vectors along the $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ axes, respectively, and let $\mathbf{i}_{1}^{i}$ and $\mathbf{i}_{2}^{i}$ be unit vectors along the body axes $\mathbf{X}_{1}^{i}$ and $\mathbf{X}_{2}^{i}$, respectively. The orientation of the body coordinate system with respect to the global frame of reference is defined by the angle $\theta^{i}$. Since $\mathbf{i}_{1}^{i}$ is a unit vector, its component along the $\mathbf{X}_{1}$ axis is $\cos \theta^{i}$, while its component along the $\mathbf{X}_{2}$ axis is $\sin \theta^{i}$. One can then write the unit vector $\mathbf{i}_{1}^{i}$ in the global coordinate system as

$$
\mathbf{i}_{1}^{i}=\cos \theta^{i} \mathbf{i}_{1}+\sin \theta^{i} \mathbf{i}_{2}
$$



Figure 1.5 Planar motion.

Similarly, the unit vector $i_{2}^{i}$ is given by

$$
\mathbf{i}_{2}^{i}=-\sin \theta^{i} \mathbf{i}_{1}+\cos \theta^{i} \mathbf{i}_{2}
$$

The vector $\mathbf{u}^{i}$ is defined in the body coordinate system as

$$
\mathbf{u}^{i}=\bar{u}_{1}^{i} i_{1}^{i}+\bar{u}_{2}^{i} \dot{2}_{2}^{i}
$$

where $\bar{u}_{1}^{i}$ and $\bar{u}_{2}^{i}$ are the components of the vector $\mathbf{u}^{i}$ in the body coordinate system. Using the expressions for $\mathbf{i}_{1}^{i}$ and $\mathbf{i}_{2}^{i}$, one gets

$$
\begin{aligned}
\mathbf{u}^{i} & =\bar{u}_{1}^{i}\left(\cos \theta^{i} \mathbf{i}_{1}+\sin \theta^{i} \mathbf{i}_{2}\right)+\bar{u}_{2}^{i}\left(-\sin \theta^{i} \mathbf{i}_{1}+\cos \theta^{i} \mathbf{i}_{2}\right) \\
& =\left(\bar{u}_{1}^{i} \cos \theta^{i}-\bar{u}_{2}^{i} \sin \theta^{i}\right) \mathbf{i}_{1}+\left(\bar{u}_{1}^{i} \sin \theta^{i}+\bar{u}_{2}^{i} \cos \theta^{i}\right) \mathbf{i}_{2} \\
& =u_{1}^{i} \mathbf{i}_{1}+u_{2}^{i} \mathbf{i}_{2}
\end{aligned}
$$

where $u_{1}^{i}$ and $u_{2}^{i}$ are the components of the vector $\mathbf{u}^{i}$ defined in the global coordinate system and given by

$$
\begin{aligned}
u_{1}^{i} & =\bar{u}_{1}^{i} \cos \theta^{i}-\bar{u}_{2}^{i} \sin \theta^{i} \\
u_{2}^{i} & =\bar{u}_{1}^{i} \sin \theta^{i}+\bar{u}_{2}^{i} \cos \theta^{i}
\end{aligned}
$$

These two equations which provide algebraic relationships between the local and global components in the planar analysis can be expressed in a matrix form as

$$
\mathbf{u}^{i}=\mathbf{A}^{i} \overline{\mathbf{u}}^{i}
$$

where $\mathbf{u}^{i}=\left[\begin{array}{ll}u_{1}^{i} & u_{2}^{i}\end{array}\right]^{\mathrm{T}}, \overline{\mathbf{u}}^{i}=\left[\begin{array}{ll}\bar{u}_{1}^{i} & \bar{u}_{2}^{i}\end{array}\right]^{\mathrm{T}}$, and $\mathbf{A}^{i}$ is the planar transformation matrix defined as

$$
\mathbf{A}^{i}=\left[\begin{array}{cc}
\cos \theta^{i} & -\sin \theta^{i} \\
\sin \theta^{i} & \cos \theta^{i}
\end{array}\right]
$$

In Chapter 2 we will study the spatial kinematics and develop the spatial transformation matrix and study its important properties.

### 1.3 PARTICLE MECHANICS

Dynamics in general is the science of studying the motion of particles or bodies. The subject of dynamics can be divided into two major branches, kinematics and kinetics. In kinematic analysis we study the motion regardless of the forces that cause it, while kinetics deals with the motion and forces that produce it. Therefore, in kinematics attention is focused on the geometric aspects of motion. The objective is, then, to determine the positions, velocities, and accelerations of the system under investigation. In order to understand the dynamics of multibody systems containing rigid and deformable bodies, it is important to understand first the body dynamics. We start with a brief discussion on the dynamics of particles that form the rigid and deformable bodies.

Particle Kinematics A particle is assumed to have no dimensions and accordingly can be treated as a point in a three-dimensional space. Therefore, in studying the kinematics of particles, we are concerned primarily with the translation of a point


Figure 1.6 Position vector of the particle $p$.
with respect to a selected frame of reference. The position of the particle can then be defined using three coordinates. Figure 6 shows a particle $p$ in a three-dimensional space. The position vector of this particle can be written as

$$
\begin{equation*}
\mathbf{r}=x_{1} \mathbf{i}_{1}+x_{2} \mathbf{i}_{2}+x_{3} \mathbf{i}_{3} \tag{1.1}
\end{equation*}
$$

where $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ are unit vectors along the $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ axes and $x_{1}, x_{2}$, and $x_{3}$ are the Cartesian coordinates of the particle.

The velocity of the particle is defined to be the time derivative of the position vector. If we assume that the axes $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ are fixed in time, the unit vectors $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ have a constant magnitude and direction. The velocity vector $\mathbf{v}$ of the particle can be written as

$$
\begin{equation*}
\mathbf{v}=\dot{\mathbf{r}}=\frac{d}{d t}(\mathbf{r})=\dot{x}_{1} \mathbf{i}_{1}+\dot{x}_{2} \mathbf{i}_{2}+\dot{x}_{3} \mathbf{i}_{3} \tag{1.2}
\end{equation*}
$$

where ( ${ }^{\cdot}$ ) denotes differentiation with respect to time and $\dot{x}_{1}, \dot{x}_{2}$, and $\dot{x}_{3}$ are the Cartesian components of the velocity vector.

The acceleration of the particle is defined to be the time derivative of the velocity vector, that is,

$$
\begin{equation*}
\mathbf{a}=\frac{d}{d t}(\mathbf{v})=\ddot{x}_{1} \mathbf{i}_{1}+\ddot{x}_{2} \mathbf{i}_{2}+\ddot{x}_{3} \mathbf{i}_{3} \tag{1.3}
\end{equation*}
$$

where $\mathbf{a}$ is the acceleration vector and $\ddot{x}_{1}, \ddot{x}_{2}$, and $\ddot{x}_{3}$ are the Cartesian components of the acceleration vector. Using vector notation, the position vector of the particle in terms of the Cartesian coordinates can be written as

$$
\mathbf{r}=\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]^{\mathrm{T}}
$$

while the velocity and acceleration vectors are given by

$$
\begin{aligned}
\mathbf{v}=\frac{d \mathbf{r}}{d t} & =\left[\begin{array}{lll}
\frac{d x_{1}}{d t} & \frac{d x_{2}}{d t} & \frac{d x_{3}}{d t}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{lll}
\dot{x}_{1} & \dot{x}_{2} & \dot{x}_{3}
\end{array}\right]^{\mathrm{T}} \\
\mathbf{a}=\frac{d \mathbf{v}}{d t} & =\frac{d^{2} \mathbf{r}}{d t^{2}}=\left[\begin{array}{lll}
\frac{d^{2} x_{1}}{d t^{2}} & \frac{d^{2} x_{2}}{d t^{2}} & \frac{d^{2} x_{3}}{d t^{2}}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{lll}
\ddot{x}_{1} & \ddot{x}_{2} & \ddot{x}_{3}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$



Figure 1.7 Cylindrical coordinates.

The set of coordinates that can be used to define the particle position is not unique. In addition to the Cartesian representation, other sets of coordinates can be used for the same purpose. In Fig. 7, the position of particle $p$ can be defined using the three cylindrical coordinates, $r, \phi$, and $z$, while in Fig. 8, the particle position is identified using the spherical coordinates $r, \theta$, and $\phi$. In many situations, however, it is useful to obtain kinematic relationships between different sets of coordinates. For instance, if we consider the planar motion of a particle $p$ in a circular path as shown in Fig. 9, the position vector of the particle can be written in the fixed coordinate system $\mathbf{X}_{1} \mathbf{X}_{2}$ as

$$
\mathbf{r}=\left[\begin{array}{ll}
x_{1} & x_{2}
\end{array}\right]^{\mathrm{T}}=x_{1} \mathbf{i}_{1}+x_{2} \mathbf{i}_{2}
$$

where $x_{1}$ and $x_{2}$ are the coordinates of the particle and $\mathbf{i}_{1}$ and $\mathbf{i}_{2}$ are unit vectors along the fixed axes $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$, respectively. In terms of the polar coordinates $r$ and $\theta$, the components $x_{1}$ and $x_{2}$ are given by

$$
x_{1}=r \cos \theta, \quad x_{2}=r \sin \theta
$$

and the vector $\mathbf{r}$ can be expressed as

$$
\mathbf{r}=r \cos \theta \mathbf{i}_{1}+r \sin \theta \mathbf{i}_{2}
$$



Figure 1.8 Spherical coordinates.


Figure 1.9 Circular motion of a particle.

Since $r$ in this example is constant, and $\mathbf{i}_{1}$ and $\mathbf{i}_{2}$ are fixed vectors, the velocity of the particle is given by

$$
\mathbf{v}=\frac{d \mathbf{r}}{d t}=r \dot{\theta}\left(-\sin \theta \mathbf{i}_{1}+\cos \theta \mathbf{i}_{2}\right)
$$

and the acceleration vector $\mathbf{a}$ is given by

$$
\mathbf{a}=\frac{d \mathbf{v}}{d t}=r \ddot{\theta}\left(-\sin \theta \mathbf{i}_{1}+\cos \theta \mathbf{i}_{2}\right)+r(\dot{\theta})^{2}\left(-\cos \theta \mathbf{i}_{1}-\sin \theta \mathbf{i}_{2}\right)
$$

One can verify that this equation can be written in the following compact vector form:

$$
\mathbf{a}=\boldsymbol{\alpha} \times \mathbf{r}+\boldsymbol{\omega} \times \mathbf{v}
$$

where $\boldsymbol{\omega}$ and $\boldsymbol{\alpha}$ are the vectors

$$
\omega=\dot{\theta} \mathbf{i}_{3}, \quad \alpha=\ddot{\theta} \mathbf{i}_{3}
$$

One may also define the position vector of $p$ in the moving coordinate system $\mathbf{X}_{r} \mathbf{X}_{\theta}$. Let, as shown in Fig. 9, $\mathbf{i}_{r}$ and $\mathbf{i}_{\theta}$ be unit vectors along the axes $\mathbf{X}_{r}$ and $\mathbf{X}_{\theta}$, respectively. It can be verified that these two unit vectors can be written in terms of the unit vectors along the fixed axes as

$$
\begin{aligned}
& \mathbf{i}_{r}=\cos \theta \mathbf{i}_{1}+\sin \theta \mathbf{i}_{2} \\
& \mathbf{i}_{\theta}=-\sin \theta \mathbf{i}_{1}+\cos \theta \mathbf{i}_{2}
\end{aligned}
$$

and their time derivatives can be written as

$$
\begin{aligned}
& \dot{\mathbf{i}}_{r}=\frac{d \mathbf{i}_{r}}{d t}=-\dot{\theta} \sin \theta \mathbf{i}_{1}+\dot{\theta} \cos \theta \mathbf{i}_{2}=\dot{\theta} \mathbf{i}_{\theta} \\
& \dot{\mathbf{i}}_{\theta}=\frac{d \mathbf{i}_{\theta}}{d t}=-\dot{\theta} \cos \theta \mathbf{i}_{1}-\dot{\theta} \sin \theta \mathbf{i}_{2}=-\dot{\theta} \mathbf{i}_{r}
\end{aligned}
$$

The position vector of the particle in the moving coordinate system can be defined as

$$
\mathbf{r}=r \mathbf{i}_{r}
$$

Using this equation, the velocity vector of particle $p$ is given by

$$
\mathbf{v}=\frac{d \mathbf{r}}{d t}=\frac{d r}{d t} \mathbf{i}_{r}+r \frac{d \mathbf{i}_{r}}{d t}
$$

Since the motion of point $p$ is in a circular path, $d r / d t=0$, and the velocity vector $\mathbf{v}$ reduces to

$$
\mathbf{v}=r \frac{d \mathbf{i}_{r}}{d t}=r \dot{\theta} \mathbf{i}_{\theta}
$$

which shows that the velocity vector of the particle is always tangent to the circular path. The acceleration vector $\mathbf{a}$ is also given by

$$
\mathbf{a}=\frac{d \mathbf{v}}{d t}=r \ddot{\theta} \mathbf{i}_{\theta}+r \dot{\theta} \frac{d \mathbf{i}_{\theta}}{d t}=r \ddot{\theta} \mathbf{i}_{\theta}-r(\dot{\theta})^{2} \mathbf{i}_{r}
$$

The first term, $r \ddot{\theta}$, is called the tangential component of the acceleration, while the second term, $-r(\dot{\theta})^{2}$, is called the normal component.

Particle Dynamics The study of Newtonian mechanics is based on Newton's three laws, which are used to study particle mechanics. Newton's first law states that a particle remains in its state of rest, or of uniform motion in a straight line if there are no forces acting on the particle. This means that the particle can be accelerated if and only if there is a force acting on the particle. Newton's third law, which is sometimes called the law of action and reaction, states that to every action there is an equal and opposite reaction; that is, when two particles exert forces on one another, these forces will be equal in magnitude and opposite in direction. Newton's second law, which is called the law of motion, states that the force that acts on a particle and causes its motion is equal to the rate of change of momentum of the particle, that is

$$
\begin{equation*}
\mathbf{F}=\dot{\mathbf{P}} \tag{1.4}
\end{equation*}
$$

where $\mathbf{F}$ is the vector of forces acting on the particle and $\mathbf{P}$ is the linear momentum of the particle, which can be written as

$$
\begin{equation*}
\mathbf{P}=m \mathbf{v} \tag{1.5}
\end{equation*}
$$

where $m$ is the mass and $\mathbf{v}$ is the velocity vector of the particle. Equations 4 and 5 imply that

$$
\begin{equation*}
\mathbf{F}=\frac{d}{d t}(m \mathbf{v}) \tag{1.6}
\end{equation*}
$$

In nonrelativistic mechanics, the mass $m$ is constant and as a consequence, Eq. 6 leads to

$$
\begin{equation*}
\mathbf{F}=m \frac{d \mathbf{v}}{d t}=m \mathbf{a} \tag{1.7}
\end{equation*}
$$

where $\mathbf{a}$ is the acceleration vector of the particle. Equation 7 is a vector equation that has the three scalar components

$$
F_{1}=m a_{1}, \quad F_{2}=m a_{2}, \quad F_{3}=m a_{3}
$$

where $F_{1}, F_{2}$, and $F_{3}$ and $a_{1}, a_{2}$, and $a_{3}$ are, respectively, the components of the vectors $\mathbf{F}$ and $\mathbf{a}$ defined in the global coordinate system. The vector $m \mathbf{a}$ is sometimes called the inertia or the effective force vector.

### 1.4 RIGID BODY MECHANICS

Unlike particles, rigid bodies have distributed masses. The configuration of a rigid body in space can be identified by using six coordinates. Three coordinates describe the body translation, and three coordinates define the orientation of the body. Figure 10 shows a rigid body denoted as body $i$ in a three-dimensional space. Let $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ be a coordinate system that is fixed in time, and let $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ be a body coordinate system or body reference whose origin is rigidly attached to a point on the rigid body. The global position of an arbitrary point $P^{i}$ on the body can be defined as

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{R}^{i}+\mathbf{u}^{i} \tag{1.8}
\end{equation*}
$$

where $\mathbf{r}^{i}=\left[r_{1}^{i} r_{2}^{i} r_{3}^{i}\right]^{\mathrm{T}}$ is the global position of point $P^{i}, \mathbf{R}^{i}=\left[R_{1}^{i} R_{2}^{i} R_{3}^{i}\right]^{\mathrm{T}}$ is the global position vector of the origin $O^{i}$ of the body reference, and $\mathbf{u}^{i}=\left[u_{1}^{i} u_{2}^{i} u_{3}^{i}\right]^{\mathrm{T}}$ is the position vector of point $P^{i}$ with respect to $O^{i}$. Since an assumption is made that the body is rigid, the distance between points $P^{i}$ and $O^{i}$ remains constant during the motion of the body; that is, the components of the vector $\mathbf{u}^{i}$ in the body coordinate system are known and constant. The vectors $\mathbf{r}^{i}$ and $\mathbf{R}^{i}$, however, are defined in the global coordinate system; therefore, it is important to be able to express the vector $\mathbf{u}^{i}$ in terms of its components along the fixed global axes. To this end, one needs to define the orientation of the body coordinate system with respect to the global frame of reference. A transformation between these two coordinate systems can be developed in terms of a set of rotational coordinates. However, this set of rotational coordinates


Figure 1.10 Rigid body mechanics.


Figure 1.11 Rigid body displacements.
is not unique, and many representations can be found in the literature. In Chapter 2 we develop the transformation matrix that can be used to transform vectors defined in the body coordinate systems to vectors defined in the global coordinate system and vice versa. We also introduce some of the most commonly used orientational coordinates such as Euler angles, Euler parameters, Rodriguez parameters, and the direction cosines. In some of these representations more than three orientational coordinates are used. In such cases, the orientational coordinates are not totally independent, since they are related by a set of algebraic equations.

Since Eq. 8 describes the global position of an arbitrary point on the body, the body configuration can be completely defined, provided the components of the vectors in the right-hand side of this equation are known. This equation implies that the general motion of a rigid body is equivalent to a translation of one point, say, $O^{i}$, plus a rotation. A rigid body is said to experience pure translation if the displacements of any two points on the body are the same. A rigid body is said to experience a pure rotation about an axis called the axis of rotation, if the particles forming the rigid body move in parallel planes along circles centered on the same axis. Figure 11 shows the translational and rotational motion of a rigid body. It is clear from Fig. 11(b) that in the case of pure rotation, points on the rigid body located on the axis of rotation have zero displacements, velocities, and accelerations. A pure rotation can be obtained if we fix one point on the body, called the base point. This will eliminate the translational degrees of freedom of the body. This is, in fact, Euler's theorem, which states that the general displacements of a rigid body with one point fixed is a rotation about some axis that passes through that point. If no point is fixed, the general motion of a rigid body is given by Chasles' theorem, which states that the most general motion of a rigid body is equivalent to a translation of a point on the body plus a rotation about an axis passing through that point.

Kinematic Equations In two-dimensional analysis, the configuration of the rigid body can be identified by using three coordinates; two coordinates define the translation of a point on the body, and one coordinate defines the orientation of the body with respect to a selected inertial frame of reference. For instance, consider the planar rigid body denoted as body $i$ and shown in Fig. 12. Let $\mathbf{X}_{1} \mathbf{X}_{2}$ be


Figure 1.12 Absolute Cartesian coordinates.
the fixed frame of reference and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i}$ be the body reference whose origin is point $O^{i}$, which is rigidly attached to the body. The vector $\mathbf{R}^{i}=\left[R_{1}^{i} R_{2}^{i}\right]^{\mathrm{T}}$ describes the translation of the origin of the body reference, while the angle $\theta^{i}$ describes the body orientation. The set of Cartesian coordinates $\mathbf{q}_{r}^{i}$ defined as

$$
\mathbf{q}_{r}^{i}=\left[\begin{array}{lll}
R_{1}^{i} & R_{2}^{i} & \theta^{i} \tag{1.9}
\end{array}\right]^{\mathrm{T}}
$$

can then be used to define the body configuration; that is, the position, velocity, and acceleration of an arbitrary point on the body can be written in terms of these coordinates. Let $P^{i}$ be an arbitrary point on the rigid body $i$ and $\mathbf{i}_{1}^{i}$ and $\mathbf{i}_{2}^{i}$ be unit vectors along the body axes $\mathbf{X}_{1}^{i}$ and $\mathbf{X}_{2}^{i}$, respectively. The position vector of point $P^{i}$ can be defined as

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{R}^{i}+\mathbf{u}^{i} \tag{1.10}
\end{equation*}
$$

where $\mathbf{r}^{i}=\left[r_{1}^{i} r_{2}^{i}\right]^{\mathrm{T}}$ is the global position of the point $P^{i}$ and $\mathbf{u}^{i}=\left[\bar{u}_{1}^{i} \bar{u}_{2}^{i}\right]^{\mathrm{T}}$ is the position of $P^{i}$ in the body coordinate system; that is

$$
\begin{equation*}
\mathbf{u}^{i}=\bar{u}_{1}^{i} \mathbf{i}_{1}^{i}+\bar{u}_{2}^{i} \mathbf{i}_{2}^{i} \tag{1.11}
\end{equation*}
$$

where $\bar{u}_{1}^{i}$ and $\bar{u}_{2}^{i}$ are constant because the body is assumed to be rigid. In order to obtain the velocity vector of point $P^{i}$ we differentiate Eq. 10 with respect to time. This yields

$$
\begin{equation*}
\mathbf{v}^{i}=\frac{d \mathbf{r}^{i}}{d t}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{u}}^{i} \tag{1.12}
\end{equation*}
$$

where $\dot{\mathbf{u}}^{i}$ can be obtained by differentiating Eq. 11. Then

$$
\begin{equation*}
\dot{\mathbf{u}}^{i}=\bar{u}_{1}^{i} \frac{d \mathbf{i}_{1}^{i}}{d t}+\bar{u}_{2}^{i} \frac{d \mathbf{i}_{2}^{i}}{d t}=\bar{u}_{1}^{i} \dot{\theta}^{i} \mathbf{i}_{2}^{i}-\bar{u}_{2}^{i} \dot{\theta}^{i} \mathbf{i}_{1}^{i} \tag{1.13}
\end{equation*}
$$

We define $\boldsymbol{\omega}^{i}$, the angular velocity vector of body $i$, as

$$
\boldsymbol{\omega}^{i}=\dot{\theta}^{i} \mathbf{i}_{3}^{i}
$$

where $\mathbf{i}_{3}^{i}$ is a unit vector that passes through point $O^{i}$ and is perpendicular to $\mathbf{i}_{1}^{i}$ and $\mathbf{i}_{2}^{i}$. One can verify that

$$
\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}=\left|\begin{array}{ccc}
\mathbf{i}_{1}^{i} & \mathbf{i}_{2}^{i} & \mathbf{i}_{3}^{i}  \tag{1.14}\\
0 & 0 & \dot{\theta}^{i} \\
\bar{u}_{1}^{i} & \bar{u}_{2}^{i} & 0
\end{array}\right|=-\bar{u}_{2}^{i} \dot{\theta}^{i} \mathbf{i}_{1}^{i}+\bar{u}_{1}^{i} \dot{\theta}^{i} \mathbf{i}_{2}^{i}
$$

Comparing Eqs. 13 and 14, we conclude that

$$
\begin{equation*}
\dot{\mathbf{u}}^{i}=\boldsymbol{\omega}^{i} \times \mathbf{u}^{i} \tag{1.15}
\end{equation*}
$$

Substituting Eq. 15 into Eq. 12 leads to

$$
\begin{equation*}
\mathbf{v}^{i}=\dot{\mathbf{R}}^{i}+\boldsymbol{\omega}^{i} \times \mathbf{u}^{i} \tag{1.16}
\end{equation*}
$$

which shows that the velocity of an arbitrary point on the rigid body can be written in terms of time derivatives of the coordinates $\mathbf{q}_{r}^{i}=\left[\mathbf{R}^{i \mathrm{~T}} \theta^{i}\right]^{\mathrm{T}}$.

By differentiating Eq. 16 with respect to time, an expression for the acceleration vector can be obtained in terms of the coordinates $\mathbf{q}_{r}^{i}$ and their time derivatives as follows:

$$
\mathbf{a}^{i}=\frac{d \mathbf{v}^{i}}{d t}=\ddot{\mathbf{R}}^{i}+\dot{\boldsymbol{\omega}}^{i} \times \mathbf{u}^{i}+\boldsymbol{\omega}^{i} \times \dot{\mathbf{u}}^{i}
$$

If we define the angular acceleration vector $\boldsymbol{\alpha}^{i}$ of body $i$ as

$$
\alpha^{i}=\ddot{\theta}^{i} \mathbf{i}_{3}^{i}
$$

and use Eq. 14, the acceleration vector of point $P^{i}$ can be written in the familiar vector form as

$$
\begin{equation*}
\mathbf{a}^{i}=\ddot{\mathbf{R}}^{i}+\boldsymbol{\alpha}^{i} \times \mathbf{u}^{i}+\boldsymbol{\omega}^{i} \times\left(\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}\right) \tag{1.17}
\end{equation*}
$$

where $\ddot{\mathbf{R}}^{i}$ is the acceleration of the origin of the body reference. The term $\boldsymbol{\alpha}^{i} \times \mathbf{u}^{i}$ is the tangential component of the acceleration of point $P^{i}$ with respect to $O^{i}$. This component has magnitude $\ddot{\theta}^{i} u^{i}$ and has direction perpendicular to both vectors $\boldsymbol{\alpha}^{i}$ and $\mathbf{u}^{i}$. The term $\boldsymbol{\omega}^{i} \times\left(\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}\right)$ is called the normal component of the acceleration of $P^{i}$ with respect to $O^{i}$. This component has magnitude $\left(\dot{\theta}^{i}\right)^{2} u^{i}$ and is directed from $P^{i}$ to $O^{i}$. In the spatial analysis, similar expressions for the velocity and acceleration of an arbitrary point on the body can be obtained.

Rigid Body Dynamics The dynamic equations that govern the motion of rigid bodies can be systematically obtained from the particle equations by assuming that the rigid body consists of a large number of particles. It can be demonstrated that the unconstrained three-dimensional motion of the rigid body can be described using six equations; three equations are associated with the translation of the rigid body, and three equations are associated with the body rotation. If a centroidal body coordinate system is used, the translational equations are called Newton equations, while the rotational equations are called Euler equations. Newton-Euler equations
which are expressed in terms of the accelerations and forces acting on the body can be used to describe an arbitrary rigid body motion. These general equations are derived in Chapter 3.

In the special case of planar motion, the Newton-Euler equations reduce to three scalar equations that can be written, for body $i$ in the multibody system, as

$$
\left.\begin{array}{rl}
m^{i} \mathbf{a}^{i} & =\mathbf{F}^{i}  \tag{1.18}\\
J^{i} \ddot{\theta}^{i} & =M^{i}
\end{array}\right\}
$$

where $m^{i}$ is the total mass of the rigid body, $\mathbf{a}^{i}$ is a two-dimensional vector that defines the absolute acceleration of the center of mass of the body, $\mathbf{F}^{i}$ is the vector of forces acting on the body center of mass, $J^{i}$ is the mass moment of inertia defined with respect to the center of mass, $\theta^{i}$ is the angle that defines the orientation of the body, and $M^{i}$ is the moment acting on the body. As will be demonstrated in Chapter 3, the choice of the center of mass as the origin of the body coordinate system leads to significant simplifications in the form of the dynamic equations. As the result of such a choice of the body reference, Newton-Euler equations have no inertia coupling between the translational and rotational coordinates of the rigid body. Such a decoupling of the coordinates becomes more difficult when deformable bodies are considered.

### 1.5 DEFORMABLE BODIES

In rigid body analysis, there is no distinction between the kinematics of the body and the kinematics of its reference. We have seen that the set of coordinates that define the location and orientation of the body reference is sufficient for definition of the location of an arbitrary point on the rigid body. This is mainly because the distance between two points on a rigid body remains invariant. This is not the case, however, when deformable bodies are considered. Two arbitrary points on a deformable body move relative to each other, and consequently the reference coordinates are no longer sufficient to describe the kinematics of deformable bodies. In fact, an infinite number of coordinates are required in order to define the exact position of each point on the deformable body. For instance, consider the deformable body $i$ shown in Fig. 13 and let $O^{i}$ and $P^{i}$ be two arbitrary points on the body before displacement. After displacement, points $O^{i}$ and $P^{i}$ occupy the new positions $O_{1}^{i}$ and $P_{1}^{i}$, respectively. In order to be able to measure the relative motion between these two points, we assign to this deformable body a body coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ whose origin is rigidly attached to point $O^{i}$; that is, the origin of this body reference has the same translational displacements as point $O^{i}$, as shown in Fig. 13. Here we employ body-fixed axes for simplicity. To determine the change in the distance between points $O^{i}$ and $P^{i}$ due to the body displacement, we draw a rigid line element represented by the vector $\mathbf{u}_{o}^{i}$ emanating from point $O^{i}$ that has the same magnitude and direction as the vector between the two points $O^{i}$ and $P^{i}$ in the undeformed state. Furthermore, we assume that this rigid line element $\mathbf{u}_{o}^{i}$ has no translational or rotational displacement with respect to the body coordinate system; that is, the components of the vector $\mathbf{u}_{o}^{i}$ are constant in the local coordinate system during the motion of the deformable body.


Figure 1.13 Deformation of the deformable body $i$.

Even though the vector $\mathbf{u}_{o}^{i}$ is an imaginary line, it represents the position vector of $P^{i}$ in the body coordinate system in the undeformed state and serves as a means for defining the deformation of point $P^{i}$ as shown in Fig. 14. One can then write an expression for the position vector of point $P^{i}$ as

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{R}^{i}+\mathbf{u}_{o}^{i}+\mathbf{u}_{f}^{i} \tag{1.19}
\end{equation*}
$$

where $\mathbf{R}^{i}=\left[\begin{array}{lll}R_{1}^{i} & R_{2}^{i} & R_{3}^{i}\end{array}\right]^{\mathrm{T}}$ is the position vector of point $O^{i}, \mathbf{u}_{o}^{i}$ is the undeformed local position of point $P^{i}$, and $\mathbf{u}_{f}^{i}$ is the deformation vector at this point. While the components of the vector $\mathbf{u}_{o}^{i}$ in the body coordinate system are constant, the components of the vector $\mathbf{u}_{f}^{i}$ in the body coordinate system are time- and spacedependent. Consequently, the dynamic formulation of such systems leads to a set of partial differential equations that are space- and time-dependent. The exact solutions of these equations require an infinite number of coordinates that can be used to define the location of each point on the deformable body. To avoid the computational difficulties encountered in dealing with infinite dimensional spaces, approximation techniques such as Rayleigh-Ritz methods and the finite-element methods are often employed to reduce the number of coordinates to a finite set.


Figure 1.14 Coordinates of deformable bodies.


Figure 1.15 Planar motion of deformable bodies.

It is clear from Eq. 19 that the position vector of an arbitrary point on a deformable body is different from the rigid body case by the deformation vector $\mathbf{u}_{f}^{i}$. It is often convenient to define the deformation vector $\mathbf{u}_{f}^{i}$ and the undeformed position vector $\mathbf{u}_{o}^{i}$ in the body coordinate system. For instance, consider the planar motion of the deformable body shown in Fig. 15. The location of the origin of the body reference may be defined by the vector $\mathbf{R}^{i}=\left[R_{1}^{i} R_{2}^{i}\right]^{\mathrm{T}}$, while the orientation of this reference is described by the angle $\theta^{i}$. Let $\mathbf{i}_{1}^{i}$ and $\mathbf{i}_{2}^{i}$ be unit vectors along the body axes. The undeformed position vector $\mathbf{u}_{o}^{i}$ and the deformation $\mathbf{u}_{f}^{i}$ can be written as

$$
\begin{align*}
\mathbf{u}_{o}^{i} & =\bar{u}_{o 1}^{i} \mathbf{i}_{1}^{i}+\bar{u}_{o 2}^{i} \mathbf{i}_{2}^{i}  \tag{1.20}\\
\mathbf{u}_{f}^{i} & =\bar{u}_{f 1}^{i} \mathbf{i}_{1}^{i}+\bar{u}_{f 2}^{i} \mathbf{i}_{2}^{i} \tag{1.21}
\end{align*}
$$

where $\bar{u}_{o 1}^{i}$ and $\bar{u}_{o 2}^{i}$, and $\bar{u}_{f 1}^{i}$ and $\bar{u}_{f 2}^{i}$ are, respectively, the components of the vectors $\mathbf{u}_{o}^{i}$ and $\mathbf{u}_{f}^{i}$ defined in the body coordinate system. The components $\bar{u}_{o 1}^{i}$ and $\bar{u}_{o 2}^{i}$ are not functions of time, while the components $\bar{u}_{f 1}^{i}$ and $\bar{u}_{f 2}^{i}$ depend on the location of point $P^{i}$ as well as time. Keeping this in mind and differentiating Eqs. 20 and 21 with respect to time leads to

$$
\begin{aligned}
\dot{\mathbf{u}}_{o}^{i} & =\bar{u}_{o 1}^{i} \frac{d \mathbf{i}_{1}^{i}}{d t}+\bar{u}_{o 2}^{i} \frac{d \mathbf{i}_{2}^{i}}{d t}=\bar{u}_{o 1}^{i} \dot{\theta}^{i} \mathbf{i}_{2}^{i}-\bar{u}_{o 2}^{i} \dot{\theta}^{i} \mathbf{i}_{1}^{i} \\
\dot{\mathbf{u}}_{f}^{i} & =\bar{u}_{f 1}^{i} \frac{d \mathbf{i}_{1}^{i}}{d t}+\bar{u}_{f 2}^{i} \frac{d \mathbf{i}_{2}^{i}}{d t}+\dot{\bar{u}}_{f 1}^{i} \mathbf{i}_{1}^{i}+\dot{\bar{u}}_{f 2}^{i} \mathbf{i}_{2}^{i} \\
& =\bar{u}_{f 1}^{i} \dot{\theta}^{i} \mathbf{i}_{2}^{i}-\bar{u}_{f 2}^{i} \dot{\theta}^{i} \mathbf{i}_{1}^{i}+\dot{\bar{u}}_{f 1}^{i} \mathbf{i}_{1}^{i}+\dot{\bar{u}}_{f 2}^{i} \mathbf{i}_{2}^{i}
\end{aligned}
$$

If we define the angular velocity vector $\boldsymbol{\omega}^{i}$ of the body reference as

$$
\boldsymbol{\omega}^{i}=\dot{\theta}^{i} \mathbf{i}_{3}^{i}
$$

we can write $\dot{\mathbf{u}}_{o}^{i}$ and $\dot{\mathbf{u}}_{f}^{i}$ as

$$
\begin{align*}
\dot{\mathbf{u}}_{o}^{i} & =\boldsymbol{\omega}^{i} \times \mathbf{u}_{o}^{i}  \tag{1.22}\\
\dot{\mathbf{u}}_{f}^{i} & =\boldsymbol{\omega}^{i} \times \mathbf{u}_{f}^{i}+\left(\dot{\mathbf{u}}_{f}^{i}\right)_{r} \tag{1.23}
\end{align*}
$$

where $\left(\dot{\mathbf{u}}_{f}^{i}\right)_{r}$ is the vector

$$
\left(\dot{\mathbf{u}}_{f}^{i}\right)_{r}=\dot{\bar{u}}_{f 1}^{i} i_{1}^{i}+\dot{\bar{u}}_{f 2}^{i} \mathbf{i}_{2}^{i}
$$

Differentiating Eq. 19 with respect to time and using Eqs. 22 and 23, one obtains an expression for the velocity vector of an arbitrary point on the deformable body as

$$
\begin{aligned}
\mathbf{v}^{i} & =\dot{\mathbf{r}}^{i}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{u}}_{o}^{i}+\dot{\mathbf{u}}_{f}^{i} \\
& =\dot{\mathbf{R}}^{i}+\boldsymbol{\omega}^{i} \times \dot{\mathbf{u}}_{o}^{i}+\boldsymbol{\omega}^{i} \times \mathbf{u}_{f}^{i}+\left(\dot{\mathbf{u}}_{f}^{i}\right)_{r}
\end{aligned}
$$

or

$$
\begin{equation*}
\mathbf{v}^{i}=\dot{\mathbf{R}}^{i}+\boldsymbol{\omega}^{i} \times\left(\mathbf{u}_{o}^{i}+\mathbf{u}_{f}^{i}\right)+\left(\dot{\mathbf{u}}_{f}^{i}\right)_{r} \tag{1.24}
\end{equation*}
$$

By comparing Eqs. 16 and 24, we see a clear difference between the velocity expressions for rigid and deformable bodies. The vector $\left(\dot{\mathbf{u}}_{f}^{i}\right)_{r}$ represents the rate of change of the deformation vector as seen by an observer stationed on the body.

The acceleration vector of an arbitrary point in the planar analysis can be obtained by differentiating Eq. 24 with respect to time. One can verify that this acceleration vector is given by

$$
\begin{equation*}
\mathbf{a}^{i}=\frac{d \mathbf{v}^{i}}{d t}=\ddot{\mathbf{R}}^{i}+\boldsymbol{\omega}^{i} \times\left(\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}\right)+\boldsymbol{\alpha}^{i} \times \mathbf{u}^{i}+2 \boldsymbol{\omega}^{i} \times\left(\dot{\mathbf{u}}_{f}^{i}\right)_{r}+\left(\ddot{\mathbf{u}}_{f}^{i}\right)_{r} \tag{1.25}
\end{equation*}
$$

where $\boldsymbol{\alpha}^{i}$ is the angular acceleration vector of the body $i$ reference defined as

$$
\boldsymbol{\alpha}^{i}=\ddot{\theta}^{i} \mathbf{i}_{3}^{i},
$$

$\mathbf{u}^{i}$ is the local position of the arbitrary point, that is,

$$
\mathbf{u}^{i}=\mathbf{u}_{o}^{i}+\mathbf{u}_{f}^{i}
$$

and $\left(\ddot{\mathbf{u}}_{f}^{i}\right)_{r}$ is the acceleration of the arbitrary point as seen by an observer stationed on the body reference. This component of the acceleration is given by

$$
\begin{equation*}
\left(\ddot{\mathbf{u}}_{f}^{i}\right)_{r}=\ddot{\bar{u}}_{f 1}^{i} \mathbf{i}_{1}^{i}+\ddot{\ddot{u}}_{f 2}^{i} \mathbf{i}_{2}^{i} \tag{1.26}
\end{equation*}
$$

The first three terms in the right-hand side of Eq. 25 are similar to the ones that appeared in the rigid body analysis. The last two terms, however, are due to the deformation of the body.

Equations similar to Eqs. 24 and 25 can be derived in the spatial case. It is apparent, however, that the position, velocity, and acceleration vectors of an arbitrary point on the deformable body depend on how the deformation vector $\mathbf{u}_{f}^{i}$ is defined. This problem is addressed in Chapters 5 and 6 where the floating frame of reference formulation is presented.

### 1.6 CONSTRAINED MOTION

In multibody systems, the motion of the bodies is constrained because of the system mechanical joints such as revolute, spherical, and prismatic joints or specified trajectories. Since six coordinates are required in order to identify the configuration of a rigid body in space, $6 \times n_{b}$ coordinates are required to describe the motion of $n_{b}$
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Figure 1.16 Examples of mechanical joints. (a) Prismatic or translational; (b) revolute; (c) cylindrical; (d) screw joint.
unconstrained bodies. Mechanical joints or specified trajectories reduce the system mobility because the motion of different bodies is no longer independent. Mechanical joints and specified motion trajectories can be described mathematically by using a set of nonlinear algebraic constraint equations. Assuming that these constraint equations are linearly independent, each constraint equation constrains a possible system motion. Therefore, the number of system degrees of freedom is defined to be the number of the system coordinates minus the number of independent constraint equations. For an $n_{b}$ rigid body system with $n_{c}$ independent constraint equations, the number of system degrees of freedom ( $D O F$ ) is given by

$$
\begin{equation*}
D O F=6 \times n_{b}-n_{c} \tag{1.27}
\end{equation*}
$$

This is sometimes called the Kutzbach criterion. Figure 16 shows some of the mechanical joints that appear in many mechanical systems. The prismatic or translational joint (as it is sometimes called) shown in Fig. 16(a) allows only relative translation between the two bodies common to this joint. This relative translational displacement is along an axis called the axis of the prismatic joint. If a set of coordinates in a Cartesian space is used to describe the motion of these two bodies, five kinematic constraints must be imposed in order to allow motion only along the joint axis. These kinematic constraints can be formulated by using a set of algebraic equations that imply that the relative translation between the two bodies along two axes perpendicular to the joint axis as well as the relative rotations between the two bodies must be zero. Similarly, the revolute joint, shown in Fig. 16(b), allows only relative rotation between the two bodies about an axis called the revolute joint axis. One requires five constraint equations: three equations that constrain the relative translation between the two bodies, and two equations that constrain the relative rotation between the two bodies to be only about the joint axis of rotation. Similar comments apply to the cylindrical joint, which allows relative translation and rotation along the joint axis (Fig. 16(c)), and to the screw joint, which has one degree of freedom (Fig. 16(d)).

Another form of the constrained motion is the planar motion wherein the body displacements can be represented in a two-dimensional Cartesian space. In this case, as shown in Fig. 12, only three coordinates are required in order to describe the body configuration. Thus the configuration of a set of unconstrained $n_{b}$ bodies in twodimensional space is completely defined using $3 \times n_{b}$ coordinates. Therefore, for a


Figure 1.17 Rolling disk.
system of constrained $n_{b}$ bodies in two-dimensional space, the number of degrees of freedom can be determined using Kutzbach criterion as

$$
\begin{equation*}
D O F=3 \times n_{b}-n_{c} \tag{1.28}
\end{equation*}
$$

where $n_{c}$ is the number of constraint equations that represent mechanical joints in the system as well as specified motion trajectories. One can verify that a revolute joint in plane can be described in Cartesian space using two algebraic constraint equations since the joint has only one degree of freedom that allows relative rotation between the two bodies common to this joint. Similarly, a prismatic joint in planar motion can be described in a mathematical form by using two algebraic constraint equations that allow only relative translation between the two bodies common to this joint along the prismatic joint axis. In the system shown in Fig. 17, a disk rolls on a surface without slipping. In this case the translation of the center of mass and the rotational motion of the disk are not independent. Therefore, the relative motion between the disk and the surface can be described by using only one degree of freedom. If rolling and slipping motions between the disk and the surface occur, then the translation and the rotation of the disk are independent and the relative motion between the disk and the surface can be described by using two degrees of freedom.

Application of the Kutzbach criterion is straightforward. For example, consider the planar slider crank mechanism shown in Fig. 18, which consists of four bodies, the fixed link (ground), the crankshaft $O A$, the connecting $\operatorname{rod} A B$, and the slider block at $B$. The system has three revolute joints and one prismatic joint. These joints are the revolute joint at $O$, which connects the crankshaft to the fixed link; the revolute joint at $A$ between the crankshaft and the connecting rod; the revolute joint at $B$


Fixed link (Ground)
Figure 1.18 Slider crank mechanism.


Figure 1.19 Peaucellier-Lipkin mechanism.
between the connecting rod and the slider block; and the prismatic joint, which allows translation only between the slider block and the fixed link. Since each revolute and/or prismatic joint eliminates two degrees of freedom, and since three constraints are required in order to eliminate the degrees of freedom of the fixed link, one can verify that $n_{c}=11$. Since $n_{b}=4$, the mobility of the mechanism can be determined by using the Kutzbach criterion as

$$
m=3 \times n_{b}-n_{c}=3 \times 4-11=1
$$

That is, the planar multibody slider crank mechanism has one degree of freedom. This means that the motion of the mechanism can be controlled by using only one input. In other words, by specifying one variable, say, the angular rotation of the crankshaft or the travel of the slider block, one must be able to completely identify the system configuration.

Another single degree of freedom multibody system is the Peaucellier mechanism shown in Fig. 19. This mechanism has 8 links and 10 revolute joints and is designed such that point $P$ moves in a straight line. The kinematic constraints include the revolute joint constraints as well as the ground (fixed link) constraints. In this case

$$
n_{b}=8 \quad \text { and } \quad n_{c}=23
$$

By applying the Kutzbach criterion, one concludes that the system has only one degree of freedom and as a result the configuration of the mechanism can be identified by specifying one variable such as the angular rotation of the crankshaft $C D$.

In some particular cases in which some geometric restrictions are imposed, the Kutzbach criterion may not give the correct answer. This is not surprising because in developing the Kutzbach criterion, no consideration was given to the dimension or some geometric properties of the multibody system. Nonetheless, the Kutzbach criterion is easy to apply and remains useful in most applications. It is important, however, to point out that a complete understanding of the kinematics of the multibody system requires the formulation of the nonlinear algebraic constraint equations that describe mechanical joints in the multibody system as well as specified motion trajectories. By studying the properties of the constraint Jacobian matrix one can obtain
useful information about the motion of the multibody system. This is the approach that we will follow in this text in studying the kinematics of multibody systems containing rigid and deformable bodies. In doing so we can introduce the effect of body deformation on the kinematic constraint equations in a systematic and straightforward manner.

### 1.7 COMPUTER FORMULATION AND COORDINATE SELECTION

Much of the current research in multibody dynamics is devoted to the selection of the system coordinates and system degrees of freedom that can be efficiently used to describe the system configuration. A trade-off must be made between the generality and the efficiency of the dynamic formulation. The methods used in the dynamic analysis of multi-rigid-body systems can, in general, be divided into two main approaches. In the first approach, the configuration of the system is identified by using a set of Cartesian coordinates that describe the locations and orientations of the bodies in the system. This approach has the advantage that the dynamic formulation of the equations that govern the motion of the system is straightforward. Moreover, this approach, in general, allows easy additions of complex force functions and constraint equations. For each spatial rigid body in the system, six coordinates are sufficient to describe the body configuration. The configuration of deformable bodies, however, can be identified by using a coupled set of Cartesian and elastic coordinates, where the Cartesian coordinates define the location and orientation of a selected body reference, while elastic coordinates describe the deformation of the body with respect to the body reference. In this approach, connectivity between different bodies can be introduced to the dynamic formulation by using a set of nonlinear algebraic constraint equations.

In the second approach, relative or joint coordinates are used to formulate a minimum number of dynamic equations that are expressed in terms of the system degrees of freedom. In many applications, this approach leads to a complex recursive formulation based on loop closure equations. Unlike the formulation based on the Cartesian coordinates, the incorporation of general forcing functions, constraint equations, and/or specified trajectories in the recursive formulation is difficult. This approach, however, is more desirable in some applications, since a minimum number of coordinates is employed in formulating the dynamic equations.

As compared with rigid body mechanics, the selection of the coordinates in flexible body dynamics represents a more difficult problem. Such a selection is not limited to the use of Cartesian or relative joint coordinates, but it introduces many conceptual problems that we will attempt to clarify in later chapters of this book. As previously pointed out, exact modeling of the dynamics of deformable bodies requires the use of an infinite number of degrees of freedom. Therefore, the first problem encountered in the computer modeling of deformable bodies is the definition of an acceptable model for the deformable body using a finite set of coordinates. In the Rayleigh-Ritz method, this problem is solved by assuming that the shape of deformation of the body can be predicted and approximated using a finite set of


Figure 1.20 Finite element discretization.
known functions that define the body deformation with respect to its reference. By so doing, the dynamics of the deformable body can be modeled using a finite set of elastic coordinates as described in Chapter 5. One of the main problems associated with the Rayleigh-Ritz method is the difficulty of determining these approximation functions when the deformable bodies have complex geometrical shapes. This problem can be solved by using the finite element method. In the finite element method, as shown in Fig. 20, deformable bodies are discretized into small regions called elements that are connected at points called nodes. The coordinates and the spatial derivatives of the coordinates of the nodal points are used as the degrees of freedom. Interpolating polynomials that use the nodal degrees of freedom as coefficients are employed to define the deformation within the element. These interpolating polynomials and the nodal coordinates define the assumed displacement field of the finite element in terms of an element shape function. There are varieties of finite elements with different geometrical shapes that suit most engineering applications and can be used to represent deformable bodies with very complex geometrical shapes. Examples of these elements are truss, beam, rectangular, and triangular elements used in the planar analysis, and beam, plate, solid, tetrahedral, and shell elements used in the three-dimensional analysis. Some of these finite elements are shown in Fig. 21.
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Figure 1.21 Finite elements.

The method of formulating the equations of motion of the deformable body using the finite element depends to a large extent on the nature of the element nodal coordinates and the assumed displacement field. The assumed displacement field of some of the finite elements can be used to describe an arbitrary displacements, and as such, these elements can be used in the large rotation and deformation analysis of flexible bodies. Such elements are not the subject of extensive research. The assumed displacement field of some other elements, as will be discussed in Chapters 6 and 7 , cannot be used to describe large rotations and deformations. These elements are the subject of extensive research in the general field of mechanics. Because these elements do not lend themselves easily to solution of large rotation and deformation problems, several methods have been proposed to solve the problems associated with these elements. These methods can be roughly classified into three different basic formulations: the floating frame of reference formulation, the incremental formulation, and the large rotation vector formulation. These three basic methods are briefly discussed below.

Floating Frame of Reference Formulation The kinematic description used in the floating frame of reference formulation is the same as described in Section 5 of this chapter. In this approach, a coordinate system is assigned to each deformable body, which is discretized using a set of rigidly connected finite elements. The large translation and rotation of the deformable body are described using a set of absolute reference coordinates that define the location and the orientation of the selected deformable body coordinate system. The deformation of the body with respect to its coordinate system is defined using the nodal coordinates of the element. It can be demonstrated that the use of the floating frame of reference formulation leads to exact modeling of the rigid body inertia when the deformation is equal to zero. Furthermore, the finite elements defined in the floating frame of reference formulation lead to zero strain under an arbitrary rigid body motion. While the floating frame of reference formulation is the most widely used method in flexible multibody dynamics, its use has been limited to applications in which the deformation of the body with respect to its coordinate system is assumed small. The finite element floating frame of reference formulation is discussed in more detail in Chapters 5 and 6.

Incremental Formulation The nodal coordinates of many important elements such as beams and plates represent nodal displacements and infinitesimal nodal rotations. The use of the infinitesimal rotations as nodal coordinates leads to a linearization of the kinematic equations of the element. As a consequence, these coordinates cannot be used directly to describe arbitrary large rotations. Furthermore, as the result of using infinitesimal rotations as nodal coordinates, the elements do not produce zero strain under an arbitrary rigid body displacement. In order to minimize the error resulting from the use of these elements in the large rotation problems, an incremental procedure is used to represent large rotations as a sequence of small rotations that can be accurately described using the assumed displacement field of the element. This approach has been widely used by the computational mechanics community to solve large deformation problems in structural system applications.

It can be shown, however, that the use of this procedure does not lead to an exact modeling of the rigid body inertia when the element deformation is equal to zero (Shabana 1997b).

Large Rotation Vector Formulation In an attempt to solve the problems resulting from the use of infinitesimal rotations as nodal coordinates, the large rotation vector formulation was proposed. In this formulation, the rotation of the element cross-section is introduced as a field that can be approximated using interpolating polynomials. In this case, finite rotations are used as nodal coordinates. One of the problems associated with this formulation is the need to interpolate finite rotation coordinates. More significantly, this formulation leads to redundancy in describing the large rotation of the cross-section, since, as demonstrated in Chapter 7, the displacement field that describes the locations of the material points on the element can also be used to define the large rotation of the cross-section of the element.

The floating frame of reference formulation has been successfully used in solving many multibody system applications. It is also implemented in several commercial and research general purpose flexible multibody computer programs. In comparison to the floating frame of reference formulation, the incremental approach and the large rotation vector formulation are not as widely used in solving flexible multibody applications due to the limitations previously mentioned. However, as previously pointed out, the floating frame of reference formulation was mainly used in solving large reference displacement and small deformation problems. In Chapter 7 of this book, a conceptually different formulation called the absolute nodal coordinate formulation is presented. This formulation can be used efficiently for large deformation problems in flexible multibody system applications.

### 1.8 OBJECTIVES AND SCOPE OF THIS BOOK

This book is designed to introduce the elements that are basic for formulating the dynamic equations of motion of rigid and deformable bodies. Emphasis is placed on the generality of the dynamic formulation developed for the computer-aided analysis of general multibody systems containing rigid and deformable bodies. The materials covered in this book are kept at a level suitable for senior undergraduate and firstyear graduate students. Elementary problems and examples are presented in order to demonstrate the basic ideas and concepts presented in this book.

Chapter 2 discusses the kinematics of rigid bodies, or equivalently the kinematics of the rigid frame of reference. In this chapter a rigorous development of the spatial transformation matrix for finite rotations is provided in terms of the four Euler parameters. The exponential form of the transformation matrix and some useful identities are also developed and used to study many of the important properties of this spatial transformation such as the orthogonality and the noncommutativity of the finite rotations. The time derivatives of the rotation matrix are then obtained, and the kinematic relationships between the angular velocity vector and the time derivative of the orientational coordinates are established. We conclude this chapter by providing alternate forms of the spatial transformation matrix. Different orientational coordinates such as

Rodriguez parameters, Euler angles, direction cosines, and the $4 \times 4$ transformation matrix method are used for this purpose.

Chapter 3 presents some analytical techniques for developing the dynamic equations of motion. The concepts of generalized coordinates and degrees of freedom are first introduced. Examples of some algebraic kinematic constraint equations that describe mechanical joints are presented and computer-oriented techniques are provided in order to determine the system-dependent and -independent coordinates. The generalized coordinate partitioning of the constraint Jacobian matrix may be used for this purpose. The concept of virtual work is then introduced and used with D'Alembert's principle to derive Lagrange's equation of motion for mechanical systems subject to holonomic and nonholonomic constraint equations. The equivalence of Lagrange's equation and Newton's second law, however, is demonstrated by some simple examples. Prior to introducing Hamilton's principle, which represents an alternate approach to developing the dynamic equations of motion, some variational techniques are briefly discussed. This chapter concludes by deriving the dynamic equations of motion of general constrained multibody systems consisting of rigid bodies.

Basic concepts and definitions related to the mechanics of deformable bodies are introduced in Chapter 4. In this chapter the kinematics of deformable bodies are first discussed and the strain displacement relationships are developed. The stress components are then written in terms of the surface forces. This leads to the important Cauchy stress formula. The kinematic and stress relationships developed in the first few sections of Chapter 4 are general and can be applied to any kind of material. The stress and strain components, however, are related through the constitutive equations that depend on the material properties. After developing these constitutive equations, we develop the dynamic partial differential equations of equilibrium. We conclude this chapter by developing a general expression for the virtual work of the elastic forces. This expression will be used in chapters that follow. The materials covered in Chapter 4 represent a brief introduction to the classical presentation of the theory of elasticity and continuum mechanics. The concepts and definitions presented in this chapter, however, are essential in the development of the following chapters.

In multibody systems, deformable bodies undergo large translational and rotational displacements. In Chapter 5 approximation techniques such as the RayleighRitz method are used to reduce the partial differential equations to a set of ordinary differential equations. In this chapter the position and velocity vectors of an arbitrary point on the deformable body are expressed in terms of a finite set of coupled reference and elastic coordinates. The velocity vector is then used to develop the kinetic energy, and the deformable body nonlinear mass matrix is identified in terms of a set of inertia shape integrals that depend on the assumed displacement field. These integrals provide a systematic approach for deriving the inertia properties of the deformable bodies that undergo large translational and rotational displacements. It is also shown that the mass matrices that appear in rigid body and structural analysis are special cases of the mass matrix of the deformable body that undergoes large translational and rotational displacements. The nonlinear terms that represent the inertia coupling between the deformable body reference motion and elastic deformation are identified throughout the development. Virtual work of external and elastic forces as well as
kinematic constraint equations that represent mechanical joints and specified trajectories are also expressed in terms of the coupled set of reference and elastic coordinates. The computer implementation of the floating frame of reference formulation is also discussed in Chapter 5.

Two finite element formulations that were introduced and developed by the author are presented in Chapters 6 and 7. In Chapter 6, a finite element Lagrangian formulation for deformable bodies that undergo large translational and rotational displacements is developed. The inertia shape integrals that appear in the mass matrix are developed for each finite element on the deformable body. The body integrals are then developed by summing the integrals of the elements. The use of the formulation presented in this chapter is demonstrated by using two- and three-dimensional beam elements.

In the finite element formulation presented in Chapter 6, infinitesimal rotations can be used as element nodal coordinates. With these types of coordinates, the nonlinear finite element formulation presented in Chapter 6 leads to exact modeling of the rigid body dynamics. In Chapter 7, an absolute nodal coordinate formulation is developed for the large deformation and rotation analysis of flexible bodies. This formulation is conceptually different from the finite element formulation presented in Chapter 6 in the sense that all the element nodal coordinates define absolute variables. In the formulation presented in Chapter 7, no infinitesimal or finite rotations are used as the nodal coordinates for the finite elements. The absolute nodal coordinate formulation is also used in Chapter 7 to demonstrate that the floating frame of reference formulations presented in Chapters 5 and 6 do not lead to a separation of the rigid body motion and the elastic deformation of the flexible bodies.

## 2 REFERENCE KINEMATICS

While a body-fixed coordinate system is commonly employed as a reference for rigid components, a floating coordinate system is suggested for deformable bodies that undergo large rotations. When dealing with rigid body systems, the kinematics of the body is completely described by the kinematics of its coordinate system because the particles of a rigid body do not move with respect to a body-fixed coordinate system. The local position of a particle on the body can then be described in terms of fixed components along the axes of this moving coordinate system. In deformable bodies, on the other hand, particles move with respect to the selected body coordinate system, and therefore, we make a distinction between the kinematics of the coordinate system and the body kinematics.

Fundamental to any presentation of kinematics is an understanding of the rotations in space. This chapter, therefore, is devoted mainly to the development of techniques for describing the orientation of the moving body coordinate system in space. A coordinate system, called hereafter a reference, is a rigid triad vector whose motion can be described by the translation of the origin of the triad and by the rotation about a line defined in the inertial coordinate system. One may then conclude that if the origin of the body reference is fixed with respect to the inertial frame, the only remaining motion is the rotation of the body reference. Therefore, without loss of generality, we fix the origin of the body reference and develop the transformation matrices that describe the orientation of the reference. Having defined those transformation matrices, we later introduce the translation of the origin of the body reference in order to define the global position of an arbitrary point whose position is defined in terms of components along the axes of the moving reference. In so doing, the configuration of the body reference is described by six independent quantities: three translational and three rotational components. This is consistent with Chasles' theorem, which states that the general displacement of a rigid frame may be described by a translation and a rotation about an instantaneous axis of rotation.

### 2.1 ROTATION MATRIX

In multibody systems, the components may undergo large relative translational and rotational displacements. To define the configuration of a body in the multibody system in space, one must be able to determine the location of every point on the body with respect to a selected inertial frame of reference. To this end, it is more convenient to assign for every body in the multibody system a body reference in which the position vectors of the material points can be easily described. The position vectors of these points can then be found in other coordinate systems by defining the relative position and orientation of the body coordinate system with respect to the other coordinate systems. Six variables are sufficient for definition of the position and orientation of one coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ with respect to another coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$. As shown in Fig. 1(a), three variables define the relative translational motion between the two coordinate systems. This relative translational motion can be measured by the position vector of the origin $O^{i}$ of the coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ with respect to the coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$. The orientation of one coordinate system with respect to another can be defined in terms of three independent variables.

Derivation of the Rotation Matrix To develop the transformation that defines the relative orientation between two coordinate systems $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ and $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$, we first - and without loss of generality - assume that the origins of the two coordinate systems coincide as shown in Fig. 1(b). We also assume that the axes of these two coordinate systems are initially parallel. Let the vector $\overline{\mathbf{r}}$ be the position vector of point $\bar{Q}$ whose coordinates are assumed to be fixed in the $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ coordinate system. Therefore, before rotation of the $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ coordinate system relative to the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system, the components of the vector $\overline{\mathbf{r}}$ in both coordinate systems are the same. Let the reference $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ rotate an angle $\theta$ about the axis $O C$ as shown in Fig. 2(a). As the result of this rotation, point $\bar{Q}$ is translated to point $Q$. The position vector of point $Q$ in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system is denoted by $\mathbf{r}$. The change in the position vector of point $\bar{Q}$ due to the rotation $\theta$ is defined by the vector $\Delta \mathbf{r}$ as


Figure 2.1 Coordinate systems.


Figure 2.2 Finite rotation.
shown in Fig. 2(b). It is clear that the vector $\overline{\mathbf{r}}$ as a result of application of the rotation $\theta$ about the axis of rotation $O C$ is transformed to the vector $\mathbf{r}$ and the new vector $\mathbf{r}$ can be written as

$$
\begin{equation*}
\mathbf{r}=\overline{\mathbf{r}}+\Delta \mathbf{r} \tag{2.1}
\end{equation*}
$$

The vector $\Delta \mathbf{r}$, as shown in Fig. 2(b), can be written as the sum of the two vectors

$$
\begin{equation*}
\Delta \mathbf{r}=\mathbf{b}_{1}+\mathbf{b}_{2} \tag{2.2}
\end{equation*}
$$

where the vector $\mathbf{b}_{1}$ is drawn perpendicular to the plane $O C \bar{Q}$ and thus has a direction $(\mathbf{v} \times \overline{\mathbf{r}})$, where $\mathbf{v}$ is a unit vector along the axis of rotation $O C$. The magnitude of the vector $\mathbf{b}_{1}$ is given by

$$
\left|\mathbf{b}_{1}\right|=a \sin \theta
$$

From Fig. 2(b), one can see that

$$
a=|\overline{\mathbf{r}}| \sin \alpha=|\mathbf{v} \times \overline{\mathbf{r}}|
$$

Therefore

$$
\begin{equation*}
\mathbf{b}_{1}=a \sin \theta \frac{\mathbf{v} \times \overline{\mathbf{r}}}{|\mathbf{v} \times \overline{\mathbf{r}}|}=(\mathbf{v} \times \overline{\mathbf{r}}) \sin \theta \tag{2.3}
\end{equation*}
$$

The vector $\mathbf{b}_{2}$ in Eq. 2 has a magnitude given by

$$
\left|\mathbf{b}_{2}\right|=a-a \cos \theta=(1-\cos \theta) a=2 a \sin ^{2} \frac{\theta}{2}
$$

The vector $\mathbf{b}_{2}$ is perpendicular to $\mathbf{v}$ and also perpendicular to $D Q$, whose direction is the same as the unit vector $(\mathbf{v} \times \overline{\mathbf{r}}) / a$. Therefore, $\mathbf{b}_{2}$ is the vector

$$
\begin{equation*}
\mathbf{b}_{2}=2 a \sin ^{2} \frac{\theta}{2} \cdot \frac{\mathbf{v} \times(\mathbf{v} \times \overline{\mathbf{r}})}{a}=2[\mathbf{v} \times(\mathbf{v} \times \overline{\mathbf{r}})] \sin ^{2} \frac{\theta}{2} \tag{2.4}
\end{equation*}
$$

Using Eqs. 1-4, one can write

$$
\begin{equation*}
\mathbf{r}=\overline{\mathbf{r}}+(\mathbf{v} \times \overline{\mathbf{r}}) \sin \theta+2[\mathbf{v} \times(\mathbf{v} \times \overline{\mathbf{r}})] \sin ^{2} \frac{\theta}{2} \tag{2.5}
\end{equation*}
$$

By using the identity

$$
\mathbf{v} \times \overline{\mathbf{r}}=\tilde{\mathbf{v}} \tilde{\mathbf{r}}=-\tilde{\mathbf{r}} \mathbf{v}
$$

where $\tilde{\mathbf{v}}$ and $\tilde{\mathbf{r}}$ are skew symmetric matrices given by

$$
\tilde{\mathbf{v}}=\left[\begin{array}{ccc}
0 & -v_{3} & v_{2}  \tag{2.6}\\
v_{3} & 0 & -v_{1} \\
-v_{2} & v_{1} & 0
\end{array}\right], \quad \tilde{\mathbf{r}}=\left[\begin{array}{ccc}
0 & -\bar{r}_{3} & \bar{r}_{2} \\
\bar{r}_{3} & 0 & -\bar{r}_{1} \\
-\bar{r}_{2} & \bar{r}_{1} & 0
\end{array}\right]
$$

in which $v_{1}, v_{2}$, and $v_{3}$ are the components of the unit vector $\mathbf{v}$ and $\bar{r}_{1}, \bar{r}_{2}$, and $\bar{r}_{3}$ are the components of $\overline{\mathbf{r}}$, one can rewrite Eq. 5 in the following form:

$$
\mathbf{r}=\overline{\mathbf{r}}+\tilde{\mathbf{v}} \overline{\mathbf{r}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \overline{\mathbf{r}} \sin ^{2} \frac{\theta}{2}
$$

This equation can be rewritten as

$$
\begin{equation*}
\mathbf{r}=\left[\mathbf{I}+\tilde{\mathbf{v}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2}\right] \overline{\mathbf{r}} \tag{2.7}
\end{equation*}
$$

where $\mathbf{I}$ is a $3 \times 3$ identity matrix. Equation 7 can be written as

$$
\begin{equation*}
\mathbf{r}=\mathbf{A} \overline{\mathbf{r}} \tag{2.8}
\end{equation*}
$$

where $\mathbf{A}=\mathbf{A}(\theta)$ is the $3 \times 3$ rotation matrix given by

$$
\begin{equation*}
\mathbf{A}=\left[\mathbf{I}+\tilde{\mathbf{v}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2}\right] \tag{2.9}
\end{equation*}
$$

This rotation matrix, referred to as the Rodriguez formula, is expressed in terms of the angle of rotation and a unit vector along the axis of rotation. Since $\mathbf{v}$ is a unit vector, the transformation matrix of Eq. 9 can be expressed in terms of three independent parameters.

Euler Parameters The transformation matrix of Eq. 9 can be expressed in terms of the following four Euler parameters:

$$
\left.\begin{array}{ll}
\theta_{0}=\cos \frac{\theta}{2}, & \theta_{1}=v_{1} \sin \frac{\theta}{2}  \tag{2.10}\\
\theta_{2}=v_{2} \sin \frac{\theta}{2}, & \theta_{3}=v_{3} \sin \frac{\theta}{2}
\end{array}\right\}
$$

where the four Euler parameters satisfy the relation

$$
\begin{equation*}
\sum_{k=0}^{3}\left(\theta_{k}\right)^{2}=\boldsymbol{\theta}^{\mathrm{T}} \boldsymbol{\theta}=1 \tag{2.11}
\end{equation*}
$$

where $\theta$ is the vector

$$
\boldsymbol{\theta}=\left[\begin{array}{llll}
\theta_{0} & \theta_{1} & \theta_{2} & \theta_{3} \tag{2.12}
\end{array}\right]^{\mathrm{T}}
$$

Using Eq. 10, the transformation matrix A can be written explicitly in terms of the four Euler parameters of Eq. 11 as

$$
\mathbf{A}=\left[\begin{array}{ccc}
1-2\left(\theta_{2}\right)^{2}-2\left(\theta_{3}\right)^{2} & 2\left(\theta_{1} \theta_{2}-\theta_{0} \theta_{3}\right) & 2\left(\theta_{1} \theta_{3}+\theta_{0} \theta_{2}\right)  \tag{2.13}\\
2\left(\theta_{1} \theta_{2}+\theta_{0} \theta_{3}\right) & 1-2\left(\theta_{1}\right)^{2}-2\left(\theta_{3}\right)^{2} & 2\left(\theta_{2} \theta_{3}-\theta_{0} \theta_{1}\right) \\
2\left(\theta_{1} \theta_{3}-\theta_{0} \theta_{2}\right) & 2\left(\theta_{2} \theta_{3}+\theta_{0} \theta_{1}\right) & 1-2\left(\theta_{1}\right)^{2}-2\left(\theta_{2}\right)^{2}
\end{array}\right]
$$

Using the identity of Eq. 13, an alternative form of the transformation matrix can be obtained as

$$
\mathbf{A}=\left[\begin{array}{ccc}
2\left[\left(\theta_{0}\right)^{2}+\left(\theta_{1}\right)^{2}\right]-1 & 2\left(\theta_{1} \theta_{2}-\theta_{0} \theta_{3}\right) & 2\left(\theta_{1} \theta_{3}+\theta_{0} \theta_{2}\right)  \tag{2.14}\\
2\left(\theta_{1} \theta_{2}+\theta_{0} \theta_{3}\right) & 2\left[\left(\theta_{0}\right)^{2}+\left(\theta_{2}\right)^{2}\right]-1 & 2\left(\theta_{2} \theta_{3}-\theta_{0} \theta_{1}\right) \\
2\left(\theta_{1} \theta_{3}-\theta_{0} \theta_{2}\right) & 2\left(\theta_{2} \theta_{3}+\theta_{0} \theta_{1}\right) & 2\left[\left(\theta_{0}\right)^{2}+\left(\theta_{3}\right)^{2}\right]-1
\end{array}\right]
$$

Note that the vector $\overline{\mathbf{r}}$ in Eq. 8 is the position vector of point $\bar{Q}$, before the rotation, while the vector $\mathbf{r}$ is the position vector of $Q$ after the rotation $\theta$ about the axis $O C$. Equation 8, along with Euler's theorem, which states that the general rotation of a rigid frame is equivalent to a rotation about a fixed axis, may give an insight into the significance of the preceding development when body kinematics is considered. We observe that the rotation matrix of Eq. 9 or its explicit form in terms of Euler parameters $\theta_{0}, \theta_{1}, \theta_{2}$, and $\theta_{3}$ does not depend on the components of the vector $\overline{\mathbf{r}}$. It depends only on the components of the unit vector $\mathbf{v}$ along the axis of rotation as well as the angle of rotation $\theta$. Therefore, any line element that is rigidly connected to the line $O \bar{Q}$ will be transformed by using the same rotation matrix $\mathbf{A}$ of Eq. 9 . One thus concludes that the matrix A of Eq. 9 can be used to describe the rotation of any line rigidly attached to the rotating frame in which $\overline{\mathbf{r}}$ is defined. Therefore, henceforth, we will denote the matrix $\mathbf{A}$ as the rotation matrix or, alternatively, as the transformation matrix of the coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$.

Example 2.1 In the case of a planar motion, one may select the axis of rotation along the unit vector

$$
\mathbf{v}=\left[\begin{array}{lll}
0 & 0 & v_{3}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{\mathrm{T}}
$$

The four Euler parameters of Eq. 10 become

$$
\theta_{0}=\cos \frac{\theta}{2}, \quad \theta_{1}=\theta_{2}=0, \quad \theta_{3}=v_{3} \sin \frac{\theta}{2}=\sin \frac{\theta}{2}
$$

Substituting these values in Eq. 14 leads to

$$
\begin{aligned}
\mathbf{A} & =\left[\begin{array}{ccc}
2\left(\theta_{0}\right)^{2}-1 & -2 \theta_{0} \theta_{3} & 0 \\
2 \theta_{0} \theta_{3} & 2\left(\theta_{0}\right)^{2}-1 & 0 \\
0 & 0 & 2\left[\left(\theta_{0}\right)^{2}+\left(\theta_{3}\right)^{2}\right]-1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
2 \cos ^{2} \frac{\theta}{2}-1 & -2 \cos \frac{\theta}{2} \sin \frac{\theta}{2} & 0 \\
2 \cos \frac{\theta}{2} \sin \frac{\theta}{2} & 2 \cos ^{2} \frac{\theta}{2}-1 & 0 \\
0 & 0 & 2\left(\cos ^{2} \frac{\theta}{2}+\sin ^{2} \frac{\theta}{2}\right)-1
\end{array}\right]
\end{aligned}
$$

Using the trigonometric identities

$$
2 \cos ^{2} \frac{\theta}{2}-1=\cos \theta, \quad 2 \cos \frac{\theta}{2} \sin \frac{\theta}{2}=\sin \theta
$$

one can write the transformation matrix $\mathbf{A}$ in this special case as

$$
\mathbf{A}=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]
$$

which is the familiar transformation matrix in the case of planar motion. Since a vector in the plane is defined by two components, we may delete the last row and the last column in the above transformation matrix $\mathbf{A}$ and write $\mathbf{A}$ as a $2 \times$ 2 matrix as

$$
\mathbf{A}=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

General Displacement The spatial transformation developed in this section is expressed in terms of the angle of rotation and the three components of a unit vector along the axis of rotation. It is clear that these four variables are not totally independent, since the length of a unit vector along the axis of rotation remains constant. Similar comments apply also to the rotation matrix written in terms of the four Euler parameters and given by Eq. 13 or 14 . The four Euler parameters must satisfy the relationship given by Eq. 11. It is, therefore, clear that the orientation of a rigid frame of reference can be completely defined in terms of three independent variables. The three-variable representation, however, suffers from singularity at certain orientations of the rigid frame of reference in space. Some of the most commonly used forms of rotation matrix in terms of three independent parameters will be presented in later sections after we study some of the interesting properties of the spatial transformation.

The general displacement of a body $i$ in the multibody system can be described by a rotation plus a translation. The position vector $\overline{\mathbf{u}}^{i}$ of an arbitrary point $P$ on the rigid body $i$ in the multibody system has a constant component in the body-fixed coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$. If this body undergoes pure rotation, the position vector of point $P$ in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ global frame of reference is defined as shown in Fig. 3 by the vector $\mathbf{u}^{i}$ according to the equation

$$
\mathbf{u}^{i}=\mathbf{A}^{i} \overline{\mathbf{u}}^{i}
$$



Figure 2.3 Coordinates of rigid bodies.
where the superscript $i$ refers to body $i$ in the multibody system and $\mathbf{A}^{i}$ is the rotation matrix that defines the orientation of body $i$ with respect to the coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$. If the body translates in addition to the rotation, the general motion, according to Chasles' theorem, can be described by the translation of a point and a rotation along the axis of rotation. The translation of the body can then be described by the position vector of the origin of the body reference. This position vector will be denoted as $\mathbf{R}^{i}$. Therefore, the global position vector of an arbitrary point on the rigid body can be expressed in terms of the translation and rotation of the body by the vector $\mathbf{r}^{i}$ given by

$$
\mathbf{r}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}
$$

This equation can be used in the position analysis of multibody systems consisting of interconnected rigid bodies as demonstrated by the following simple example.

Example 2.2 Figure 4 shows two robotic arms that are connected by a cylindrical joint that allows relative translational and rotational displacements between the two links. Link 2 rotates and translates relative to link 1 along the axis of the cylindrical joint whose unit vector $\mathbf{v}$ defined in the link 1 coordinate system is given by

$$
\mathbf{v}=\left[\begin{array}{lll}
v_{1} & v_{2} & v_{3}
\end{array}\right]^{\mathrm{T}}=\frac{1}{\sqrt{3}}\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]^{\mathrm{T}}
$$

If the axes of the coordinate systems of the two links are initially the same and if link 2 translates and rotates with respect to link 1 with a constant speed $\dot{R}^{2}=$ $1 \mathrm{~m} / \mathrm{sec}$ and constant angular velocity of $\omega^{2}=0.17453 \mathrm{rad} / \mathrm{sec}$, respectively, determine the position of point $P$ on link 2 in the first link coordinate system after time $t=3 \mathrm{sec}$, where the local position of point $P$ is given by the vector $\overline{\mathbf{u}}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{\mathrm{T}}$.

Solution The distance translated by the origin of the second link coordinate system is given by

$$
R^{2}=\dot{R}^{2} t=(1)(3)=3 \mathrm{~m}
$$



Figure 2.4 Robotic arm.

It follows that the position vector of the origin of link 2 in the first link coordinate system is given by the vector $\mathbf{R}^{2}$ as

$$
\mathbf{R}^{2}=\left[\begin{array}{lll}
R_{1}^{2} & R_{2}^{2} & R_{3}^{2}
\end{array}\right]^{\mathrm{T}}=\sqrt{3}\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]^{\mathrm{T}}
$$

The skew symmetric matrix $\tilde{\mathbf{v}}$ is

$$
\tilde{\mathbf{v}}=\frac{1}{\sqrt{3}}\left[\begin{array}{ccc}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{array}\right]
$$

and

$$
\begin{aligned}
& (\tilde{\mathbf{v}})^{2}=\frac{1}{3}\left[\begin{array}{ccc}
-2 & 1 & 1 \\
1 & -2 & 1 \\
1 & 1 & -2
\end{array}\right] \\
& \sin \theta^{2}=\sin 30^{\circ}=0.5 \\
& \sin ^{2} \frac{\theta^{2}}{2}=\sin ^{2} 15^{\circ}=0.06699
\end{aligned}
$$

Substituting into Eq. 9, one obtains the transformation matrix $\mathbf{A}^{2}$ for link 2 as

$$
\begin{aligned}
\mathbf{A}^{\mathbf{2}} & =\left[I+\tilde{\mathbf{v}} \sin \theta^{2}+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta^{2}}{2}\right] \\
& =\left[\begin{array}{ccc}
0.91068 & -0.24402 & 0.33334 \\
0.33334 & 0.91068 & -0.24402 \\
-0.24402 & 0.33334 & 0.91068
\end{array}\right]
\end{aligned}
$$

The position vector of point $P$ with respect to link 1 is then defined by

$$
\begin{aligned}
\mathbf{r}_{p} & =\mathbf{R}^{2}+\mathbf{A}^{2} \overline{\mathbf{u}} \\
& =\sqrt{3}\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]+\left[\begin{array}{ccc}
0.91068 & -0.24402 & 0.33334 \\
0.33334 & 0.91068 & -0.24402 \\
-0.24402 & 0.33334 & 0.91068
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right] \\
& =1.7321\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]+\left[\begin{array}{c}
-0.24402 \\
0.91068 \\
0.33334
\end{array}\right]=\left[\begin{array}{l}
1.48808 \\
2.64278 \\
2.06544
\end{array}\right] \mathrm{m}
\end{aligned}
$$

### 2.2 PROPERTIES OF THE ROTATION MATRIX

An important property of the rotation matrix is the orthogonality. In the following, a proof of the orthogonality of the rotation matrix is provided and an alternate form of this matrix is presented.

Orthogonality of the Rotation Matrix Note that while $\tilde{\mathbf{v}}$ in Eq. 9 is a skew symmetric matrix (i.e., $\left.\tilde{\mathbf{v}}^{\mathrm{T}}=-\tilde{\mathbf{v}}\right),(\tilde{\mathbf{v}})^{2}$ is a symmetric matrix. In fact, we have the following identities for the matrix $\tilde{\mathbf{v}}$ (Argyris 1982):

$$
\begin{equation*}
(\tilde{\mathbf{v}})^{3}=-\tilde{\mathbf{v}}, \quad(\tilde{\mathbf{v}})^{4}=-(\tilde{\mathbf{v}})^{2}, \quad(\tilde{\mathbf{v}})^{5}=\tilde{\mathbf{v}}, \quad(\tilde{\mathbf{v}})^{6}=(\tilde{\mathbf{v}})^{2} \tag{2.15}
\end{equation*}
$$

which leads to the recurrence relations

$$
\begin{equation*}
(\tilde{\mathbf{v}})^{2 n-1}=(-1)^{n-1} \tilde{\mathbf{v}}, \quad(\tilde{\mathbf{v}})^{2 n}=(-1)^{n-1}(\tilde{\mathbf{v}})^{2} \tag{2.16}
\end{equation*}
$$

By using Eq. 9, one can write

$$
\begin{align*}
\mathbf{A}^{\mathrm{T}} \mathbf{A} & =\left[\mathbf{I}-\tilde{\mathbf{v}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2}\right]\left[\mathbf{I}+\tilde{\mathbf{v}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2}\right] \\
& =\mathbf{I}+4(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2}+4(\tilde{\mathbf{v}})^{4} \sin ^{4} \frac{\theta}{2}-4(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2} \cos ^{2} \frac{\theta}{2} \\
& =\mathbf{A A}^{\mathrm{T}} \tag{2.17}
\end{align*}
$$

which, on using the identities of Eq. 16, can be written as

$$
\begin{equation*}
\mathbf{A}^{\mathrm{T}} \mathbf{A}=\mathbf{I}+4(\tilde{\mathbf{v}})^{4} \sin ^{2} \frac{\theta}{2}\left[\left(\sin ^{2} \frac{\theta}{2}+\cos ^{2} \frac{\theta}{2}\right)-1\right]=\mathbf{I} \tag{2.18}
\end{equation*}
$$

This proves the orthogonality of the transformation matrix $\mathbf{A}$, that is

$$
\begin{equation*}
\mathbf{A}^{\mathrm{T}}=\mathbf{A}^{-1} \tag{2.19}
\end{equation*}
$$

This is an important property of the transformation matrix, which can also be checked by reversing the sense of rotation. This is the case in which we transform $\mathbf{r}$ to $\overline{\mathbf{r}}$. In this case, we replace $\theta$ by $-\theta$ in Eq. 9 , yielding

$$
\mathbf{A}^{-1}=\left[\mathbf{I}-\tilde{\mathbf{v}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2}\right]=\mathbf{A}^{\mathrm{T}}
$$

where the identity $\sin (-\theta)=-\sin \theta$ is utilized.
Therefore, $\overline{\mathbf{r}}$ can be written in terms of the vector $\mathbf{r}$ as

$$
\overline{\mathbf{r}}=\mathbf{A}^{\mathrm{T}} \mathbf{r}
$$

In case of infinitesimal rotations, $\sin \theta$ can be approximated as

$$
\sin \theta=\theta-\frac{(\theta)^{3}}{3!}+\frac{(\theta)^{5}}{5!}+\cdots \approx \theta
$$

Equation 9 yields an approximation of $\mathbf{A}$ as

$$
\mathbf{A} \approx \mathbf{I}+\tilde{\mathbf{v}} \theta
$$

In this special case

$$
\mathbf{A}^{\mathrm{T}}=\mathbf{I}-\tilde{\mathbf{v}} \theta
$$

where $\theta$, as mentioned earlier, is the angle of rotation about the axis of rotation.
Another Form of the Rotation Matrix The transformation matrix in the form given by Eq. 14 can be written as the product of two matrices, each depending linearly on the four Euler parameters $\theta_{0}, \theta_{1}, \theta_{2}$, and $\theta_{3}$. This relation is given by

$$
\begin{equation*}
\mathbf{A}=\mathbf{E} \overline{\mathbf{E}}^{\mathrm{T}} \tag{2.20}
\end{equation*}
$$

where $\mathbf{E}$ and $\overline{\mathbf{E}}$ are $3 \times 4$ matrices given by

$$
\begin{align*}
& \mathbf{E}=\left[\begin{array}{cccc}
-\theta_{1} & \theta_{0} & -\theta_{3} & \theta_{2} \\
-\theta_{2} & \theta_{3} & \theta_{0} & -\theta_{1} \\
-\theta_{3} & -\theta_{2} & \theta_{1} & \theta_{0}
\end{array}\right]  \tag{2.21}\\
& \overline{\mathbf{E}}=\left[\begin{array}{cccc}
-\theta_{1} & \theta_{0} & \theta_{3} & -\theta_{2} \\
-\theta_{2} & -\theta_{3} & \theta_{0} & \theta_{1} \\
-\theta_{3} & \theta_{2} & -\theta_{1} & \theta_{0}
\end{array}\right] \tag{2.22}
\end{align*}
$$

By using the identity of Eq. 11, it can be verified that $\mathbf{E}$ and $\overline{\mathbf{E}}$ satisfy

$$
\begin{align*}
& \mathbf{E E}^{\mathrm{T}}=\overline{\mathbf{E}} \overline{\mathbf{E}}^{\mathrm{T}}=\mathbf{I}  \tag{2.23}\\
& \mathbf{E}^{\mathrm{T}} \mathbf{E}=\overline{\mathbf{E}}^{\mathrm{T}} \overline{\mathbf{E}}=\mathbf{I}_{4}-\theta \theta^{\mathrm{T}} \tag{2.24}
\end{align*}
$$

where $\mathbf{I}_{4}$ is a $4 \times 4$ identity matrix. It follows that

$$
\begin{equation*}
\mathbf{A}^{\mathrm{T}} \mathbf{A}=\overline{\mathbf{E}} \mathbf{E}^{\mathrm{T}} \mathbf{E} \overline{\mathbf{E}}^{\mathrm{T}}=\mathbf{I} \tag{2.25}
\end{equation*}
$$

where the fact that $\overline{\mathbf{E}} \theta=\mathbf{0}$ is used. Equation 25 provides another proof for the orthogonality of the transformation matrix.

Example 2.3 The position vector of a point on a rigid body is given by

$$
\overline{\mathbf{r}}=\left[\begin{array}{lll}
2 & 3 & 4
\end{array}\right]^{\mathrm{T}}
$$

The body rotates an angle $\theta=45^{\circ}$ about an axis of rotation whose unit vector is

$$
\mathbf{v}=\left[\begin{array}{lll}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right]^{\mathrm{T}}
$$

Determine the rotation matrix and the transformed vector.
Solution In this case the skew symmetric matrices $\tilde{\mathbf{v}}$ and $(\tilde{\mathbf{v}})^{2}$ are given by

$$
\tilde{\mathbf{v}}=\frac{1}{\sqrt{3}}\left[\begin{array}{ccc}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{array}\right], \quad(\tilde{\mathbf{v}})^{2}=\frac{1}{3}\left[\begin{array}{ccc}
-2 & 1 & 1 \\
1 & -2 & 1 \\
1 & 1 & -2
\end{array}\right]
$$

For $\theta=45^{\circ}$ one has

$$
\begin{aligned}
& \sin \theta=\sin 45^{\circ}=0.7071 \\
& 2 \sin ^{2} \frac{\theta}{2}=2 \sin ^{2} \frac{45^{\circ}}{2}=0.2929
\end{aligned}
$$

Using Eq. 9 , one can write the transformation matrix as

$$
\begin{aligned}
\mathbf{A}= & {\left[\mathbf{I}+\tilde{\mathbf{v}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2}\right] } \\
= & {\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]+\frac{0.7071}{\sqrt{3}}\left[\begin{array}{ccc}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{array}\right] } \\
& +\frac{0.2929}{3}\left[\begin{array}{ccc}
-2 & 1 & 1 \\
1 & -2 & 1 \\
1 & 1 & -2
\end{array}\right] \\
= & {\left[\begin{array}{ccc}
0.8048 & -0.3106 & 0.5058 \\
0.5058 & 0.8048 & -0.3106 \\
-0.3106 & 0.5058 & 0.8048
\end{array}\right] }
\end{aligned}
$$

This transformation matrix could also be evaluated by defining the four parameters $\theta_{0}, \theta_{1}, \theta_{2}$, and $\theta_{3}$ in Eq. 11 and substituting into Eq. 14. It can also be verified
using simple matrix multiplications that the transformation matrix given above is an orthogonal matrix. To define the transformed vector $\mathbf{r}$, we use Eq. 8, which yields

$$
\mathbf{r}=\mathbf{A} \overline{\mathbf{r}}=\left[\begin{array}{ccc}
0.8048 & -0.3106 & 0.5058 \\
0.5058 & 0.8048 & -0.3106 \\
-0.3106 & 0.5058 & 0.8048
\end{array}\right]\left[\begin{array}{l}
2 \\
3 \\
4
\end{array}\right]=\left[\begin{array}{l}
2.7010 \\
2.1836 \\
4.1154
\end{array}\right]
$$

Therefore, the transformed vector $\mathbf{r}$ is given by

$$
\mathbf{r}=\left[\begin{array}{lll}
2.7010 & 2.1836 & 4.1154
\end{array}\right]^{\mathrm{T}}
$$

Consider an arbitrary vector $\overline{\mathbf{a}}$ defined on the rigid body along the axis of rotation. This vector can be written as

$$
\overline{\mathbf{a}}=c\left[\begin{array}{lll}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right]^{\mathrm{T}}
$$

where $c$ is a constant. If the body rotates $45^{\circ}$ about the axis of rotation, the transformed vector $\mathbf{a}$ is given by

$$
\mathbf{a}=\mathbf{A} \overline{\mathbf{a}}=\left[\begin{array}{ccc}
0.8048 & -0.3106 & 0.5058 \\
0.5058 & 0.8048 & -0.3106 \\
-0.3106 & 0.5058 & 0.8048
\end{array}\right]\left[\begin{array}{c}
\frac{c}{\sqrt{3}} \\
\frac{c}{\sqrt{3}} \\
\frac{c}{\sqrt{3}}
\end{array}\right]=c\left[\begin{array}{c}
\frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{3}}
\end{array}\right]
$$

which implies that

$$
\mathbf{a}=\overline{\mathbf{a}} \quad \text { or } \quad \mathbf{a}=\mathbf{A} \overline{\mathbf{a}}
$$

The results of this example show that if the vector $\mathbf{a}$ is defined along the axis of rotation, then the original and transformed vectors are the same. Furthermore,

$$
\mathbf{A}^{\mathrm{T}} \overline{\mathbf{a}}=\overline{\mathbf{a}}
$$

The result of the preceding example concerning the transformation of a vector defined along the axis of rotation is not a special situation. Using the definition of the transformation matrix given by Eq. 9, it can be proved that, given a vector $\overline{\mathbf{a}}$ along the axis of rotation, the transformed vector and the original vector are the same. The proof of this statement, although relevant, is simple and is as follows. Since $\overline{\mathbf{a}}$ is defined along the axis of rotation, $\overline{\mathbf{a}}$ can be written as

$$
\overline{\mathbf{a}}=c \mathbf{v}
$$

where $c$ is a constant. By direct matrix multiplication or by using the definition of the cross product, one can verify that

$$
\tilde{\mathbf{v}} \mathbf{v}=\mathbf{v} \times \mathbf{v}=\mathbf{0}
$$

and

$$
(\tilde{\mathbf{v}})^{2} \mathbf{v}=\tilde{\mathbf{v}}(\tilde{\mathbf{v}} \mathbf{v})=\mathbf{0}
$$

Now if the transformation $\mathbf{A}$ of Eq. 9 is applied to $\overline{\mathbf{a}}$, one gets

$$
\begin{aligned}
\mathbf{A} \overline{\mathbf{a}} & =\left[\mathbf{I}+\tilde{\mathbf{v}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2}\right] \overline{\mathbf{a}} \\
& =c\left[\mathbf{v}+\tilde{\mathbf{v}} \mathbf{v} \sin \theta+2(\tilde{\mathbf{v}})^{2} \mathbf{v} \sin ^{2} \frac{\theta}{2}\right]
\end{aligned}
$$

which yields

$$
\mathbf{A} \overline{\mathbf{a}}=c \mathbf{v}=\overline{\mathbf{a}}
$$

By a similar argument, one can show also that

$$
\mathbf{A}^{\mathrm{T}} \overline{\mathbf{a}}=\overline{\mathbf{a}}
$$

The preceding two equations indicate that one is an eigenvalue of both $\mathbf{A}$ and its transpose $\mathbf{A}^{\mathrm{T}}$. Associated with this eigenvalue is the eigenvector $\overline{\mathbf{a}}$. Therefore, the direction along the axis of rotation is a principal direction.

### 2.3 SUCCESSIVE ROTATIONS

In this section, the exponential form of the transformation matrix will be developed and used to provide a simple proof that the product of transformation matrices resulting from two successive rotations about two different axes of rotation is not commutative.

Exponential Form of the Rotation Matrix Equation 9 can be written in terms of the angle of rotation $\theta$ as

$$
\mathbf{A}=\left[\mathbf{I}+\tilde{\mathbf{v}} \sin \theta+(1-\cos \theta)(\tilde{\mathbf{v}})^{2}\right]
$$

Expanding $\sin \theta$ and $\cos \theta$ using Taylor's series, one obtains

$$
\begin{aligned}
& \sin \theta=\theta-\frac{(\theta)^{3}}{3!}+\frac{(\theta)^{5}}{5!}+\cdots \\
& \cos \theta=1-\frac{(\theta)^{2}}{2!}+\cdots
\end{aligned}
$$

Substituting these equations in the expression of the transformation matrix given above yields

$$
\begin{aligned}
\mathbf{A} & =\left[\mathbf{I}+\left(\theta-\frac{(\theta)^{3}}{3!}+\frac{(\theta)^{5}}{5!}+\cdots\right) \tilde{\mathbf{v}}+\left(1-1+\frac{(\theta)^{2}}{2!}-\frac{(\theta)^{4}}{4!}+\cdots\right)(\tilde{\mathbf{v}})^{2}\right] \\
& =\left[\mathbf{I}+\left(\theta-\frac{(\theta)^{3}}{3!}+\frac{(\theta)^{5}}{5!}+\cdots\right) \tilde{\mathbf{v}}+\left(\frac{(\theta)^{2}}{2!}-\frac{(\theta)^{4}}{4!}+\cdots\right)(\tilde{\mathbf{v}})^{2}\right]
\end{aligned}
$$

Using the identities of Eq. 16 and rearranging terms, one can write the transformation matrix A as

$$
\mathbf{A}=\left[\mathbf{I}+\theta \tilde{\mathbf{v}}+\frac{(\theta)^{2}}{2!}(\tilde{\mathbf{v}})^{2}+\frac{(\theta)^{3}}{3!}(\tilde{\mathbf{v}})^{3}+\cdots+\frac{(\theta)^{n}}{n!}(\tilde{\mathbf{v}})^{n}+\cdots\right]
$$

Since

$$
\mathbf{e}^{\mathbf{B}}=\mathbf{I}+\mathbf{B}+\frac{(\mathbf{B})^{2}}{2!}+\frac{(\mathbf{B})^{3}}{3!}+\cdots
$$

where $\mathbf{B}$ is a square matrix, one can write the transformation matrix $\mathbf{A}$ in the following elegant form (Bahar 1970; Argyris 1982):

$$
\begin{equation*}
\mathbf{A}=\mathbf{e}^{\theta \tilde{\mathbf{v}}}=\exp (\theta \tilde{\mathbf{v}}) \tag{2.26}
\end{equation*}
$$

Composed finite rotations are in general noncommutative. An exception to this rule occurs only when the axes of rotation are parallel. Consider the case in which two successive rotations $\theta_{1}$ and $\theta_{2}$ are performed about two fixed axes. The transformation matrices associated with these two rotations are, respectively, $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$. Let $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ be unit vectors in the direction of the two axes of rotations. After the first rotation the vector $\overline{\mathbf{r}}$ occupies a new position denoted by $\mathbf{r}_{1}$ such that

$$
\mathbf{r}_{1}=\mathbf{A}_{1} \overline{\mathbf{r}}
$$

where $\mathbf{A}_{1}$ is the transformation matrix associated with the rotation $\theta_{1}$. The vector $\mathbf{r}_{1}$ then rotates about the second axis of rotation whose unit vector is $\mathbf{v}_{2}$ and as a consequence of this rotation $\mathbf{r}_{1}$ occupies a new position denoted as $\mathbf{r}_{2}$ such that

$$
\mathbf{r}_{2}=\mathbf{A}_{2} \mathbf{r}_{1}
$$

where $\mathbf{A}_{2}$ is the transformation matrix resulting from the rotation $\theta_{2}$. The final position $\mathbf{r}_{2}$ is then related to the original position defined by $\overline{\mathbf{r}}$ according to

$$
\mathbf{r}_{2}=\mathbf{A}_{2} \mathbf{A}_{1} \overline{\mathbf{r}}
$$

Associated with the transformation matrices $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$, there are two skew symmetric matrices $\tilde{\mathbf{v}}_{1}$ and $\tilde{\mathbf{v}}_{2}$ (Eq. 7). Recall that in general

$$
\begin{aligned}
& \tilde{\mathbf{v}}_{1} \tilde{\mathbf{v}}_{2} \neq \tilde{\mathbf{v}}_{2} \tilde{\mathbf{v}}_{1} \\
& \mathbf{e}^{\tilde{\tilde{v}}_{2}} \mathbf{e}^{\tilde{\mathbf{v}}_{1}} \neq \mathbf{e}^{\left(\tilde{\mathbf{v}}_{1}+\tilde{\mathbf{v}}_{2}\right)} \neq \mathbf{e}^{\tilde{\tilde{v}}_{1}} \mathbf{e}^{\tilde{\mathbf{v}}_{2}}
\end{aligned}
$$

unless the product of the matrices $\tilde{\mathbf{v}}_{1}$ and $\tilde{\mathbf{v}}_{2}$ is commutative, which is the case when the two axes of rotation are parallel. Therefore, for the two general rotations $\theta_{1}$ and $\theta_{2}$, one has

$$
\mathbf{A}_{2} \mathbf{A}_{1}=\mathbf{e}^{\theta_{2} \tilde{\bar{v}}_{2}} \mathbf{e}^{\theta_{1} \tilde{\bar{v}}_{1}} \neq \mathbf{e}^{\left(\theta_{2} \tilde{\tilde{}} 2^{2}+\theta_{1} \tilde{v}_{1}\right)}
$$

which implies that

$$
\mathbf{A}_{2} \mathbf{A}_{1} \neq \mathbf{A}_{1} \mathbf{A}_{2}
$$

Thus the order of rotation is important. This fact, which implies that the finite rotation is not a vector quantity, can be simply demonstrated by the familiar example shown in Fig. 5. This figure illustrates different sequences of rotations for the same block. In Fig. 6(a) the block is first rotated $90^{\circ}$ about the $\mathbf{X}_{2}$ axis and then $90^{\circ}$ about the $\mathbf{X}_{3}$ axis. In Fig. 6(b) the same rotations in reverse order are employed. That is, the block is first rotated $90^{\circ}$ about the $\mathbf{X}_{3}$ axis and then $90^{\circ}$ about the $\mathbf{X}_{2}$ axis. It is obvious that a change in the sequence of rotations leads to different final positions.

We are now in a position to provide a simple proof for the orthogonality of the rotation matrix $\mathbf{A}$ by using the exponential form developed in this section and the fact that the product of $\tilde{\mathbf{v}}$ and $\tilde{\mathbf{v}}^{\mathrm{T}}=-\tilde{\mathbf{v}}$ is commutative. The matrix product $\mathbf{A A}^{\mathrm{T}}$ can be written as

$$
\mathbf{A A}^{\mathrm{T}}=\mathbf{e}^{\theta \tilde{\mathbf{v}}} \mathbf{e}^{-\theta \tilde{\mathbf{v}}}=\mathbf{e}^{\mathbf{0}_{\mathbf{3}}}=\mathbf{I}=\mathbf{A}^{\mathrm{T}} \mathbf{A}
$$

where $\mathbf{0}_{3}$ is a $3 \times 3$ null matrix.


Figure 2.5 Effect of the order of rotation.

There are two methods that can be used to describe successive rotations of rigid bodies. The first is the single-frame method, and the second is the multiframe method. Both methods are described below and their use is demonstrated by an example.

Single-Frame Method In this method, one fixed coordinate system is used. After each rotation, the new axis of rotation and the vectors on the rigid body are redefined in the fixed coordinate system. Consider the successive rotations $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ about the vectors $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}$ which are fixed in the rigid body. The transformation matrix resulting from the rotation $\theta_{i}$ about the axis $\mathbf{b}_{i}$ is denoted as $\mathbf{A}_{i}$. This matrix can be evaluated using the Rodriguez formula with $\theta$ equal to $\theta_{i}$ and

$$
\mathbf{v}=\mathbf{v}_{i}=\mathbf{A}^{i-1} \mathbf{A}^{i-2} \cdots \mathbf{A}^{2} \mathbf{A}^{1} \mathbf{b}_{i}
$$

with $\mathbf{A}_{1}$ equal to the identity matrix. An arbitrary vector drawn on the rigid body can be defined in the fixed coordinate system after $n$ successive rotations using the transformation matrix $\mathbf{A}$ defined as

$$
\mathbf{A}=\mathbf{A}^{n} \mathbf{A}^{n-1} \cdots \mathbf{A}^{2} \mathbf{A}^{1}
$$

The use of the single-frame method is demonstrated by the following example.

Example 2.4 Figure 6 shows a rigid body denoted as body $i$. Let $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ be the body coordinate system whose origin is rigidly attached to the body and $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ be two lines that are drawn on the body. These two rigid lines are defined in the body coordinate system by the vectors

$$
\mathbf{b}_{1}=\left[\begin{array}{lll}
1 & 0 & 1
\end{array}\right]^{\mathrm{T}}, \quad \mathbf{b}_{2}=\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]^{\mathrm{T}}
$$

The body is to be subjected to $180^{\circ}$ rotation about $\mathbf{b}_{1}$ and a $90^{\circ}$ rotation about $\mathbf{b}_{2}$. After these successive rotations, determine the global components of the vector $\mathbf{b}_{3}$ whose components in the body coordinate system are fixed and given by

$$
\mathbf{b}_{3}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right]^{\mathrm{T}}
$$

Solution A unit vector $\mathbf{v}_{1}$ along the axis of rotation $\mathbf{b}_{1}$ is given by

$$
\mathbf{v}_{1}=\frac{1}{\sqrt{2}}\left[\begin{array}{lll}
1 & 0 & 1
\end{array}\right]^{\mathrm{T}}
$$

Since $\theta_{1}$ is $180^{\circ}$, the transformation matrix resulting from this finite rotation is given by

$$
\begin{aligned}
\mathbf{A}_{1} & =\mathbf{I}+\tilde{\mathbf{v}}_{1} \sin \theta_{1}+2\left(\tilde{\mathbf{v}}_{1}\right)^{2} \sin ^{2} \frac{\theta_{1}}{2} \\
& =\mathbf{I}+\tilde{\mathbf{v}}_{1} \sin \left(180^{\circ}\right)+2\left(\tilde{\mathbf{v}}_{1}\right)^{2} \sin ^{2}\left(90^{\circ}\right) \\
& =\mathbf{I}+2\left(\tilde{\mathbf{v}}_{1}\right)^{2}
\end{aligned}
$$

where $\left(\tilde{\mathbf{v}}_{1}\right)^{2}$ is given by

$$
\left(\tilde{\mathbf{v}}_{1}\right)^{2}=\left[\begin{array}{ccc}
0 & -\frac{1}{\sqrt{2}} & 0 \\
\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{2}} & 0
\end{array}\right]^{2}=\frac{1}{2}\left[\begin{array}{ccc}
-1 & 0 & 1 \\
0 & -2 & 0 \\
1 & 0 & -1
\end{array}\right]
$$



Figure 2.6 Successive rotations.
and the transformation matrix $\mathbf{A}_{1}$ is given by

$$
\mathbf{A}_{1}=\mathbf{I}+2\left(\tilde{\mathbf{v}}_{1}\right)^{2}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]+\left[\begin{array}{ccc}
-1 & 0 & 1 \\
0 & -2 & 0 \\
1 & 0 & -1
\end{array}\right]=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{array}\right]
$$

One can verify that $\mathbf{A}_{1}$ is an orthogonal matrix, that is

$$
\mathbf{A}_{1}^{\mathrm{T}} \mathbf{A}_{1}=\mathbf{A}_{1} \mathbf{A}_{1}^{\mathrm{T}}=\mathbf{I}
$$

As a result of this finite rotation, and assuming that the axes of the coordinate systems $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ are initially parallel, the components of the vectors $\mathbf{b}_{2}$ and $\mathbf{b}_{3}$ in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system are given, respectively, by

$$
\begin{aligned}
& \mathbf{b}_{21}=\mathbf{A}_{1} \mathbf{b}_{2}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]=\left[\begin{array}{c}
0 \\
-1 \\
0
\end{array}\right] \\
& \mathbf{b}_{31}=\mathbf{A}_{1} \mathbf{b}_{3}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
\end{aligned}
$$

The second rotation $\theta_{2}=90^{\circ}$ is performed about the axis of rotation $\mathbf{b}_{21}$. A unit vector $\mathbf{v}_{2}$ along this axis of rotation is given by

$$
\mathbf{v}_{2}=\left[\begin{array}{lll}
0 & -1 & 0
\end{array}\right]^{\mathrm{T}}
$$

and the resulting skew symmetric and symmetric matrices $\tilde{\mathbf{v}}_{2}$ and $\left(\tilde{\mathbf{v}}_{2}\right)^{2}$ are given, respectively, by

$$
\tilde{\mathbf{v}}_{2}=\left[\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right], \quad\left(\tilde{\mathbf{v}}_{2}\right)^{2}=\left[\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right]
$$

Using Eq. 9, the resulting transformation matrix $\mathbf{A}_{2}$ is given by

$$
\begin{aligned}
\mathbf{A}_{2} & =\mathbf{I}+\tilde{\mathbf{v}}_{2} \sin \theta_{2}+2\left(\tilde{\mathbf{v}}_{2}\right)^{2} \sin ^{2} \frac{\theta_{2}}{2} \\
& =\mathbf{I}+\tilde{\mathbf{v}}_{2} \sin \left(90^{\circ}\right)+2\left(\tilde{\mathbf{v}}_{2}\right)^{2} \sin ^{2}\left(45^{\circ}\right) \\
& =\mathbf{I}+\tilde{\mathbf{v}}_{2}+\left(\tilde{\mathbf{v}}_{2}\right)^{2} \\
& =\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]+\left[\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right]=\left[\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]
\end{aligned}
$$

One can verify that $\mathbf{A}_{2}$ is an orthogonal transformation, that is

$$
\mathbf{A}_{2}^{\mathrm{T}} \mathbf{A}_{2}=\mathbf{A}_{2} \mathbf{A}_{2}^{\mathrm{T}}=\mathbf{I}
$$

The components of the vector $\mathbf{b}_{3}$, in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system, as the result of this successive rotation, can thus be obtained as

$$
\begin{aligned}
\mathbf{b}_{32} & =\mathbf{A}_{2} \mathbf{b}_{31}=\mathbf{A}_{2} \mathbf{A}_{1} \mathbf{b}_{3} \\
& =\left[\begin{array}{llc}
0 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]=\left[\begin{array}{c}
-1 \\
0 \\
0
\end{array}\right]
\end{aligned}
$$



Figure 2.7 Multiframe method.

Multiframe Method In the preceding example, one fixed coordinate system was used. After each rotation, the vectors fixed in the rigid body are defined in the same fixed coordinate system. An alternate approach is to use the concept of the body fixed coordinate system previously introduced and define a sequence of configurations of the body that result from the successive rotations $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ about the vectors $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}$ which are fixed in the rigid body. Figure 7 shows three different configurations when $n=2$. The first configuration shows the body before the two rotations $\theta_{1}$ and $\theta_{2}$, the second configuration shows the body after the first rotation $\theta_{1}$, and the third configuration shows the body after the second rotation $\theta_{2}$. Let $\mathbf{A}^{i(i-1)}$ denote the transformation matrix that defines the orientation of the body after the $(i-1)$ th rotation with respect to the $(i-1)$ th configuration. Then, the transformation matrix that defines the orientation of the body after $n$ successive rotations in the fixed coordinate system is

$$
\mathbf{A}=\mathbf{A}^{21} \mathbf{A}^{32} \cdots \mathbf{A}^{(n-1)(n-2)} \mathbf{A}^{n(n-1)}
$$

In this case, the transformation matrix $\mathbf{A}^{i(i-1)}$ can be evaluated using the Rodriguez formula with the axis of rotation $\mathbf{v}_{i-1}=\mathbf{b}_{i-1}$. That is, the axes of rotations are defined in the body coordinate system and there is no need in this case to define the axes of rotations in the global fixed coordinate system as in the case of the singleframe method. The use of the multiframe method in the case of successive rotations is demonstrated by the following example.

Example 2.5 The problem of the preceding example can be solved using the multiframe method. Before the two rotations, the orientation of the body is as shown in Fig. 8(a). After the first rotation about $\mathbf{b}_{1}$, the configuration of the body is as shown in Fig. 8(b). Figure 8(c) shows the orientation of the body after the second rotation $\theta_{2}$ about $\mathbf{b}_{2}$. The orientation of the coordinate system shown in Fig. 8(c) with respect to the coordinate system shown in Fig. 8(b) can be described by the matrix $\mathbf{A}^{32}$, defined as

$$
\mathbf{A}^{32}=\mathbf{I}+\tilde{\mathbf{v}}_{2} \sin \theta_{2}+2\left(\tilde{\mathbf{v}}_{2}\right)^{2} \sin ^{2} \frac{\theta_{2}}{2}
$$


(b) After rotation $\hat{\vartheta}_{1}$
(a) Initial configuration

Figure 2.8 Application of the multiframe method.
where $\mathbf{v}_{2}=\mathbf{b}_{2}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{\mathrm{T}}$, and $\theta_{2}=90^{\circ}$. It follows that

$$
\mathbf{A}^{32}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right]
$$

The orientation of the coordinate system in Fig. 8(b) can be defined with respect to the coordinate system in Fig. 8(a) as

$$
\mathbf{A}^{21}=\mathbf{I}+\tilde{\mathbf{v}}_{1} \sin \theta_{1}+2\left(\tilde{\mathbf{v}}_{1}\right)^{2} \sin ^{2} \frac{\theta_{1}}{2}
$$

where in this case

$$
\mathbf{v}_{1}=\frac{\mathbf{b}_{1}}{\left|\mathbf{b}_{1}\right|}=\frac{1}{\sqrt{2}}\left[\begin{array}{lll}
1 & 0 & 1
\end{array}\right]^{\mathrm{T}}
$$

and $\theta_{1}=180^{\circ}$. The transformation matrix $\mathbf{A}^{21}$ is then given by

$$
\mathbf{A}^{21}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{array}\right]
$$

Therefore, the orientation of the coordinate system in Fig. 8(c) can be defined with respect to the coordinate system in Fig. 8(a) using the matrix

$$
\mathbf{A}=\mathbf{A}^{21} \mathbf{A}^{32}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right]=\left[\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The vector $\mathbf{b}_{3}$ can be defined in the coordinate system shown in Fig. 8(a) as

$$
\mathbf{b}_{32}=\mathbf{A} \mathbf{b}_{3}=\left[\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
-1 \\
0 \\
0
\end{array}\right]
$$

Infinitesimal Rotations We have shown previously that for an infinitesimal rotation, the transformation matrix is given by

$$
\mathbf{A}=\mathbf{I}+\tilde{\mathbf{v}} \theta
$$

While finite rotation is not a vector quantity, we can use the above equation to prove that an infinitesimal rotation is a vector quantity. To this end, we consider two successive infinitesimal rotations $\theta_{1}$ and $\theta_{2}$, where $\theta_{1}$ is a rotation about an axis in the direction of the unit vector $\mathbf{v}_{1}$, and $\theta_{2}$ is a rotation about an axis in the direction of the unit vector $\mathbf{v}_{2}$. Therefore, the transformation matrix associated with the first rotation is

$$
\mathbf{A}_{1}=\mathbf{I}+\tilde{\mathbf{v}}_{1} \theta_{1}
$$

and the transformation matrix associated with the second rotation is

$$
\mathbf{A}_{2}=\mathbf{I}+\tilde{\mathbf{v}}_{2} \theta_{2}
$$

One can then write

$$
\mathbf{A}_{1} \mathbf{A}_{2}=\left(\mathbf{I}+\tilde{\mathbf{v}}_{1} \theta_{1}\right)\left(\mathbf{I}+\tilde{\mathbf{v}}_{2} \theta_{2}\right)=\mathbf{I}+\tilde{\mathbf{v}}_{1} \theta_{1}+\tilde{\mathbf{v}}_{2} \theta_{2}+\tilde{\mathbf{v}}_{1} \tilde{\mathbf{v}}_{2} \theta_{1} \theta_{2}
$$

Because the rotations are assumed to be infinitesimal, one can neglect the second order term $\tilde{\mathbf{v}}_{1} \tilde{\mathbf{v}}_{2} \theta_{1} \theta_{2}$ and write

$$
\mathbf{A}_{1} \mathbf{A}_{2} \approx \mathbf{I}+\tilde{\mathbf{v}}_{1} \theta_{1}+\tilde{\mathbf{v}}_{2} \theta_{2} \approx \mathbf{A}_{2} \mathbf{A}_{1}
$$

which shows that two successive infinitesimal rotations about two different axes of rotation can be added. In fact, for $n$ successive rotations, one can show that

$$
\begin{aligned}
\mathbf{A}_{1} \mathbf{A}_{2} \cdots \mathbf{A}_{n} & =\prod_{i=1}^{n} \mathbf{A}_{i}=\mathbf{I}+\tilde{\mathbf{v}}_{1} \theta_{1}+\tilde{\mathbf{v}}_{2} \theta_{2}+\cdots+\tilde{\mathbf{v}}_{n} \theta_{n} \\
& =\mathbf{I}+\sum_{i=1}^{n} \tilde{\mathbf{v}}_{i} \theta_{i}=\mathbf{A}_{n} \mathbf{A}_{n-1} \cdots \mathbf{A}_{1}
\end{aligned}
$$

Example 2.6 A rigid body experiences only a small rotation about the axis of rotation $\mathbf{b}$. If $\mathbf{b}$ is the vector defined by

$$
\mathbf{b}=\left[\begin{array}{lll}
2 & 2 & -1
\end{array}\right]^{\mathrm{T}}
$$

and if the angle of rotation is $3^{\circ}$, determine the transformation matrix for this infinitesimal rotation.

Solution For $\theta=3^{\circ}$, one has

$$
\begin{aligned}
& \theta=0.05236 \mathrm{rad} \\
& \sin \theta=0.05234, \quad \tan \theta=0.05240, \quad \cos \theta=0.9986
\end{aligned}
$$

From which

$$
\sin \theta \approx \tan \theta \approx \theta, \quad \cos \theta \approx 1
$$

and the angle $\theta$ can, indeed, be considered as an infinitesimal rotation. In this case the transformation matrix is given by

$$
\mathbf{A} \approx \mathbf{I}+\tilde{\mathbf{v}} \sin \theta \approx \mathbf{I}+\tilde{\mathbf{v}} \theta
$$

A unit vector $\mathbf{v}$ along the axis of rotation $\mathbf{b}$ is given by

$$
\mathbf{v}=\frac{1}{3}\left[\begin{array}{lll}
2 & 2 & -1
\end{array}\right]^{\mathrm{T}}
$$

and the skew symmetric matrix $\tilde{\mathbf{v}}$ is

$$
\tilde{\mathbf{v}}=\frac{1}{3}\left[\begin{array}{ccc}
0 & 1 & 2 \\
-1 & 0 & -2 \\
-2 & 2 & 0
\end{array}\right]
$$

Therefore, the infinitesimal transformation matrix is given by

$$
\begin{aligned}
\mathbf{A} & =\mathbf{I}+\tilde{\mathbf{v}} \theta=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]+\frac{0.05236}{3}\left[\begin{array}{ccc}
0 & 1 & 2 \\
-1 & 0 & -2 \\
-2 & 2 & 0
\end{array}\right] \\
& =\left[\begin{array}{ccc}
1 & 0.01745 & 0.03491 \\
-0.01745 & 1 & -0.03491 \\
-0.03491 & 0.03491 & 1
\end{array}\right]
\end{aligned}
$$

### 2.4 VELOCITY EQUATIONS

The absolute velocity vector of an arbitrary point on the rigid body can be obtained by differentiating the position vector with respect to time. This requires evaluating the time derivative of the transformation matrix. The orthogonality property of the transformation matrix can be used to obtain an expression for that derivative. Note that since $\mathbf{A} \mathbf{A}^{\mathrm{T}}=\mathbf{I}$, one has

$$
\dot{\mathbf{A}} \mathbf{A}^{\mathrm{T}}+\mathbf{A} \dot{\mathbf{A}}^{\mathrm{T}}=\mathbf{0}
$$

which implies that

$$
\dot{\mathbf{A}} \mathbf{A}^{\mathrm{T}}=-\mathbf{A} \dot{\mathbf{A}}^{\mathrm{T}}=-\left(\dot{\mathbf{A}} \mathbf{A}^{\mathrm{T}}\right)^{\mathrm{T}}
$$

A matrix that is equal to the negative of its transpose must be a skew symmetric matrix. It follows that

$$
\begin{equation*}
\dot{\mathbf{A}} \mathbf{A}^{\mathrm{T}}=\tilde{\boldsymbol{w}} \tag{2.27}
\end{equation*}
$$

where $\tilde{\boldsymbol{\omega}}$ is a skew symmetric matrix defined by the preceding equation. This skew symmetric matrix defines a vector $\boldsymbol{\omega}$, called the angular velocity vector defined in the global coordinate system. It follows from the preceding equation that the time derivative of the transformation matrix is given by

$$
\begin{equation*}
\dot{\mathbf{A}}=\tilde{\mathbf{w}} \mathbf{A} \tag{2.28}
\end{equation*}
$$

Alternatively, one can differentiate the equation $\mathbf{A}^{\mathrm{T}} \mathbf{A}=\mathbf{I}$ to obtain the following identity:

$$
\mathbf{A}^{\mathrm{T}} \dot{\mathbf{A}}=-\dot{\mathbf{A}}^{\mathrm{T}} \mathbf{A}=-\left(\mathbf{A}^{\mathrm{T}} \dot{\mathbf{A}}\right)^{\mathrm{T}}
$$

which defines another skew symmetric matrix $\tilde{\overline{\mathbf{w}}}$ given by

$$
\begin{equation*}
\tilde{\overline{\mathbf{w}}}=\mathbf{A}^{\mathrm{T}} \dot{\mathbf{A}} \tag{2.29}
\end{equation*}
$$

This equation provides another definition for the time derivative of the transformation matrix, given by

$$
\begin{equation*}
\dot{\mathbf{A}}=\mathbf{A} \tilde{\overline{\boldsymbol{\omega}}} \tag{2.30}
\end{equation*}
$$

The skew symmetric matrix $\tilde{\tilde{\mathbf{w}}}$ defines a vector $\overline{\boldsymbol{\omega}}$, called the angular velocity vector defined in the body coordinate system. Note that Eqs. 28 and 30 lead to

$$
\begin{equation*}
\dot{\mathbf{A}}=\tilde{\boldsymbol{\omega}} \mathbf{A}=\mathbf{A} \tilde{\boldsymbol{\omega}} \tag{2.31}
\end{equation*}
$$

Pre-multiplying and post-multiplying this equation by $\mathbf{A}^{\mathrm{T}}$, one obtains respectively

$$
\begin{equation*}
\tilde{\tilde{\boldsymbol{w}}}=\mathbf{A}^{\mathrm{T}} \tilde{\boldsymbol{w}} \mathbf{A} \tag{2.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\boldsymbol{\omega}}=\mathbf{A} \tilde{\tilde{\omega}} \mathbf{A}^{\mathrm{T}} \tag{2.33}
\end{equation*}
$$

Therefore, for a rigid body $i$, the vector $\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}$ can be written in the following two forms using Eqs. 28 and 30:

$$
\left.\begin{array}{l}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=\tilde{\mathbf{w}}^{i} \mathbf{A}^{i} \overline{\mathbf{u}}^{i}=\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}  \tag{2.34}\\
\dot{\mathbf{A}}^{\overline{\mathbf{u}}^{i}}=\mathbf{A}^{i} \tilde{\mathbf{\omega}}^{i} \overline{\mathbf{u}}^{i}=\mathbf{A}^{i}\left(\overline{\boldsymbol{w}}^{i} \times \overline{\mathbf{u}}^{i}\right)
\end{array}\right\}
$$

where

$$
\begin{equation*}
\mathbf{u}^{i}=\mathbf{A}^{i} \overline{\mathbf{u}}^{i} \tag{2.35}
\end{equation*}
$$

Angular Velocity and Orientation Parameters Using Eq. 29 and the expression of the transformation matrix in terms of Euler parameters, it can be shown that the skew symmetric matrix $\tilde{\tilde{\boldsymbol{U}}}$ associated with the angular velocity vector defined in the body coordinate system can be written in terms of Euler parameters as

$$
\tilde{\tilde{\boldsymbol{\omega}}}=\left[\begin{array}{ccc}
0 & -\bar{\omega}_{3} & \bar{\omega}_{2}  \tag{2.36}\\
\bar{\omega}_{3} & 0 & -\bar{\omega}_{1} \\
-\bar{\omega}_{2} & \bar{\omega}_{1} & 0
\end{array}\right]=2 \overline{\mathbf{E}} \dot{\mathbf{E}}^{\mathrm{T}}
$$

where the identity of Eq. 11 is used. Using the preceding equation, it can be shown that $\bar{\omega}_{1}, \bar{\omega}_{2}$, and $\bar{\omega}_{3}$ are given by

$$
\left.\begin{array}{l}
\bar{\omega}_{1}=2\left(\theta_{3} \dot{\theta}_{2}-\theta_{2} \dot{\theta}_{3}-\theta_{1} \dot{\theta}_{0}+\theta_{0} \dot{\theta}_{1}\right) \\
\bar{\omega}_{2}=2\left(\theta_{1} \dot{\theta}_{3}+\theta_{0} \dot{\theta}_{2}-\theta_{3} \dot{\theta}_{1}-\theta_{2} \dot{\theta}_{0}\right)  \tag{2.37}\\
\bar{\omega}_{3}=2\left(\theta_{2} \dot{\theta}_{1}-\theta_{3} \dot{\theta}_{0}+\theta_{0} \dot{\theta}_{3}-\theta_{1} \dot{\theta}_{2}\right)
\end{array}\right\}
$$

In terms of the angle of rotation and the components of the unit vector $\mathbf{v}$ along the axis of the rotation, the components of Eq. 37 are defined as

$$
\left.\begin{array}{l}
\bar{\omega}_{1}=2\left(v_{3} \dot{v}_{2}-v_{2} \dot{v}_{3}\right) \sin ^{2} \frac{\theta}{2}+\dot{v}_{1} \sin \theta+\dot{\theta} v_{1}  \tag{2.38}\\
\bar{\omega}_{2}=2\left(v_{1} \dot{v}_{3}-v_{3} \dot{v}_{1}\right) \sin ^{2} \frac{\theta}{2}+\dot{v}_{2} \sin \theta+\dot{\theta} v_{2} \\
\bar{\omega}_{3}=2\left(v_{2} \dot{v}_{1}-v_{1} \dot{v}_{2}\right) \sin ^{2} \frac{\theta}{2}+\dot{v}_{3} \sin \theta+\dot{\theta} v_{3}
\end{array}\right\}
$$

which can be written as

$$
\begin{equation*}
\overline{\mathbf{w}}=2 \dot{\mathbf{v}} \times \mathbf{v} \sin ^{2} \frac{\theta}{2}+\dot{\mathbf{v}} \sin \theta+\mathbf{v} \dot{\theta} \tag{2.39}
\end{equation*}
$$

Alternatively, using Eq. 27 and the transformation matrix expressed in terms of Euler parameters, one can show that the skew symmetric matrix $\tilde{\boldsymbol{\omega}}$ associated with the angular velocity vector defined in the global system can be written in terms of Euler parameters as

$$
\begin{equation*}
\tilde{\boldsymbol{w}}=\dot{\mathbf{A}} \mathbf{A}^{\mathrm{T}}=2 \dot{\mathbf{E}} \mathbf{E}^{\mathrm{T}} \tag{2.40}
\end{equation*}
$$

It can be shown using matrix multiplication that

$$
\begin{equation*}
\omega=\mathbf{A} \bar{\omega} \tag{2.41}
\end{equation*}
$$

where $\boldsymbol{\omega}$ is the vector whose components are

$$
\left.\begin{array}{l}
\omega_{1}=2\left(\dot{\theta}_{3} \theta_{2}-\dot{\theta}_{2} \theta_{3}+\dot{\theta}_{1} \theta_{0}-\dot{\theta}_{0} \theta_{1}\right) \\
\omega_{2}=2\left(\dot{\theta}_{1} \theta_{3}-\dot{\theta}_{0} \theta_{2}-\dot{\theta}_{3} \theta_{1}+\dot{\theta}_{2} \theta_{0}\right)  \tag{2.42}\\
\omega_{3}=2\left(\dot{\theta}_{2} \theta_{1}+\dot{\theta}_{3} \theta_{0}-\dot{\theta}_{0} \theta_{3}-\dot{\theta}_{1} \theta_{2}\right)
\end{array}\right\}
$$

In terms of the angle of rotation and the components of the unit vector along the axis of rotation, the components of the angular velocity vector $\boldsymbol{\omega}$ are defined as

$$
\left.\begin{array}{l}
\omega_{1}=2\left(\dot{v}_{3} v_{2}-\dot{v}_{2} v_{3}\right) \sin ^{2} \frac{\theta}{2}+\dot{v}_{1} \sin \theta+\dot{\theta} v_{1} \\
\omega_{2}=2\left(\dot{v}_{1} v_{3}-\dot{v}_{3} v_{1}\right) \sin ^{2} \frac{\theta}{2}+\dot{v}_{2} \sin \theta+\dot{\theta} v_{2}  \tag{2.43}\\
\omega_{3}=2\left(\dot{v}_{2} v_{1}-\dot{v}_{1} v_{2}\right) \sin ^{2} \frac{\theta}{2}+\dot{v}_{3} \sin \theta+\dot{\theta} v_{3}
\end{array}\right\}
$$

which can be written as

$$
\begin{equation*}
\boldsymbol{\omega}=2 \mathbf{v} \times \dot{\mathbf{v}} \sin ^{2} \frac{\theta}{2}+\dot{\mathbf{v}} \sin \theta+\mathbf{v} \dot{\theta} \tag{2.44}
\end{equation*}
$$

Note that the angular velocity vectors $\overline{\boldsymbol{\omega}}$ and $\boldsymbol{\omega}$ can be written compactly in terms of Euler parameters as

$$
\begin{align*}
\bar{\omega} & =2 \overline{\mathbf{E}} \dot{\theta} \tag{2.45}
\end{align*}=-2 \dot{\mathbf{E}} \theta,
$$

It is interesting to note that the component of the angular velocity vector $\boldsymbol{\omega}$ along the axis of rotation should be $\dot{\theta}$. This can be verified by using the definition of the dot product and the definition of the angular velocity vectors given by Eqs. 39 and 44. It is also clear that if the axis of rotation is fixed in space, then the components of the angular velocity vector $\boldsymbol{\omega}$ in terms of the time derivative of the angle of rotation $\theta$ reduce to

$$
\boldsymbol{\omega}=\left[\begin{array}{lll}
\omega_{1} & \omega_{2} & \omega_{3}
\end{array}\right]^{\mathrm{T}}=\dot{\theta}\left[\begin{array}{lll}
v_{1} & v_{2} & v_{3} \tag{2.47}
\end{array}\right]^{\mathrm{T}}
$$

where $v_{1}, v_{2}$, and $v_{3}$ are the components of a unit vector along the axis of rotation. The components $\omega_{1}, \omega_{2}, \omega_{3}$ of Eq. 47 are the same as the components of the angular velocity vector as defined with respect to the rotating frame, that is, in this special case also

$$
\overline{\boldsymbol{\omega}}=\dot{\theta}\left[\begin{array}{lll}
v_{1} & v_{2} & v_{3} \tag{2.48}
\end{array}\right]^{\mathrm{T}}=\boldsymbol{\omega}
$$

This is due mainly to the fact that

$$
\begin{equation*}
\mathbf{A} \mathbf{v}=\mathbf{A}^{\mathrm{T}} \mathbf{v}=\mathbf{v} \tag{2.49}
\end{equation*}
$$

which has been the subject of earlier discussions.

Example 2.7 If the vector $\overline{\mathbf{r}}=\left[\begin{array}{lll}2 & 3 & 4\end{array}\right]^{\mathrm{T}}$ is defined in a rigid body coordinate system which rotates with a constant angular velocity $\dot{\theta}=10 \mathrm{rad} / \mathrm{sec}$ about an axis of rotation whose unit vector $\mathbf{v}$ is

$$
\mathbf{v}=\left[\begin{array}{lll}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right]^{\mathrm{T}}
$$

determine, when $t=0.1 \mathrm{sec}$, the angular velocity vector with respect to (1) the fixed frame and (2) the rotating frame.

Solution Since $\mathbf{v}$ is a fixed unit vector, it is obvious that

$$
\begin{aligned}
\boldsymbol{\omega} & =\overline{\boldsymbol{\omega}}=\dot{\theta}\left[\begin{array}{lll}
v_{1} & v_{2} & v_{3}
\end{array}\right]^{\mathrm{T}}=10\left[\begin{array}{lll}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{lll}
5.773 & 5.773 & 5.773
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

One may try to arrive at this result by using Eqs. 45 and 46. To do this, we use Eq. 10 to evaluate the four parameters $\theta_{0}, \theta_{1}, \theta_{2}$, and $\theta_{3}$ as follows:

$$
\theta_{0}=\cos \frac{\theta}{2}, \quad \theta_{1}=\theta_{2}=\theta_{3}=\frac{1}{\sqrt{3}} \sin \frac{\theta}{2}
$$

The time derivatives of these parameters are

$$
\dot{\theta}_{0}=-\frac{\dot{\theta}}{2} \sin \frac{\theta}{2}, \quad \dot{\theta}_{1}=\dot{\theta}_{2}=\dot{\theta}_{3}=\frac{\dot{\theta}}{2 \sqrt{3}} \cos \frac{\theta}{2}
$$

At $t=0.1 \mathrm{sec}$, with the assumption that $\theta(t=0)=0$, the angle $\theta$ is

$$
\theta=\dot{\theta} t=10(0.1)=1 \mathrm{rad}=57.296^{\circ}
$$

It follows that

$$
\begin{aligned}
& \theta_{0}=\cos \left(\frac{57.296}{2}\right)=0.8776 \\
& \theta_{1}=\theta_{2}=\theta_{3}=\frac{1}{\sqrt{3}} \sin \left(\frac{57.296}{2}\right)=0.2768 \\
& \dot{\theta}_{0}=-\frac{10}{2} \sin \left(\frac{57.296}{2}\right)=-2.397 \\
& \dot{\theta}_{1}=\dot{\theta}_{2}=\dot{\theta}_{3}=\frac{10}{2(1.732)} \cos \left(\frac{57.296}{2}\right)=2.533
\end{aligned}
$$

Therefore, by using Eq. 46 and the definition of the matrix $\mathbf{E}$ of Eq. 21, the vector $\omega$ evaluated at $t=0.1 \mathrm{sec}$ is given by

$$
\begin{aligned}
\boldsymbol{\omega} & =2 \mathbf{E} \dot{\boldsymbol{\theta}}=2\left[\begin{array}{cccc}
-\theta_{1} & \theta_{0} & -\theta_{3} & \theta_{2} \\
-\theta_{2} & \theta_{3} & \theta_{0} & -\theta_{1} \\
-\theta_{3} & -\theta_{2} & \theta_{1} & \theta_{0}
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{0} \\
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right] \\
& =2\left[\begin{array}{cccc}
-0.2768 & 0.8776 & -0.2768 & 0.2768 \\
-0.2768 & 0.2768 & 0.8776 & -0.2768 \\
-0.2768 & -0.2768 & 0.2768 & 0.8776
\end{array}\right]\left[\begin{array}{c}
-2.397 \\
2.533 \\
2.533 \\
2.533
\end{array}\right] \\
& =\left[\begin{array}{c}
5.773 \\
5.773 \\
5.773
\end{array}\right]
\end{aligned}
$$

and by using Eqs. 45 and 22, the vector $\bar{\omega}$ is given by

$$
\begin{aligned}
\overline{\boldsymbol{\omega}} & =2 \overline{\mathbf{E}} \dot{\boldsymbol{\theta}}=2\left[\begin{array}{cccc}
-\theta_{1} & \theta_{0} & \theta_{3} & -\theta_{2} \\
-\theta_{2} & -\theta_{3} & \theta_{0} & \theta_{1} \\
-\theta_{3} & \theta_{2} & -\theta_{1} & \theta_{0}
\end{array}\right]\left[\begin{array}{c}
\dot{\theta}_{0} \\
\dot{\theta}_{1} \\
\dot{\theta}_{2} \\
\dot{\theta}_{3}
\end{array}\right] \\
& =2\left[\begin{array}{cccc}
-0.2768 & 0.8776 & 0.2768 & -0.2768 \\
-0.2768 & -0.2768 & 0.8776 & 0.2768 \\
-0.2768 & 0.2768 & -0.2768 & 0.8776
\end{array}\right]\left[\begin{array}{c}
-2.397 \\
2.533 \\
2.533 \\
2.533
\end{array}\right] \\
& =\left[\begin{array}{c}
5.773 \\
5.773 \\
5.773
\end{array}\right]
\end{aligned}
$$

The vectors $\boldsymbol{\omega}$ and $\bar{\omega}$ could have been evaluated by using their explicit forms given by Eqs. 42 and 37. The reader may try to go a step further and evaluate the transformation matrix at $t=0.1$ and verify that $\boldsymbol{\omega}=\mathbf{A} \overline{\boldsymbol{\omega}}$. With the result obtained in this example, one can verify that $\mathbf{v}^{\mathrm{T}} \boldsymbol{\omega}=\dot{\theta}$; that is, the component of the angular velocity $\boldsymbol{\omega}$ along the axis of rotation is $\dot{\theta}$.

General Displacement The relationships developed in this section can be used to determine the global velocity of an arbitrary point on a rigid body in the multibody system. It was previously shown that the position vector of an arbitrary point $P$ on the body $i$ in the multibody system can be written as

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{R}^{i}+\mathbf{u}^{i} \tag{2.50}
\end{equation*}
$$

where $\mathbf{R}^{i}$ is the global position vector of the origin of the body reference and $\mathbf{u}^{i}$ is the local position of point $P$. The vector $\mathbf{u}^{i}$ can be written in terms of the local components as

$$
\begin{equation*}
\mathbf{u}^{i}=\mathbf{A}^{i} \overline{\mathbf{u}}^{i} \tag{2.51}
\end{equation*}
$$

in which $\mathbf{A}^{i}$ is the transformation matrix from the body coordinate system to the global coordinate system, and $\overline{\mathbf{u}}^{i}$ is the position vector of point $P$ in the body coordinate system. One can, therefore, write the position vector $\mathbf{r}^{i}$ as

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i} \tag{2.52}
\end{equation*}
$$

Differentiating this equation with respect to time leads to

$$
\begin{equation*}
\dot{\mathbf{r}}^{i}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i} \tag{2.53}
\end{equation*}
$$

in which $\dot{\mathbf{r}}^{i}$ is the absolute velocity vector of point $P$ and $\dot{\mathbf{R}}^{i}$ is the absolute velocity of the origin of the body reference. It was previously shown that

$$
\begin{equation*}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}=\mathbf{A}^{i}\left(\overline{\boldsymbol{\omega}}^{i} \times \overline{\mathbf{u}}^{i}\right) \tag{2.54}
\end{equation*}
$$

One can, therefore, write the absolute velocity vector of point $P$ as

$$
\begin{equation*}
\dot{\mathbf{r}}^{i}=\dot{\mathbf{R}}^{i}+\boldsymbol{\omega}^{i} \times \mathbf{u}^{i} \tag{2.55}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{\mathbf{r}}^{i}=\dot{\mathbf{R}}^{i}+\mathbf{A}^{i}\left(\overline{\boldsymbol{\omega}}^{i} \times \overline{\mathbf{u}}^{i}\right) \tag{2.56}
\end{equation*}
$$

Furthermore, the angular velocity vector $\boldsymbol{\omega}^{i}$ and $\overline{\boldsymbol{\omega}}^{i}$ can be written in terms of the time derivative of Euler parameters as

$$
\begin{align*}
\boldsymbol{\omega}^{i} & =\mathbf{G}^{i} \dot{\theta}^{i}  \tag{2.57}\\
\overline{\boldsymbol{\omega}}^{i} & =\overline{\mathbf{G}}^{i} \dot{\theta}^{i} \tag{2.58}
\end{align*}
$$

where $\mathbf{G}^{i}$ and $\overline{\mathbf{G}}^{i}$ are the $3 \times 4$ matrices that depend on Euler parameters and given by

$$
\begin{align*}
\mathbf{G}^{i} & =2 \mathbf{E}^{i}  \tag{2.59}\\
\overline{\mathbf{G}}^{i} & =2 \overline{\mathbf{E}}^{i} \tag{2.60}
\end{align*}
$$

Therefore, the vector $\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}$ can be written as

$$
\begin{equation*}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=\mathbf{A}^{i}\left(\overline{\boldsymbol{\omega}}^{i} \times \overline{\mathbf{u}}^{i}\right)=-\mathbf{A}^{i}\left(\overline{\mathbf{u}}^{i} \times \overline{\boldsymbol{\omega}}^{i}\right)=-\mathbf{A}^{i} \overline{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} \dot{\boldsymbol{\theta}}^{i} \tag{2.61}
\end{equation*}
$$

in which $\tilde{\mathbf{u}}^{i}$ is the $3 \times 3$ skew symmetric matrix

$$
\tilde{\mathbf{u}}^{i}=\left[\begin{array}{ccc}
0 & -\bar{u}_{3}^{i} & \bar{u}_{2}^{i}  \tag{2.62}\\
\bar{u}_{3}^{i} & 0 & -\bar{u}_{1}^{i} \\
-\bar{u}_{2}^{i} & \bar{u}_{1}^{i} & 0
\end{array}\right]
$$

As will be seen in sections to follow, equations similar to Eqs. 59 and 60, in which the time derivatives of the rotational coordinates are isolated, can be obtained when the orientation of the frame of reference is described by using other sets of coordinates such as Rodriguez parameters or Euler angles. Therefore, the form of Eq. 61 is general and can be developed irrespective of the set of rotational coordinates used. The form of Eq. 61 is convenient and will be used in Chapters 3 and 5 to develop the dynamic equations of rigid and deformable bodies in multibody systems.

Example 2.8 Figure 9 shows a robotic arm that translates and rotates with respect to a vehicle system. Let $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ be the coordinate system of the vehicle and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ be the coordinate system of the robotic arm as shown in the figure. The robotic arm is assumed to be connected to the vehicle by means of a cylindrical joint; that is, the relative motion between the arm and the vehicle can be described by translational and rotational displacements along and about the joint axis shown in the figure. A unit vector parallel to the joint axis and defined in the vehicle coordinate system is given by

$$
\mathbf{v}=\frac{1}{\sqrt{3}}\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]^{\mathrm{T}}
$$

Assuming that the arm translates with constant speed $2 \mathrm{~m} / \mathrm{sec}$ and the angular velocity about the joint axis is $5 \mathrm{rad} / \mathrm{sec}$, determine the velocity of point $P$ on the robotic arm when the arm rotates $30^{\circ}$. The coordinates of $P$ in the arm coordinate system are given by the vector $\overline{\mathbf{u}}_{P}^{i}$ where

$$
\overline{\mathbf{u}}_{P}^{i}=\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]^{\mathrm{T}} \mathrm{~m}
$$



Figure 2.9 Vehicle system.

Assume that the axes of the vehicle and the arm coordinate system are initially the same.

Solution At the specified position, the transformation matrix between the arm coordinate system and the vehicle coordinate system is given by

$$
\mathbf{A}^{i}=\left[\mathbf{I}+\tilde{\mathbf{v}} \sin \theta^{i}+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta^{i}}{2}\right]
$$

where $\theta^{i}=30^{\circ}$ and $\tilde{\mathbf{v}}$ is the skew symmetric matrix defined as

$$
\tilde{\mathbf{v}}=\frac{1}{\sqrt{3}}\left[\begin{array}{ccc}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{array}\right]
$$

After substitution, one can verify that the matrix $\mathbf{A}^{i}$ is given by

$$
\mathbf{A}^{i}=\left[\begin{array}{ccc}
0.91068 & -0.24402 & 0.33334 \\
0.33334 & 0.91068 & -0.24402 \\
-0.24402 & 0.33334 & 0.91068
\end{array}\right]
$$

The vector $\overline{\mathbf{u}}_{P}^{i}$ can be defined in the vehicle coordinate system as

$$
\begin{aligned}
\mathbf{u}_{P}^{i} & =\mathbf{A}^{i} \mathbf{u}_{P}^{i}=\left[\begin{array}{ccc}
0.91068 & -0.24402 & 0.33334 \\
0.33334 & 0.91068 & 0.24402 \\
-0.24402 & 0.3334 & 0.91068
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right] \\
& =\left[\begin{array}{c}
-0.24402 \\
0.91068 \\
0.33334
\end{array}\right] \mathrm{m}
\end{aligned}
$$

The angular velocity vector $\boldsymbol{\omega}^{i}$ is defined as

$$
\boldsymbol{\omega}^{i}=\dot{\theta}^{i} \mathbf{v}=\frac{5}{\sqrt{3}}\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]^{\mathrm{T}}=2.8868\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]^{\mathrm{T}} \mathrm{rad} / \mathrm{sec}
$$

The cross product $\boldsymbol{\omega}^{i} \times \mathbf{u}_{P}^{i}$ is then given by

$$
\begin{aligned}
\boldsymbol{\omega}^{i} \times \mathbf{u}_{P}^{i} & =\tilde{\omega}^{i} \mathbf{u}_{P}^{i}=2.8868\left[\begin{array}{ccc}
0 & -1 & 1 \\
1 & 0 & -1 \\
-1 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
-0.24402 \\
0.91068 \\
0.33334
\end{array}\right] \\
& =\left[\begin{array}{c}
-1.6667 \\
-1.6667 \\
3.3334
\end{array}\right] \mathrm{m} / \mathrm{sec}
\end{aligned}
$$

and the velocity of point $P$ in the vehicle coordinate system is given by

$$
\dot{\mathbf{r}}_{P}=\dot{\mathbf{R}}^{i}+\boldsymbol{\omega}^{i} \times \dot{\mathbf{u}}_{P}^{i}
$$

where $\dot{\mathbf{R}}^{i}$ is the absolute velocity of the origin of the arm coordinate system, which is given by

$$
\dot{\mathbf{R}}^{i}=\frac{2}{\sqrt{3}}\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]^{\mathrm{T}}=1.1547\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]^{\mathrm{T}} \mathrm{~m} / \mathrm{sec}
$$

Therefore, the velocity of $P$ is given by

$$
\dot{\mathbf{r}}_{P}=1.1547\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]+\left[\begin{array}{c}
-1.6667 \\
-1.6667 \\
3.3334
\end{array}\right]=\left[\begin{array}{c}
-0.512 \\
-0.512 \\
4.4881
\end{array}\right] \mathrm{m} / \mathrm{sec}
$$

Relative Angular Velocity The transformation matrix that defines the orientation of an arbitrary body $i$ can be expressed in terms of the transformation matrix that defines the orientation of another body $j$ as

$$
\begin{equation*}
\mathbf{A}^{i}=\mathbf{A}^{j} \mathbf{A}^{i j} \tag{2.63}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\tilde{\boldsymbol{w}}^{i} & =\dot{\mathbf{A}}^{i} \mathbf{A}^{i \mathrm{~T}}=\left(\dot{\mathbf{A}}^{j} \mathbf{A}^{i j}+\mathbf{A}^{j} \dot{\mathbf{A}}^{i j}\right)\left(\mathbf{A}^{j} \mathbf{A}^{i j}\right)^{\mathrm{T}} \\
& =\left(\tilde{\boldsymbol{w}}^{j} \mathbf{A}^{j} \mathbf{A}^{i j}+\mathbf{A}^{j}\left(\tilde{\boldsymbol{w}}^{i j}\right)_{i} \mathbf{A}^{i j}\right)\left(\mathbf{A}^{j} \mathbf{A}^{i j}\right)^{\mathrm{T}} \tag{2.64}
\end{align*}
$$

where $\left(\tilde{\boldsymbol{\omega}}^{i j}\right)_{i}$ is the skew symmetric matrix associated with the angular velocity of body $i$ with respect to body $j$ defined in the coordinate system of body $j$. Since the following identity

$$
\begin{equation*}
\tilde{\boldsymbol{w}}^{i j}=\mathbf{A}^{j}\left(\tilde{\boldsymbol{w}}^{i j}\right)_{i} \mathbf{A}^{j^{\mathrm{T}}} \tag{2.65}
\end{equation*}
$$

holds, where $\tilde{\boldsymbol{\omega}}^{i j}$ is the skew symmetric matrix associated with the angular velocity of body $i$ with respect to body $j$ defined in the global coordinate system, the preceding equation yields

$$
\begin{equation*}
\tilde{\boldsymbol{w}}^{i}=\tilde{\boldsymbol{w}}^{j}+\tilde{\boldsymbol{w}}^{i j} \tag{2.66}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\boldsymbol{\omega}^{i}=\boldsymbol{\omega}^{j}+\boldsymbol{\omega}^{i j} \tag{2.67}
\end{equation*}
$$

This equation shows that the absolute angular velocity of body $i$ is equal to the absolute angular velocity of body $j$ plus the angular velocity of body $i$ with respect to body $j$.

### 2.5 ACCELERATIONS AND IMPORTANT IDENTITIES

In the preceding section, the time rate of change of a vector was defined. In this section, the second derivative of a vector with respect to time is evaluated. Recall that

$$
\begin{equation*}
\dot{\mathbf{A}} \overline{\mathbf{r}}=\tilde{\omega} \mathbf{r} \tag{2.68}
\end{equation*}
$$

where the vector $\mathbf{r}$ is equal to $\mathbf{A} \overline{\mathbf{r}}$. Therefore, $\dot{\mathbf{A}} \overline{\mathbf{r}}$ can also be written as

$$
\begin{equation*}
\dot{\mathbf{A}} \overline{\mathbf{r}}=\tilde{\boldsymbol{\omega}} \mathbf{A} \overline{\mathbf{r}} \tag{2.69}
\end{equation*}
$$

and the velocity vector of $\mathbf{r}$ can be written, assuming that $\overline{\mathbf{r}}$ is not constant, as

$$
\begin{equation*}
\dot{\mathbf{r}}=\mathbf{A} \dot{\mathbf{r}}+\tilde{\mathbf{w}} \mathbf{A} \overline{\mathbf{r}} \tag{2.70}
\end{equation*}
$$

Differentiating Eq. 70 with respect to time yields

$$
\begin{equation*}
\ddot{\mathbf{r}}=\dot{\mathbf{A}} \dot{\overrightarrow{\mathbf{r}}}+\mathbf{A} \ddot{\overrightarrow{\mathbf{r}}}+\dot{\tilde{\boldsymbol{\omega}}} \mathbf{A} \overline{\mathbf{r}}+\tilde{\boldsymbol{\omega}} \dot{\mathbf{A}} \overline{\mathbf{r}}+\tilde{\omega} \mathbf{A} \dot{\mathbf{r}} \tag{2.71}
\end{equation*}
$$

In a manner similar to that for Eq. 68, one can write

$$
\dot{\mathbf{A}} \dot{\mathbf{r}}=\tilde{\boldsymbol{\omega}} \mathbf{v}_{g}
$$

where $\mathbf{v}_{g}=\mathbf{A \dot { \mathbf { r } }} \dot{\text { is }}$ the time derivative of the vector $\overline{\mathbf{r}}$ defined in the global coordinate system. Equation 71, after rearranging terms, yields

$$
\begin{equation*}
\ddot{\mathbf{r}}=\mathbf{A} \ddot{\mathbf{r}}+2 \tilde{\mathbf{w}} \mathbf{v}_{g}+\dot{\tilde{\mathbf{w}}} \mathbf{r}+\tilde{\mathbf{\omega}} \dot{\mathbf{A}} \overline{\mathbf{r}} \tag{2.72}
\end{equation*}
$$

One may substitute Eq. 68 into Eq. 72 to get

$$
\begin{equation*}
\ddot{\mathbf{r}}=\mathbf{A} \ddot{\mathbf{r}}+2 \tilde{\mathbf{w}} \mathbf{v}_{g}+\dot{\tilde{\mathbf{\omega}} \mathbf{r}}+\tilde{\boldsymbol{w}} \tilde{\boldsymbol{\omega}} \mathbf{r} \tag{2.73}
\end{equation*}
$$

Using the identities

$$
\tilde{\boldsymbol{\omega}} \mathbf{v}_{g}=\boldsymbol{\omega} \times \mathbf{v}_{g}, \quad \dot{\tilde{\omega}} \mathbf{r}=\dot{\boldsymbol{\omega}} \times \mathbf{r}, \quad \tilde{\boldsymbol{\omega}} \tilde{\boldsymbol{\omega}} \mathbf{r}=\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \mathbf{r}),
$$

one obtains

$$
\begin{equation*}
\ddot{\mathbf{r}}=\mathbf{A} \ddot{\mathbf{r}}+2 \boldsymbol{\omega} \times \mathbf{v}_{g}+\dot{\boldsymbol{\omega}} \times \mathbf{r}+\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \mathbf{r}) \tag{2.74}
\end{equation*}
$$

## Angular Acceleration Vector Using the notation <br> $\alpha=\dot{\omega}$

where $\alpha$ is the angular acceleration vector, Eq. 74 reduces to

$$
\begin{equation*}
\ddot{\mathbf{r}}=\mathbf{A} \ddot{\mathbf{r}}+2 \boldsymbol{\omega} \times \mathbf{v}_{g}+\boldsymbol{\alpha} \times \mathbf{r}+\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \mathbf{r}) \tag{2.75}
\end{equation*}
$$

Using the definition of $\boldsymbol{\omega}$ given by Eq. 42, one can show that the vector $\alpha$ can be expressed in terms of Euler parameters as

$$
\boldsymbol{\alpha}=2\left[\begin{array}{l}
\ddot{\theta}_{3} \theta_{2}-\ddot{\theta}_{2} \theta_{3}+\ddot{\theta}_{1} \theta_{0}-\ddot{\theta}_{0} \theta_{1} \\
\ddot{\theta}_{1} \theta_{3}-\ddot{\theta}_{0} \theta_{2}-\ddot{\theta}_{3} \theta_{1}+\ddot{\theta}_{2} \theta_{0} \\
\ddot{\theta}_{2} \theta_{1}+\ddot{\theta}_{3} \theta_{0}-\ddot{\theta}_{0} \theta_{3}-\ddot{\theta}_{1} \theta_{2}
\end{array}\right]
$$

which can be written in matrix form as

$$
\alpha=2 \mathbf{E} \ddot{ }
$$

where the matrix $\mathbf{E}$ is given by Eq. 21.
Equation 75 can also be written as

$$
\ddot{\mathbf{r}}=\mathbf{a}_{l}+\mathbf{a}_{c}+\mathbf{a}_{t}+\mathbf{a}_{n}
$$

where

$$
\begin{aligned}
& \mathbf{a}_{l}=\mathbf{A} \ddot{\mathbf{r}}, \quad \mathbf{a}_{c}=2 \boldsymbol{\omega} \times \mathbf{v}_{g} \\
& \mathbf{a}_{t}=\boldsymbol{\alpha} \times \mathbf{r}, \quad \mathbf{a}_{n}=\boldsymbol{\omega} \times(\boldsymbol{\omega} \times \mathbf{r})
\end{aligned}
$$

In these equations, $\ddot{\mathbf{r}}$ is the acceleration of the point whose position is defined by the vector $\mathbf{r}$ as seen by an observer stationed on the rotating frame; thus $\mathbf{a}_{l}$ represents the local acceleration defined in the global coordinate system. This component of the acceleration is zero if the vector $\overline{\mathbf{r}}$ has a constant length, that is, if the vector $\overline{\mathbf{r}}$
has fixed components in the rotating coordinate system. The other three components $\mathbf{a}_{c}, \mathbf{a}_{t}$, and $\mathbf{a}_{n}$ are, respectively, the Coriolis, tangential, and normal components of the acceleration vector. One may observe from the definition of these components that the normal component $\mathbf{a}_{n}$ has a magnitude equal to $(\dot{\theta})^{2} r$, where $r$ is the length of the vector r. By using the definition of the cross product, it can be shown that the direction of this component is along the vector ( $-\mathbf{r}$ ). The tangential component $\mathbf{a}_{t}$ has a magnitude $\ddot{\theta} r$, and its direction is perpendicular to both $\boldsymbol{\alpha}$ and $\mathbf{r}$. The Coriolis component $\mathbf{a}_{c}$ has a magnitude equal to $2 \dot{\theta} v_{g}$, where $v_{g}$ is the norm of the velocity vector $\mathbf{v}_{g}$. The Coriolis component has a direction that is perpendicular to both $\boldsymbol{\omega}$ and $\mathbf{v}_{g}$.

If the axis of rotation is fixed in space, the unit vector $\mathbf{v}$ is a constant vector, and since

$$
\theta=\left[\begin{array}{llll}
\theta_{0} & \theta_{1} & \theta_{2} & \theta_{3}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{llll}
\cos \frac{\theta}{2} & v_{1} \sin \frac{\theta}{2} & v_{2} \sin \frac{\theta}{2} & v_{3} \sin \frac{\theta}{2}
\end{array}\right]^{\mathrm{T}}
$$

one has

$$
\dot{\boldsymbol{\theta}}=\frac{\dot{\theta}}{2}\left[\begin{array}{llll}
-\sin \frac{\theta}{2} & v_{1} \cos \frac{\theta}{2} & v_{2} \cos \frac{\theta}{2} & v_{3} \cos \frac{\theta}{2}
\end{array}\right]^{\mathrm{T}}
$$

and

$$
\ddot{\theta}=\frac{\ddot{\theta}}{2}\left[\begin{array}{llll}
-\sin \frac{\theta}{2} & v_{1} \cos \frac{\theta}{2} & v_{2} \cos \frac{\theta}{2} & v_{3} \cos \frac{\theta}{2}
\end{array}\right]^{\mathrm{T}}-\frac{(\dot{\theta})^{2}}{4} \theta
$$

Since $\boldsymbol{\omega}=\dot{\theta} \mathbf{v}$, as a result of the assumption that the axis of rotation is fixed in space, one can verify that the angular acceleration vector is

$$
\boldsymbol{\alpha}=\ddot{\theta}\left[\begin{array}{lll}
v_{1} & v_{2} & v_{3}
\end{array}\right]^{\mathrm{T}}=\ddot{\theta} \mathbf{v}
$$

If we consider the planar case in which $\mathbf{X}_{3}$ is the axis of rotation, it is obvious that

$$
\boldsymbol{\alpha}=\ddot{\theta}\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{\mathrm{T}}
$$

as expected.
General Displacement The kinematic relationships developed in this section can be used to determine the absolute acceleration of an arbitrary point on a rigid body in multibody systems. It has been shown in the previous section that the absolute velocity of a point on the rigid body $i$ can be written as

$$
\dot{\mathbf{r}}^{i}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=\dot{\mathbf{R}}^{i}+\mathbf{A}^{i}\left(\overline{\boldsymbol{\omega}}^{i} \times \overline{\mathbf{u}}^{i}\right)
$$

where $\dot{\mathbf{R}}^{i}$ is the absolute velocity of the origin of the body reference, $\mathbf{A}^{i}$ is the transformation matrix, $\overline{\boldsymbol{\omega}}^{i}$ is the angular velocity vector defined in the body coordinate system, and $\overline{\mathbf{u}}^{i}$ is the local position of the arbitrary point. Differentiating the preceding equation with respect to time and using the relationships developed in this section, one can verify that the absolute acceleration of an arbitrary point on the rigid body can be written as

$$
\ddot{\mathbf{r}}^{i}=\ddot{\mathbf{R}}^{i}+\boldsymbol{\omega}^{i} \times\left(\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}\right)+\boldsymbol{\alpha}^{i} \times \mathbf{u}^{i}
$$

where $\ddot{\mathbf{R}}^{i}$ is the absolute acceleration of the origin of the body reference, $\boldsymbol{\omega}^{i}$ and $\alpha^{i}$ are, respectively, the angular velocity and angular acceleration vectors defined in the
global coordinate system, and $\mathbf{u}^{i}$ is the vector

$$
\mathbf{u}^{i}=\mathbf{A}^{i} \overline{\mathbf{u}}^{i}
$$

The acceleration vector $\dot{\mathbf{r}}^{i}$ can also be written in terms of vectors defined in the body coordinate system as

$$
\ddot{\mathbf{r}}^{i}=\ddot{\mathbf{R}}^{i}+\mathbf{A}^{i}\left[\overline{\boldsymbol{\omega}}^{i} \times\left(\overline{\boldsymbol{\omega}}^{i} \times \overline{\mathbf{u}}^{i}\right)\right]+\mathbf{A}^{i}\left(\overline{\boldsymbol{\alpha}}^{i} \times \overline{\mathbf{u}}^{i}\right)
$$

where $\overline{\boldsymbol{\omega}}^{i}$ and $\overline{\boldsymbol{\alpha}}^{i}$ are, respectively, the angular velocity vector and angular acceleration vector defined in the body coordinate system.

Important Euler Parameter Identities Euler parameters are widely used in the field of computational dynamics. This is despite the fact that Euler parameters have one redundant variable, and their use requires imposing the constraint of Eq. 11. Nonetheless, Euler parameters have several useful identities that can be used to simplify the kinematic and dynamic equations. Below, we summarize these identities, some of which were presented in the preceding sections:

$$
\begin{aligned}
& \mathbf{E} \mathbf{E}^{\mathrm{T}}=\overline{\mathbf{E}} \overline{\mathbf{E}}^{\mathrm{T}}=\mathbf{I} \\
& \mathbf{E}^{\mathrm{T}} \mathbf{E}=\overline{\mathbf{E}}^{\mathrm{T}} \overline{\mathbf{E}}=\mathbf{I}_{4}-\theta \boldsymbol{\theta}^{\mathrm{T}} \\
& \mathbf{E} \theta=\overline{\mathbf{E}} \boldsymbol{\theta}=\mathbf{0} \\
& \dot{\mathbf{E}} \dot{\boldsymbol{\theta}}=\dot{\overline{\mathbf{E}}} \dot{\boldsymbol{\theta}}=\mathbf{0} \\
& \dot{\mathbf{E}}^{\mathrm{T}}=\dot{\mathbf{E}} \overline{\mathbf{E}}^{\mathrm{T}} \\
& \dot{\mathbf{G}} \mathbf{G}^{\mathrm{T}}=-\mathbf{G} \dot{\mathbf{G}}^{\mathrm{T}}=2 \tilde{\boldsymbol{w}} \\
& \overline{\mathbf{G}} \dot{\mathbf{G}}^{\mathrm{T}}=-\dot{\overline{\mathbf{G}}} \overline{\mathbf{G}}^{\mathrm{T}}=2 \tilde{\tilde{\mathbf{w}}} \\
& \boldsymbol{\theta}^{\mathrm{T}} \boldsymbol{\theta}=1, \quad \dot{\boldsymbol{\theta}}^{\mathrm{T}} \boldsymbol{\theta}=0
\end{aligned}
$$

where $\mathbf{I}$ is the $3 \times 3$ identity matrix, and $\mathbf{I}_{4}$ is the $4 \times 4$ identity matrix. It can also be shown that the partial derivative of the transformation matrix defined by the Rodriguez formula with respect to the angle $\theta$ is given by

$$
\mathbf{A}_{\theta}=\frac{\partial \mathbf{A}}{\partial \theta}=\mathbf{A} \tilde{\mathbf{v}}=\tilde{\mathbf{v}} \mathbf{A}
$$

or more generally,

$$
\frac{\partial^{n} \mathbf{A}}{\partial \theta^{n}}=(\tilde{\mathbf{v}})^{n} \mathbf{A}=\mathbf{A}(\tilde{\mathbf{v}})^{n}
$$

where $\mathbf{v}$ is a unit vector along the axis of rotation.
Another important identity can be obtained using quaternion algebra (Shabana 2001). This identity can be useful in describing the relative motion when Euler parameters are used. Consider the following relationship between the three orthogonal matrices $\mathbf{A}^{i}, \mathbf{A}^{j}$, and $\mathbf{A}^{k}$ :

$$
\mathbf{A}^{i}=\mathbf{A}^{j} \mathbf{A}^{k}
$$

Let $\boldsymbol{\theta}^{i}, \boldsymbol{\theta}^{j}$, and $\boldsymbol{\theta}^{k}$ be the set of Euler parameters that define the orthogonal transformation matrices $\mathbf{A}^{i}, \mathbf{A}^{j}$, and $\mathbf{A}^{k}$. Then $\boldsymbol{\theta}^{i}, \boldsymbol{\theta}^{j}$, and $\boldsymbol{\theta}^{k}$ are related by the following equation:

$$
\boldsymbol{\theta}^{i}=\mathbf{H}^{j} \boldsymbol{\theta}^{k}
$$

where $\mathbf{H}^{j}$ is defined as

$$
\mathbf{H}^{j}=\left[\begin{array}{llll}
\theta_{0}^{j} & -\theta_{1}^{j} & -\theta_{2}^{j} & -\theta_{3}^{j} \\
\theta_{1}^{j} & \theta_{0}^{j} & -\theta_{3}^{j} & \theta_{2}^{j} \\
\theta_{2}^{j} & \theta_{3}^{j} & \theta_{0}^{j} & -\theta_{1}^{j} \\
\theta_{3}^{j} & -\theta_{2}^{j} & \theta_{1}^{j} & \theta_{0}^{j}
\end{array}\right]
$$

The matrix $\mathbf{H}^{j}$ is an orthogonal matrix, that is

$$
\mathbf{H}^{j^{\mathrm{T}}} \mathbf{H}^{j}=\mathbf{H}^{j} \mathbf{H}^{j^{\mathrm{T}}}=\mathbf{I}
$$

This property allows writing $\theta^{k}$ in terms of $\theta^{i}$.
Alternative forms of the rotation matrix are developed in the following three sections. These forms are, respectively, in terms of Rodriguez parameters, Euler angles, and the direction cosines.

### 2.6 RODRIGUEZ PARAMETERS

As pointed out earlier, only three independent variables are required to describe the orientation of the body reference. The transformation matrix developed in the preceding sections is expressed in terms of four parameters, that is, one more than the number of degrees of freedom. In this section, an alternative representation, which uses three parameters called Rodriguez parameters, is developed.

For convenience, we reproduce the transformation matrix of Eq. 9:

$$
\begin{equation*}
\mathbf{A}=\mathbf{I}+\tilde{\mathbf{v}} \sin \theta+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta}{2} \tag{2.76}
\end{equation*}
$$

We now define the vector $\gamma$ of Rodriguez parameters as

$$
\begin{equation*}
\gamma=\mathbf{v} \tan \frac{\theta}{2} \tag{2.77}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\gamma_{1}=v_{1} \tan \frac{\theta}{2}, \quad \gamma_{2}=v_{2} \tan \frac{\theta}{2}, \quad \gamma_{3}=v_{3} \tan \frac{\theta}{2} \tag{2.78}
\end{equation*}
$$

where $\theta$ is the angle of rotation about the axis of rotation and $\mathbf{v}$ is a unit vector along the axis of rotation. Note that the Rodriguez parameter representation has the disadvantage of becoming infinite when the angle of rotation $\theta$ is equal to $\pi$.

Using the trigonometric identities

$$
\begin{aligned}
& \sin \theta=2 \sin \frac{\theta}{2} \cos \frac{\theta}{2}, \quad \sin \frac{\theta}{2}=\tan \frac{\theta}{2} \cos \frac{\theta}{2} \\
& \sec ^{2} \frac{\theta}{2}=\frac{1}{\cos ^{2}(\theta / 2)}=1+\tan ^{2} \frac{\theta}{2}
\end{aligned}
$$

one can write $\sin \theta$ as

$$
\begin{equation*}
\sin \theta=2 \sin \frac{\theta}{2} \cos \frac{\theta}{2}=2 \tan \frac{\theta}{2} \cos ^{2} \frac{\theta}{2}=\frac{2 \tan (\theta / 2)}{\sec ^{2}(\theta / 2)}=\frac{2 \tan (\theta / 2)}{1+\tan ^{2}(\theta / 2)} \tag{2.79}
\end{equation*}
$$

Since $\mathbf{v}$ is a unit vector, one has

$$
\begin{equation*}
\boldsymbol{\gamma}^{\mathrm{T}} \boldsymbol{\gamma}=\tan ^{2} \frac{\theta}{2}=(\gamma)^{2} \tag{2.80}
\end{equation*}
$$

Therefore, Eq. 79 leads to

$$
\begin{equation*}
\sin \theta=\frac{2 \tan (\theta / 2)}{1+(\gamma)^{2}} \tag{2.81}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\sin ^{2} \frac{\theta}{2}=\frac{\tan ^{2}(\theta / 2)}{1+\tan ^{2}(\theta / 2)}=\frac{\tan ^{2}(\theta / 2)}{1+(\gamma)^{2}} \tag{2.82}
\end{equation*}
$$

Substituting Eqs. 81 and 82 into Eq. 76 yields

$$
\begin{equation*}
\mathbf{A}=\mathbf{I}+\frac{2}{1+(\gamma)^{2}}\left(\tilde{\mathbf{v}} \tan \frac{\theta}{2}+(\tilde{\mathbf{v}})^{2} \tan ^{2} \frac{\theta}{2}\right) \tag{2.83}
\end{equation*}
$$

which, on using Eq. 77, yields

$$
\begin{equation*}
\mathbf{A}=\mathbf{I}+\frac{2}{1+(\gamma)^{2}}\left(\tilde{\gamma}+(\tilde{\gamma})^{2}\right) \tag{2.84}
\end{equation*}
$$

where $\tilde{\gamma}$ is the skew symmetric matrix

$$
\tilde{\gamma}=\left[\begin{array}{ccc}
0 & -\gamma_{3} & \gamma_{2}  \tag{2.85}\\
\gamma_{3} & 0 & -\gamma_{1} \\
-\gamma_{2} & \gamma_{1} & 0
\end{array}\right]
$$

In a more explicit form, the transformation matrix $\mathbf{A}$ can be written in terms of the three parameters $\gamma_{1}, \gamma_{2}$, and $\gamma_{3}$ as

$$
\begin{align*}
& \mathbf{A}=\frac{1}{1+(\gamma)^{2}} \\
& \times\left[\begin{array}{ccc}
1+\left(\gamma_{1}\right)^{2}-\left(\gamma_{2}\right)^{2}-\left(\gamma_{3}\right)^{2} & 2\left(\gamma_{1} \gamma_{2}-\gamma_{3}\right) & 2\left(\gamma_{1} \gamma_{3}+\gamma_{2}\right) \\
2\left(\gamma_{1} \gamma_{2}+\gamma_{3}\right) & 1-\left(\gamma_{1}\right)^{2}+\left(\gamma_{2}\right)^{2}-\left(\gamma_{3}\right)^{2} & 2\left(\gamma_{2} \gamma_{3}-\gamma_{1}\right) \\
2\left(\gamma_{1} \gamma_{3}-\gamma_{2}\right) & 2\left(\gamma_{2} \gamma_{3}+\gamma_{1}\right) & 1-\left(\gamma_{1}\right)^{2}-\left(\gamma_{2}\right)^{2}+\left(\gamma_{3}\right)^{2}
\end{array}\right] \tag{2.86}
\end{align*}
$$

Relationships with Euler Parameters Using the definition of Euler parameters of Eq. 10, one can show that Rodriguez parameters can be written in terms of Euler parameters as follows:

$$
\left.\begin{array}{l}
\gamma_{1}=v_{1} \frac{\sin (\theta / 2)}{\cos (\theta / 2)}=\frac{\theta_{1}}{\theta_{0}}  \tag{2.87}\\
\gamma_{2}=\frac{\theta_{2}}{\theta_{0}}, \quad \gamma_{3}=\frac{\theta_{3}}{\theta_{0}}
\end{array}\right\}
$$

That is,

$$
\begin{equation*}
\gamma_{i}=\frac{\theta_{i}}{\theta_{0}}, \quad i=1,2,3 \tag{2.88}
\end{equation*}
$$

From Eq. 82 it is obvious that

$$
\cos ^{2} \frac{\theta}{2}=\frac{1}{1+(\gamma)^{2}}
$$

that is,

$$
\theta_{0}=\frac{1}{\sqrt{1+(\gamma)^{2}}}
$$

Using this equation, one can then write the remaining Euler parameters in terms of Rodriguez parameters as follows

$$
\left.\begin{array}{l}
\theta_{1}=\frac{\gamma_{1}}{\sqrt{1+(\gamma)^{2}}} \\
\theta_{2}=\frac{\gamma_{2}}{\sqrt{1+(\gamma)^{2}}}  \tag{2.89}\\
\theta_{3}=\frac{\gamma_{3}}{\sqrt{1+(\gamma)^{2}}}
\end{array}\right\}
$$

that is,

$$
\theta_{i}=\frac{\gamma_{i}}{\sqrt{1+(\gamma)^{2}}}, \quad i=1,2,3
$$

It follows that the relation between the time derivatives of Rodriguez parameters and Euler parameters are given by

$$
\dot{\gamma}_{i}=\frac{\dot{\theta}_{i} \theta_{0}-\dot{\theta}_{0} \theta_{i}}{\left(\theta_{0}\right)^{2}}, \quad i=1,2,3
$$

which can be written in a matrix form as

$$
\dot{\gamma}=\mathbf{C} \dot{\theta}
$$

where $\boldsymbol{\theta}=\left[\theta_{0} \theta_{1} \theta_{2} \theta_{3}\right]^{\mathrm{T}}$ are the four Euler parameters and $\mathbf{C}$ is a $3 \times 4$ matrix defined as

$$
\mathbf{C}=\frac{1}{\left(\theta_{0}\right)^{2}}\left[\begin{array}{cccc}
-\theta_{1} & \theta_{0} & 0 & 0 \\
-\theta_{2} & 0 & \theta_{0} & 0 \\
-\theta_{3} & 0 & 0 & \theta_{0}
\end{array}\right]
$$

The inverse relation is given by

$$
\dot{\theta}=\mathbf{D} \dot{\gamma}
$$

where $\mathbf{D}$ is a $4 \times 3$ matrix given by

$$
\mathbf{D}=\frac{1}{\sqrt{1+(\gamma)^{2}}}\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]-\frac{1}{\left[1+(\gamma)^{2}\right]^{3 / 2}}\left[\begin{array}{ccc}
\gamma_{1} & \gamma_{2} & \gamma_{3} \\
\left(\gamma_{1}\right)^{2} & \gamma_{1} \gamma_{2} & \gamma_{1} \gamma_{3} \\
\gamma_{2} \gamma_{1} & \left(\gamma_{2}\right)^{2} & \gamma_{2} \gamma_{3} \\
\gamma_{3} \gamma_{1} & \gamma_{3} \gamma_{2} & \left(\gamma_{3}\right)^{2}
\end{array}\right]
$$

Angular Velocity Vector It can be also verified that the transformation matrix expressed in terms of Rodriguez parameters can be written as the product of two semitransformation matrices $\mathbf{E}$ and $\overline{\mathbf{E}}$ as follows:

$$
\mathbf{A}=\mathbf{E} \overline{\mathbf{E}}^{\mathrm{T}}
$$

where the $3 \times 4$ matrices $\mathbf{E}$ and $\overline{\mathbf{E}}$ are defined as follows:

$$
\begin{aligned}
& \mathbf{E}=\frac{1}{\sqrt{1+(\gamma)^{2}}}\left[\begin{array}{cccc}
-\gamma_{1} & 1 & -\gamma_{3} & \gamma_{2} \\
-\gamma_{2} & \gamma_{3} & 1 & -\gamma_{1} \\
-\gamma_{3} & -\gamma_{2} & \gamma_{1} & 1
\end{array}\right] \\
& \overline{\mathbf{E}}=\frac{1}{\sqrt{1+(\gamma)^{2}}}\left[\begin{array}{cccc}
-\gamma_{1} & 1 & \gamma_{3} & -\gamma_{2} \\
-\gamma_{2} & -\gamma_{3} & 1 & \gamma_{1} \\
-\gamma_{3} & \gamma_{2} & -\gamma_{1} & 1
\end{array}\right]
\end{aligned}
$$

Using these matrices, one can verify that the angular velocity vector $\bar{\omega}$ in the local coordinate system can be written in terms of Rodriguez parameters as follows:

$$
\begin{equation*}
\overline{\boldsymbol{\omega}}=\overline{\mathbf{G}} \dot{\gamma} \tag{2.90}
\end{equation*}
$$

where

$$
\overline{\mathbf{G}}=2 \overline{\mathbf{E}} \mathbf{D}
$$

By carrying out this matrix multiplication, it can be shown that the matrix $\overline{\mathbf{G}}$ is given by

$$
\overline{\mathbf{G}}=\frac{2}{1+(\gamma)^{2}}\left[\begin{array}{ccc}
1 & \gamma_{3} & -\gamma_{2} \\
-\gamma_{3} & 1 & \gamma_{1} \\
\gamma_{2} & -\gamma_{1} & 1
\end{array}\right]
$$

The global angular velocity vector $\omega$ is also given by

$$
\begin{equation*}
\omega=\mathbf{G} \dot{\gamma} \tag{2.91}
\end{equation*}
$$

where

$$
\mathbf{G}=2 \mathbf{E D}
$$

By carrying out this matrix multiplication, one can verify that the matrix $\mathbf{G}$ is given by

$$
\mathbf{G}=\frac{2}{1+(\gamma)^{2}}\left[\begin{array}{ccc}
1 & -\gamma_{3} & \gamma_{2} \\
\gamma_{3} & 1 & -\gamma_{1} \\
-\gamma_{2} & \gamma_{1} & 1
\end{array}\right]
$$

### 2.7 EULER ANGLES

One of the most common and widely used parameters in describing reference orientations are the three independent Euler angles. In this section, we define these angles and develop the transformation matrix in terms of them. Euler angles involve three successive rotations about three axes that are not orthogonal in general. Euler angles, however, are not unique; therefore, we follow the most widely used set given by Goldstein (1950). To this end we carry out the transformation between two coordinate systems by means of three successive rotations, called Euler angles, performed in a given sequence. For instance, we consider the coordinate systems $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and $\boldsymbol{\xi}_{1} \boldsymbol{\xi}_{2} \boldsymbol{\xi}_{3}$, which initially coincide. The sequence starts by rotating the system $\xi_{1} \xi_{2} \xi_{3}$ an angle $\phi$ about the $\mathbf{X}_{3}$ axis. The result of this rotation is shown in Fig. 10(a). Since $\phi$ is the angle of rotation in the plane $\mathbf{X}_{1} \mathbf{X}_{2}$, we have

$$
\begin{equation*}
\xi=\mathbf{D}_{1} \mathbf{x} \tag{2.92}
\end{equation*}
$$

where $\mathbf{D}_{1}$ is the transformation matrix

$$
\mathbf{D}_{1}=\left[\begin{array}{ccc}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Next we consider the coordinate system $\boldsymbol{\eta}_{1} \boldsymbol{\eta}_{2} \boldsymbol{\eta}_{3}$, which coincides with the system $\xi_{1} \xi_{2} \xi_{3}$ and rotate this system an angle $\theta$ about the axis $\xi_{1}$, which at the current position is called the line of nodes. The result of this rotation is shown in Fig. 10(b). Since the rotation $\theta$ is in the plane $\boldsymbol{\xi}_{2} \xi_{3}$, we have

$$
\begin{equation*}
\eta=\mathbf{D}_{2} \xi \tag{2.93}
\end{equation*}
$$


(a)

(b)

(c)

Figure 2.10 Euler angles.
where $\mathbf{D}_{2}$ is the transformation matrix defined as

$$
\mathbf{D}_{2}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{array}\right]
$$

Finally, we consider the coordinate system $\boldsymbol{\zeta}_{1} \boldsymbol{\zeta}_{2} \boldsymbol{\zeta}_{3}$, which coincides with the coordinate system $\boldsymbol{\eta}_{1} \boldsymbol{\eta}_{2} \boldsymbol{\eta}_{3}$. We rotate the coordinate system $\boldsymbol{\zeta}_{1} \boldsymbol{\zeta}_{2} \boldsymbol{\zeta}_{3}$ an angle $\psi$ about the $\boldsymbol{\eta}_{3}$ axis as shown in Fig. 10(c). In this case, we can write

$$
\begin{equation*}
\zeta=\mathbf{D}_{3} \eta \tag{2.94}
\end{equation*}
$$

where $\mathbf{D}_{3}$ is the transformation matrix

$$
\mathbf{D}_{3}=\left[\begin{array}{ccc}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Using Eqs. 92-94, one can write the transformation between the initial coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and the final coordinate system $\zeta_{1} \zeta_{2} \zeta_{3}$ as follows:

$$
\zeta=\mathbf{D}_{3} \mathbf{D}_{2} \mathbf{D}_{1} \mathbf{x}
$$

which can be written as

$$
\zeta=\mathbf{A}^{\mathrm{T}} \mathbf{x}
$$

where $\mathbf{A}^{\mathrm{T}}=\mathbf{D}_{3} \mathbf{D}_{2} \mathbf{D}_{1}$. Also one can write

$$
\begin{equation*}
\mathbf{x}=\mathbf{A} \boldsymbol{\zeta} \tag{2.95}
\end{equation*}
$$

where $\mathbf{A}$ is the transformation matrix

$$
\begin{align*}
& \mathbf{A}= \\
& \qquad\left[\begin{array}{ccc}
\cos \psi \cos \phi-\cos \theta \sin \phi \sin \psi & -\sin \psi \cos \phi-\cos \theta \sin \phi \cos \psi & \sin \theta \sin \phi \\
\cos \psi \sin \phi+\cos \theta \cos \phi \sin \psi & -\sin \psi \sin \phi+\cos \theta \cos \phi \cos \psi & -\sin \theta \cos \phi \\
\sin \theta \sin \psi & \sin \theta \cos \psi & \cos \theta
\end{array}\right] \tag{2.96}
\end{align*}
$$

The three angles $\phi, \theta$, and $\psi$ are called the Euler angles. The matrix A of Eq. 96 is then the transformation matrix expressed in terms of Euler angles.

Angular Velocity Vector We have previously shown that infinitesimal rotations are vector quantities; that is, infinitesimal rotations can be added as vectors. Therefore, if we consider the infinitesimal rotations $\delta \phi, \delta \theta$, and $\delta \psi$, the vector sum of these infinitesimal rotations, denoted as $\delta \theta$, can be written as

$$
\delta \theta=\mathbf{v}_{1} \delta \phi+\mathbf{v}_{2} \delta \theta+\mathbf{v}_{3} \delta \psi
$$

where $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$ are, respectively, unit vectors along the three axes of rotations about which the three successive rotations $\delta \phi, \delta \theta$, and $\delta \psi$ are performed (Fig. 11).


Figure 2.11 Axes of rotation.
The vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$, and $\mathbf{v}_{3}$ in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system are given by

$$
\begin{aligned}
& \mathbf{v}_{1}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{\mathrm{T}} \\
& \mathbf{v}_{2}=\left[\begin{array}{lll}
\cos \phi & \sin \phi & 0
\end{array}\right]^{\mathrm{T}} \\
& \mathbf{v}_{3}=\left[\begin{array}{lll}
\sin \theta \sin \phi & -\sin \theta \cos \phi & \cos \theta
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Therefore, the vector $\delta \theta$ in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system can be written in matrix form as

$$
\delta \boldsymbol{\theta}=\left[\begin{array}{ccc}
0 & \cos \phi & \sin \theta \sin \phi \\
0 & \sin \phi & -\sin \theta \cos \phi \\
1 & 0 & \cos \theta
\end{array}\right]\left[\begin{array}{c}
\delta \phi \\
\delta \theta \\
\delta \psi
\end{array}\right]
$$

By definition, the angular velocity vector $\omega$ is

$$
\omega=\frac{d \theta}{d t}
$$

One can then write the angular velocity in terms of Euler angles as

$$
\omega=\mathbf{G} \dot{v}
$$

where $\boldsymbol{v}=(\phi, \theta, \psi)$ and $\mathbf{G}$ is the matrix

$$
\mathbf{G}=\left[\begin{array}{ccc}
0 & \cos \phi & \sin \theta \sin \phi \\
0 & \sin \phi & -\sin \theta \cos \phi \\
1 & 0 & \cos \theta
\end{array}\right]
$$

That is,

$$
\begin{aligned}
& \omega_{1}=\dot{\theta} \cos \phi+\dot{\psi} \sin \theta \sin \phi \\
& \omega_{2}=\dot{\theta} \sin \phi-\dot{\psi} \sin \theta \cos \phi \\
& \omega_{3}=\dot{\phi}+\dot{\psi} \cos \theta
\end{aligned}
$$

In the $\zeta_{1} \zeta_{2} \zeta_{3}$ coordinate system the angular velocity vector is given by

$$
\begin{aligned}
& \bar{\omega}_{1}=\dot{\phi} \sin \theta \sin \psi+\dot{\theta} \cos \psi \\
& \bar{\omega}_{2}=\dot{\phi} \sin \theta \cos \psi-\dot{\theta} \sin \psi \\
& \bar{\omega}_{3}=\dot{\phi} \cos \theta+\dot{\psi}
\end{aligned}
$$

which can be written in a matrix form as

$$
\overline{\mathbf{\omega}}=\overline{\mathbf{G}} \dot{v}
$$

where $\overline{\mathbf{G}}$ is the matrix

$$
\overline{\mathbf{G}}=\left[\begin{array}{ccc}
\sin \theta \sin \psi & \cos \psi & 0 \\
\sin \theta \cos \psi & -\sin \psi & 0 \\
\cos \theta & 0 & 1
\end{array}\right]
$$

Relationship with Euler Parameters The relationship between Euler angles and Euler parameters is given by

$$
\begin{array}{ll}
\theta_{0}=\cos \frac{\theta}{2} \cos \frac{\psi+\phi}{2}, & \theta_{1}=\sin \frac{\theta}{2} \cos \frac{\phi-\psi}{2} \\
\theta_{2}=\sin \frac{\theta}{2} \sin \frac{\phi-\psi}{2}, & \theta_{3}=\cos \frac{\theta}{2} \sin \frac{\phi+\psi}{2}
\end{array}
$$

Euler angles can be also written in terms of Euler parameters as follows:

$$
\begin{aligned}
& \theta=\cos ^{-1}\left[2\left[\left(\theta_{0}\right)^{2}+\left(\theta_{3}\right)^{2}\right]-1\right] \\
& \phi=\cos ^{-1}\left\{\frac{-2\left(\theta_{2} \theta_{3}-\theta_{0} \theta_{1}\right)}{\sin \theta}\right\} \\
& \psi=\cos ^{-1}\left\{\frac{2\left(\theta_{2} \theta_{3}+\theta_{0} \theta_{1}\right)}{\sin \theta}\right\}
\end{aligned}
$$

The rotations $\phi, \theta$, and $\psi$ were chosen by Euler to study the motion of the gyroscope. The term gyroscope refers to any rotating rigid body whose axis of rotation changes its orientation. The gyroscope is shown in Fig. 12 where the circular disk spins about its axis of rotational symmetry $O \zeta$. This axis is mounted in a ring called the inner gimbal, and the rotation of the disk about its axis of symmetry $O \zeta$ relative to the inner gimbal is allowed. The inner gimbal rotates freely about the axis $O \eta$ in its own plane. The axis $O \eta$ is perpendicular to the axis of the disk and mounted on a second gimbal, called the outer gimbal, which is free to rotate about the axis $O X_{3}$ in its own plane. The axis $\mathbf{X}_{3}$ is fixed in the inertial coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$.


Figure 2.12 Gyroscope.

The disk whose center of gravity remains stationary may then attain any arbitrary position by the following three successive rotations: a rotation $\phi$ of the outer gimbal about the axis $\mathbf{X}_{3}$, a rotation $\theta$ of the inner gimbal about the axis $O \eta$, and a rotation $\psi$ of the disk about its own axis $O \zeta$. These three Euler angles are called the precession, the nutation, and the spin, and the type of mounting used in the gyroscope is called a cardan suspension.

Example 2.9 The orientation of a rigid body is defined by the four Euler parameters

$$
\theta_{0}=0.9239, \quad \theta_{1}=\theta_{2}=\theta_{3}=0.2209
$$

At the given configuration, the body has an instantaneous absolute angular velocity defined by the vector

$$
\omega=\left[\begin{array}{lll}
120.72 & 75.87 & -46.59
\end{array}\right]^{\mathrm{T}} \mathrm{rad} / \mathrm{sec}
$$

Find the time derivatives of Euler angles.
Solution Euler angles are

$$
\begin{aligned}
& \theta=\cos ^{-1}\left\{2\left[\left(\theta_{0}\right)^{2}+\left(\theta_{3}\right)^{2}\right]-1\right\}=36.41^{\circ} \\
& \phi=\cos ^{-1}\left\{\frac{-2\left(\theta_{2} \theta_{3}-\theta_{0} \theta_{1}\right)}{\sin \theta}\right\}=\cos ^{-1}(0.5232)=58.4496^{\circ} \\
& \psi=\cos ^{-1}\left\{\frac{2\left(\theta_{2} \theta_{3}+\theta_{0} \theta_{1}\right)}{\sin \theta}\right\}=\cos ^{-1}(0.8521)=-31.5604^{\circ}
\end{aligned}
$$

The negative sign of $\psi$ was selected to ensure that all the elements of the transformation matrix evaluated using Euler angles are the same as the elements of the transformation matrix evaluated using Euler parameters. Recall that

$$
\omega=\mathbf{G} \dot{\boldsymbol{v}}
$$

where

$$
\mathbf{G}=\left[\begin{array}{ccc}
0 & \cos \phi & \sin \theta \sin \phi \\
0 & \sin \phi & -\sin \theta \cos \phi \\
1 & 0 & \cos \theta
\end{array}\right]
$$

It follows that

$$
\dot{\mathbf{v}}=\mathbf{G}^{-1} \boldsymbol{\omega}
$$

where

$$
\mathbf{G}^{-1}=\frac{1}{\sin \theta}\left[\begin{array}{ccc}
-\sin \phi \cos \theta & \cos \phi \cos \theta & \sin \theta \\
\sin \theta \cos \phi & \sin \theta \sin \phi & 0 \\
\sin \phi & -\cos \phi & 0
\end{array}\right]
$$

Note the singularity that occurs when $\theta$ is equal to zero or $\pi$. Using the values of Euler angles, one has

$$
\mathbf{G}^{-1}=\left[\begin{array}{ccc}
-1.1554 & 0.7093 & 1 \\
0.5232 & 0.8522 & 0 \\
1.4356 & -0.8814 & 0
\end{array}\right]
$$

The time derivatives of Euler angles can then be evaluated as

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right] } & =\mathbf{G}^{-1} \boldsymbol{\omega}=\left[\begin{array}{ccc}
-1.1554 & 0.7093 & 1 \\
0.5232 & 0.8522 & 0 \\
1.4356 & -0.8814 & 0
\end{array}\right]\left[\begin{array}{c}
120.72 \\
75.87 \\
-46.59
\end{array}\right] \\
& =\left[\begin{array}{c}
-132.2553 \\
127.8171 \\
106.4338
\end{array}\right]
\end{aligned}
$$

Another Sequence Another sequence of Euler angles which is widely used in aerospace and automotive applications is a rotation of an angle $\phi$ about the $\mathbf{X}_{1}^{i}$ axis, followed by a rotation $\theta$ about the $\mathbf{X}_{2}^{i}$ axis, followed by a rotation $\psi$ about the $\mathbf{X}_{3}^{i}$ axis. It is left to the reader to show that the use of this sequence leads to the following transformation matrix:

$$
\mathbf{A}=\left[\begin{array}{lll}
\cos \theta \cos \psi & -\cos \theta \sin \psi & \sin \theta \\
\sin \phi \sin \theta \cos \psi+\cos \phi \sin \psi & -\sin \phi \sin \theta \sin \psi+\cos \phi \cos \psi & -\sin \phi \cos \theta \\
-\cos \phi \sin \theta \cos \psi+\sin \phi \sin \psi & \cos \phi \sin \theta \sin \psi+\sin \phi \cos \psi & \cos \phi \cos \theta
\end{array}\right]
$$

Using this sequence, one can show that the matrices $\mathbf{G}$ and $\overline{\mathbf{G}}$ that define the angular velocity vectors are given as

$$
\mathbf{G}=\left[\begin{array}{ccc}
1 & 0 & \sin \theta \\
0 & \cos \phi & -\sin \phi \cos \theta \\
0 & \sin \phi & \cos \phi \cos \theta
\end{array}\right], \quad \overline{\mathbf{G}}=\left[\begin{array}{ccc}
\cos \theta \cos \psi & \sin \psi & 0 \\
-\cos \theta \sin \psi & \cos \psi & 0 \\
\sin \theta & 0 & 1
\end{array}\right]
$$

Clearly, the matrices $\mathbf{G}$ and $\overline{\mathbf{G}}$ become singular when $\theta=\pi / 2$. Similar singularity problems are encountered when any three independent Euler angles are used to describe the orientation of a body or a frame of reference in space. Note also that $\boldsymbol{\omega}=\left[\begin{array}{lll}\dot{\phi} & \dot{\theta} & \dot{\psi}\end{array}\right]^{\mathrm{T}}$ only in the case of infinitesimal rotations and when second order terms in the angles and their derivatives are neglected.

### 2.8 DIRECTION COSINES

Even though the direction cosines are rarely used in describing the three dimensional rotations in multibody system dynamics, we discuss this method in this section for the completeness of our presentation. To this end, we consider the two coordinate systems $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ shown in Fig. 13. Let $\mathbf{i}_{1}^{i}, \mathbf{i}_{2}^{i}$, and $\mathbf{i}_{3}^{i}$ be unit vectors along the $\mathbf{X}_{1}^{i}, \mathbf{X}_{2}^{i}$, and $\mathbf{X}_{3}^{i}$ axes, respectively, and $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ be unit vectors along the $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ axes, respectively. Let $\beta_{1}$ be the angle between $\mathbf{X}_{1}^{i}$ and $\mathbf{X}_{1}, \beta_{2}$ be the angle between $\mathbf{X}_{1}^{i}$ and $\mathbf{X}_{2}$, and $\beta_{3}$ be the angle between $\mathbf{X}_{1}^{i}$ and $\mathbf{X}_{3}$. Then the components of the unit vector $\mathbf{i}_{1}^{i}$ along the $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ axes are given by

$$
\begin{aligned}
& \alpha_{11}=\cos \beta_{1}=\mathbf{i}_{1}^{i} \cdot \mathbf{i}_{1} \\
& \alpha_{12}=\cos \beta_{2}=\mathbf{i}_{1}^{i} \cdot \mathbf{i}_{2} \\
& \alpha_{13}=\cos \beta_{3}=\mathbf{i}_{1}^{i} \cdot \mathbf{i}_{3}
\end{aligned}
$$



Figure 2.13 Direction cosines.
where $\alpha_{11}, \alpha_{12}$, and $\alpha_{13}$ are the direction cosines of the $\mathbf{X}_{1}^{i}$ axis with respect to $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$, respectively. In a similar manner, we denote the direction cosines of the $\mathbf{X}_{2}^{i}$ axis with respect to the $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ axes by $\alpha_{21}, \alpha_{22}$, and $\alpha_{23}$, respectively, and the direction cosines of the $\mathbf{X}_{3}^{i}$ axis by $\alpha_{31}, \alpha_{32}$, and $\alpha_{33}$. One then can write these direction cosines using the dot product between unit vectors as

$$
\alpha_{21}=\mathbf{i}_{2}^{i} \cdot \mathbf{i}_{1}, \quad \alpha_{22}=\mathbf{i}_{2}^{i} \cdot \mathbf{i}_{2}, \quad \alpha_{23}=\mathbf{i}_{2}^{i} \cdot \mathbf{i}_{3}
$$

and

$$
\alpha_{31}=\mathbf{i}_{3}^{i} \cdot \mathbf{i}_{1}, \quad \alpha_{32}=\mathbf{i}_{3}^{i} \cdot \mathbf{i}_{2}, \quad \alpha_{33}=\mathbf{i}_{3}^{i} \cdot \mathbf{i}_{3}
$$

which can also be written as

$$
\alpha_{j k}=\mathbf{i}_{j}^{i} \cdot \mathbf{i}_{k}, \quad j, k=1,2,3
$$

Using these relations, one can express the unit vectors $\mathbf{i}_{1}^{i}, \mathbf{i}_{2}^{i}$, and $\mathbf{i}_{3}^{i}$, in terms of the unit vectors $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ as

$$
\left.\begin{array}{l}
\mathbf{i}_{1}^{i}=\alpha_{11} \mathbf{i}_{1}+\alpha_{12} \mathbf{i}_{2}+\alpha_{13} \mathbf{i}_{3} \\
\mathbf{i}_{2}^{i}=\alpha_{21} \mathbf{i}_{1}+\alpha_{22} \mathbf{i}_{2}+\alpha_{23} \mathbf{i}_{3}  \tag{2.97}\\
\mathbf{i}_{3}^{i}=\alpha_{31} \mathbf{i}_{1}+\alpha_{32} \mathbf{i}_{2}+\alpha_{33} \mathbf{i}_{3}
\end{array}\right\}
$$

which can be written in a more abbreviated form using the summation convention as

$$
\mathbf{i}_{k}^{i}=\alpha_{k \mathbf{l}} \mathbf{i}_{l}, \quad k, l=1,2,3
$$

In a similar manner, the unit vectors $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ can be written in terms of the unit vectors $\mathbf{i}_{1}^{i}, \mathbf{i}_{2}^{i}$, and $\mathbf{i}_{3}^{i}$ as follows:

$$
\begin{aligned}
& \mathbf{i}_{1}=\alpha_{11} i_{1}^{i}+\alpha_{21} i_{2}^{i}+\alpha_{31} i_{3}^{i}{ }_{i}^{i} \\
& \mathbf{i}_{2}=\alpha_{12} i_{1}^{i}+\alpha_{22} i_{2}^{i}+\alpha_{32} i_{3}^{i} \\
& \mathbf{i}_{3}=\alpha_{13} i_{1}^{i}+\alpha_{23} i_{2}^{i}+\alpha_{33} i_{3}^{i}
\end{aligned}
$$

which can be written in an abbreviated form using the summation convention as

$$
\mathbf{i}_{k}=\alpha_{l k} \mathbf{i}_{l}^{i}, \quad k, l=1,2,3
$$

We now consider the three-dimensional vector $\mathbf{x}$ whose components in the coordinate systems $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ are denoted, respectively, as $x_{1}, x_{2}$, and $x_{3}$ and $\bar{x}_{1}, \bar{x}_{2}$,
and $\bar{x}_{3}$. That is,

$$
\begin{aligned}
\mathbf{r} & =x_{1} \mathbf{i}_{1}+x_{2} \mathbf{i}_{2}+x_{3} \mathbf{i}_{3} \\
& =\bar{x}_{1} \mathbf{i}_{1}^{i}+\bar{x}_{2} \mathbf{i}_{2}^{i}+\bar{x}_{3} \mathbf{i}_{3}^{i}
\end{aligned}
$$

Since the unit vectors $\mathbf{i}_{1}, \mathbf{i}_{2}, \mathbf{i}_{3}$ and $\mathbf{i}_{1}^{i}, \mathbf{i}_{2}^{i}$, and $\mathbf{i}_{3}^{i}$ satisfy the relations

$$
\left.\begin{array}{ll}
\mathbf{i}_{k} \cdot \mathbf{i}_{l}=\mathbf{i}_{k}^{i} \cdot \mathbf{i}_{l}^{i}=1 & \text { for } k=l  \tag{2.98}\\
\mathbf{i}_{k} \cdot \mathbf{i}_{l}=\mathbf{i}_{k}^{i} \cdot \mathbf{i}_{l}^{i}=0 & \text { for } k \neq l
\end{array}\right\}
$$

one concludes that

$$
\begin{aligned}
& \bar{x}_{1}=\mathbf{r} \cdot \dot{i}_{1}^{i}=\alpha_{11} x_{1}+\alpha_{12} x_{2}+\alpha_{13} x_{3} \\
& \bar{x}_{2}=\mathbf{r} \cdot \mathbf{i}_{2}^{i}=\alpha_{21} x_{1}+\alpha_{22} x_{2}+\alpha_{23} x_{3} \\
& \bar{x}_{3}=\mathbf{r} \cdot i_{3}^{i}=\alpha_{31} x_{1}+\alpha_{32} x_{2}+\alpha_{33} x_{3}
\end{aligned}
$$

that is,

$$
\begin{equation*}
\overline{\mathbf{x}}=\mathbf{A x} \tag{2.99}
\end{equation*}
$$

where

$$
\overline{\mathbf{x}}=\left[\begin{array}{lll}
\bar{x}_{1} & \bar{x}_{2} & \bar{x}_{3}
\end{array}\right]^{\mathrm{T}}, \quad \mathbf{x}=\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]^{\mathrm{T}}
$$

and $\mathbf{A}$ is the transformation matrix given by

$$
\mathbf{A}=\left[\begin{array}{lll}
\alpha_{11} & \alpha_{12} & \alpha_{13} \\
\alpha_{21} & \alpha_{22} & \alpha_{23} \\
\alpha_{31} & \alpha_{32} & \alpha_{33}
\end{array}\right]
$$

In a similar manner, one can show that

$$
\begin{equation*}
\mathbf{x}=\mathbf{A}^{\mathrm{T}} \overline{\mathbf{x}} \tag{2.100}
\end{equation*}
$$

in which the transformation matrix $\mathbf{A}$ between the two coordinate systems is expressed in terms of the direction cosines $\alpha_{i j},(i, j=1,2,3)$. Since only three variables are required in order to describe the orientation of a rigid frame in space, the nine quantities $\alpha_{i j}$ are not independent. In fact, those quantities satisfy six equations that are the result of the orthonormality of the vectors $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ (or $\mathbf{i}_{1}^{i}, \mathbf{i}_{2}^{i}$, and $\mathbf{i}_{3}^{i}$ ) given by Eq. 98 . These equations can be obtained by substituting Eq. 97 into Eq. 98, resulting in

$$
\begin{equation*}
\alpha_{1 k} \alpha_{1 l}+\alpha_{2 k} \alpha_{2 l}+\alpha_{3 k} \alpha_{3 l}=\delta_{k l}, \quad k, l=1,2,3 \tag{2.101}
\end{equation*}
$$

where $\delta_{k l}$ is the Kronecker delta, that is,

$$
\delta_{k l}= \begin{cases}1 & \text { if } k=l \\ 0 & \text { if } k \neq l\end{cases}
$$

Equation 101 gives six relations that are satisfied by the direction $\operatorname{cosines} \alpha_{i j}$.
Even though we have previously proved the orthogonality of the transformation matrix, Eqs. 99 and 100 can be used to provide another proof. Substituting Eq. 99 into Eq. 100 yields

$$
\mathbf{x}=\mathbf{A}^{\mathrm{T}} \mathbf{A} \mathbf{x}
$$

that is,

$$
\begin{aligned}
x_{l} & =\sum_{j} \sum_{k} \alpha_{k l} \alpha_{k j} x_{j} \\
& =\sum_{j}\left(\sum_{k} \alpha_{k l} \alpha_{k j}\right) x_{j}
\end{aligned}
$$

To satisfy this equation, the coefficient of $x_{j}$ must be zero for $j \neq l$ and must be one for $j=l$; that is,

$$
\begin{equation*}
\sum_{k} \alpha_{k l} \alpha_{k j}=\delta_{l j} \tag{2.102}
\end{equation*}
$$

where $\delta_{l j}$ is the Kronecker delta. In a matrix form, Eq. 102 can be written as

$$
\begin{equation*}
\mathbf{A}^{\mathrm{T}} \mathbf{A}=\mathbf{I} \tag{2.103}
\end{equation*}
$$

where $\mathbf{I}$ is a $3 \times 3$ identity matrix. In a similar manner, by substituting Eq. 100 into Eq. 99 it can be shown that

$$
\begin{equation*}
\mathbf{A A}^{\mathrm{T}}=\mathbf{I} \tag{2.104}
\end{equation*}
$$

In view of Eqs. 103 and 104, it follows that

$$
\mathbf{A}^{\mathrm{T}}=\mathbf{A}^{-1}
$$

This completes the proof.

Example 2.10 At the initial configuration, the axes $\mathbf{X}_{1}^{i}, \mathbf{X}_{2}^{i}$, and $\mathbf{X}_{3}^{i}$ of the coordinate system of body $i$ are defined in the global coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ by the vectors $[0.50 .00 .5]^{\mathrm{T}},\left[\begin{array}{lll}0.25 & 0.25-0.25\end{array}\right]^{\mathrm{T}}$, and $[-2.04 .02 .0]^{\mathrm{T}}$, respectively. Starting with this initial configuration, the body rotates an angle $\theta_{1}=45^{\circ}$ about its $\mathbf{X}_{3}^{i}$ axis followed by another rotation $\theta_{2}=60^{\circ}$ about its $\mathbf{X}_{1}^{i}$ axis. Determine the transformation matrix that defines the orientation of the body coordinate system with respect to the global coordinate system.

Solution Before the rotations, the direction cosines that define the axes of the body coordinate system are

$$
\begin{aligned}
{\left[\begin{array}{lll}
\alpha_{11} & \alpha_{12} & \alpha_{13}
\end{array}\right]^{\mathrm{T}} } & =\left[\begin{array}{lll}
0.7071 & 0.0 & 0.7071
\end{array}\right]^{\mathrm{T}} \\
{\left[\begin{array}{lll}
\alpha_{21} & \alpha_{22} & \alpha_{23}
\end{array}\right]^{\mathrm{T}} } & =\left[\begin{array}{llll}
0.5774 & 0.5774 & -0.5774
\end{array}\right]^{\mathrm{T}} \\
{\left[\begin{array}{lll}
\alpha_{31} & \alpha_{32} & \alpha_{33}
\end{array}\right]^{\mathrm{T}} } & =\left[\begin{array}{llll}
-0.4082 & 0.8165 & 0.4082
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Therefore the transformation matrix that defines the body orientation before the rotations is

$$
\mathbf{A}_{0}^{i}=\left[\begin{array}{lll}
\alpha_{11} & \alpha_{21} & \alpha_{31} \\
\alpha_{12} & \alpha_{22} & \alpha_{32} \\
\alpha_{13} & \alpha_{23} & \alpha_{33}
\end{array}\right]=\left[\begin{array}{ccc}
0.7071 & 0.5774 & -0.4082 \\
0.0 & 0.5774 & 0.8165 \\
0.7071 & -0.5774 & 0.4082
\end{array}\right]
$$

Since $\theta_{1}$ is about the $\mathbf{X}_{3}^{i}$ axis, the transformation matrix due to this simple rotation is defined as

$$
\mathbf{A}_{1}^{i}=\left[\begin{array}{ccc}
\cos \theta_{1} & -\sin \theta_{1} & 0 \\
\sin \theta_{1} & \cos \theta_{1} & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
0.7071 & -0.7071 & 0 \\
0.7071 & 0.7071 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Since $\theta_{2}$ is about the $\mathbf{X}_{1}^{i}$ axis, the transformation matrix due to this simple rotation is

$$
\mathbf{A}_{2}^{i}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta_{2} & -\sin \theta_{2} \\
0 & \sin \theta_{2} & \cos \theta_{2}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0.5 & -0.8660 \\
0 & 0.8660 & 0.5
\end{array}\right]
$$

The transformation matrix that defines the orientation of body $i$ in the global coordinate system can then be written as

$$
\mathbf{A}^{i}=\mathbf{A}_{0}^{i} \mathbf{A}_{1}^{i} \mathbf{A}_{2}^{i}=\left[\begin{array}{ccc}
0.9082 & -0.3994 & -0.1247 \\
0.4082 & 0.9112 & 0.0547 \\
0.0917 & -0.1007 & 0.9906
\end{array}\right]
$$

### 2.9 THE $4 \times 4$ TRANSFORMATION MATRIX

It was previously shown that the position of an arbitrary point $P$ on the rigid body $i$ can be written in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system as

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i} \tag{2.105}
\end{equation*}
$$

where $\mathbf{R}^{i}$ is the position of the origin of the rigid body reference in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system as shown in Fig. 3, $\mathbf{A}^{i}$ is the rotation matrix, and $\overline{\mathbf{u}}^{i}$ is the position of the arbitrary point $P$ in the $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ coordinate system. In Eq. 105, the vector $\mathbf{R}^{i}$ describes the rigid body translation. The second term on the right-hand side of Eq. 105, however, represents the contribution from the rotation of the body. An alternative for writing Eq. 105, is to use the $4 \times 4$ transformation. Equation 105 represents a transformation of a vector $\overline{\mathbf{u}}^{i}$ defined in the $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ coordinate system to another coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$. This transformation mapping can be written in another form as

$$
\begin{equation*}
\mathbf{r}_{4}^{i}=\mathbf{A}_{4}^{i} \overline{\mathbf{u}}_{4}^{i} \tag{2.106}
\end{equation*}
$$

where $\mathbf{r}_{4}^{i}$ and $\overline{\mathbf{u}}_{4}^{i}$ are the four-dimensional vectors defined as

$$
\begin{align*}
& \mathbf{r}_{4}^{i}=\left[\begin{array}{llll}
r_{1}^{i} & r_{2}^{i} & r_{3}^{i} & 1
\end{array}\right]^{\mathrm{T}}  \tag{2.107}\\
& \overline{\mathbf{u}}_{4}^{i}
\end{align*}=\left[\begin{array}{llll}
\bar{u}_{1}^{i} & \bar{u}_{2}^{i} & \bar{u}_{3}^{i} & 1 \tag{2.108}
\end{array}\right]^{\mathrm{T}} .
$$

and $\mathbf{A}_{4}^{i}$ is the $4 \times 4$ transformation matrix defined by

$$
\mathbf{A}_{4}^{i}=\left[\begin{array}{c|c}
\mathbf{A}^{i} & \mathbf{R}^{i}  \tag{2.109}\\
\hline \mathbf{0}_{3}^{\mathrm{T}} & 1
\end{array}\right]
$$

where $\mathbf{0}_{3}$ is the null vector, that is,

$$
\mathbf{0}_{3}=\left[\begin{array}{lll}
0 & 0 & 0
\end{array}\right]^{\mathrm{T}}
$$

The $4 \times 4$ transformation matrix of Eq. 109 is sometimes called the homogeneous transform. The advantage of using this notation is that the translation and rotation of the body can be described by one matrix. It is important, however, to realize that the $4 \times 4$ transformation matrix $\mathbf{A}_{4}^{i}$ is not orthogonal, and, as a result, the inverse of $\mathbf{A}_{4}^{i}$
is not equal to its transpose. One can verify, however, that the inverse of the $4 \times 4$ transformation matrix $\mathbf{A}_{4}^{i}$ is given by

$$
\left(\mathbf{A}_{4}^{i}\right)^{-1}=\left[\begin{array}{c|c}
\mathbf{A}^{i^{\mathrm{T}}} & -\mathbf{A}^{i^{\mathrm{T}} \mathbf{R}^{i}}  \tag{2.110}\\
\hline \mathbf{0}_{3}^{\mathrm{T}} & 1
\end{array}\right]
$$

Therefore, in order to find the inverse of the $4 \times 4$ transformation $\mathbf{A}_{4}^{i}$, one has to find only the transpose of the rotation matrix $\mathbf{A}^{i}$.

Example 2.11 A rigid body has a coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$. The position vector of the origin $O^{i}$ of this coordinate system is defined by the vector

$$
\mathbf{R}^{i}=\left[\begin{array}{lll}
1 & 1 & -5
\end{array}\right]^{\mathrm{T}}
$$

The rigid body rotates an angle $\theta^{i}=30^{\circ}$ about the $\mathbf{X}_{3}$ axis. Define the new position of point $P$ that has coordinates $\overline{\mathbf{u}}^{i}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{\mathrm{T}}$ as the result of this rotation. Assume that the axes of the coordinate systems $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ are initially parallel.

Solution In this case, the rotation matrix $\mathbf{A}^{i}$ is given by

$$
\begin{aligned}
\mathbf{A}^{i} & =\left[\begin{array}{ccc}
\cos \theta^{i} & -\sin \theta^{i} & 0 \\
\sin \theta^{i} & \cos \theta^{i} & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
\cos 30 & -\sin 30 & 0 \\
\sin 30 & \cos 30 & 0 \\
0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
0.8660 & -0.5000 & 0 \\
0.5000 & 0.8660 & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

The $4 \times 4$ transformation matrix of Eq. 109 is then given by

$$
\mathbf{A}_{4}^{i}=\left[\begin{array}{c|c}
\mathbf{A}^{i} & \mathbf{R}^{i} \\
\hline \mathbf{0}_{3}^{\mathrm{T}} & 1
\end{array}\right]=\left[\begin{array}{cccc}
0.8660 & -0.5000 & 0 & 1 \\
0.5000 & 0.8660 & 0 & 1 \\
0 & 0 & 1 & -5 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The four-dimensional vector $\overline{\mathbf{u}}_{4}^{i}$ of Eq. 108 is given by

$$
\overline{\mathbf{u}}_{4}^{i}=\left[\begin{array}{llll}
0 & 1 & 0 & 1
\end{array}\right]^{\mathrm{T}}
$$

and the four-dimensional vector $\mathbf{r}_{4}^{i}$ of Eq. 107 can be obtained by using Eq. 106 as

$$
\left[\begin{array}{c}
r_{1}^{i} \\
r_{2}^{i} \\
r_{3}^{i} \\
1
\end{array}\right]=\left[\begin{array}{cccc}
0.8660 & -0.5000 & 0 & 1 \\
0.5000 & 0.8660 & 0 & 1 \\
0 & 0 & 1 & -5 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]=\left[\begin{array}{c}
0.5000 \\
1.8660 \\
-5.000 \\
1
\end{array}\right]
$$

The inverse of the $4 \times 4$ transformation matrix $\mathbf{A}_{4}^{i}$ is given by

$$
\left[\mathbf{A}_{4}^{i}\right]^{-1}=\left[\begin{array}{cccc}
0.8660 & 0.5000 & 0 & -1.3660 \\
-0.5000 & 0.8660 & 0 & -0.3660 \\
0 & 0 & 1 & 5.000 \\
0 & 0 & 0 & 1
\end{array}\right]
$$



Figure 2.14 Robotic manipulators.

Relative Motion Many multibody systems can be modeled as a set of bodies connected in a kinematic chain by sets of mechanical joints such as revolute, prismatic, and/or cylindrical joints. Examples of these systems are robotic manipulators such as the one shown in Fig. 14. The bodies in such systems are sometimes called links. The relative motion between two neighboring links connected by a revolute joint can be described by a rotation about the joint axis. In the case of a prismatic joint, the relative motion is described by a translation along the joint axis. A more general motion is the case of two neighboring links connected by a cylindrical joint. In this case, the relative motion is represented by a translation along and a rotation about the joint axis. It is obvious that the revolute and prismatic joints can be obtained as special cases of the cylindrical joint by fixing one of the cylindrical joint degrees of freedom. A relative translation and rotation between neighboring links can be represented in terms of two variables or two joint degrees of freedom. As a consequence, the $4 \times 4$ transformation matrix will be a function of only two parameters; one parameter represents the relative translation, while the other represents the relative rotation between the two links. To illustrate this we consider the two links $i$ and $i-1$ shown in Fig. 15. The two links $i$ and $i-1$ are assumed to be connected by a cylindrical joint; that is, link $i$ translates


Figure 2.15 Relative motion.
and rotates with respect to link $i-1$ along the joint axis $i$. Let $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ be a coordinate system whose origin is rigidly attached to point $O^{i-1}$ on link $i-1$, and let $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ be a coordinate system whose origin is rigidly attached to point $O^{i}$ on link $i$. A unit vector along the axis of rotation $i$ is denoted by the vector $\mathbf{v}$. This unit vector can be represented by a rigid line emanating from point $O^{i-1}$, and accordingly the components of this unit vector in the coordinate system $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ are constant. The relative translation between the two frames $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ can be described by the vector $\mathbf{R}^{i, i-1}$. Since the unit vector $\mathbf{v}$ along the joint axis has constant components in the coordinate system $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$, in this coordinate system the vector $\mathbf{R}^{i, i-1}$ can be written in terms of one variable only as

$$
\begin{equation*}
\mathbf{R}^{i, i-1}=\mathbf{v} d^{i} \tag{2.111}
\end{equation*}
$$

where $d^{i}$ is the distance between the origins $O^{i-1}$ and $O^{i}$. The variable $d^{i}$ is a measure of the relative translational motion between link $i$ and link $i-1$. The relative rotation between the two neighboring links can also be described in terms of one variable $\theta^{i}$. Using Eq. 9, and assuming that the axes of the two coordinate systems $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ and $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ initially parallel, the rotation matrix $\mathbf{A}^{i, i-1}$ that defines the orientation of link $i$ with respect to link $i-1$ can be written as

$$
\begin{equation*}
\mathbf{A}^{i, i-1}=\mathbf{I}+\tilde{\mathbf{v}} \sin \theta^{i}+2(\tilde{\mathbf{v}})^{2} \sin ^{2} \frac{\theta^{i}}{2} \tag{2.112}
\end{equation*}
$$

where $\tilde{\mathbf{v}}$ is the skew symmetric matrix and $\mathbf{I}$ is the identity matrix. The rotation matrix of Eq. 112 depends on only one variable $\theta^{i}$, since the components of the unit vector $\mathbf{v}$ are constant in the $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ coordinate system. Using the identities of Eq. 15 or Eq. 16, the following interesting identities (previously presented in Section 5) for the rotation matrix can be obtained:

$$
\begin{align*}
& \left(\mathbf{A}^{i, i-1}\right)^{\mathrm{T}} \mathbf{A}_{\theta}^{i, i-1}=\tilde{\mathbf{v}}  \tag{2.113}\\
& \left(\mathbf{A}_{\theta}^{i, i-1}\right)^{\mathrm{T}} \mathbf{A}_{\theta}^{i, i-1}=-(\tilde{\mathbf{v}})^{2} \tag{2.114}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{A}_{\theta}^{i, i-1} & =\frac{\partial}{\partial \theta^{i}} \mathbf{A}^{i, i-1}=\tilde{\mathbf{v}} \cos \theta^{i}+2(\tilde{\mathbf{v}})^{2} \sin \frac{\theta^{i}}{2} \cos \frac{\theta^{i}}{2} \\
& =\tilde{\mathbf{v}} \cos \theta^{i}+(\tilde{\mathbf{v}})^{2} \sin \theta^{i}=\tilde{\mathbf{v}} \mathbf{A}^{i, i-1}=\mathbf{A}^{i, i-1} \tilde{\mathbf{v}} \tag{2.115}
\end{align*}
$$

since the multiplication of the rotation matrix $\mathbf{A}^{i, i-1}$ with the skew symmetric matrix $\tilde{\mathbf{v}}$ is commutative. Furthermore, the angular velocity vector $\boldsymbol{\omega}^{i, i-1}$ of link $i$ with respect to link $i-1$ is simply defined by the equation

$$
\begin{equation*}
\boldsymbol{\omega}^{i, i-1}=\dot{\theta}^{i} \mathbf{v} \tag{2.116}
\end{equation*}
$$

The time derivative of the rotation matrix also takes the following simple form:

$$
\begin{align*}
\dot{\mathbf{A}}^{i, i-1} & =\mathbf{A}_{\theta}^{i, i-1} \dot{\theta}^{i}=\left[\tilde{\mathbf{v}} \cos \theta^{i}+(\tilde{\mathbf{v}})^{2} \sin \theta^{i}\right] \dot{\theta}^{i}=\dot{\theta}^{i} \tilde{\mathbf{v}} \mathbf{A}^{i, i-1} \\
& =\mathbf{A}^{i, i-1} \tilde{\mathbf{v}} \dot{\theta}^{i} \tag{2.117}
\end{align*}
$$

Using Eqs. 111 and 112, the position vector $\mathbf{r}^{i, i-1}$ of an arbitrary point $P$ on link $i$ in the $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ coordinate system can be written as

$$
\begin{align*}
\mathbf{r}^{i, i-1} & =\mathbf{R}^{i, i-1}+\mathbf{A}^{i, i-1} \overline{\mathbf{u}}^{i} \\
& =\mathbf{v} d^{i}+\mathbf{A}^{i, i-1} \overline{\mathbf{u}}^{i} \tag{2.118}
\end{align*}
$$

where $\overline{\mathbf{u}}^{i}$ is the local position vector of point $P$ defined in the $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ coordinate system. One can also use the $4 \times 4$ transformation matrix to write Eq. 118 in the form of Eq. 106, where in this case the $4 \times 4$ transformation matrix of Eq. 109 is defined as

$$
\mathbf{A}_{4}^{i, i-1}=\left[\begin{array}{c|c}
\mathbf{A}^{i, i-1} & \mathbf{v} d^{i}  \tag{2.119}\\
\hline \mathbf{0}_{3}^{\mathrm{T}} & 1
\end{array}\right]
$$

Because $\mathbf{A}^{i, i-1}$ depends only on the joint variable $\theta^{i}$, the $4 \times 4$ transformation matrix $\mathbf{A}_{4}^{i, i-1}$ is a function of the two joint variables $\theta^{i}$ and $d^{i}$.

The velocity vector of the arbitrary point $P$ on link $i$ with respect to the frame $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$, which is rigidly attached to link $i-1$, can be obtained by differentiating Eq. 118 with respect to time, that is,

$$
\begin{equation*}
\dot{\mathbf{r}}^{i, i-1}=\mathbf{v} \dot{d}^{i}+\dot{\mathbf{A}}^{i, i-1} \overline{\mathbf{u}}^{i}=\mathbf{v} \dot{d}^{i}+\mathbf{A}_{\theta}^{i, i-1} \overline{\mathbf{u}}^{i} \dot{\theta}^{i} \tag{2.120}
\end{equation*}
$$

Using the $4 \times 4$ matrix notation, Eq. 120 can be written as

$$
\begin{equation*}
\dot{\mathbf{r}}_{4}^{i, i-1}=\dot{\mathbf{A}}_{4}^{i, i-1} \overline{\mathbf{u}}_{4}^{i} \tag{2.121}
\end{equation*}
$$

where $\dot{\mathbf{A}}_{4}^{i, i-1}$ is given by

$$
\dot{\mathbf{A}}_{4}^{i, i-1}=\left[\begin{array}{c|c}
\dot{\theta}^{i} \mathbf{A}_{\theta}^{i, i-1} & \mathbf{v} \dot{d}^{i}  \tag{2.122}\\
\hline \mathbf{0}_{3}^{\mathrm{T}} & 0
\end{array}\right]=\left[\begin{array}{c|c}
\dot{\theta}^{i} \tilde{\mathbf{v}} \mathbf{A}^{i, i-1} & \mathbf{v} \dot{d}^{i} \\
\hline \mathbf{0}_{3}^{\mathrm{T}} & 0
\end{array}\right]
$$

and the vector $\dot{\mathbf{r}}_{4}^{i, i-1}$ is the time derivative of the vector $\mathbf{r}_{4}^{i, i-1}$, that is,

$$
\dot{\mathbf{r}}_{4}^{i, i-1}=\left[\begin{array}{llll}
\dot{r}_{1}^{i, i-1} & \dot{r}_{2}^{i, i-1} & \dot{r}_{3}^{i, i-1} & 0
\end{array}\right]^{\mathrm{T}}
$$

The acceleration of point $P$ can be obtained by differentiating Eq. 120 with respect to time, that is,

$$
\begin{equation*}
\ddot{\mathbf{r}}^{i, i-1}=\ddot{\mathbf{v}}^{i}+\mathbf{A}_{\theta}^{i, i-1} \overline{\mathbf{u}}^{i} \ddot{\theta}^{i}+\dot{\mathbf{A}}_{\theta}^{i, i-1} \overline{\mathbf{u}}^{i} \dot{\theta}^{i} \tag{2.123}
\end{equation*}
$$

in which $\dot{\mathbf{A}}_{\theta}^{i, i-1}$ is given by

$$
\begin{align*}
\dot{\mathbf{A}}_{\theta}^{i, i-1} & =\left[-\tilde{\mathbf{v}} \sin \theta^{i}+(\tilde{\mathbf{v}})^{2} \cos \theta^{i}\right] \dot{\theta}^{i} \\
& =(\tilde{\mathbf{v}})^{2} \mathbf{A}^{i, i-1} \dot{\theta}^{i}=\mathbf{A}^{i, i-1}(\tilde{\mathbf{v}})^{2} \dot{\theta}^{i} \tag{2.124}
\end{align*}
$$

Using Eqs. 115 and 124, we can write Eq. 123 as

$$
\begin{align*}
\ddot{\mathbf{r}}^{i, i-1} & =\mathbf{v} \ddot{d}^{i}+\mathbf{A}^{i, i-1}\left[\tilde{\mathbf{v}} \overline{\mathbf{u}}^{i} \ddot{\theta}^{i}+(\tilde{\mathbf{v}})^{2} \overline{\mathbf{u}}^{i}\left(\dot{\theta}^{i}\right)^{2}\right] \\
& =\mathbf{v} \ddot{d}^{i}+\mathbf{A}^{i, i-1}\left[\overline{\boldsymbol{\alpha}}^{i} \times \overline{\mathbf{u}}^{i}+\overline{\boldsymbol{\omega}}^{i} \times\left(\overline{\boldsymbol{\omega}}^{i} \times \overline{\mathbf{u}}^{i}\right)\right] \tag{2.125}
\end{align*}
$$

where $\overline{\boldsymbol{\omega}}^{i}$ and $\overline{\boldsymbol{\alpha}}^{i}$ are defined as

$$
\overline{\boldsymbol{\omega}}^{i}=\mathbf{v} \dot{\theta}^{i}, \quad \overline{\boldsymbol{\alpha}}^{i}=\mathbf{v} \ddot{\theta}^{i}
$$

Equation 125 can be written by using the $4 \times 4$ matrix notation as

$$
\begin{equation*}
\dot{\mathbf{r}}_{4}^{i_{i}^{i-1}}=\ddot{\mathbf{A}}_{4}^{i, i-1} \overline{\mathbf{u}}_{4}^{i} \tag{2.126}
\end{equation*}
$$

where

$$
\dot{\mathbf{r}}_{4}^{i_{i}, i-1}=\frac{d}{d t} \dot{\mathbf{r}}_{4}^{i, i-1}
$$

and $\ddot{\mathbf{A}}_{4}^{i, i-1}$ is the $4 \times 4$ matrix defined as

$$
\ddot{\mathbf{A}}_{4}^{i, i-1}=\left[\begin{array}{c|c}
\mathbf{A}^{i, i-1}\left[\tilde{\mathbf{v}} \ddot{\theta}^{i}+(\tilde{\mathbf{v}})^{2}\left(\dot{\theta}^{i}\right)^{2}\right] & \mathbf{v} \ddot{d}^{i}  \tag{2.127}\\
\hline \mathbf{0}_{3}^{\mathrm{T}} & 0
\end{array}\right]
$$

In developing these kinematic equations, the fact that the product of the rotation matrix $\mathbf{A}^{i, i-1}$ and the skew symmetric matrix $\tilde{\mathbf{v}}$ is commutative is used. In fact, for any rotation matrix $\mathbf{A}$ that is the result of a finite rotation $\theta$, a more general expression than the one given by Eq. 115 (previously presented in Section 5) can be obtained as (Shabana 1989)

$$
\begin{equation*}
\frac{\partial^{n} \mathbf{A}}{\partial \theta^{n}}=(\tilde{\mathbf{v}})^{n} \mathbf{A}=\mathbf{A}(\tilde{\mathbf{v}})^{n} \tag{2.128}
\end{equation*}
$$

Equations 118, 120, and 123 are, respectively, the kinematic position, velocity, and acceleration equations for a general relative motion. The special case of a revolute joint can be obtained from the above kinematic equations by assuming $d^{i}$ to be constant, while the case of the prismatic joint is obtained by assuming $\theta^{i}$ to be constant. Furthermore, many of the properties obtained in the previous sections for the planar rotation matrix can be obtained from the equations developed in this section by assuming that the unit vector $\mathbf{v}$ is along the $\mathbf{X}_{3}^{i-1}$ axis.

Denavit-Hartenberg Transformation Another $4 \times 4$ transformation matrix method for describing the relative translational and rotational motion is based on Denavit-Hartenberg notation (Denavit and Hartenberg 1955). This method of describing the motion is popular among researchers in the field of robotics and mechanisms. The $4 \times 4$ Denavit-Hartenberg transformation matrix is a function of four parameters: two constant parameters that depend on the geometry of the rigid links and two variable parameters that are sufficient for description of the relative motion. Figure 16 shows link $i-1$ in a kinematic chain. Joint $i-1$ is assumed to be at the proximal end of the link $i-1$, while joint $i$ is located at the distal end of the link. For the joint axes $i-1$ and $i$, there exists a well-defined distance $a^{i-1}$ between them. The distance $a^{i-1}$ is measured along the line that is perpendicular to both axes $i-1$ and $i$. This perpendicular line is unique except in the special case in which the joint axes are parallel. The distance $a^{i-1}$ is the first constant link parameter and is called the link length. The second constant link parameter is called the link twist. The link twist denoted as $\alpha^{i-1}$ is the angle between the axes in a plane perpendicular to $a^{i-1}$. This angle is measured from the joint axis $i-1$ to axis $i$ in the right-hand sense about $a^{i-1}$. The two other variable parameters used in the $4 \times 4$ Denavit-Hartenberg transformation matrix are the link offset $d^{i}$ and the joint angle $\theta^{i}$. The link offset $d^{i}$


Figure 2.16 Link parameters.
describes the relative translation between link $i-1$ and link $i$, while the joint angle $\theta^{i}$ is used as a measure of the change in the orientation of link $i$ with respect to link $i-1$. As shown in Fig. 17, link $i-1$ and link $i$ are connected at joint $i$, and accordingly axis $i$ is the common joint axis between the two neighboring links $i-1$ and $i$. If $a^{i}$ is the line perpendicular to the joint axis defined for link $i$, then $d^{i}$ is the distance along the joint axis $i$ between the point of the intersection of $a^{i-1}$ with the joint axis $i$ and the point of intersection of $a^{i}$ with the joint axis $i$. The joint angle $\theta^{i}$ is also defined to be the angle between the lines $a^{i-1}$ and $a^{i}$ measured about the joint axis $i$.

To describe the relative motion of link $i$ with respect to link $i-1$, we introduce two joint coordinate systems: the coordiante system $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ whose origin $O^{i-1}$


Figure 2.17 Joint degrees of freedom.


Figure 2.18 Intermediate coordinate systems.
is rigidly attached to link $i-1$ at joint $i-1$ and the coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ whose origin is $O^{i}$ on the joint axis $i$. The coordinate system $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ is selected such that the $\mathbf{X}_{3}^{i-1}$ axis is along the joint axis $i-1$ and the $\mathbf{X}_{1}^{i-1}$ axis is along the normal $a^{i-1}$ and in the direction from joint $i-1$ to joint $i$. The axis $\mathbf{X}_{2}^{i-1}$ can then be obtained by using the right-hand rule to complete the frame $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$. Similar comments apply for the coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ as shown in Fig. 17. It is, therefore, clear that the link length $a^{i-1}$ is the distance between $\mathbf{X}_{3}^{i-1}$ and $\mathbf{X}_{3}^{i}$ measured along $\mathbf{X}_{1}^{i-1}$, the link twist $\alpha^{i-1}$ is the angle between $\mathbf{X}_{3}^{i-1}$ and $\mathbf{X}_{3}^{i}$ measured about the axis $\mathbf{X}_{1}^{i-1}$, the link offset $d^{i}$ is the distance from $\mathbf{X}_{1}^{i-1}$ to $\mathbf{X}_{1}^{i}$ measured along the $\mathbf{X}_{3}^{i}$ axis, and the joint angle $\theta^{i}$ is the angle between the axis $\mathbf{X}_{1}^{i-1}$ and the axis $\mathbf{X}_{1}^{i}$ measured about $\mathbf{X}_{3}^{i}$.

To determine the position and orientation of the coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ with respect to the coordinate system $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$, three intermediate coordinate systems are introduced as shown in Fig. 18. A coordinate system $\mathbf{Y}_{1}^{i-1} \mathbf{Y}_{2}^{i-1} \mathbf{Y}_{3}^{i-1}$ is obtained by rotating the coordinate system $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ by an angle $\alpha^{i-1}$ about the $\mathbf{X}_{1}^{i-1}$ axis. The coordinate system $\mathbf{Z}_{1}^{i-1} \mathbf{Z}_{2}^{i-1} \mathbf{Z}_{3}^{i-1}$ is obtained from translating the coordinate system $\mathbf{Y}_{1}^{i-1} \mathbf{Y}_{2}^{i-1} \mathbf{Y}_{3}^{i-1}$ by a translation $a^{i-1}$ along the $\mathbf{Y}_{1}^{i-1}$ axis. The coordinate system $\mathbf{Y}_{1}^{i} \mathbf{Y}_{2}^{i} \mathbf{Y}_{3}^{i}$ is obtained by rotating the coordinate system $\mathbf{Z}_{1}^{i-1} \mathbf{Z}_{2}^{i-1} \mathbf{Z}_{3}^{i-1}$ an angle $\theta^{i}$ about the $\mathbf{Z}_{3}^{i}$ axis. It is then clear that the coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ can be obtained by translating the coordinate system $\mathbf{Y}_{1}^{i} \mathbf{Y}_{2}^{i} \mathbf{Y}_{3}^{i}$ a distance $d^{i}$ along the $\mathbf{X}_{3}^{i}$ axis. The $4 \times 4$ transformation matrix from the frame $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ to the frame $\mathbf{Y}_{1}^{i}$ $\mathbf{Y}_{2}^{i} \mathbf{Y}_{3}^{i}$ depends only on the link offset $d^{i}$ and is given by

$$
\mathbf{A}_{1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & d^{i} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The $4 \times 4$ transformation from the frame $\mathbf{Y}_{1}^{i} \mathbf{Y}_{2}^{i} \mathbf{Y}_{3}^{i}$ to $\mathbf{Z}_{1}^{i-1} \mathbf{Z}_{2}^{i-1} \mathbf{Z}_{3}^{i-1}$ depends only on the joint angle $\theta^{i}$ and is defined by the matrix

$$
\mathbf{A}_{2}=\left[\begin{array}{cccc}
\cos \theta^{i} & -\sin \theta^{i} & 0 & 0 \\
\sin \theta^{i} & \cos \theta^{i} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The $4 \times 4$ transformation from the frame $\mathbf{Z}_{1}^{i-1} \mathbf{Z}_{2}^{i-1} \mathbf{Z}_{3}^{i-1}$ to the frame $\mathbf{Y}_{1}^{i-1} \mathbf{Y}_{2}^{i-1} \mathbf{Y}_{3}^{i-1}$ depends only on the link length $a^{i-1}$ and is defined by the matrix

$$
\mathbf{A}_{3}=\left[\begin{array}{cccc}
1 & 0 & 0 & a^{i-1} \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Finally, the $4 \times 4$ transformation from the coordinate system $\mathbf{Y}_{1}^{i-1} \mathbf{Y}_{2}^{i-1} \mathbf{Y}_{3}^{i-1}$ to the coordinate system $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ is defined by the matrix

$$
\mathbf{A}_{4}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \alpha^{i-1} & -\sin \alpha^{i-1} & 0 \\
0 & \sin \alpha^{i-1} & \cos \alpha^{i-1} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

One can then obtain the $4 \times 4$ transformation from the coordinate systems $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ to $\mathbf{X}_{1}^{i-1} \mathbf{X}_{2}^{i-1} \mathbf{X}_{3}^{i-1}$ by using the following transform equation:

$$
\mathbf{A}^{i, i-1}=\mathbf{A}_{4} \mathbf{A}_{3} \mathbf{A}_{2} \mathbf{A}_{1}
$$

where the $4 \times 4$ Denavit-Hartenberg transformation matrix $\mathbf{A}^{i, i-1}$ is defined as

$$
\mathbf{A}^{i, i-1}=\left[\begin{array}{cccc}
\cos \theta^{i} & -\sin \theta^{i} & 0 & a^{i-1}  \tag{2.129}\\
\sin \theta^{i} \cos \alpha^{i-1} & \cos \theta^{i} \cos \alpha^{i-1} & -\sin \alpha^{i-1} & -d^{i} \sin \alpha^{i-1} \\
\sin \theta^{i} \sin \alpha^{i-1} & \cos \theta^{i} \sin \alpha^{i-1} & \cos \alpha^{i-1} & d^{i} \cos \alpha^{i-1} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

### 2.10 RELATIONSHIP BETWEEN DIFFERENT ORIENTATION COORDINATES

In this chapter, the rotation matrix for both planar and spatial motion was developed. Different forms for the $3 \times 3$ orthogonal rotation matrix were presented in terms of different orientational coordinates such as Euler parameters, Euler angles. Rodriguez parameters, and the direction cosines. In the forms that employ Euler angles and Rodriguez parameters, only three variables are required to identify the body orientation in space. The representation using Euler angles and Rodriguez parameters, however, has the disadvantage that singularities may occur at certain orientations of the body in space. Therefore, the use of Euler parameters or the Rodriguez formula of Eq. 9 has been recommended. Even though the four Euler parameters are not
independent, by using these parameters one can avoid the problem of singularities of the rotation matrix. Furthermore, the rotation matrix is only a quadratic function of Euler parameters, and many interesting identities that can be used to simplify the dynamic formulation can be developed. Different forms of the rotation matrix, however, are equivalent. In fact, any set of coordinates such as Euler parameters. Euler angles, Rodriguez parameters, and so on can be extracted from a given rotation matrix by solving a set of transcendental equations. By equating two $3 \times 3$ rotation matrices, one obtains nine equations. Nonetheless, a set of independent equations equal to the number of the unknowns can be identified and solved for the orientational coordinates. For instance, given the following rotation matrix:

$$
\mathbf{A}=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

one can equate this matrix, for example, with Eq. 9, which is the form of the rotation matrix in terms of the angle of rotation $\theta$ and the components of the unit vector $\mathbf{v}=\left[\begin{array}{lll}v_{1} & v_{2} & v_{3}\end{array}\right]^{\mathrm{T}}$ along the axis of rotation, to obtain

$$
\begin{aligned}
& \theta=\cos ^{-1}\left\{\frac{a_{11}+a_{22}+a_{33}-1}{2}\right\} \\
& \mathbf{v}=\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=\frac{1}{2 \sin \theta}\left[\begin{array}{l}
a_{32}-a_{23} \\
a_{13}-a_{31} \\
a_{21}-a_{12}
\end{array}\right]
\end{aligned}
$$

Clearly, when the angle of rotation is very small, the unit vector $\mathbf{v}$ along the axis of rotation is not well defined. More detailed discussions on this subject and also methods for extracting the orientational coordinates from a given rotation matrix can be found in the literature (Klumpp 1976; Paul 1981; Craig 1986).

In the preceding section we also discussed the $4 \times 4$ transformation matrix in which the translation and rotation of the body are described in one matrix. Even though the $4 \times 4$ transformation matrix is not an orthogonal matrix, it was shown that its inverse can be computed in a straightforward manner from the transpose of the orthogonal $3 \times 3$ rotation matrix. Methods for describing the relative motion between two bodies were also discussed. The angle and axis of rotation between the two bodies were first used to formulate the $4 \times 4$ transformation matrix. Kinematic relationships for the position, velocity, and acceleration were developed and more interesting identities were presented in order to simplify these kinematic equations. Finally, the $4 \times 4$ transformation matrix was formulated by use of Denavit-Hartenberg notations. The transformation was developed in terms of the four parameters: the link length, the link twist, the link offset, and the joint angle. The link length and link offset are constant and depend on the geometry of the rigid link. The link offset and joint angle are both variable in the case of a cylindrical joint. In the case of a revolute joint the link offset is constant, while in the case of a prismatic joint the joint angle is constant. The Denavit-Hartenberg $4 \times 4$ transformation matrix has been used extensively in applications related to robotic manipulators and spatial mechanisms (Paul 1976; Craig 1986).

## Problems

1. If $\mathbf{v}=\left[\begin{array}{lll}v_{1} & v_{2} & v_{3}\end{array}\right]^{\mathrm{T}}$ is a unit vector, and $\tilde{\mathbf{v}}$ is a skew symmetric matrix such that

$$
\tilde{\mathbf{v}}=\left[\begin{array}{ccc}
0 & -v_{3} & v_{2} \\
v_{3} & 0 & -v_{1} \\
-v_{2} & v_{1} & 0
\end{array}\right]
$$

show that $(\tilde{\mathbf{v}})^{2}$ is a symmetric matrix
2. Using the mathematical induction, or by direct matrix multiplications, verify that

$$
\begin{aligned}
& (\tilde{\mathbf{v}})^{2 n-1}=(-1)^{n-1} \tilde{\mathbf{v}} \\
& (\tilde{\mathbf{v}})^{2 n}=(-1)^{n-1}(\tilde{\mathbf{v}})^{2}
\end{aligned}
$$

where $\tilde{\mathbf{v}}$ is given in Problem 1.
3. Given a vector $\overline{\mathbf{r}}=\left[\begin{array}{lll}-2 & 1 & 5\end{array}\right]^{\mathrm{T}}$ defined on a rigid body that rotates an angle $\theta=30^{\circ}$ about an axis of rotation along the vector $\mathbf{a}=[3-17]^{\mathrm{T}}$, derive an expression for the transformation matrix $\mathbf{A}$ that defines the orientation of the body. Evaluate also the transformed vector $\mathbf{r}$.
4. Find the transformation matrix $\mathbf{A}$ that results from a rotation $\theta=20^{\circ}$ of a vector $\overline{\mathbf{r}}=$ $\left[\begin{array}{lll}0 & 2 & -6\end{array}\right]^{\mathrm{T}}$ about another vector $\mathbf{a}=\left[\begin{array}{lll}-2 & 1 & 3\end{array}\right]^{\mathrm{T}}$. Evaluate the transformed vector $\mathbf{r}$.
5. Use the principle of mathematical induction to prove the identity

$$
\frac{\partial^{n} \mathbf{A}}{\partial \theta^{n}}=(\tilde{\mathbf{v}})^{n} \mathbf{A}=\mathbf{A}(\tilde{\mathbf{v}})^{n}
$$

where $\mathbf{A}$ is the three-dimensional transformation matrix expressed in terms of the angle of rotation $\theta$ and a unit vector $\mathbf{v}$ along the axis of rotation.
6. The angular velocity vector defined with respect to the fixed frame is given by

$$
\begin{aligned}
& \omega_{1}=2\left(\dot{\theta}_{3} \theta_{2}-\dot{\theta}_{2} \theta_{3}+\dot{\theta}_{1} \theta_{0}-\dot{\theta}_{0} \theta_{1}\right) \\
& \omega_{2}=2\left(\dot{\theta}_{1} \theta_{3}-\dot{\theta}_{0} \theta_{2}-\dot{\theta}_{3} \theta_{1}+\dot{\theta}_{2} \theta_{0}\right) \\
& \omega_{3}=2\left(\dot{\theta}_{2} \theta_{1}+\dot{\theta}_{3} \theta_{0}-\dot{\theta}_{0} \theta_{3}-\dot{\theta}_{1} \theta_{2}\right)
\end{aligned}
$$

Assuming that $\mathbf{v}$ is a unit vector along the axis of rotation, show that the component of the angular velocity vector along this axis is $\dot{\theta}$, where $\theta$ is the angle of rotation.
7. The vector $\overline{\mathbf{r}}$ has components defined in a rigid body coordinate system by the vector $\overline{\mathbf{r}}=\left[\begin{array}{lll}0 & 1 & 5\end{array}\right]^{\mathrm{T}}$. The rigid body rotates with a constant angular velocity $\dot{\theta}=20 \mathrm{rad} / \mathrm{sec}$ about an axis of rotation defined by the vector $\mathbf{v}=\left[\begin{array}{lll}1 & 0 & 3\end{array}\right]^{\mathrm{T}}$. Determine the angular velocity vector and the transformation matrix at $t=0.1 \mathrm{sec}$.
8. In the preceding problem, determine the global velocity vector at time $t=0.2 \mathrm{sec}$.
9. The vector $\overline{\mathbf{r}}$ has components defined in a rigid body coordinate system by the vector $\overline{\mathbf{r}}=\left[t t^{2} 0\right]^{\mathrm{T}}$, where $t$ is time. The rigid body rotates with a constant angular velocity $\dot{\theta}=10 \mathrm{rad} / \mathrm{sec}$ about an axis defined by the unit vector $\mathbf{v}=\left[\frac{1}{\sqrt{3}} \frac{1}{\sqrt{3}} \frac{1}{\sqrt{3}}\right]^{\mathrm{T}}$. Determine the global velocity vector at time $t=0.1 \mathrm{sec}$.
10. Show that the angular velocity vector in the global and moving coordinate systems are defined, respectively, by

$$
\begin{aligned}
& \mathbf{w}=2 \mathbf{v} \times \dot{\mathbf{v}} \sin ^{2} \frac{\theta}{2}+\dot{\mathbf{v}} \sin \theta+\mathbf{v} \dot{\theta} \\
& \overline{\mathbf{w}}=2 \dot{\mathbf{v}} \times \mathbf{v} \sin ^{2} \frac{\theta}{2}+\dot{\mathbf{v}} \sin \theta+\mathbf{v} \dot{\theta}
\end{aligned}
$$

where $\mathbf{v}$ is a unit vector along the instantaneous axis of rotation and $\theta$ is the angle of rotation.
11. Show that the rotation matrix $\mathbf{A}$ satisfies the following identity

$$
(\widetilde{\mathbf{A} \mathbf{u}})=\mathbf{A} \tilde{\mathbf{u}} \mathbf{A}^{\mathrm{T}}
$$

where $\mathbf{u}$ is an arbitrary three-dimensional vector.
12. The orientation of a rigid body is defined by the four Euler parameters

$$
\theta_{0}=0.9239, \quad \theta_{1}=\theta_{2}=\theta_{3}=0.2209
$$

At the given configuration, the body has an instantaneous angular velocity defined in the global coordinate system by the vector

$$
\omega=\left[\begin{array}{lll}
120.72 & 75.87 & -46.59
\end{array}\right]^{\mathrm{T}} \mathrm{rad} / \mathrm{sec}
$$

Find the time derivatives of Euler parameters.
13. The orientation of a rigid body is defined by the four Euler parameters

$$
\theta_{0}=0.8660, \quad \theta_{1}=\theta_{2}=\theta_{3}=0.2887
$$

At this given orientation, the body has an instantaneous absolute angular velocity defined as

$$
\boldsymbol{\omega}=\left[\begin{array}{lll}
110.0 & 90.0 & 0.0
\end{array}\right]^{\mathrm{T}}
$$

Determine the time derivatives of Euler parameters.
14. In the preceding problem, determine the time derivatives of Rodriguez parameters and the time derivatives of Euler angles.
15. The orientation of a rigid body is defined by the four Euler parameters

$$
\theta_{0}=0.9239, \quad \theta_{1}=\theta_{2}=\theta_{3}=0.2209
$$

At the given configuration, the body has an instantaneous absolute angular velocity defined by the vector

$$
\boldsymbol{\omega}=\left[\begin{array}{lll}
120.72 & 75.87 & -46.59
\end{array}\right]^{\mathrm{T}} \mathrm{rad} / \mathrm{sec}
$$

Find the time derivatives of Rodriguez parameters and the time derivatives of Euler angles.
16. Discuss the singularity associated with the transformation matrix when Euler angles are used.
17. Discuss the singularity problem associated with the use of Rodriguez parameters.
18. In Section 7, the transformation matrix in terms of Euler angles was derived using the multiframe method. Show that the single-frame method and the Rodriguez formula can also be used to obtain the same transformation matrix.
19. At the initial configuration, the axes $\mathbf{X}_{1}^{i}, \mathbf{X}_{2}^{i}$, and $\mathbf{X}_{3}^{i}$ of the coordinate system of body $i$ are defined in the coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ by the vectors $\left[\begin{array}{lll}0.0 & 1.0 & 1.0\end{array}\right]^{\mathrm{T}},\left[\begin{array}{lll}-1.0 & 1.0 & -1.0\end{array}\right]^{\mathrm{T}}$, and $[-2.0-1.01 .0]^{\mathrm{T}}$, respectively. Starting with this initial configuration, the body rotates an angle $\theta_{1}=60^{\circ}$ about its $\mathbf{X}_{3}^{i}$ axis followed by another rotation $\theta_{2}=45^{\circ}$ about its $\mathbf{X}_{1}^{i}$ axis. Determine the transformation matrix that defines the orientation of the body coordinate system with respect to the global coordinate system
20. Derive the relationships between Euler angles and Euler parameters.
21. For the transformation matrix determined in Problem 7, evaluate the eigenvalues and the determinant. Verify that a unit vector along the axis of rotation is an eigenvector of this transformation matrix.
22. Given the following rotation matrix

$$
\mathbf{A}=\left[\begin{array}{ccc}
0.91068 & -0.24402 & 0.33334 \\
0.33334 & 0.91068 & -0.24402 \\
-0.24402 & 0.33334 & 0.91068
\end{array}\right]
$$

extract the following:
(i) the angle of rotation $\theta$ and a unit vector along the axis of rotation
(ii) The four Euler parameters
(iii) Rodriguez parameters
(iv) Euler angles

## 3 ANALYTICAL TECHNIQUES

In the preceding chapter, methods for the kinematic analysis of moving frames of reference were presented. The kinematic analysis presented in the preceding chapter is of a preliminary nature and is fundamental for understanding the dynamic motion of moving rigid bodies or coordinate systems. In this chapter, techniques for developing the dynamic equations of motion of multibody systems consisting of interconnected rigid bodies are introduced. The analysis of multibody systems consisting of deformable bodies that undergo large translational and rotational displacements will be deferred until we discuss in later chapters some concepts related to the body deformation. In the first three sections, a few basic concepts and definitions to be used repeatedly in this book are introduced. In these sections, the important concepts of the system generalized coordinates, holonomic and nonholonomic constraints, degrees of freedom, virtual work, and the system generalized forces are discussed. Although the reader previously may very well have met some, or even all, of these concepts and definitions, they are so fundamental for our purposes that it seems desirable to present them here in some detail. Since the direct application of Newton's second law becomes difficult when large-scale multibody systems are considered, in Section 4, D'Alembert's principle is used to derive Lagrange's equation, which circumvents to some extent some of the difficulties found in applying Newton's second law as demonstrated by the application presented in Section 5. In contrast to Newton's second law, the application of Lagrange's equation requires scalar quantities such as the kinetic energy, potential energy, and virtual work. In Sections 6 and 7 the variational principles of dynamics, including Hamilton's principle, are presented. Hamilton's principle can also be used to derive the dynamic equations of motion of multibody systems from scalar quantities. We conclude this chapter by developing the equations of motion of multibody systems consisting of interconnected rigid components.

To maintain the generality of the formulations presented in this chapter, the Cartesian coordinates are used to describe the motion of the multibody system. To this end, a reference coordinate system, henceforth called the body reference or the
body coordinate system, is assigned for each body in the multibody system. The configuration of the rigid body in the system can then be identified by defining the location of the origin and the orientation of the body coordinate system with respect to an inertial global frame of reference.

### 3.1 GENERALIZED COORDINATES AND KINEMATIC CONSTRAINTS

The configuration of a multibody system is identified by a set of variables called coordinates or generalized coordinates that completely define the location and orientation of each body in the system. The configuration of a particle in space is defined by using three coordinates that describe the translation of this particle with respect to the three axes of the inertial frame. No rotational coordinates are required for description of the motion of the particle, and therefore, the three translational coordinates completely define the particle position. This simplified description of the particle kinematics is the result of the assumption that the particle has such small dimensions that a point in the three-dimensional space can be used to define the position of the particle. This assumption is not valid, however, when rigid bodies are considered. The configuration of a rigid body can be completely described by using six independent coordinates: three coordinates describing the location of the origin of the body axes and three rotational coordinates describing the orientation of the body with respect to the fixed frame. Once this set of coordinates is identified, the global position of an arbitrary point on the body can be expressed in terms of these coordinates. For instance, the global position of an arbitrary point $P$ on a body, denoted as body $i$ in the multibody system, can be written as (Fig. 1)

$$
\mathbf{r}_{P}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}
$$

where $\mathbf{R}^{i}$ is the position of the origin of a selected body reference $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}, \mathbf{A}^{i}$ is the transformation matrix from the body $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ coordinate system to the global $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system, and $\overline{\mathbf{u}}^{i}$ is the local position of the point $P$ measured with respect to the $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ coordinate system. Thus, by defining the position vector $\mathbf{R}^{i}$ and the transformation matrix $\mathbf{A}^{i}$, we can identify the position of an arbitrary point $P$ on the body $i$. It has been shown in the preceding chapter that the transformation matrix $\mathbf{A}^{i}$ is a function of the set of rotational coordinates $\boldsymbol{\theta}^{i}$, where the set $\boldsymbol{\theta}^{i}$ has one element in the planar analysis and three or four elements in the spatial analysis depending on whether Euler angles, Rodriguez parameters, or Euler parameters are employed. Therefore, through definition of the translational and rotational coordinates $\mathbf{R}^{i}$ and $\boldsymbol{\theta}^{i}$, respectively, of the body reference, the configuration of the rigid body is completely identified. This is not the case when deformable bodies are considered because $\overline{\mathbf{u}}^{i}$ is no longer a constant vector.

Reference Coordinates For convenience, we will use the notation $\mathbf{q}_{r}^{i}$ to denote the generalized coordinates of the body reference, that is,

$$
\mathbf{q}_{r}^{i}=\left[\begin{array}{ll}
\mathbf{R}^{i \mathrm{~T}} & \boldsymbol{\theta}^{i^{\mathrm{T}}} \tag{3.1}
\end{array}\right]^{\mathrm{T}}
$$



Figure 3.1 Reference coordinates of the rigid body.

Consequently, in planar analysis the vector $\mathbf{q}_{r}^{i}$ is given by

$$
\mathbf{q}_{r}^{i}=\left[\begin{array}{lll}
R_{1}^{i} & R_{2}^{i} & \theta^{i}
\end{array}\right]^{\mathrm{T}}
$$

where $R_{1}^{i}$ and $R_{2}^{i}$ are the coordinates of the origin of the body reference and $\theta^{i}$ is the rotation of the body reference about the $\mathbf{X}_{3}$ axis. In the three-dimensional analysis, one may write $\mathbf{q}_{r}^{i}$ as

$$
\mathbf{q}_{r}^{i}=\left[\begin{array}{llll}
R_{1}^{i} & R_{2}^{i} & R_{3}^{i} & \theta^{i \mathrm{~T}}
\end{array}\right]^{\mathrm{T}}
$$

where $R_{1}^{i}, R_{2}^{i}$, and $R_{3}^{i}$ define the global position of the origin of the body axes and $\theta^{i}$ is the set of rotational coordinates that can be used to formulate the rotation matrix. This set of coordinates can be Euler angles, Rodriguez parameters, or Euler parameters. In the case of Euler angles and Rodriguez parameters the set $\boldsymbol{\theta}^{i}$ contains three variables, while in the case of Euler parameters the set $\theta^{i}$ contains four variables that are not totally independent. Therefore, in the spatial analysis, if three independent orientational coordinates are used, the vector $\mathbf{q}_{r}^{i}$ is a six-dimensional vector and if four parameters are used, $\mathbf{q}_{r}^{i}$ is a seven-dimensional vector.

A multibody system as shown in Fig. 2, which consists of $n_{b}$ interconnected rigid bodies, requires $6 n_{b}$ coordinates in order to describe the system configuration in space. These generalized coordinates, however, are not totally independent because of the mechanical joints between adjacent bodies. The motion of each component in the system is influenced by the motion of the others through the kinematic constraints that relate the generalized coordinates and velocities. To understand and control the motion of the multibody system it is important to identify a set of independent generalized coordinates called degrees of freedom. Consider, for example, the Peaucellier mechanism shown in Fig. 3, which has several bodies whose motions are constrained by a set of revolute joints. As mentioned in Chapter 1, the purpose of this mechanism


Figure 3.2 Multibody systems.
is to generate a straight-line motion at point $P$. The motion of point $P$ is completely controlled by the rotation of the crankshaft $C D$. This mechanism has eight bodies, and yet the number of degrees of freedom is one.

Kinematic Constraints Henceforth, the set of generalized coordinates of the multibody system will be denoted by the vector $\mathbf{q}=\left[\begin{array}{lllll}q_{1} & q_{2} & q_{3} & \cdots & q_{n}\end{array}\right]^{\mathrm{T}}$, where $n$ is the number of coordinates. In a multibody system, these $n$ generalized coordinates are related by $n_{c}$ constraint equations where $n_{c} \leq n$. If these $n_{c}$ constraint equations can be written in the following vector form:

$$
\begin{equation*}
\mathbf{C}\left(q_{1}, q_{2}, \ldots, q_{n}, t\right)=\mathbf{C}(\mathbf{q}, t)=\mathbf{0} \tag{3.2}
\end{equation*}
$$

where $\mathbf{C}=\left[C_{1}(\mathbf{q}, t) C_{2}(\mathbf{q}, t) \cdots C_{n_{c}}(\mathbf{q}, t)\right]^{\mathrm{T}}$ is the set of independent constraint equations, then the constraints are said to be holonomic. If the time $t$ does not appear explicitly in Eq. 2, then the system is said to be scleronomic. Otherwise, if the system is holonomic and $t$ appears explicitly in Eq. 2, the system is said to be rheonomic. A


Figure 3.3 Peaucellier-Lipkin mechanism.


Figure 3.4 Revolute (pin) joint between two rigid bodies.
simple example of scleronomic constraint equations is the revolute joint between any two bodies in the Peaucellier mechanism shown in Fig. 3.

Figure 4 depicts a revolute joint between two arbitrary planar bodies $i$ and $j$ in the system. The constraint equations in this case, which allow only relative angular rotations between the two bodies, require that the global position of point $P$ defined by the set of coordinates of body $i$ be equal to the global position of point $P$ defined by the set of coordinates of body $j$. This condition gives two constraint equations that can be written as

$$
\begin{equation*}
\mathbf{r}_{P}^{i}=\mathbf{r}_{P}^{j} \quad \text { or } \quad \mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}=\mathbf{R}^{j}+\mathbf{A}^{j} \overline{\mathbf{u}}^{j} \tag{3.3}
\end{equation*}
$$

or in a more explicit form as

$$
\left[\begin{array}{l}
R_{1}^{i} \\
R_{2}^{i}
\end{array}\right]+\left[\begin{array}{cc}
\cos \theta^{i} & -\sin \theta^{i} \\
\sin \theta^{i} & \cos \theta^{i}
\end{array}\right]\left[\begin{array}{l}
\bar{u}_{1}^{i} \\
\bar{u}_{2}^{i}
\end{array}\right]=\left[\begin{array}{l}
R_{1}^{j} \\
R_{2}^{j}
\end{array}\right]+\left[\begin{array}{cc}
\cos \theta^{j} & -\sin \theta^{j} \\
\sin \theta^{j} & \cos \theta^{j}
\end{array}\right]\left[\begin{array}{c}
\bar{u}_{1}^{j} \\
\bar{u}_{2}^{j}
\end{array}\right]
$$

where $\mathbf{R}^{k}=\left[R_{1}^{k} R_{2}^{k}\right]^{\mathrm{T}}$ and $\overline{\mathbf{u}}^{k}=\left[\bar{u}_{1}^{k} \bar{u}_{2}^{k}\right]^{\mathrm{T}}$. A set of equations similar to Eq. 3 can be written for the spherical joint in the three-dimensional analysis.

An example of rheonomic constraints can be given if we consider the motion of the manipulator shown in Fig. 5. In many applications the motion of the end effector (hand) of the manipulator has to follow a specified path. Robotic manipulators are examples of an open-loop multibody system. We may then denote the end effector as body $i$ and write the specified trajectory of a point $P$ on the end effector as

$$
\begin{equation*}
\mathbf{r}_{P}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}=\mathbf{f}(t) \tag{3.4}
\end{equation*}
$$

where $\mathbf{f}(t)=\left[f_{1}(t) f_{2}(t) f_{3}(t)\right]^{\mathrm{T}}$ is a time-dependent function and $\mathbf{A}^{i}$ is the $3 \times 3$ rotation matrix given in the preceding chapter.


Figure 3.5 Three-dimensional manipulator.

Constraints that cannot be written in the form of Eq. 2 are called nonholonomic constrainsts. Simple nonholonomic constraints may be given in the form

$$
\begin{equation*}
\mathbf{a}_{0}+\mathbf{B} \dot{\mathbf{q}}=\mathbf{0} \tag{3.5}
\end{equation*}
$$

where $\mathbf{a}_{0}=\mathbf{a}_{0}(\mathbf{q}, t)=\left[\begin{array}{llll}a_{01} & a_{02} & \cdots & a_{0 n_{c}}\end{array}\right]^{\mathrm{T}}, \dot{\mathbf{q}}=\left[\begin{array}{llll}\dot{q}_{1} & \dot{q}_{2} & \cdots & \dot{q}_{n}\end{array}\right]^{\mathrm{T}}$ is the vector of the system generalized velocities, and $\mathbf{B}$ is an $n_{c} \times n$ coefficient matrix having the form

$$
\mathbf{B}=\left[\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 n} \\
b_{21} & b_{22} & \cdots & b_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
b_{n_{c} 1} & b_{n_{c} 2} & \cdots & b_{n_{c}}
\end{array}\right]=\mathbf{B}(\mathbf{q}, t)
$$

One should not be able to integrate Eq. 5 and write it in terms of the generalized coordinates only; otherwise Eq. 2 will follow. Nonholonomic constraints arise in many applications. For instance, the spinning top shown in Fig. 6 that rotates about its $\mathbf{X}_{3}^{i}$ axis with an arbitrary angular velocity, or the rotation of the propeller of a ship engine or aircraft that rotates with an arbitrary angular velocity about nonfixed axes, are examples of nonholonomic systems. One may recall that the angular velocity vector defined with respect to the body reference and in terms of the four Euler


Figure 3.6 Spinning top.
parameters $\theta_{0}^{i}, \theta_{1}^{i}, \theta_{2}^{i}, \theta_{3}^{i}$ can be written as

$$
\overline{\boldsymbol{\omega}}^{i}=2 \overline{\mathbf{E}}^{i} \dot{\boldsymbol{\theta}}^{i}
$$

where $\overline{\mathbf{E}}^{i}$ is the matrix

$$
\overline{\mathbf{E}}^{i}=\left[\begin{array}{cccc}
-\theta_{1} & \theta_{0} & \theta_{3} & -\theta_{2} \\
-\theta_{2} & -\theta_{3} & \theta_{0} & \theta_{1} \\
-\theta_{3} & \theta_{2} & -\theta_{1} & \theta_{0}
\end{array}\right]^{i}
$$

If body $i$ rotates with a specified angular velocity, as in the case of the top example shown in Fig. 6, the constraint on the angular velocity can be written as

$$
\begin{equation*}
\overline{\boldsymbol{\omega}}^{i}=2 \overline{\mathbf{E}}^{i} \dot{\boldsymbol{\theta}}^{i}=\mathbf{f}(\mathbf{q}, t) \tag{3.6}
\end{equation*}
$$

where in this case, according to Eq. $5, \mathbf{a}_{0}=-\mathbf{f}(\mathbf{q}, t), \mathbf{B}=2 \overline{\mathbf{E}}^{i}$, and $\mathbf{f}(\mathbf{q}, t)$ is a specified function that depends on the system coordinates and time. Equation 6 can be written in a more explicit form as

$$
\begin{aligned}
& 2\left(\theta_{3} \dot{\theta}_{2}-\theta_{2} \dot{\theta}_{3}-\theta_{1} \dot{\theta}_{0}+\theta_{0} \dot{\theta}_{1}\right)^{i}=f_{1}(\mathbf{q}, t) \\
& 2\left(\theta_{1} \dot{\theta}_{3}+\theta_{0} \dot{\theta}_{2}-\theta_{3} \dot{\theta}_{1}-\theta_{2} \dot{\theta}_{0}\right)^{i}=f_{2}(\mathbf{q}, t) \\
& 2\left(\theta_{2} \dot{\theta}_{1}-\theta_{3} \dot{\theta}_{0}+\theta_{0} \dot{\theta}_{3}-\theta_{1} \dot{\theta}_{2}\right)^{i}=f_{3}(\mathbf{q}, t)
\end{aligned}
$$

where $f_{1}(\mathbf{q}, t), f_{2}(\mathbf{q}, t)$, and $f_{3}(\mathbf{q}, t)$ are the components of the vector $\mathbf{f}(\mathbf{q}, t)$.
Other forms of constraints are inequality relationships between the system coordinates, which can be written in the vector form

$$
\begin{equation*}
\mathbf{C}(\mathbf{q}, t) \geq \mathbf{0} \tag{3.7}
\end{equation*}
$$

For example, the motion of a particle $P$ placed on the surface of a sphere has to satisfy the relation

$$
\mathbf{r}_{P}^{\mathrm{T}} \mathbf{r}_{P}-(a)^{2} \geq 0
$$

where $\mathbf{r}_{P}$ is the position vector of point $P$ measured from the center of the sphere and $a$ is the radius of the sphere.

The inequality constraints may be expressed in a form that depends on the system coordinates as well as velocities as

$$
\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}, t) \geq \mathbf{0}
$$

These constraints are called one-sided and nonrestrictive or nonlimiting. If the equality holds, that is

$$
\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}, t)=\mathbf{0}
$$

the constraints are said to be two-sided and restrictive or limiting. In some textbooks the difference between holonomic and nonholonomic systems is made by classification of restrictive constraints as geometric or kinematic. The constraints are said to be geometric if they are expressed in the form of Eq. 2, that is,

$$
\mathbf{C}(\mathbf{q}, t)=\mathbf{0}
$$



Figure 3.7 Rolling disk.

The constraints are said to be kinematic if they contain velocities, that is,

$$
\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}, t)=\mathbf{0}
$$

Integrable kinematic constraints are, essentially, geometric constraints. The converse is not generally true; that is, nonintegrable kinematic constraints are not generally equivalent to geometric constraints. Therefore, we may define a nonholonomic multibody system as a system with nonintegrable kinematic constraints that cannot be reduced to geometric constraints. In this chapter and the following chapters, the term kinematic constraints stands for both holonomic and nonholonomic constraints. One may observe, however, that holonomic constraints impose restrictions on the possible motion of the individual bodies in the mechanical system, while nonholonomic constraints restrict the kinematically possible values of the velocities of the bodies in the system. It is clear that every holonomic constraint, at the same time, gives rise to a certain kinematic constraint on velocities. The converse, however, is not true; that is, nonintegrable constraints on the system velocities do not necessarily imply restrictions on the system coordinates. Therefore, in a nonholonomic system, some coordinates may be independent, but their variations are dependent.

Simple Nonholonomic Systems We consider the disk shown in Fig. 7 which has a sharp rim and rolls without sliding on the $\mathbf{X}_{1} \mathbf{X}_{2}$ plane. Assuming that $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ is a fixed frame of reference, the configuration of the disk at any instant of time can be identified using the parameters $R_{1}, R_{2}$, and $R_{3}$, which define the coordinates of point $C$ with respect to the global coordinate system; and the Euler angles $\phi$, $\theta$, and $\psi$, which define the sequence of rotations about the $\mathbf{X}_{1}^{i}, \mathbf{X}_{2}^{i}$, and $\mathbf{X}_{3}^{i}$. Therefore, the vector of the disk generalized coordinates $\mathbf{q}$ can be written as follows:

$$
\mathbf{q}=\left[\begin{array}{llllll}
q_{1} & q_{2} & q_{3} & q_{4} & q_{5} & q_{6}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{llllll}
R_{1} & R_{2} & R_{3} & \phi & \theta & \psi
\end{array}\right]^{\mathrm{T}}
$$

The condition of rolling without sliding on the $\mathbf{X}_{1} \mathbf{X}_{2}$ plane implies that the instantaneous velocity of the contact point $P$ on the disk is equal to zero. The global position of the contact point can be written as

$$
\mathbf{r}_{P}=\mathbf{R}+\mathbf{A} \overline{\mathbf{u}}_{P}
$$

where $\mathbf{R}=\left[\begin{array}{lll}R_{1} & R_{2} & R_{3}\end{array}\right]^{\mathrm{T}}, \overline{\mathbf{u}}_{P}$ is the local position vector of the contact point, and $\mathbf{A}$ is the transformation matrix defined as

$$
\mathbf{A}=\left[\begin{array}{ccc}
\cos \theta \cos \psi & -\cos \theta \sin \psi & \sin \theta \\
\sin \phi \sin \theta \cos \psi+\cos \phi \sin \psi & -\sin \phi \sin \theta \sin \psi+\cos \phi \cos \psi & -\sin \phi \cos \theta \\
-\cos \phi \sin \theta \cos \psi+\sin \phi \sin \psi & \cos \phi \sin \theta \sin \psi+\sin \phi \cos \psi & \cos \phi \cos \theta
\end{array}\right]
$$

Since the velocity of the contact point on the disk is equal to zero, one has the following condition:

$$
\dot{\mathbf{r}}_{P}=\mathbf{0}=\dot{\mathbf{R}}+\mathbf{A}\left(\overline{\boldsymbol{\omega}} \times \overline{\mathbf{u}}_{P}\right)
$$

in which $\overline{\boldsymbol{\omega}}$ is the angular velocity vector defined in the disk coordinate system. The preceding equation leads to the following condition of rolling without sliding:

$$
\dot{\mathbf{R}}=-\mathbf{A}\left(\overline{\boldsymbol{\omega}} \times \overline{\mathbf{u}}_{P}\right)
$$

The angular velocity vector $\overline{\boldsymbol{\omega}}$ can be written as demonstrated in the preceding chapter as

$$
\overline{\mathbf{\omega}}=\overline{\mathbf{G}} \dot{\theta}
$$

where $\theta=\left[\begin{array}{lll}\phi & \theta & \psi\end{array}\right]^{\mathrm{T}}$ and

$$
\overline{\mathbf{G}}=\left[\begin{array}{ccc}
\cos \theta \cos \psi & \sin \psi & 0 \\
-\cos \theta \sin \psi & \cos \psi & 0 \\
\sin \theta & 0 & 1
\end{array}\right]
$$

The preceding equations define the angular velocity vector as

$$
\overline{\mathbf{\omega}}=\overline{\mathbf{G}} \dot{\theta}=\left[\begin{array}{c}
\dot{\phi} \cos \theta \cos \phi+\dot{\theta} \sin \psi \\
-\dot{\phi} \cos \theta \sin \psi+\dot{\theta} \cos \psi \\
\dot{\phi} \sin \theta+\dot{\psi}
\end{array}\right]
$$

Assuming that the radius of the disk is $a$, the vector $\overline{\mathbf{u}}_{P}$ that defines the local position of the contact point can be written as

$$
\overline{\mathbf{u}}_{P}=\left[\begin{array}{lll}
-a \sin \psi & -a \cos \psi & 0
\end{array}\right]^{\mathrm{T}}
$$

Using direct matrix and vector multiplication, one can show that

$$
\dot{\mathbf{R}}=-\mathbf{A}\left(\overline{\boldsymbol{\omega}} \times \overline{\mathbf{u}}_{P}\right)=a\left[\begin{array}{c}
\dot{\psi} \cos \theta \\
\dot{\phi} \sin \phi+\dot{\psi} \sin \phi \sin \theta \\
-\dot{\phi} \cos \phi-\dot{\psi} \cos \phi \sin \theta
\end{array}\right]
$$

This equation defines the following relationship between the virtual changes of the disk coordinates:

$$
\left[\begin{array}{l}
\delta R_{1} \\
\delta R_{2} \\
\delta R_{3}
\end{array}\right]=a\left[\begin{array}{ccc}
0 & 0 & \cos \theta \\
\sin \phi & 0 & \sin \phi \sin \theta \\
-\cos \phi & 0 & -\cos \phi \sin \theta
\end{array}\right]\left[\begin{array}{c}
\delta \phi \\
\delta \theta \\
\delta \psi
\end{array}\right]
$$

The virtual change in the system coordinates $\delta \mathbf{q}$ can then be written in terms of the independent variations $\delta \phi, \delta \theta$, and $\delta \psi$ as

$$
\left[\begin{array}{c}
\delta R_{1} \\
\delta R_{2} \\
\delta R_{3} \\
\delta \phi \\
\delta \theta \\
\delta \psi
\end{array}\right]=a\left[\begin{array}{ccc}
0 & 0 & \cos \theta \\
\sin \phi & 0 & \sin \phi \sin \theta \\
-\cos \phi & 0 & -\sin \phi \sin \theta \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\delta \phi \\
\delta \theta \\
\delta \psi
\end{array}\right]
$$

Clearly, there are only three independent variations. There are, however, five independent coordinates $R_{1}, R_{2}, \phi, \theta$, and $\psi$; that is, the configuration of the disk is defined in terms of five independent coordinates, while there are only three independent velocities because of the nonholonomic constraint equations. Although these nonholonomic kinematic constraints must be satisfied throughout the motion of the disk, the coordinates $R_{1}, R_{2}, \phi, \theta$, and $\psi$ may take any values as the disk rolls without sliding. For instance, the disk can be brought from a given position $R_{1 o}, R_{2 o}, \phi_{o}, \theta_{o}$, and $\psi_{o}$ to any other position $R_{1}, R_{2}, \phi, \theta$, and $\psi$ by first rotating the disk about the $\mathbf{X}_{1}^{i}$ axis to obtain the desired angle $\phi$. The disk is then rotated about the $\mathbf{X}_{2}^{i}$ axis to obtain the desired angle $\theta$. Finally, the disk is rotated from the contact point $P_{o}$ to point $P$ along any curve of length $a\left(\psi-\psi_{o}+2 \pi k\right)$, where $k$ is an integer number (Neimark and Fufaev 1972).

### 3.2 DEGREES OF FREEDOM AND GENERALIZED COORDINATE PARTITIONING

Because of the constraints imposed on the multibody system, the system coordinates are not independent. They are, in general, related by a set of nonlinear constraint equations that represent mechanical joints as well as specified motion trajectories. For holonomic systems, each constraint equation can be used to eliminate one coordinate by writing this coordinate in terms of the others, provided the constraint equations are linearly independent. Therefore, a system with $n$ coordinates and $n_{c}$ constraint equations has $n-n_{c}$ independent coordinates. The independent coordinates are also called the system degrees of freedom. For example, in the planar two-body system shown in Fig. 4, where the two bodies are connected by a revolute joint whose constraint equations are given by Eq. 3, one may rewrite this equation in the following form

$$
\mathbf{R}^{j}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}-\mathbf{A}^{j} \overline{\mathbf{u}}^{j}
$$

where $\mathbf{R}^{j}$, the set of dependent coordinates in this system, is written in terms of the set of independent coordinates $\mathbf{q}_{r}^{i}=\left[\mathbf{R}^{i \mathrm{~T}} \theta^{i}\right]^{\mathrm{T}}$ and $\theta^{j}$. The vectors $\mathbf{R}^{i}=\left[R_{1}^{i} R_{2}^{i}\right]^{\mathrm{T}}$ and $\mathbf{R}^{j}=\left[R_{1}^{j} R_{2}^{j}\right]^{\mathrm{T}}$ define the location of the origin of the reference of body $i$ and body $j$, respectively; $\overline{\mathbf{u}}^{i}=\left[\bar{u}_{1}^{i} \bar{u}_{2}^{i}\right]^{\mathrm{T}}$ and $\overline{\mathbf{u}}^{j}=\left[\bar{u}_{1}^{j} \bar{u}_{2}^{j}\right]^{\mathrm{T}}$ are the local positions of the joint definition point defined, respectively, in the coordinate system of body $i$ and body $j$; and $\mathbf{A}^{i}$ and $\mathbf{A}^{j}$ are the planar transformations given by

$$
\mathbf{A}^{i}=\left[\begin{array}{cc}
\cos \theta^{i} & -\sin \theta^{i} \\
\sin \theta^{i} & \cos \theta^{i}
\end{array}\right], \quad \mathbf{A}^{j}=\left[\begin{array}{cc}
\cos \theta^{j} & -\sin \theta^{j} \\
\sin \theta^{j} & \cos \theta^{j}
\end{array}\right]
$$

One can write the dependent coordinates $\mathbf{R}^{j}$ in terms of the independent ones in a more explicit form as

$$
\mathbf{R}^{j}=\left[\begin{array}{l}
R_{1}^{j} \\
R_{2}^{j}
\end{array}\right]=\left[\begin{array}{l}
R_{1}^{i} \\
R_{2}^{i}
\end{array}\right]+\left[\begin{array}{cc}
\cos \theta^{i} & -\sin \theta^{i} \\
\sin \theta^{i} & \cos \theta^{i}
\end{array}\right]\left[\begin{array}{c}
\bar{u}_{1}^{i} \\
\bar{u}_{2}^{i}
\end{array}\right]-\left[\begin{array}{cc}
\cos \theta^{j} & -\sin \theta^{j} \\
\sin \theta^{j} & \cos \theta^{j}
\end{array}\right]\left[\begin{array}{c}
\bar{u}_{1}^{j} \\
\bar{u}_{2}^{j}
\end{array}\right]
$$

that is,

$$
\begin{aligned}
& R_{1}^{j}=R_{1}^{i}+\bar{u}_{1}^{i} \cos \theta^{i}-\bar{u}_{2}^{i} \sin \theta^{i}-\bar{u}_{1}^{j} \cos \theta^{j}+\bar{u}_{2}^{j} \sin \theta^{j} \\
& R_{2}^{j}=R_{2}^{i}+\bar{u}_{1}^{i} \sin \theta^{i}+\bar{u}_{2}^{i} \cos \theta^{i}-\bar{u}_{1}^{j} \sin \theta^{j}-\bar{u}_{2}^{j} \cos \theta^{j}
\end{aligned}
$$

Alternatively, one may also select $R_{1}^{i}$ and $R_{2}^{i}$ as dependent coordinates and write them in terms of the other coordinates as

$$
\mathbf{R}^{i}=\mathbf{R}^{j}+\mathbf{A}^{j} \overline{\mathbf{u}}^{j}-\mathbf{A}^{i} \overline{\mathbf{u}}^{i}
$$

Therefore, the set of independent coordinates is not unique. It is important, however, to realize that the number of dependent coordinates is equal to the number of linearly independent constraint equations. In that sense we may define the degrees of freedom as the minimum number of independent variables required to describe the system configuration. For the two-body system shown in Fig. 4, the total number of system coordinates is six and yet the number of independent coordinates or system degrees of freedom is four because of the kinematic constraints of the revolute joint. The Peaucellier mechanism shown in Fig. 3 consists of eight links, including the fixed link (ground). If three Cartesian coordinates are used to describe the configuration of each link, the mechanism will have 24 coordinates. These coordinates, however, are not independent because of kinematic constraints, and it can be shown that the mechanism has only one degree of freedom; that is, the motion of the mechanism can be controlled by specifying only one variable, say, the rotation of the crankshaft.

Generalized Coordinate Partitioning In the following, we make use of the concept of the virtual displacement, which refers to a change in the configuration of the system as the result of any arbitrary infinitesimal change of the coordinates $\mathbf{q}$, consistent with the forces and constraints imposed on the system at the given instant $t$. The displacement is called "virtual" to distinguish it from an actual displacement of the system occurring in a time interval $d t$, during which the forces and constraints may be changing.

As the result of a virtual change in the system coordinates and using Taylor's expansion, the constraints given by Eq. 2 yield

$$
\begin{equation*}
\mathbf{C}_{q_{1}} \delta q_{1}+\mathbf{C}_{q_{2}} \delta q_{2}+\cdots+\mathbf{C}_{q_{n}} \delta q_{n}=\mathbf{0} \tag{3.8}
\end{equation*}
$$

where $\mathbf{C}_{q_{i}}=\partial \mathbf{C} / \partial q_{i}=\left[\partial C_{1} / \partial q_{i} \partial C_{2} / \partial q_{i} \cdots \partial C_{n_{c}} / \partial q_{i}\right]^{\mathrm{T}}$. We may write Eq. 8 in matrix form as

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \delta \mathbf{q}=\mathbf{0} \tag{3.9}
\end{equation*}
$$

where

$$
\mathbf{C}_{\mathbf{q}}=\left[\begin{array}{cccc}
C_{11} & C_{12} & \cdots & C_{1 n} \\
C_{21} & C_{22} & \cdots & C_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
C_{n_{c} 1} & C_{n_{c} 2} & \cdots & C_{n_{c} n}
\end{array}\right]
$$

is an $n_{c} \times n$ matrix called the system Jacobian and $C_{i j}=\partial C_{i} / \partial q_{j}$. If the constraint equations are linearly independent, $\mathbf{C}_{\mathbf{q}}$ has a full row rank. In this case, one may partition the system generalized coordinates as

$$
\mathbf{q}=\left[\begin{array}{ll}
\mathbf{q}_{i}^{\mathrm{T}} & \mathbf{q}_{d}^{\mathrm{T}} \tag{3.10}
\end{array}\right]^{\mathrm{T}}
$$

where $\mathbf{q}_{i}$ and $\mathbf{q}_{d}$ are two vectors having $n-n_{c}$ and $n_{c}$ components, respectively. According to the coordinate partitioning of Eq. 10, Eq. 9 can be written in the form

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}_{i}} \delta \mathbf{q}_{i}+\mathbf{C}_{\mathbf{q}_{d}} \delta \mathbf{q}_{d}=\mathbf{0} \tag{3.11}
\end{equation*}
$$

where $\mathbf{C}_{\mathbf{q}_{d}}$ is selected to be a nonsingular $n_{c} \times n_{c}$ matrix and $\mathbf{C}_{\mathbf{q}_{i}}$ is an $n_{c} \times\left(n-n_{c}\right)$ matrix. Equation 11 yields

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}_{d}} \delta \mathbf{q}_{d}=-\mathbf{C}_{\mathbf{q}_{i}} \delta \mathbf{q}_{i} \tag{3.12}
\end{equation*}
$$

Since $\mathbf{C}_{\mathbf{q}_{d}}$ is nonsingular, and thus invertible, Eq. 12 may be rewritten as

$$
\begin{equation*}
\delta \mathbf{q}_{d}=\mathbf{C}_{d i} \delta \mathbf{q}_{i} \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{C}_{d i}=-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}} \tag{3.14}
\end{equation*}
$$

is an $n_{c} \times\left(n-n_{c}\right)$ matrix. Therefore, using the coordinate partitioning of Eq. 10 , one can write the change in a set of coordinates $\mathbf{q}_{d}$ in terms of the change in the other set $\mathbf{q}_{i}$. The set $\mathbf{q}_{d}$ is called the set of dependent coordinates, while the set $\mathbf{q}_{i}$ is called the set of independent coordinates or the system degrees of freedom.

Illustrative Example An illustrative example for the preceding development is the planar revolute joint between the two bodies shown in Fig. 4. By considering the variation of Eq. 3, we obtain

$$
\begin{equation*}
\delta \mathbf{R}^{i}+\delta\left(\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right)-\delta \mathbf{R}^{j}-\delta\left(\mathbf{A}^{j} \overline{\mathbf{u}}^{j}\right)=\mathbf{0} \tag{3.15}
\end{equation*}
$$

Since $\overline{\mathbf{u}}^{i}$ is constant in the case of rigid body analysis and $\delta \mathbf{A}^{i}=\left(\partial \mathbf{A}^{i} / \partial \theta^{i}\right) \delta \theta^{i}$, we can write $\delta\left(\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right)$ as

$$
\delta\left(\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right)=\left(\mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i}\right) \delta \theta^{i}
$$

where $\mathbf{A}_{\theta}^{i}=\left(\partial \mathbf{A}^{i} / \partial \theta^{i}\right)$ is given by

$$
\mathbf{A}_{\theta}^{i}=\left[\begin{array}{cc}
-\sin \theta^{i} & -\cos \theta^{i} \\
\cos \theta^{i} & -\sin \theta^{i}
\end{array}\right]
$$

A similar comment applies to body $j$, and Eq. 15 can be written as

$$
\delta \mathbf{R}^{i}+\mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i} \delta \theta^{i}-\delta \mathbf{R}^{j}-\mathbf{A}_{\theta}^{j} \overline{\mathbf{u}}^{j} \delta \theta^{j}=\mathbf{0}
$$

We may select $\mathbf{R}^{j}$ as dependent coordinates and $\mathbf{R}^{i}, \theta^{i}$, and $\theta^{j}$ as independent coordinates and write

$$
\delta \mathbf{R}^{j}=\delta \mathbf{R}^{i}+\mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i} \delta \theta^{i}-\mathbf{A}_{\theta}^{j} \overline{\mathbf{u}}^{j} \delta \theta^{j}
$$

or equivalently as

$$
\delta \mathbf{R}^{j}=\left[\begin{array}{lll}
\mathbf{I}_{2} & \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i} & -\mathbf{A}_{\theta}^{j} \overline{\mathbf{u}}^{j}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R}^{i}  \tag{3.16}\\
\delta \theta^{i} \\
\delta \theta^{j}
\end{array}\right]
$$

where $\mathbf{I}_{2}$ is a $2 \times 2$ identity matrix. Comparing Eqs. 12 and 16 , we recognize $\mathbf{C}_{\mathbf{q}_{d}}$ as an identity matrix and

$$
-\mathbf{C}_{\mathbf{q}_{i}}=\left[\begin{array}{lll}
\mathbf{I}_{2} & \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i} & -\mathbf{A}_{\theta}^{j} \overline{\mathbf{u}}^{j} \tag{3.17}
\end{array}\right]
$$

It is obvious in this simple example that the matrix $\mathbf{C}_{d i}$ of Eq .14 is equal to the matrix $-\mathbf{C}_{\mathbf{q}_{i}}$ because of the fact that $\mathbf{C}_{\mathbf{q}_{d}}$ is an identity matrix; that is, $\mathbf{C}_{d i}$ is a $2 \times 4$ matrix defined as

$$
\mathbf{C}_{d i}=-\mathbf{C}_{\mathbf{q}_{i}}=\left[\begin{array}{lll}
\mathbf{I}_{2} & \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i} & -\mathbf{A}_{\theta}^{j} \overline{\mathbf{u}}^{j}
\end{array}\right]
$$

The matrix $\mathbf{C}_{d i}$ can be written as

$$
\mathbf{C}_{d i}=\left[\begin{array}{llll}
1 & 0 & c_{13} & c_{14} \\
0 & 1 & c_{23} & c_{24}
\end{array}\right]
$$

where the coefficients $c_{13}, c_{14}, c_{23}$, and $c_{24}$ are defined as

$$
\begin{array}{cc}
c_{13}=-\bar{u}_{1}^{i} \sin \theta^{i}-\bar{u}_{2}^{i} \cos \theta^{i}, \quad c_{23}=\bar{u}_{1}^{i} \cos \theta^{i}-\bar{u}_{2}^{i} \sin \theta^{i} \\
c_{14}=\bar{u}_{1}^{j} \sin \theta^{j}+\bar{u}_{2}^{j} \cos \theta^{j}, & c_{24}=-\bar{u}_{1}^{j} \cos \theta^{j}+\bar{u}_{2}^{j} \sin \theta^{j}
\end{array}
$$

In large-scale multibody systems, identifying the dependent or the independent coordinates and accordingly identifying the nonsingular matrix $\mathbf{C}_{\mathbf{q}_{d}}$ may be difficult because of the complexity of the system. In such cases, numerical methods can be employed to determine a nonsingular sub-Jacobian matrix, thus identifying the independent and dependent coordinates. This subject will be discussed in more detail in Chapter 5 after introducing the dynamics of flexible multibody systems.

Example 3.1 The multibody slider crank mechanism shown in Fig. 8 consists of four rigid bodies. Body 1 is the fixed link or the ground, body 2 is the crankshaft $O A$, body 3 is the connecting rod $A B$, and body 4 is the slider block whose center is located at $B$. By rotating the crankshaft (body 2 ) with a specified angular velocity, the slider block (body 4) will produce a straight-line motion. To study the motion of this mechanism using Cartesian coordinates, we select a coordinate system for each body. The origins of these coordinate systems are assumed to be rigidly attached to the geometric center of the respective bodies.


Figure 3.8 Multibody slider crank mechanism.

Therefore, we define the Cartesian coordinates of the bodies (links) as follows:

$$
\begin{array}{ll}
\mathbf{q}_{r}^{1}=\left[\begin{array}{lll}
R_{1}^{1} & R_{2}^{1} & \theta^{1}
\end{array}\right]^{\mathrm{T}}, & \mathbf{q}_{r}^{2}=\left[\begin{array}{lll}
R_{1}^{2} & R_{2}^{2} & \theta^{2}
\end{array}\right]^{\mathrm{T}} \\
\mathbf{q}_{r}^{3}=\left[\begin{array}{lll}
R_{1}^{3} & R_{2}^{3} & \theta^{3}
\end{array}\right]^{\mathrm{T}}, & \mathbf{q}_{r}^{4}=\left[\begin{array}{lll}
R_{1}^{4} & R_{2}^{4} & \theta^{4}
\end{array}\right]^{\mathrm{T}}
\end{array}
$$

where $R_{1}^{i}$ and $R_{2}^{i}$ are the Cartesian coordinates of the origin of the $i$ th body coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i}$ defined with respect to the global coordinate system and $\theta^{i}$ is the angular orientation of the $i$ th body. Thus, the vector $\mathbf{q}$ of the system Cartesian coordinates is defined as

$$
\begin{aligned}
& \mathbf{q}=\left[\begin{array}{lllll}
q_{1} & q_{2} & q_{3} & \cdots & q_{12}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{llll}
\mathbf{q}_{r}^{1^{\mathrm{T}}} & \mathbf{q}_{r}^{2^{\mathrm{T}}} & \mathbf{q}_{r}^{3^{\mathrm{T}}} & \mathbf{q}_{r}^{4^{\mathrm{T}}}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{llllllllllll}
R_{1}^{1} & R_{2}^{1} & \theta^{1} & R_{1}^{2} & R_{2}^{2} & \theta^{2} & R_{1}^{3} & R_{2}^{3} & \theta^{3} & R_{1}^{4} & R_{2}^{4} & \theta^{4}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

These coordinates, however, are not independent because of the kinematic constraints imposed on the motion of the mechanism members. These constraints can be recognized as follows. Body 1 is the fixed link, that is,

$$
R_{1}^{1}=0, \quad R_{2}^{1}=0, \quad \theta^{1}=0
$$

We will call these constraints ground constraints. The motion of the crankshaft can be considered as a pure rotation about point $O$. This implies that point $O$ has zero coordinates with respect to the global coordinate system $\mathbf{X}_{1}^{1} \mathbf{X}_{2}^{1}$. This can be expressed mathematically as

$$
\mathbf{R}^{2}+\mathbf{A}^{2} \overline{\mathbf{u}}_{o}^{2}=\mathbf{0}
$$

where $\mathbf{R}^{2}=\left[R_{1}^{2} R_{2}^{2}\right]^{\mathrm{T}}, \mathbf{A}^{2}$ is the transformation matrix from the coordinate system of the crankshaft (body 2) to the global inertial frame, and $\overline{\mathbf{u}}_{o}^{2}$ is the position vector of point $O$ defined in the coordinate system of the crankshaft, that is,

$$
\overline{\mathbf{u}}_{o}^{2}=\left[\begin{array}{cc}
-\frac{l^{2}}{2} & 0
\end{array}\right]^{\mathrm{T}}
$$

where $l^{2}$ is the length of the crankshaft.
The crankshaft (body 2) is connected to the connecting rod (body 3) by a revolute joint at point $A$. Let $l^{3}$ denote the length of the connecting $\operatorname{rod}($ body 3 ). Then the revolute joint constraint equations can be written in terms of the Cartesian coordinates of the two bodies as

$$
\mathbf{R}^{2}+\mathbf{A}^{2} \overline{\mathbf{u}}_{A}^{2}-\mathbf{R}^{3}-\mathbf{A}^{3} \overline{\mathbf{u}}_{A}^{3}=\mathbf{0}
$$

where $\mathbf{R}^{i}=\left[\begin{array}{ll}R_{1}^{i} & R_{2}^{i}\end{array}\right]^{\mathrm{T}}, \mathbf{A}^{i}$ is the planar transformation matrix from the body $i$ coordinate system to the global frame of reference, and $\overline{\mathbf{u}}_{A}^{i}(i=2,3)$ is the local coordinates of the joint definition point, that is

$$
\overline{\mathbf{u}}_{A}^{2}=\left[\begin{array}{cc}
\frac{l^{2}}{2} & 0
\end{array}\right]^{\mathrm{T}}, \quad \overline{\mathbf{u}}_{A}^{3}=\left[\begin{array}{ll}
-\frac{l^{3}}{2} & 0
\end{array}\right]^{\mathrm{T}}
$$

Bodies 3 and 4 are also connected by a revolute joint at point $B$ in a manner similar to the revolute joint at $A$; therefore, we may write the following matrix equation, which describes the connectivity between body 3 and body 4:

$$
\mathbf{R}^{3}+\mathbf{A}^{3} \overline{\mathbf{u}}_{B}^{3}-\mathbf{R}^{4}-\mathbf{A}^{4} \overline{\mathbf{u}}_{B}^{4}=\mathbf{0}
$$

in which

$$
\overline{\mathbf{u}}_{B}^{3}=\left[\begin{array}{cc}
\frac{l^{3}}{2} & 0
\end{array}\right]^{\mathrm{T}}, \quad \overline{\mathbf{u}}_{B}^{4}=\left[\begin{array}{ll}
0 & 0
\end{array}\right]^{\mathrm{T}}
$$

Finally, the motion of the slider block (body 4) must satisfy the following kinematic constraints:

$$
R_{2}^{4}=0, \quad \theta^{4}=0
$$

It is clear that the slider crank mechanism discussed in this example has 12 Cartesian coordinates and 11 algebraic constraint equations that can be summarized as follows: 3 ground constraints, 2 constraints that fix the coordinates of point $O$ on the crankshaft, 4 constraints that describe the revolute (pin) joints at $A$ and $B$, and 2 constraints that restrict the motion of the slider block (body 4). Thus, the number of degrees of freedom of the mechanism is 1 . By taking a virtual change in the system generalized coordinates, the ground constraints lead to

$$
\delta R_{1}^{1}=0, \quad \delta R_{2}^{1}=0, \quad \delta \theta^{1}=0
$$

which can be written in a matrix form as

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\delta R_{1}^{1} \\
\delta R_{2}^{1} \\
\delta \theta^{1}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

The constraints on the global position of point $O$ lead to

$$
\delta \mathbf{R}^{2}+\mathbf{A}_{\theta}^{2} \overline{\mathbf{u}}_{o}^{2} \delta \theta^{2}=\mathbf{0}
$$

where $\mathbf{A}_{\theta}^{2}$ is the partial derivative of the planar transformation $\mathbf{A}^{2}$ with respect to $\theta^{2}$. Using the definition of $\overline{\mathbf{u}}_{o}^{2}$, we can write the above equation in a more explicit form as

$$
\left[\begin{array}{ccc}
1 & 0 & \frac{l^{2}}{2} \sin \theta^{2} \\
0 & 1 & -\frac{l^{2}}{2} \cos \theta^{2}
\end{array}\right]\left[\begin{array}{l}
\delta R_{1}^{2} \\
\delta R_{2}^{2} \\
\delta \theta^{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

The revolute joint constraint at point $A$ leads to

$$
\left[\begin{array}{ccc}
1 & 0 & -\frac{l^{2}}{2} \sin \theta^{2} \\
0 & 1 & \frac{l^{2}}{2} \cos \theta^{2}
\end{array}\right]\left[\begin{array}{c}
\delta R_{1}^{2} \\
\delta R_{2}^{2} \\
\delta \theta^{2}
\end{array}\right]-\left[\begin{array}{ccc}
1 & 0 & \frac{l^{3}}{2} \sin \theta^{3} \\
0 & 1 & -\frac{l^{3}}{2} \cos \theta^{3}
\end{array}\right]\left[\begin{array}{c}
\delta R_{1}^{3} \\
\delta R_{2}^{3} \\
\delta \theta^{3}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

or alternatively

$$
\left[\begin{array}{cccccc}
1 & 0 & -\frac{l^{2}}{2} \sin \theta^{2} & -1 & 0 & -\frac{l^{3}}{2} \sin \theta^{3} \\
0 & 1 & \frac{l^{2}}{2} \cos \theta^{2} & 0 & -1 & \frac{l^{3}}{2} \cos \theta^{3}
\end{array}\right]\left[\begin{array}{l}
\delta R_{1}^{2} \\
\delta R_{2}^{2} \\
\delta \theta^{2} \\
\delta R_{1}^{3} \\
\delta R_{2}^{3} \\
\delta \theta^{3}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

For the revolute joint at $B$, we have

$$
\left[\begin{array}{cccccc}
1 & 0 & -\frac{l^{3}}{2} \sin \theta^{3} & -1 & 0 & 0 \\
0 & 1 & \frac{l^{3}}{2} \cos \theta^{3} & 0 & -1 & 0
\end{array}\right]\left[\begin{array}{c}
\delta R_{1}^{3} \\
\delta R_{2}^{3} \\
\delta \theta^{3} \\
\delta R_{1}^{4} \\
\delta R_{2}^{4} \\
\delta \theta^{4}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Finally, the constraints on the motion of the slider block at $B$ provide

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
\delta R_{2}^{4} \\
\delta \theta^{4}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

or

$$
\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\delta R_{1}^{4} \\
\delta R_{2}^{4} \\
\delta \theta^{4}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

Combining the above equations, one obtains

$$
\mathbf{C}_{\mathbf{q}} \delta \mathbf{q}=\mathbf{0}
$$

where $\mathbf{q}=\left[R_{1}^{1} R_{2}^{1} \theta^{1} R_{1}^{2} R_{2}^{2} \theta^{2} R_{1}^{3} R_{2}^{3} \theta^{3} R_{1}^{4} R_{2}^{4} \theta^{4}\right]^{\mathrm{T}}$ and $\mathbf{C}_{\mathbf{q}}$ is an $11 \times 12$ system Jacobian matrix, which can be written as

$$
\mathbf{C}_{\mathbf{q}}=\left[C_{i, j}\right]
$$

where the nonzero elements $C_{i, j}$ are defined as

$$
\begin{aligned}
C_{1,1} & =C_{2,2}=C_{3,3}=C_{4,4}=C_{5,5}=C_{6,4}=C_{7,5}=C_{8,7} \\
& =C_{9,8}=C_{10,11}=C_{11,12}=1 \\
C_{6,7} & =C_{7,8}=C_{8,10}=C_{9,11}=-1 \\
C_{4,6} & =\frac{l^{2}}{2} \sin \theta^{2}, \quad C_{5,6}=-\frac{l^{2}}{2} \cos \theta^{2} \\
C_{6,6} & =-\frac{l^{2}}{2} \sin \theta^{2}, \quad C_{7,6}=\frac{l^{2}}{2} \cos \theta^{2}
\end{aligned}
$$

$$
\begin{array}{ll}
C_{6,9}=-\frac{l^{3}}{2} \sin \theta^{3}, & C_{7,9}=\frac{l^{3}}{2} \cos \theta^{3} \\
C_{8,9}=-\frac{l^{3}}{2} \sin \theta^{3}, & C_{9,9}=\frac{l^{3}}{2} \cos \theta^{3}
\end{array}
$$

One may select $\theta^{2}$ as an independent coordinate or the system degree of freedom. In this case, the Jacobian matrix can be partitioned according to

$$
\mathbf{C}_{\mathbf{q}_{d} d} \delta \mathbf{q}_{d}+\mathbf{C}_{\mathbf{q}_{i}} \delta \mathbf{q}_{i}=\mathbf{0}
$$

where $\mathbf{C}_{\mathbf{q}_{d}}$ is the Jacobian matrix associated with the dependent coordinates. It is an $11 \times 11$ square matrix. $\mathbf{C}_{\mathbf{q}_{i}}$ is the Jacobian matrix associated with the independent coordinate $\theta^{2}$. In this case, $\mathbf{C}_{\mathbf{q}_{i}}$ is an 11-dimensional vector. The vectors of dependent and independent coordinates are defined as

$$
\begin{aligned}
\mathbf{q}_{d} & =\left[\begin{array}{lllllllllll}
R_{1}^{1} & R_{2}^{1} & \theta^{1} & R_{1}^{2} & R_{2}^{2} & R_{1}^{3} & R_{2}^{3} & \theta^{3} & R_{1}^{4} & R_{2}^{4} & \theta^{4}
\end{array}\right]^{\mathrm{T}} \\
\mathbf{q}_{i} & =\theta^{2}
\end{aligned}
$$

The vector $\mathbf{C}_{\mathbf{q}_{i}}$ is defined as

$$
\left.\begin{array}{rl}
\mathbf{C}_{\mathbf{q}_{i}} & =\left[\begin{array}{lllllllllll}
0 & 0 & 0 & C_{4,6} & C_{5,6} & C_{6,6} & C_{7,6} & 0 & 0 & 0 & 0
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{lllllll}
0 & 0 & 0 & \frac{l^{2}}{2} \sin \theta^{2} & -\frac{l^{2}}{2} \cos \theta^{2} & -\frac{l^{2}}{2} \sin \theta^{2} & \frac{l^{2}}{2} \cos \theta^{2}
\end{array} 0_{l}\right. \\
0 & 0
\end{array}\right]^{\mathrm{T}} .
$$

and the matrix $\mathbf{C}_{\mathbf{q}_{d}}$ is defined as

$$
\mathbf{C}_{\mathbf{q}_{d}}=\left[\begin{array}{ccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & -1 & 0 & C_{6,9} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & -1 & C_{7,9} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & C_{8,9} & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & C_{9,9} & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

One can see that $\mathbf{C}_{\mathbf{q}_{d}}$ is a nonsingular matrix that can be inverted to write the vector $\delta \mathbf{q}_{d}$ in terms of the variation in the system degree of freedom $\delta \theta^{2}$ as

$$
\delta \mathbf{q}_{d}=-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{\mathbf{i}}} \delta \theta^{2}
$$

As it was pointed out earlier, the set of independent coordinates is not unique. In this multibody slider crank mechanism, one may also select $R_{1}^{4}$, which describes the translation of the slider block in the horizontal direction, as an independent coordinate, that is

$$
\begin{aligned}
\mathbf{q}_{i} & =R_{1}^{4} \\
\mathbf{q}_{d} & =\left[\begin{array}{lllllllllll}
R_{1}^{1} & R_{2}^{1} & \theta^{1} & R_{1}^{2} & R_{2}^{2} & \theta^{2} & R_{1}^{3} & R_{2}^{3} & \theta^{3} & R_{2}^{4} & \theta^{4}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$
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It can be shown that the vector $\mathbf{C}_{\mathbf{q}_{i}}$ is defined in this case as

$$
\mathbf{C}_{\mathbf{q}_{i}}=\left[\begin{array}{lllllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0
\end{array}\right]^{\mathrm{T}}
$$

and the matrix $\mathbf{C}_{\mathbf{q}_{d} d}$ as

$$
\mathbf{C}_{\mathbf{q}_{d} d}=\left[\begin{array}{ccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & C_{4,6} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & C_{5,6} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & C_{6,6} & -1 & 0 & C_{6,9} & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & C_{7,6} & 0 & -1 & C_{7,9} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & C_{8,9} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & C_{9,9} & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Therefore, the system-dependent coordinates $\mathbf{q}_{d}$ can be written in terms of the independent ones, provided the matrix $\mathbf{C}_{\mathbf{q}_{d}}$ is nonsingular.

Consider, now, the special configuration of the mechanism shown in Fig. 9 in which $\theta^{2}=\theta^{3}=0$; one can verify that in this special configuration

$$
C_{4,6}=C_{6,6}=C_{6,9}=C_{8,9}=0
$$

By substituting these values in the preceding matrix $\mathbf{C}_{\mathbf{q}_{d}}$, one can verify that this matrix is singular because, for example, adding the sixth and eighth rows will produce the fourth row; that is, the fourth row is a linear combination of the sixth and eighth rows and $\mathbf{C}_{\mathbf{q}_{d}}$ at this configuration does not have a full row rank, and as a consequence, it is a singular matrix. This implies that at this special configuration, the selected dependent coordinates cannot be written in terms of the variation $\delta R_{1}^{4}$. Physically, this means that at this configuration the mechanism cannot be controlled by specifying the motion of the slider block (body 4) in the horizontal direction. This special configuration is called the singular configuration. This situation, however, will not occur at other configurations where $\mathbf{C}_{\mathbf{q}_{d}}$ is nonsingular.

### 3.3 VIRTUAL WORK AND GENERALIZED FORCES

An essential step in the Lagrangian formulation of the dynamic equations of the multibody systems is the evaluation of the generalized forces associated with the
system generalized coordinates. In this section, the generalized forces are introduced by application of the principle of virtual work in both cases of static and dynamic analysis. In the development presented in this section, a system of particles is employed. By assuming that rigid bodies consist of a large number of particles, similar expressions for the body generalized forces can be developed.

Static Equilibrium Consider a system of $n_{p}$ particles in a three-dimensional space as shown in Fig. 10. An arbitrary particle $i$ in the system is acted on by a system of forces whose resultant is the vector $\mathbf{F}^{i}$. If particle $i$ is in static equilibrium, we have

$$
\begin{equation*}
\mathbf{F}^{i}=\mathbf{0} \tag{3.18}
\end{equation*}
$$

where $\mathbf{F}^{i}=\left[\begin{array}{lll}F_{1}^{i} & F_{2}^{i} & F_{3}^{i}\end{array}\right]^{\mathrm{T}}$. If Eq. 18 holds, it is clear that

$$
\begin{equation*}
\mathbf{F}^{i} \cdot \delta \mathbf{r}^{i}=0 \tag{3.19}
\end{equation*}
$$

for any arbitrary virtual displacement $\delta \mathbf{r}^{i}$ for particle $i$. If the system of particles is in equilibrium, it follows that

$$
\begin{equation*}
\sum_{i=1}^{n_{p}} \mathbf{F}^{i} \cdot \delta \mathbf{r}^{i}=0 \tag{3.20}
\end{equation*}
$$

If the system configuration has to satisfy a set of constraint equations, we may write the resultant force $\mathbf{F}^{i}$ acting on the particle $i$ as

$$
\begin{equation*}
\mathbf{F}^{i}=\mathbf{F}_{e}^{i}+\mathbf{F}_{c}^{i} \tag{3.21}
\end{equation*}
$$

where $\mathbf{F}_{e}^{i}$ is the vector of externally applied forces and $\mathbf{F}_{c}^{i}$ is the vector of constraint forces that arise because of the existence of connections between the individual particles of the system. Substitution of Eq. 21 into Eq. 20 yields

$$
\begin{equation*}
\sum_{i=1}^{n_{p}} \mathbf{F}^{i} \cdot \delta \mathbf{r}^{i}=\sum_{i=1}^{n_{p}}\left(\mathbf{F}_{e}^{i}+\mathbf{F}_{c}^{i}\right) \cdot \delta \mathbf{r}^{i}=0 \tag{3.22}
\end{equation*}
$$
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Since the dot product is distributive, we have

$$
\begin{equation*}
\sum_{i=1}^{n_{p}} \mathbf{F}^{i} \cdot \delta \mathbf{r}^{i}=\sum_{i=1}^{n_{p}} \mathbf{F}_{e}^{i} \cdot \delta \mathbf{r}^{i}+\sum_{i=1}^{n_{p}} \mathbf{F}_{c}^{i} \cdot \delta \mathbf{r}^{i}=0 \tag{3.23}
\end{equation*}
$$

using the following notations:

$$
\delta W=\sum_{i=1}^{n_{p}} \mathbf{F}^{i} \cdot \delta \mathbf{r}^{i}, \quad \delta W_{e}=\sum_{i=1}^{n_{p}} \mathbf{F}_{e}^{i} \cdot \delta \mathbf{r}^{i}, \quad \delta W_{c}=\sum_{i=1}^{n_{p}} \mathbf{F}_{c}^{i} \cdot \delta \mathbf{r}^{i}
$$

where $\delta W$ is defined as the virtual work of all the forces acting on the system, $\delta W_{e}$ is the virtual work of externally applied forces, and $\delta W_{c}$ is the virtual work of constraint forces. Equation 23 can then be written as

$$
\begin{equation*}
\delta W=\delta W_{e}+\delta W_{c}=0 \tag{3.24}
\end{equation*}
$$

If we consider constraints that do no work, denoted henceforth as workless constraints, the virtual work of the constraint forces is zero, that is,

$$
\begin{equation*}
\delta W_{c}=\sum_{i=1}^{n_{p}} \mathbf{F}_{c}^{i} \cdot \delta \mathbf{r}^{i}=0 \tag{3.2}
\end{equation*}
$$

Examples of workless constraints are the frictionless revolute and prismatic joints wherein the constraint forces act in a direction perpendicular to the direction of the displacement. In this case, Eq. 24 reduces to

$$
\begin{equation*}
\delta W=\delta W_{e}=\sum_{i=1}^{n_{p}} \mathbf{F}_{e}^{i} \cdot \delta \mathbf{r}^{i}=0 \tag{3.26}
\end{equation*}
$$

Equation 26 is the principle of virtual work for static equilibrium, which states that the virtual work of the externally applied forces of a system of particles in equilibrium with workless constraints is equal to zero. The condition of Eq. 26, however, does not imply that $\mathbf{F}_{e}^{i}=\mathbf{0}$ for all $i$ values, since $\mathbf{r}^{i},\left(i=1,2, \ldots, n_{p}\right)$, are not linearly independent in a constrained system of particles.

Previously, it was mentioned that the system configuration can be identified by using a set of generalized coordinates $\mathbf{q}=\left[\begin{array}{llll}q_{1} & q_{2} & \cdots & q_{n}\end{array}\right]^{\mathrm{T}}$. In this case $\mathbf{r}^{i}$ can be written as

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{r}^{i}\left(q_{1}, q_{2}, \ldots, q_{n}\right) \tag{3.27}
\end{equation*}
$$

and the virtual displacement can be written as

$$
\begin{align*}
\delta \mathbf{r}^{i} & =\frac{\partial \mathbf{r}^{i}}{\partial q_{1}} \delta q_{1}+\frac{\partial \mathbf{r}^{i}}{\partial q_{2}} \delta q_{2}+\cdots+\frac{\partial \mathbf{r}^{i}}{\partial q_{n}} \delta q_{n} \\
& =\sum_{j=1}^{n} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j} \tag{3.28}
\end{align*}
$$

Substitution of this equation into Eq. 26 yields

$$
\begin{equation*}
\delta W=\delta W_{e}=\sum_{i=1}^{n_{p}} \mathbf{F}_{e}^{i} \cdot \sum_{j=1}^{n} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j}=0 \tag{3.29}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\delta W=\delta W_{e}=\sum_{j=1}^{n} \sum_{i=1}^{n_{p}} \mathbf{F}_{e}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j}=0 \tag{3.30}
\end{equation*}
$$

One may define $Q_{j}$ such that

$$
Q_{j}=\sum_{i=1}^{n_{p}} \mathbf{F}_{e}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}=\sum_{i=1}^{n_{p}} \mathbf{F}_{e}^{i^{\mathrm{T}}} \mathbf{r}_{q_{j}}^{i}
$$

where $\mathbf{r}_{q_{j}}^{i}$ is the vector

$$
\mathbf{r}_{q_{j}}^{i}=\frac{\partial \mathbf{r}^{i}}{\partial q_{j}}
$$

With the definition of $Q_{j}$, Eq. 30 reduces to

$$
\begin{equation*}
\delta W=\delta W_{e}=\sum_{j=1}^{n} Q_{j} \delta q_{j}=\mathbf{Q}^{\mathrm{T}} \delta \mathbf{q}=0 \tag{3.31}
\end{equation*}
$$

where $\mathbf{Q}=\left[\begin{array}{llll}Q_{1} & Q_{2} & \cdots & Q_{n}\end{array}\right]^{\mathrm{T}}$ is called the vector of generalized forces. The element $Q_{j}$ in this vector is denoted as the generalized force associated with the generalized coordinate $q_{j}$. If the components of the generalized coordinates are independent, then the equilibrium condition of Eq. 31 yields

$$
\begin{equation*}
Q_{j}=0, \quad j=1,2, \ldots, n \tag{3.32}
\end{equation*}
$$

These are $n$ algebraic equations which can be nonlinear functions in the system generalized coordinates $q_{1}, q_{2}, \ldots, q_{n}$. These equations can be solved for the $n$ coordinates. The position of the particles in the system can be obtained by using the kinematic relationships of Eq. 27.

Example 3.2 Figure 11 shows a system of two particles in the $\mathbf{X}_{1} \mathbf{X}_{2}$ plane. The two particles, whose masses are denoted as $m^{1}$ and $m^{2}$, are constrained to move along the rod shown in the figure using friction-free prismatic joints. The


Figure 3.11 Constrained motion of particles.
particles are supported by two springs with stiffness coefficients $k_{1}$ and $k_{2}$. Given a constant force of magnitude $P$ acting on particle 2, determine the equilibrium conditions of Eq. 32.
Solution Let $\mathbf{r}^{1}=\left[R_{1}^{1} R_{2}^{1} 0\right]^{\mathrm{T}}$ denote the displacement vector of particle 1 in the Cartesian coordinate system, and let $\mathbf{r}^{2}=\left[R_{1}^{2} R_{2}^{2} 0\right]^{\mathrm{T}}$ denote the displacement vector of particle 2 . It is clear, however, that the system has only two independent coordinates $q_{1}$ and $q_{2}$. The virtual changes in the vectors of coordinates of the two particles can be expressed in terms of the virtual changes in the coordinates $q_{1}$ and $q_{2}$ as

$$
\delta \mathbf{r}^{1}=\left[\begin{array}{c}
\cos \alpha \\
\sin \alpha \\
0
\end{array}\right] \delta q_{1}, \quad \delta \mathbf{r}^{2}=\left[\begin{array}{c}
\cos \alpha \\
\sin \alpha \\
0
\end{array}\right] \delta q_{2}
$$

where $\alpha$ is a constant angle. As shown in Fig. 11, the vectors of constraint forces that act on the two particles are defined in the Cartesian coordinate system as

$$
\mathbf{F}_{c}^{1}=\left[\begin{array}{c}
-F_{c}^{1} \sin \alpha \\
F_{c}^{1} \cos \alpha \\
0
\end{array}\right], \quad \mathbf{F}_{c}^{2}=\left[\begin{array}{c}
-F_{c}^{2} \sin \alpha \\
F_{c}^{2} \cos \alpha \\
0
\end{array}\right]
$$

The virtual work of the constraint forces is defined as

$$
\begin{aligned}
\delta W_{c}= & \sum_{i=1}^{n_{p}} \mathbf{F}_{c}^{i^{\mathrm{T}}} \delta \mathbf{r}^{i}=\mathbf{F}_{c}^{1^{\mathrm{T}}} \delta \mathbf{r}^{1}+\mathbf{F}_{c}^{2^{\mathrm{T}}} \delta \mathbf{r}^{2} \\
= & {\left[\begin{array}{lll}
-F_{c}^{1} \sin \alpha & F_{c}^{1} \cos \alpha & 0
\end{array}\right]\left[\begin{array}{c}
\cos \alpha \\
\sin \alpha \\
0
\end{array}\right] \delta q_{1} } \\
& +\left[\begin{array}{lll}
-F_{c}^{2} \sin \alpha & F_{c}^{2} \cos \alpha & 0
\end{array}\right]\left[\begin{array}{c}
\cos \alpha \\
\sin \alpha \\
0
\end{array}\right] \delta q_{2}=0
\end{aligned}
$$

That is, the constraints are workless, since the reaction forces act in a direction perpendicular to the direction of the displacement. From the force diagram shown in Fig. 11, it is clear that the vectors of external forces in the Cartesian coordinate system are

$$
\begin{aligned}
& \mathbf{F}_{e}^{1}=\left[\begin{array}{c}
\left\{k_{2}\left(q_{2}-q_{1}\right)-k_{1} q_{1}\right\} \cos \alpha \\
\left\{k_{2}\left(q_{2}-q_{1}\right)-k_{1} q_{1}\right\} \sin \alpha-m^{1} g \\
0
\end{array}\right] \\
& \mathbf{F}_{e}^{2}=\left[\begin{array}{c}
\left\{P-k_{2}\left(q_{2}-q_{1}\right)\right\} \cos \alpha \\
\left\{P-k_{2}\left(q_{2}-q_{1}\right)\right\} \sin \alpha-m^{2} g \\
0
\end{array}\right]
\end{aligned}
$$

where $g$ is the gravitational constant.

The virtual work of the external forces can then be written as

$$
\begin{aligned}
\delta W_{e}= & \delta W=\sum_{i=1}^{n_{p}} \mathbf{F}_{e}^{i \mathrm{~T}} \delta \mathbf{r}^{i}=\mathbf{F}_{e}^{1^{\mathrm{T}}} \delta \mathbf{r}^{1}+\mathbf{F}_{e}^{2 \mathrm{~T}} \delta \mathbf{r}^{2} \\
= & {\left[\left\{k_{2}\left(q_{2}-q_{1}\right)-k_{1} q_{1}\right\}\left(\cos ^{2} \alpha+\sin ^{2} \alpha\right)-m^{1} g \sin \alpha\right] \delta q_{1} } \\
& +\left[\left\{P-k_{2}\left(q_{2}-q_{1}\right)\right\}\left(\cos ^{2} \alpha+\sin ^{2} \alpha\right)-m^{2} g \sin \alpha\right] \delta q_{2}
\end{aligned}
$$

Since $\cos ^{2} \alpha+\sin ^{2} \alpha=1$ and since $q_{1}$ and $q_{2}$ are assumed to be linearly independent, their coefficients in the above equations can be set equal to zero, that is,

$$
\begin{aligned}
& Q_{1}=k_{2}\left(q_{2}-q_{1}\right)-k_{1} q_{1}-m^{1} g \sin \alpha=0 \\
& Q_{2}=P-k_{2}\left(q_{2}-q_{1}\right)-m^{2} g \sin \alpha=0
\end{aligned}
$$

These equations can be written in the following matrix form:

$$
\left[\begin{array}{cc}
k_{1}+k_{2} & -k_{2} \\
-k_{2} & k_{2}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2}
\end{array}\right]=\left[\begin{array}{c}
-m^{1} g \sin \alpha \\
P-m^{2} g \sin \alpha
\end{array}\right]
$$

These are the equilibrium equations that can be solved for $q_{1}$ and $q_{2}$ as

$$
\left[\begin{array}{l}
q_{1} \\
q_{2}
\end{array}\right]=\frac{1}{k_{1} k_{2}}\left[\begin{array}{cc}
k_{2} & k_{2} \\
k_{2} & k_{1}+k_{2}
\end{array}\right]\left[\begin{array}{c}
-m^{1} g \sin \alpha \\
P-m^{2} g \sin \alpha
\end{array}\right]
$$

As can be seen from the formulation and example presented in this section, connection forces can be considered as auxiliary quantities that we are forced to introduce when we study the equilibrium of each particle separately. These forces can then be eliminated by considering the equilibrium of the entire system of particles. Such constraints are sometimes called ideal since their connection forces do not do work. Clearly, the internal reaction forces between material points that form a rigid body are connection forces of this type. The distance between two particles $i$ and $j$ on the rigid body must remain constant. This condition can be expressed mathematically as

$$
\left(\mathbf{r}^{i}-\mathbf{r}^{j}\right)^{\mathrm{T}}\left(\mathbf{r}^{i}-\mathbf{r}^{j}\right)=c
$$

where $\mathbf{r}^{i}$ and $\mathbf{r}^{j}$ are, respectively, the position vectors of particles $i$ and $j$ and $c$ is a constant. By assuming a virtual change in the position vectors, the constraint equation yields

$$
\left(\mathbf{r}^{i}-\mathbf{r}^{j}\right)^{\mathrm{T}}\left(\delta \mathbf{r}^{i}-\delta \mathbf{r}^{j}\right)=0
$$

If $\mathbf{F}_{c}^{i j}$ is the connection force acting on particle $i$ as the result of this constraint, then according to Newton's third law, $\mathbf{F}_{c}^{j i}=-\mathbf{F}_{c}^{i j}$ is the reaction force that acts on particle $j$. Clearly, the two reactions $\mathbf{F}_{c}^{j i}$ and $\mathbf{F}_{c}^{i j}$ are equal in magnitude and opposite in direction and must be directed along a straight line joining the two particles $i$ and $j$, that is

$$
\mathbf{F}_{c}^{i j}=k\left(\mathbf{r}^{i}-\mathbf{r}^{j}\right)
$$

where $k$ is a constant. The virtual work of the constraint forces in this case can then be written as

$$
\begin{aligned}
\delta W_{c} & =\mathbf{F}_{c}^{i \mathrm{~T}^{\mathrm{T}}} \delta \mathbf{r}^{i}+\mathbf{F}_{c}^{j \mathrm{~T}^{\mathrm{T}}} \delta \mathbf{r}^{j} \\
& =\mathbf{F}_{c}^{i j^{\mathrm{T}}} \delta \mathbf{r}^{i}-\mathbf{F}_{c}^{i j^{\mathrm{T}}} \delta \mathbf{r}^{j}=\mathbf{F}_{c}^{i j^{\mathrm{T}}}\left(\delta \mathbf{r}^{i}-\delta \mathbf{r}^{j}\right) \\
& =k\left(\mathbf{r}^{i}-\mathbf{r}^{j}\right)^{\mathrm{T}}\left(\delta \mathbf{r}^{i}-\delta \mathbf{r}^{j}\right)=0
\end{aligned}
$$

That is, the virtual work of the connection forces resulting from constraints between the particles forming the rigid body is equal to zero.

Dynamic Equilibrium In a similar manner, the principle of virtual work in the dynamic case can be developed. Newton's second law states that the resultant of the forces acting on a particle is equal to the rate of change of momentum of this particle, that is,

$$
\mathbf{F}^{i}=\dot{\mathbf{P}}^{i}
$$

or equivalently

$$
\begin{equation*}
\mathbf{F}^{i}-\dot{\mathbf{P}}^{i}=\mathbf{0} \tag{3.33}
\end{equation*}
$$

where $\mathbf{P}^{i}$ is the momentum of the particle $i$. If condition 33 is satisfied, we say that particle $i$ is in dynamic equilibrium. The dynamic equilibrium condition implies that

$$
\begin{equation*}
\left(\mathbf{F}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \delta \mathbf{r}^{i}=0 \tag{3.34}
\end{equation*}
$$

If the system of particles is in dynamic equilibrium, we can then write

$$
\begin{equation*}
\sum_{i=1}^{n_{p}}\left(\mathbf{F}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \delta \mathbf{r}^{i}=0 \tag{3.35}
\end{equation*}
$$

According to Eq. 21, $\mathbf{F}^{i}$ can be written as the sum of the external and constraint forces, yielding

$$
\sum_{i=1}^{n_{p}}\left(\mathbf{F}_{e}^{i}+\mathbf{F}_{c}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \delta \mathbf{r}^{i}=0
$$

or

$$
\sum_{i=1}^{n_{p}}\left(\mathbf{F}_{e}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \delta \mathbf{r}^{i}+\sum_{i=1}^{n_{p}} \mathbf{F}_{c}^{i} \cdot \delta \mathbf{r}^{i}=0
$$

If the constraints are workless, we have

$$
\sum_{i=1}^{n_{p}} \mathbf{F}_{c}^{i} \cdot \delta \mathbf{r}^{i}=0
$$

which yields

$$
\begin{equation*}
\sum_{i=1}^{n_{p}}\left(\mathbf{F}_{e}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \delta \mathbf{r}^{i}=0 \tag{3.36}
\end{equation*}
$$

The result of this equation is often called D'Alembert's principle. Using Eq. 28, we may write Eq. 36 in terms of the system generalized coordinates as

$$
\sum_{i=1}^{n_{p}}\left(\mathbf{F}_{e}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \sum_{j=1}^{n} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j}=0
$$

or equivalently

$$
\begin{equation*}
\sum_{j=1}^{n} \sum_{i=1}^{n_{p}}\left(\mathbf{F}_{e}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j}=0 \tag{3.37}
\end{equation*}
$$

Define $\bar{Q}_{j}$ such that

$$
\bar{Q}_{j}=\sum_{i=1}^{n_{p}}\left(\mathbf{F}_{e}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}, \quad j=1,2, \ldots, n
$$

We may then write Eq. 37 as

$$
\begin{equation*}
\sum_{j=1}^{n} \sum_{i=1}^{n_{p}}\left(\mathbf{F}_{e}^{i}-\dot{\mathbf{P}}^{i}\right) \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j}=\sum_{j=1}^{n} \bar{Q}_{j} \delta q_{j}=\overline{\mathbf{Q}}^{\mathrm{T}} \delta \mathbf{q}=0 \tag{3.38}
\end{equation*}
$$

where $\overline{\mathbf{Q}}=\left[\begin{array}{llll}\bar{Q}_{1} & \bar{Q}_{2} & \cdots & \bar{Q}_{n}\end{array}\right]^{\mathrm{T}}$. If the components of the vector of generalized coordinates are independent, Eq. 38 yields

$$
\overline{\mathbf{Q}}=\left[\begin{array}{llll}
\bar{Q}_{1} & \bar{Q}_{2} & \cdots & \bar{Q}_{n} \tag{3.39}
\end{array}\right]^{\mathrm{T}}=\mathbf{0}
$$

that is,

$$
\bar{Q}_{j}=0, \quad j=1,2, \ldots, n
$$

Equation 39 is a set of $n$ second-order ordinary differential equations of motion that describe the dynamics of the system. These equations are expressed in terms of the independent coordinates, and as a consequence, the constraint forces are automatically eliminated (Shabana 1994a). Equation 39 can be integrated in order to determine the generalized coordinates and velocities. The position of the particles can then be determined by using the kinematic relationships of Eq. 27.

Example 3.3 Figure 12 shows a particle of mass $m$ that slides freely in the $\mathbf{X}_{1} \mathbf{X}_{2}$ plane on a slender massless rod that rotates with angular velocity $\dot{\theta}$ and angular acceleration $\ddot{\theta}$ about the $\mathbf{X}_{3}$ axis. Determine the dynamic equilibrium equations for this particle.

Solution The configuration of the system shown in Fig. 12 can be identified by using the independent coordinates $q$ and $\theta$. In Fig. 12, the force components $F_{c 1}^{1}$ and $F_{c 2}^{1}$ are the reactions of the workless pin joint constraints. The displacement and velocity of the particle in the Cartesian coordinate system can be written in terms of the independent coordinates as

$$
\mathbf{r}=\left[\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right] q, \quad \dot{\mathbf{r}}=\dot{\theta}\left[\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right] q+\left[\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right] \dot{q}
$$
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where $\theta$ is the angular position of the particle and $q$ is the displacement of the particle with respect to point $O$. A virtual change in the system coordinates leads to

$$
\delta \mathbf{r}=\left[\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right] q \delta \theta+\left[\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right] \delta q
$$

Since the reaction forces acting on the rod and the particle are equal in magnitude and opposite in direction, the virtual work of these forces is equal to zero.

The vector of external forces acting on the particle is defined in the Cartesian coordinate system as

$$
\mathbf{F}_{e}=\left[\begin{array}{c}
0 \\
-m g \\
0
\end{array}\right]
$$

where $m$ is the mass of the particle and $g$ is the gravitational constant. The virtual work of the external forces and moments that act on the system can then be written as

$$
\delta W_{e}=\mathbf{F}_{e}^{\mathrm{T}} \delta \mathbf{r}+T \delta \theta=-m g \sin \theta \delta q+(T-m g q \cos \theta) \delta \theta
$$

where $T$ is the external moment that acts on the rod. The momentum of the particle is defined in the Cartesian coordinate system as

$$
\mathbf{P}=m \dot{\mathbf{r}}
$$

and the rate of change of momentum $\dot{\mathbf{P}}$ is given by

$$
\begin{aligned}
\dot{\mathbf{P}}= & m \ddot{\mathbf{r}}=m \ddot{\theta} q\left[\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right]+2 m \dot{\theta} \dot{q}\left[\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right] \\
& +m \ddot{q}\left[\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right]+m(\dot{\theta})^{2} q\left[\begin{array}{c}
-\cos \theta \\
-\sin \theta \\
0
\end{array}\right]
\end{aligned}
$$

One can then verify that the virtual work of this inertia force is given by

$$
\delta W_{i}=\dot{\mathbf{P}}^{\mathrm{T}} \delta \mathbf{r}=\left(2 m q \dot{q} \dot{\theta}+m(q)^{2} \ddot{\theta}\right) \delta \theta+\left(m \ddot{q}-m(\dot{\theta})^{2} q\right) \delta q
$$

Applying the equation

$$
\sum_{i=1}^{n_{p}}\left(\mathbf{F}_{c}^{i}+\mathbf{F}_{e}^{i}-\dot{\mathbf{P}}^{i}\right)^{\mathrm{T}} \delta \mathbf{r}^{i}=0
$$

we obtain

$$
\begin{aligned}
& -m g \sin \theta \delta q+(T-m g q \cos \theta) \delta \theta-\left(2 m q \dot{q} \dot{\theta}+m(q)^{2} \ddot{\theta}\right) \delta \theta \\
& \quad-\left(m \ddot{q}-m(\dot{\theta})^{2} q\right) \delta q=0
\end{aligned}
$$

or

$$
\begin{aligned}
& \left(T-m g q \cos \theta-2 m q \dot{q} \dot{\theta}-m(q)^{2} \ddot{\theta}\right) \delta \theta \\
& \quad+\left(-m g \sin \theta-m \ddot{q}+m(\dot{\theta})^{2} q\right) \delta q=0
\end{aligned}
$$

Since $\theta$ and $q$ are assumed to be independent, the coefficients of $\delta \theta$ and $\delta q$ in the preceding equation can be set equal to zero. This leads to the following two nonlinear second-order differential equations of motion:

$$
\begin{aligned}
& m \ddot{q}-m(\dot{\theta})^{2} q+m g \sin \theta=0 \\
& m(q)^{2} \ddot{\theta}+2 m q \dot{q} \dot{\theta}+m g q \cos \theta-T=0
\end{aligned}
$$

These equations can be integrated numerically to determine the independent coordinates and velocities. The displacements of the particle in the Cartesian coordinate system can then be determined from the kinematic equations in which these displacements are written in terms of the independent coordinates.

Generalized Forces of Rigid Bodies We have seen that the virtual work of a force is defined to be the dot product of the force with the virtual change in the position vector of the point of application of the force. Even though in the preceding development we considered a system of particles, the definition of the virtual work can be extended to the case of rigid bodies, as demonstrated by the following examples.

Example 3.4 Consider the planar motion of the rigid body $i$ shown in Fig. 13, where $\mathbf{F}^{i}=\left[\begin{array}{ll}F_{1}^{i} & F_{2}^{i}\end{array}\right]^{\mathrm{T}}$ is an arbitrary forcing function whose components are defined with respect to the inertial frame. The force $\mathbf{F}^{i}$ is acting at point $P$ on the body whose global position vector is $\mathbf{r}_{P}^{i}$. The virtual work of this force can be written as

$$
\delta W^{i}=\mathbf{F}^{i^{\mathrm{T}}} \delta \mathbf{r}_{P}^{i}
$$

where $\mathbf{r}_{P}^{i}$ can be written in terms of the generalized coordinates of body $i$ as

$$
\mathbf{r}_{P}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}_{P}^{i}
$$

in which $\mathbf{A}^{i}$ is the transformation matrix given by

$$
\mathbf{A}^{i}=\left[\begin{array}{cc}
\cos \theta^{i} & -\sin \theta^{i} \\
\sin \theta^{i} & \cos \theta^{i}
\end{array}\right]
$$



Figure 3.13 Planar rigid body.
and $\overline{\mathbf{u}}_{P}^{i}$ is the local position of point $P$. It follows that

$$
\delta \mathbf{r}_{P}^{i}=\delta \mathbf{R}^{i}+\mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}_{P}^{i} \delta \theta^{i}
$$

where $\mathbf{A}_{\theta}^{i}$ is the derivative of $\mathbf{A}^{i}$ with respect to $\theta^{i}$ and is given by

$$
\mathbf{A}_{\theta}^{i}=\left[\begin{array}{cc}
-\sin \theta^{i} & -\cos \theta^{i} \\
\cos \theta^{i} & -\sin \theta^{i}
\end{array}\right]
$$

$\delta \mathbf{r}_{P}^{i}$ can then be written in a partitioned form as

$$
\delta \mathbf{r}_{P}^{i}=\left[\begin{array}{ll}
\mathbf{I}_{2} & \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}_{P}^{i}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i} \\
\delta \theta^{i}
\end{array}\right]
$$

where $\mathbf{I}_{2}$ is a $2 \times 2$ identity matrix. The virtual work $\delta W^{i}$ due to the application of the force $\mathbf{F}^{i}$ is given by

$$
\begin{aligned}
\delta W^{i} & =\mathbf{F}^{i \mathrm{~T}} \delta \mathbf{r}_{P}^{i} \\
& =\mathbf{F}^{i \mathrm{~T}}\left[\begin{array}{ll}
\mathbf{I}_{2} & \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}_{P}^{i}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i} \\
\delta \theta^{i}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{F}^{\mathrm{T}} & \mathbf{F}^{i \mathrm{~T}} \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}_{P}^{i}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i} \\
\delta \theta^{i}
\end{array}\right]
\end{aligned}
$$

One may write $\delta W^{i}$ in a more simplified form as

$$
\delta W^{i}=\left[\begin{array}{ll}
\mathbf{Q}_{r}^{i \mathrm{~T}} & Q_{\theta}^{i}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R}^{i} \\
\delta \theta^{i}
\end{array}\right]
$$

where

$$
\mathbf{Q}_{r}^{i}=\mathbf{F}^{i}
$$

and

$$
Q_{\theta}^{i}=\mathbf{F}^{i \mathrm{~T}} \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}_{P}^{i}= \pm\left|\left(\mathbf{A}^{i} \overline{\mathbf{u}}_{P}^{i}\right) \times \mathbf{F}^{i}\right|= \pm\left|\overline{\mathbf{u}}_{P}^{i} \times\left(\mathbf{( i}^{i \mathrm{~T}} \mathbf{F}^{i}\right)\right|
$$

are the generalized forces associated with the generalized coordinates $\mathbf{R}^{i}$ and $\theta^{i}$, respectively. This implies that a force acting on an arbitrary point $P$ is equivalent
to a force that has the same magnitude acting at the origin of the body reference and a moment acting on this body.

The generalized forces in the spatial analysis can be derived in a similar manner. In this case $\mathbf{F}^{i}=\left[\begin{array}{lll}F_{1}^{i} & F_{2}^{i} & F_{3}^{i}\end{array}\right]^{\mathrm{T}}$ and

$$
\delta \mathbf{r}_{P}^{i}=\left[\begin{array}{ll}
\mathbf{I}_{3} & \mathbf{B}^{i}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i}
\end{array}\right]
$$

where $\mathbf{I}_{3}$ is a $3 \times 3$ identity matrix and $\mathbf{B}^{i}$ is a matrix whose columns are the result of differentiating $\mathbf{A}^{i} \overline{\mathbf{u}}_{P}^{i}$ with respect to the rotational coordinates

Example 3.5 Figure 14 shows two bodies, body $i$ and body $j$, connected by a spring-damper-actuator element. The attachment points of the spring-damperactuator element on body $i$ and body $j$ are, respectively $P^{i}$ and $P^{j}$. The spring constant is $k$, the damping coefficient is $c$, and the actuator force acting along a line connecting points $P^{i}$ and $P^{j}$ is $f_{a}$. The undeformed length of the spring is denoted as $l_{o}$. The component of the spring-damper-actuator force along a line connecting points $P^{i}$ and $P^{j}$ can then be written as

$$
F_{s}=k\left(l-l_{o}\right)+c \dot{l}+f_{a}
$$

where $l$ is the spring length and $\dot{l}$ is the time derivative of $l$. The first term in this equation is the spring force, the second term represents the damping force, and the third term is the actuator force. Realizing that the spring force acts in a direction opposite to the direction of the increase in length, we may write the virtual work of the force $F_{s}$ as

$$
\delta W=-F_{s} \delta l
$$



Figure 3.14 Spring-damper-actuator force element.
where $\delta l$ is the virtual change in the spring length. Denoting the vector $P^{i} P^{j}$ as $\mathbf{I}_{s}$ whose components are

$$
\mathbf{1}_{s}=\left[\begin{array}{lll}
l_{1} & l_{2} & l_{3}
\end{array}\right]^{\mathrm{T}}
$$

the spring length $l$ can be evaluated from the relation

$$
l=\left(\mathbf{I}_{s}^{\mathrm{T}} \mathbf{I}_{s}\right)^{1 / 2}=\left[\left(l_{1}\right)^{2}+\left(l_{2}\right)^{2}+\left(l_{3}\right)^{2}\right]^{1 / 2}
$$

in which

$$
\mathbf{I}_{s}=\mathbf{r}_{P}^{i}-\mathbf{r}_{P}^{j}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}_{P}^{i}-\mathbf{R}^{j}-\mathbf{A}^{j} \overline{\mathbf{u}}_{P}^{j}
$$

where $\overline{\mathbf{u}}_{P}^{i}$ and $\overline{\mathbf{u}}_{P}^{j}$ are the local positions of $P^{i}$ and $P^{j}, \mathbf{R}^{i}$ and $\mathbf{R}^{j}$ are the global positions of the origins of the body axes of body $i$ and body $j$, respectively, and $\mathbf{A}^{i}$ and $\mathbf{A}^{j}$ are the transformation matrices from the local to the global coordinate systems. One can show that the virtual change in the length $\delta l$ can be written as

$$
\begin{aligned}
\delta l & =\frac{\partial l}{\partial l_{1}} \delta l_{1}+\frac{\partial l}{\partial l_{2}} \delta l_{2}+\frac{\partial l}{\partial l_{3}} \delta l_{3} \\
& =\frac{1}{l}\left[l_{1} \delta l_{1}+l_{2} \delta l_{2}+l_{3} \delta l_{3}\right]
\end{aligned}
$$

which in vector notation can be written as

$$
\delta l=\frac{1}{l} \mathbf{I}_{s}^{\mathrm{T}} \delta \mathbf{I}_{s}=\hat{\mathbf{I}}_{s}^{\mathrm{T}} \delta \mathbf{I}_{s}
$$

where $\hat{\mathbf{I}}_{s}$ is a unit vector along $\mathbf{l}_{s}$ and $\delta \mathbf{I}_{s}$ is given by

$$
\delta \mathbf{I}_{s}=\delta \mathbf{R}^{i}+\mathbf{B}^{i} \delta \boldsymbol{\theta}^{i}-\delta \mathbf{R}^{j}-\mathbf{B}^{j} \delta \boldsymbol{\theta}^{j}
$$

where $\mathbf{q}_{r}^{i}=\left[\mathbf{R}^{i^{\mathrm{T}}} \boldsymbol{\theta}^{i \mathrm{~T}}\right]^{\mathrm{T}}$ and $\mathbf{q}_{r}^{j}=\left[\mathbf{R}^{j^{\mathrm{T}}} \boldsymbol{\theta}^{j^{\mathrm{T}}}\right]^{\mathrm{T}}$ are the generalized coordinates of bodies $i$ and $j$, respectively, and $\mathbf{B}^{k}$ is the partial derivative of $\mathbf{A}^{k} \overline{\mathbf{u}}_{P}^{k}$ with respect to the rotational coordinates $\boldsymbol{\theta}^{k}$ of body $k(k=i, j)$. In matrix notation $\delta \mathbf{I}_{s}$ can be written as

$$
\delta \mathbf{I}_{s}=\left[\begin{array}{ll}
\mathbf{I}_{3} & \mathbf{B}^{i}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i}
\end{array}\right]-\left[\begin{array}{ll}
\mathbf{I}_{3} & \mathbf{B}^{j}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{j} \\
\delta \boldsymbol{\theta}^{j}
\end{array}\right]
$$

It follows that the virtual work $\delta W$ can be written as

$$
\begin{aligned}
& \delta W=-F_{s} \delta l=-F_{s} \hat{\mathbf{I}}_{s}^{\mathrm{T}} \delta \mathbf{I}_{s} \\
& =-F_{s} \hat{\mathbf{I}}_{s}^{\mathrm{T}}\left[\begin{array}{ll}
\mathbf{I}_{3} & \left.\mathbf{B}^{i}\right]
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i}
\end{array}\right]+F_{s} \hat{\mathbf{l}}_{s}^{\mathrm{T}}\left[\begin{array}{l}
\mathbf{I}_{3} \\
\left.\mathbf{B}^{j}\right]
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{j} \\
\delta \boldsymbol{\theta}^{j}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbf{Q}_{R}^{i^{\mathrm{T}}} & \mathbf{Q}_{\theta}^{i^{\mathrm{T}}}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i}
\end{array}\right]+\left[\begin{array}{ll}
\mathbf{Q}_{R}^{j^{\mathrm{T}}} & \mathbf{Q}_{\theta}^{j^{\mathrm{T}}}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{j} \\
\delta \boldsymbol{\theta}^{j}
\end{array}\right]
\end{aligned}
$$

where $\mathbf{I}_{3}$ is a $3 \times 3$ identity matrix and $\mathbf{Q}_{R}^{i}, \mathbf{Q}_{\theta}^{i}, \mathbf{Q}_{R}^{j}$, and $\mathbf{Q}_{\theta}^{j}$ are the vectors of generalized forces associated with the generalized coordinates $\mathbf{R}^{i}, \boldsymbol{\theta}^{i}, \mathbf{R}^{j}$, and $\theta^{j}$ and given by

$$
\begin{array}{ll}
\mathbf{Q}_{R}^{i^{\mathrm{T}}}=-F_{s} \hat{\mathbf{l}}_{s}^{\mathrm{T}}, & \mathbf{Q}_{\theta}^{i \mathrm{~T}}=-F_{s} \hat{1}_{s}^{\mathrm{T}} \mathbf{B}^{i} \\
\mathbf{Q}_{R}^{j^{\mathrm{T}}}=F_{s} \hat{\mathbf{l}}_{s}^{\mathrm{T}}, & \mathbf{Q}_{\theta}^{j^{\mathrm{T}}}=-F_{s} \hat{\mathbf{l}}_{s}^{\mathrm{T}} \mathbf{B}^{j}
\end{array}
$$

It is left to the reader as an exercise to exemplify the preceding formulation in the two-dimensional case and also in the three-dimensional case by using different sets of orientational coordinates.

Constrained Motion In the preceding examples we derived the virtual work expression and generalized forces for unconstrained rigid bodies. The virtual work and generalized forces can also be derived for rigid body systems with constraints. This can be achieved by identifying the system-independent coordinates, and, try to determine the generalized forces associated with these coordinates. A systematic approach that can be followed is to develop first the virtual work in terms of the system Cartesian coordinates that can be written in a vector form as

$$
\delta W=\mathbf{Q}^{\mathrm{T}} \delta \mathbf{q}
$$

where $\mathbf{Q}$ is the generalized force vector and $\delta \mathbf{q}$ is the virtual change in the vector of system coordinates. One can then, as described in the preceding section, use the constraint Jacobian matrix to identify a set of independent coordinates. In this case, the system coordinates can be written in terms of the independent coordinates as

$$
\delta \mathbf{q}=\mathbf{B}_{d i} \delta \mathbf{q}_{i}
$$

where $\mathbf{q}_{i}$ is the vector of system independent coordinates or degrees of freedom and $\mathbf{B}_{d i}$ is an appropriate transformation matrix. In terms of these independent coordinates, the virtual work can be written as

$$
\delta W=\mathbf{Q}^{\mathrm{T}} \mathbf{B}_{d i} \delta \mathbf{q}_{i}=\mathbf{Q}_{i}^{\mathrm{T}} \delta \mathbf{q}_{i}
$$

where

$$
\mathbf{Q}_{i}^{\mathrm{T}}=\mathbf{Q}^{\mathrm{T} \mathbf{B}_{d i}}
$$

is the vector of generalized forces associated with the independent coordinates or the system degrees of freedom.

### 3.4 LAGRANGIAN DYNAMICS

In this section, D'Alembert's principle, discussed in the preceding section, will be used to derive Lagrange's equation. The development will be exemplified by using a system of $n_{p}$ particles. The displacement $\mathbf{r}^{i}$ of the $i$ th particle is assumed to depend on a set of system generalized coordinates $q_{j}$, where $j=1,2, \ldots, n$. Hence

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{r}^{i}\left(q_{1}, q_{2}, \ldots, q_{n}, t\right) \tag{3.40}
\end{equation*}
$$

where $t$ is the time. Differentiating Eq. 40 with respect to time using the chain rule of differentiation yields

$$
\begin{equation*}
\dot{\mathbf{r}}^{i}=\frac{\partial \mathbf{r}^{i}}{\partial q_{1}} \dot{q}_{1}+\frac{\partial \mathbf{r}^{i}}{\partial q_{2}} \dot{q}_{2}+\cdots+\frac{\partial \mathbf{r}^{i}}{\partial q_{n}} \dot{q}_{n}+\frac{\partial \mathbf{r}^{i}}{\partial t}=\sum_{j=1}^{n} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \dot{q}_{j}+\frac{\partial \mathbf{r}^{i}}{\partial t} \tag{3.41}
\end{equation*}
$$

The virtual displacement $\delta \mathbf{r}^{i}$ can be written in terms of the coordinates $q_{j}$ as

$$
\begin{equation*}
\delta \mathbf{r}^{i}=\sum_{j=1}^{n} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j} \tag{3.42}
\end{equation*}
$$

Using this expression for the virtual displacement, one may write the virtual work of the force $\mathbf{F}^{i}$ acting on the $i$ th particle as

$$
\begin{equation*}
\mathbf{F}^{i^{\mathrm{T}}} \delta \mathbf{r}^{i}=\sum_{j=1}^{n} \mathbf{F}^{i}{ }^{\mathrm{T}} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j} \tag{3.43}
\end{equation*}
$$

Equation 43 can be written for every particle in the system. By summing up these expressions, one gets

$$
\begin{align*}
\sum_{i=1}^{n_{p}} \mathbf{F}^{i \mathrm{~T}} \delta \mathbf{r}^{i} & =\sum_{i=1}^{n_{p}} \sum_{j=1}^{n} \mathbf{F}^{i^{\mathrm{T}}} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j} \\
& =\sum_{j=1}^{n} \sum_{i=1}^{n_{p}} \mathbf{F}^{i} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j}=\sum_{j=1}^{n} Q_{j} \delta q_{j} \tag{3.44}
\end{align*}
$$

where $Q_{j}$ is called the component of the generalized force associated with the coordinate $q_{j}$, that is

$$
\begin{equation*}
Q_{j}=\sum_{i=1}^{n_{p}} \mathbf{F}^{i}{ }^{i} \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \tag{3.45}
\end{equation*}
$$

The virtual work of the inertia force of the $i$ th particle can be written as

$$
\delta W_{i}^{i}=m^{i} \dot{\mathbf{r}}^{i} \cdot \delta \mathbf{r}^{i}
$$

where $m^{i}$ and $\dot{\mathbf{r}}^{i}$ are, respectively, the mass and acceleration vector of particle $i$. The virtual work due to all inertia forces in the system can then be written as

$$
\begin{equation*}
\delta W_{i}=\sum_{i=1}^{n_{p}} m^{i} \dot{\mathbf{r}}^{i} \cdot \delta \mathbf{r}^{i} \tag{3.46}
\end{equation*}
$$

Using Eq. 42 , we may write Eq. 46 in the following form:

$$
\begin{equation*}
\delta W_{i}=\sum_{i=1}^{n_{p}} \sum_{j=1}^{n} m^{i} \mathbf{r}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \delta q_{j} \tag{3.47}
\end{equation*}
$$

The following identity can be verified:

$$
\sum_{i=1}^{n_{p}} \frac{d}{d t}\left(m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}\right)=\sum_{i=1}^{n_{p}} m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}+\sum_{i=1}^{n_{p}} m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{d}{d t}\left(\frac{\partial \mathbf{r}^{i}}{\partial q_{j}}\right)
$$

which yields

$$
\begin{equation*}
\sum_{i=1}^{n_{p}}\left(m^{i} \mathbf{\mathbf { r }}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}\right)=\sum_{i=1}^{n_{p}}\left[\frac{d}{d t}\left(m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}\right)-m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{d}{d t}\left(\frac{\partial \mathbf{r}^{i}}{\partial q_{j}}\right)\right] \tag{3.48}
\end{equation*}
$$

By using Eq. 41 and by interchanging the differentiation with respect to $t$ and $q_{j}$, one gets

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathbf{r}^{i}}{\partial q_{j}}\right)=\sum_{k=1}^{n} \frac{\partial^{2} \mathbf{r}^{i}}{\partial q_{j} \partial q_{k}} \dot{q}_{k}+\frac{\partial^{2} \mathbf{r}^{i}}{\partial q_{j} \partial t}=\frac{\partial \dot{\mathbf{r}}^{i}}{\partial q_{j}} \tag{3.49}
\end{equation*}
$$

By taking the partial derivative of $\dot{\mathbf{r}}^{i}$ in Eq. 41 with respect to $\dot{q}_{j}$ we obtain

$$
\begin{equation*}
\frac{\partial \dot{\mathbf{r}}^{i}}{\partial \dot{q}_{j}}=\frac{\partial \mathbf{r}^{i}}{\partial q_{j}} \tag{3.50}
\end{equation*}
$$

It follows then from Eq. 48 that

$$
\begin{align*}
\sum_{i=1}^{n_{p}} m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}} & =\sum_{i=1}^{n_{p}}\left[\frac{d}{d t}\left(m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}\right)-m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{d}{d t}\left(\frac{\partial \mathbf{r}^{i}}{\partial q_{j}}\right)\right] \\
& =\sum_{i=1}^{n_{p}}\left\{\frac{d}{d t}\left[\frac{\partial}{\partial \dot{q}_{j}}\left(\frac{1}{2} m^{i} \dot{\mathbf{r}}^{\mathrm{T}} \dot{\mathbf{r}}^{i}\right)\right]-\frac{\partial}{\partial q_{j}}\left(\frac{1}{2} m^{i} \dot{\mathbf{r}}^{\mathrm{T}} \dot{\mathbf{r}}^{i}\right)\right\} \tag{3.51}
\end{align*}
$$

One may denote the $i$ th particle kinetic energy as $T^{i}$, that is

$$
T^{i}=\frac{1}{2} m^{i} \dot{\mathbf{r}}^{i^{\mathrm{T}}} \dot{\mathbf{r}}^{i}
$$

and write Eq. 51 in a more simplified form as

$$
\sum_{i=1}^{n_{p}} m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}=\sum_{i=1}^{n_{p}}\left\{\frac{d}{d t}\left[\frac{\partial}{\partial \dot{q}_{j}}\left(T^{i}\right)\right]-\frac{\partial T^{i}}{\partial q_{j}}\right\}
$$

or alternatively

$$
\begin{equation*}
\sum_{i=1}^{n_{p}} m^{i} \dot{\mathbf{r}}^{i} \cdot \frac{\partial \mathbf{r}^{i}}{\partial q_{j}}=\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{j}}\right)-\frac{\partial T}{\partial q_{j}} \tag{3.52}
\end{equation*}
$$

where $T$ is the total system kinetic energy given by

$$
T=\sum_{i=1}^{n_{p}} T^{i}=\sum_{i=1}^{n_{p}} \frac{1}{2} m^{i} \dot{\mathbf{r}}^{i^{\mathrm{T}}} \dot{\mathbf{r}}^{i}
$$

Substituting Eq. 52 into Eq. 47 and using D'Alembert's principle of Eq. 35 yields

$$
\begin{equation*}
\sum_{j}\left[\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{j}}\right)-\frac{\partial T}{\partial q_{j}}-Q_{j}\right] \delta q_{j}=0 \tag{3.53}
\end{equation*}
$$

This equation is sometimes called D'Alembert-Lagrange's equation. If the generalized coordinates $q_{j}$ are linearly independent, Eq. 53 leads to Lagrange's equation, which is given by

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{j}}\right)-\frac{\partial T}{\partial q_{j}}-Q_{j}=0, \quad j=1,2, \ldots, n \tag{3.54}
\end{equation*}
$$

It is sometimes convenient to write D'Alembert-Lagrange's equation in a matrix
form. To this end, we write Eq. 53 in a more explicit form as

$$
\begin{aligned}
& {\left[\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{1}}\right)-\frac{\partial T}{\partial q_{1}}-Q_{1}\right] \delta q_{1}+\left[\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{2}}\right)-\frac{\partial T}{\partial q_{2}}-Q_{2}\right] \delta q_{2}} \\
& \quad+\cdots+\left[\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{n}}\right)-\frac{\partial T}{\partial q_{n}}-Q_{n}\right] \delta q_{n}=0
\end{aligned}
$$

which can be rewritten as

$$
\begin{aligned}
& {\left[\begin{array}{llll}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{1}}\right) & \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{2}}\right) & \cdots & \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{n}}\right)
\end{array}\right]\left[\begin{array}{c}
\delta q_{1} \\
\delta q_{2} \\
\vdots \\
\delta q_{n}
\end{array}\right]} \\
& \\
& -\left[\begin{array}{llll}
\frac{\partial T}{\partial q_{1}} & \frac{\partial T}{\partial q_{2}} & \cdots & \frac{\partial T}{\partial q_{n}}
\end{array}\right]\left[\begin{array}{c}
\delta q_{1} \\
\delta q_{2} \\
\vdots \\
\delta q_{n}
\end{array}\right]-\left[\begin{array}{llll}
Q_{1} & Q_{2} & \cdots & Q_{n}
\end{array}\right]\left[\begin{array}{c}
\delta q_{1} \\
\delta q_{2} \\
\vdots \\
\delta q_{n}
\end{array}\right]=0
\end{aligned}
$$

That is,

$$
\left[\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\mathbf{q}}}\right)-\frac{\partial T}{\partial \mathbf{q}}-\mathbf{Q}_{e}^{T}\right] \delta \mathbf{q}=0
$$

where

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\mathbf{q}}}\right)=\left[\begin{array}{llll}
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{1}}\right) & \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{2}}\right) & \cdots & \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}_{n}}\right)
\end{array}\right] \\
& \frac{\partial T}{\partial \mathbf{q}}=\left[\begin{array}{llll}
\frac{\partial T}{\partial q_{1}} & \frac{\partial T}{\partial q_{2}} & \cdots & \frac{\partial T}{\partial q_{n}}
\end{array}\right], \quad \mathbf{Q}_{e}^{\mathrm{T}}=\left[\begin{array}{llll}
Q_{1} & Q_{2} & \cdots & Q_{n}
\end{array}\right]
\end{aligned}
$$

Example 3.6 Derive the differential equations of motion of the system given in Example 3 using Lagrange's equation.
Solution It was shown in Example 3 that the velocity of the particle can be written in terms of the independent coordinates and their time derivatives as

$$
\begin{aligned}
\dot{\mathbf{r}} & =\dot{\theta}\left[\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right] q+\left[\begin{array}{c}
\cos \theta \\
\sin \theta \\
0
\end{array}\right] \dot{q} \\
& =\left[\begin{array}{cc}
-q \sin \theta & \cos \theta \\
q \cos \theta & \sin \theta \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\dot{\theta} \\
\dot{q}
\end{array}\right]=\mathbf{B} \dot{\mathbf{q}}
\end{aligned}
$$

where

$$
\begin{aligned}
\mathbf{q} & =\left[\begin{array}{ll}
\theta & q
\end{array}\right]^{\mathrm{T}} \\
\mathbf{B} & =\left[\begin{array}{cc}
-q \sin \theta & \cos \theta \\
q \cos \theta & \sin \theta \\
0 & 0
\end{array}\right]
\end{aligned}
$$

Since the rod is assumed to be massless, the kinetic energy of the system is given by

$$
T=\frac{1}{2} m \dot{\mathbf{r}}^{\mathrm{T}} \dot{\mathbf{r}}=\frac{1}{2} m \dot{\mathbf{q}}^{\mathrm{T}} \mathbf{B}^{\mathrm{T}} \mathbf{B} \dot{\mathbf{q}}
$$

in which $\mathbf{B}^{\mathrm{T}} \mathbf{B}$ is the $2 \times 2$ matrix given by

$$
\mathbf{B}^{\mathrm{T}} \mathbf{B}=\left[\begin{array}{ccc}
-q \sin \theta & q \cos \theta & 0 \\
\cos \theta & \sin \theta & 0
\end{array}\right]\left[\begin{array}{cc}
-q \sin \theta & \cos \theta \\
q \cos \theta & \sin \theta \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
(q)^{2} & 0 \\
0 & 1
\end{array}\right]
$$

Therefore, the kinetic energy $T$ is given by

$$
T=\frac{1}{2} m(\dot{\theta})^{2}(q)^{2}+\frac{1}{2} m(\dot{q})^{2}
$$

It can be shown that

$$
\begin{array}{ll}
\frac{\partial T}{\partial \dot{\theta}}=m(q)^{2} \dot{\theta}, \quad & \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\theta}}\right)=m(q)^{2} \ddot{\theta}+2 m q \dot{q} \dot{\theta}, \\
\frac{\partial T}{\partial \dot{q}}=m \dot{q}, \quad \frac{\partial}{\partial \theta}\left(\frac{\partial T}{\partial \dot{q}}\right)=m \ddot{q}, \quad \frac{\partial T}{\partial q}=m(\dot{\theta})^{2} q
\end{array}
$$

The virtual work of the external forces is given by

$$
\delta W=T \delta \theta-m g \delta(q \sin \theta)=(T-m g q \cos \theta) \delta \theta-m g \sin \theta \delta q
$$

That is, the generalized forces $Q_{\theta}$ and $Q_{q}$ associated, respectively, with the generalized coordinates $\theta$ and $q$ are given by

$$
Q_{\theta}=T-m g q \cos \theta, \quad Q_{q}=-m g \sin \theta
$$

Since we have two independent coordinates, $\theta$ and $q$, we have the following two Lagrange's equations:

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\theta}}\right)-\frac{\partial T}{\partial \theta}=Q_{\theta} \\
& \frac{d}{d t}\left(\frac{\partial T}{\partial \dot{q}}\right)-\frac{\partial T}{\partial q}=Q_{q}
\end{aligned}
$$

which lead to the following two differential equations of motion:

$$
\begin{aligned}
& m(q)^{2} \ddot{\theta}+2 m q \dot{q} \dot{\theta}=T-m g q \cos \theta \\
& m \ddot{q}-m(\dot{\theta})^{2} q=-m g \sin \theta
\end{aligned}
$$

which are the same differential equations obtained in Example 3.

Forms of the Dynamic Equations To arrive at Eq. 54 from Eq. 53, it was assumed that the virtual changes in the vector of system coordinates $\mathbf{q}$ are independent. In multibody systems, kinematic constraint equations may exist because of mechanical joints or specified motion trajectories. In this case, two procedures can be followed to formulate the dynamic equations of constrained multibody systems.

These procedures are the embedding technique and the augmented formulation. In the embedding technique, the system dynamic equations are formulated in terms of the degrees of freedom. This technique leads to a minimum set of dynamic equations that do not contain any constraint forces. In the augmented formulation, on the other hand, the dynamic equations are formulated in terms of a set of redundant coordinates. As a consequence, the resulting equations are expressed in terms of dependent coordinates as well as the constraint forces. The numerical solution of the equations obtained using the embedding technique requires only the integration of a system of differential equations, while the solution of the equations obtained using the augmented formulation requires the solution of a system of differential and algebraic equations.

Before discussing the embedding technique and the augmented formulation, the multibody system equations of motion are first presented in a general matrix form. It was shown previously that the principle of virtual work can be written as (Shabana 2001)

$$
\begin{equation*}
\delta W=\delta W_{i}+\delta W_{e}=0 \tag{3.55}
\end{equation*}
$$

where $\delta W_{i}$ is the virtual work of the inertia forces, and $\delta W_{e}$ is the virtual work of the applied forces. It can be shown that $\delta W_{i}$ and $\delta W_{e}$ can be written for any system in the following forms:

$$
\begin{align*}
& \delta W_{i}=\left(\mathbf{M} \ddot{\mathbf{q}}-\mathbf{Q}_{v}\right)^{\mathrm{T}} \delta \mathbf{q}  \tag{3.56}\\
& \delta W_{e}=\mathbf{Q}_{e}^{\mathrm{T}} \delta \mathbf{q} \tag{3.57}
\end{align*}
$$

where $\mathbf{M}$ is the system mass matrix, $\mathbf{Q}_{v}$ is the vector of centrifugal and Coriolis inertia forces, and $\mathbf{Q}_{e}$ is the vector of externally applied forces including gravity, spring, damper, and actuator forces. The preceding two equations lead to

$$
\left(\mathbf{M} \ddot{\mathbf{q}}-\mathbf{Q}_{v}-\mathbf{Q}_{e}\right)^{\mathrm{T}} \delta \mathbf{q}=0
$$

which can be simply written as

$$
\begin{equation*}
(\mathbf{M} \ddot{\mathbf{q}}-\mathbf{Q})^{\mathrm{T}} \delta \mathbf{q}=0 \tag{3.58}
\end{equation*}
$$

where

$$
\mathbf{Q}=\mathbf{Q}_{e}+\mathbf{Q}_{v}
$$

Embedding Technique The constraint equations of the multibody system can be written as

$$
\begin{equation*}
\mathbf{C}(\mathbf{q}, t)=\mathbf{0} \tag{3.59}
\end{equation*}
$$

where $\mathbf{C}=\left[C_{1}(\mathbf{q}, t) C_{2}(\mathbf{q}, t) \cdots C_{n_{c}}(\mathbf{q}, t)\right]^{\mathrm{T}}$ is the vector of constraint functions and $n_{c}$ is the number of constraint equations. For a virtual displacement $\delta \mathbf{q}$, Eq. 59 yields

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \delta \mathbf{q}=\mathbf{0} \tag{3.60}
\end{equation*}
$$

where $\mathbf{C}_{\mathbf{q}}$ is the constraint Jacobian matrix.
For holonomic systems, one should be able to identify a set of independent coordinates (degrees of freedom) and write the system coordinates in terms of these independent ones. Let $\mathbf{q}_{d}$ denote the set of dependent coordinates and $\mathbf{q}_{i}$ the set of
independent ones. The vector $\mathbf{q}$ of generalized coordinates can then be written in partitioned form as

$$
\mathbf{q}=\left[\begin{array}{ll}
\mathbf{q}_{d}^{\mathrm{T}} & \mathbf{q}_{i}^{\mathrm{T}} \tag{3.61}
\end{array}\right]^{\mathrm{T}}
$$

It follows that

$$
\delta \mathbf{q}=\left[\begin{array}{ll}
\delta \mathbf{q}_{d}^{\mathrm{T}} & \delta \mathbf{q}_{i}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}
$$

Equation 60 can then be written according to this coordinate partitioning as

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}_{i}} \delta \mathbf{q}_{d}+\mathbf{C}_{\mathbf{q}_{i}} \delta \mathbf{q}_{i}=\mathbf{0} \tag{3.62}
\end{equation*}
$$

where $\mathbf{C}_{\mathbf{q}_{d}}$ and $\mathbf{C}_{\mathbf{q}_{i}}$ are the constraint Jacobian matrices associated with the dependent and independent coordinates, respectively. If the constraints of Eq. 59 are linearly independent, one should be able to identify the coordinates $\mathbf{q}_{i}$ such that $\mathbf{C}_{\mathbf{q}_{d}}$ has a full row rank and, hence, nonsingular. If $\mathbf{C}_{\mathbf{q}_{d}}$ is nonsingular, the inverse of $\mathbf{C}_{\mathbf{q}_{d}}$, denoted as $\mathbf{C}_{\mathbf{q}_{d}}^{-1}$, exists and Eq. 62 yields

$$
\delta \mathbf{q}_{d}=-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}} \delta \mathbf{q}_{i}
$$

By doing this, the virtual displacement of the dependent coordinates is written in terms of the virtual displacement of the independent ones. In a more compact form, this relation can be stated as

$$
\begin{equation*}
\delta \mathbf{q}_{d}=\mathbf{C}_{d i} \delta \mathbf{q}_{i} \tag{3.63}
\end{equation*}
$$

where

$$
\mathbf{C}_{d i}=-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}}
$$

Therefore, one can write the vector $\delta \mathbf{q}$ as

$$
\delta \mathbf{q}=\left[\begin{array}{c}
\delta \mathbf{q}_{i} \\
\delta \mathbf{q}_{d}
\end{array}\right]=\left[\begin{array}{c}
\delta \mathbf{q}_{i} \\
\mathbf{C}_{d i} \delta \mathbf{q}_{i}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{I} \\
\mathbf{C}_{d i}
\end{array}\right] \delta \mathbf{q}_{i}
$$

which can also be written as

$$
\begin{equation*}
\delta \mathbf{q}=\mathbf{B}_{d i} \delta \mathbf{q}_{i} \tag{3.64}
\end{equation*}
$$

where the matrix $\mathbf{B}_{d i}$ is given by

$$
\mathbf{B}_{d i}=\left[\begin{array}{c}
\mathbf{I} \\
\mathbf{C}_{d i}
\end{array}\right]
$$

in which $\mathbf{I}$ is an identity matrix, with dimension $n-n_{c}$.
Equations 58 and 64 yield

$$
\begin{equation*}
(\mathbf{M} \ddot{\mathbf{q}}-\mathbf{Q})^{\mathrm{T}} \mathbf{B}_{d i} \delta \mathbf{q}_{i}=0 \tag{3.65}
\end{equation*}
$$

Pre-multiplying this equation bt $\mathbf{B}_{d i}^{\mathrm{T}}$, and using the fact that $\delta q_{i}, i=1,2, \ldots, n-$ $n_{c}$, are independent, one obtains

$$
\begin{equation*}
\mathbf{M}_{i i} \ddot{\mathbf{q}}_{i}=\mathbf{Q}_{i} \tag{3.66}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
\mathbf{M}_{i i}=\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{M} \mathbf{B}_{d i}  \tag{3.67}\\
\mathbf{Q}_{i}=\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{Q}
\end{array}\right\}
$$

Equation 66 contains $\left(n-n_{c}\right)$ differential equations. In these equations the constraint forces are automatically eliminated since only independent coordinates are used. The matrix $\mathbf{M}_{i i}$ and the vector $\mathbf{Q}_{i}$ are, respectively, the generalized inertia matrix and the generalized force vector associated with the independent coordinates.

Augmented Formulation In the augmented formulation, the method of Lagrange multipliers that can be applied to both holonomic and nonholonomic systems is used. If Eq. 60 holds and/or the constraint relationships are velocity-dependent and nonintegrable, then it is also true that

$$
\begin{equation*}
\lambda^{\mathrm{T}} \mathbf{C}_{\mathbf{q}} \delta \mathbf{q}=\mathbf{0} \tag{3.68}
\end{equation*}
$$

where $\boldsymbol{\lambda}=\left[\begin{array}{llll}\lambda_{1} & \lambda_{2} & \cdots & \lambda_{n c}\end{array}\right]^{\mathrm{T}}$ is the vector of Lagrange multipliers (Shabana 2001). Equations 58 and 68 can be combined to yield

$$
\begin{equation*}
\delta \mathbf{q}^{\mathrm{T}}\left(\mathbf{M} \ddot{\mathbf{q}}-\mathbf{Q}+\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}\right)=0 \tag{3.69}
\end{equation*}
$$

By partitioning the coordinates as dependent and independent, one can write

$$
\mathbf{M}=\left[\begin{array}{ll}
\mathbf{M}_{d d} & \mathbf{M}_{d i} \\
\mathbf{M}_{i d} & \mathbf{M}_{i i}
\end{array}\right], \quad \mathbf{Q}=\left[\begin{array}{l}
\mathbf{Q}_{d} \\
\mathbf{Q}_{i}
\end{array}\right]
$$

where subscripts $d$ and $i$ refer, respectively, to dependent and independent. The components of the virtual displacement vector $\delta \boldsymbol{q}$ in Eq. 69 are still not independent, because of the holonomic or nonholonomic constraint equations. Suppose that we select $\lambda_{k}, k=1,2, \ldots, n_{c}$, such that (Shabana 2001)

$$
\begin{equation*}
\mathbf{M}_{d d} \ddot{\mathbf{q}}_{d}+\mathbf{M}_{d i} \ddot{\mathbf{q}}_{i}-\mathbf{Q}_{d}+\mathbf{C} \mathbf{q}_{d}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{0} \tag{3.70}
\end{equation*}
$$

where $\mathbf{q}_{d}=\left[\begin{array}{lll}q_{1} & q_{2} \ldots q_{n_{c}}\end{array}\right]^{\mathrm{T}}$ are selected to be the dependent variables. Substituting this equation into Eq. 69, one obtains

$$
\delta \mathbf{q}_{i}^{\mathrm{T}}\left(\mathbf{M}_{i i} \ddot{\mathbf{q}}_{i}+\mathbf{M}_{i d} \ddot{\mathbf{q}}_{d}-\mathbf{Q}_{i}+\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}} \boldsymbol{\lambda}\right)=0
$$

Since the elements of the vector $\delta \boldsymbol{q}_{i}$ in this equation are independent, one obtains

$$
\begin{equation*}
\mathbf{M}_{i i} \ddot{\mathbf{q}}_{i}+\mathbf{M}_{i d} \ddot{\mathbf{q}}_{d}-\mathbf{Q}_{i}+\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{0} \tag{3.71}
\end{equation*}
$$

Since $\mathbf{q}_{d}$ and $\mathbf{q}_{i}$ are the partitions of $\mathbf{q}$, one may combine Eqs. 70 and 71 in one equation to obtain

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}-\mathbf{Q}+\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \lambda=\mathbf{0} \tag{3.72}
\end{equation*}
$$

Equation 72 is a system of differential equations of motion that along with the constraint equations can be solved for the vector of system generalized coordinates $\mathbf{q}$ and the vector of Lagrange multipliers $\boldsymbol{\lambda}$. This equation is used as the basis for developing many general computational algorithms for the dynamic analysis of multibody systems subject to both holonomic and nonholonomic constraints.

### 3.5 APPLICATION TO RIGID BODY DYNAMICS

Thus far, we have used a system of particles to derive the principle of virtual work in dynamics and Lagrange's equation of motion. By considering a rigid or a flexible body to consist of a large number of particles, the methods presented in the preceding sections become applicable to rigid and flexible bodies as well. A rigid or a flexible body can be assumed to consist of a large number of small masses $\rho^{i} d V^{i}$, where $\rho^{i}$ is the mass density and $V^{i}$ is the volume of the body. The virtual work of the inertia forces of the rigid or the flexible body can be written as the sum of the virtual work of its small (infinitesimal) masses, and in the limit this sum can be written as

$$
\delta W^{i}=\sum\left(\rho^{i} d V^{i}\right) \mathbf{r}^{\mathbf{i}^{\mathrm{T}}} \delta \mathbf{r}^{i}=\int_{V^{i}} \rho^{i} \mathbf{r}^{\mathbf{r}^{\mathrm{T}}} \delta \mathbf{r}^{i} d V^{i}
$$

where $\mathbf{r}^{i}$ is the global position vector of an arbitrary point on the rigid or flexible body. Similarly, the kinetic energy can be written as

$$
T^{i}=\frac{1}{2} \sum \rho^{i} \dot{\mathbf{r}}^{i^{\mathrm{T}}} \dot{\mathbf{r}}^{i} d V^{i}=\frac{1}{2} \int_{V^{i}} \rho^{i} \dot{\mathbf{r}}^{i^{\mathrm{T}}} \mathbf{r}^{i} d V^{i}
$$

With a proper selection of the body coordinates, the methods of formulating the equations of motion presented in this chapter can be applied using the definitions presented in the preceding two equations.

In order to exemplify the use of the methods discussed in the preceding section, we solve a simple example using Newton's second law and then attempt to arrive at the same results by using the principle of virtual work in dynamics and Lagrange's equation. To this end, the pendulum shown in Fig. 15 is considered. Applying Newton's second law, the equations of motion of this pendulum can be written as

$$
m \ddot{R}_{1}=F_{1}, \quad m \ddot{R}_{2}=F_{2}, \quad I_{c} \ddot{\theta}=M_{c}
$$

where $m$ and $I_{c}$ are, respectively, the mass of the rod and the mass moment of inertia of the rod about its center of mass, that is,

$$
I_{c}=\frac{m(l)^{2}}{12}
$$



Figure 3.15 Planar pendulum.
$l$ is the length of the rod; $R_{1}$ and $R_{2}$ are, respectively, the horizontal and vertical displacements of the center of mass of the rod; $\theta$ is the angular displacement; $F_{1}$ and $F_{2}$ are, respectively, the resultant forces in the horizontal and vertical directions; and $M_{c}$ is the applied moment. The above-stated equations of motion imply that the inertia (effective) forces and moments should be equal, respectively, to the applied forces and moments. This is shown diagrammatically in Fig. 15, where $F_{c 1}$ and $F_{c 2}$ are the reaction forces at the pin joint. By taking the moment of the two systems of forces about point $O$, one obtains the scalar equation

$$
m \ddot{R}_{1} \frac{l}{2} \cos \theta+m \ddot{R}_{2} \frac{l}{2} \sin \theta+I_{c} \ddot{\theta}=F_{1} \frac{l}{2} \cos \theta+F_{2} \frac{l}{2} \sin \theta+M_{c}
$$

Since

$$
R_{1}=\frac{l}{2} \sin \theta, \quad R_{2}=-\frac{l}{2} \cos \theta
$$

one has

$$
\begin{aligned}
\dot{R}_{1} & =\frac{l}{2} \dot{\theta} \cos \theta, & \ddot{R}_{1}=\frac{l}{2} \ddot{\theta} \cos \theta-\frac{l}{2}(\dot{\theta})^{2} \sin \theta \\
\dot{R}_{2} & =\frac{l}{2} \dot{\theta} \sin \theta, & \ddot{R}_{2}=\frac{l}{2} \ddot{\theta} \sin \theta+\frac{l}{2}(\dot{\theta})^{2} \cos \theta
\end{aligned}
$$

The preceding equations lead to

$$
\left(m \frac{(l)^{2}}{4}+I_{c}\right) \ddot{\theta}=M_{o}
$$

where $M_{o}$ is the external moment about $O$ given by

$$
M_{o}=F_{1} \frac{l}{2} \cos \theta+F_{2} \frac{l}{2} \sin \theta+M_{c}
$$

Since $I_{c}=m(l)^{2} / 12$, we conclude that

$$
\frac{m(l)^{2}}{4}+I_{c}=\frac{m(l)^{2}}{3}=I_{o}
$$

that is,

$$
I_{o} \ddot{\theta}=M_{o}
$$

This is the equation of motion of the single degree of freedom pendulum derived by applying Newton's second law of motion. The same equation can be derived by using Lagrange's equation. To this end, we write the kinetic energy of the rod as

$$
T=\frac{1}{2} m\left(\dot{R}_{1}\right)^{2}+\frac{1}{2} m\left(\dot{R}_{2}\right)^{2}+\frac{1}{2} I_{c}(\dot{\theta})^{2}
$$

Substituting the values of $\dot{R}_{1}$ and $\dot{R}_{2}$ in the kinetic energy expression leads to

$$
T=\frac{1}{2}\left(m \frac{(l)^{2}}{4}+I_{c}\right)(\dot{\theta})^{2}=\frac{1}{2} I_{o}(\dot{\theta})^{2}
$$

The virtual work of external forces and moments is given by

$$
\begin{aligned}
\delta W & =F_{1} \delta R_{1}+F_{2} \delta R_{2}+M_{c} \delta \theta \\
& =F_{1} \frac{l}{2} \cos \theta \delta \theta+F_{2} \frac{l}{2} \sin \theta \delta \theta+M_{c} \delta \theta \\
& =\left(F_{1} \frac{l}{2} \cos \theta+F_{2} \frac{l}{2} \sin \theta+M_{c}\right) \delta \theta=M_{o} \delta \theta
\end{aligned}
$$

Using Lagrange's equation and keeping in mind that we have only one independent coordinate $\theta$, we obtain the single equation

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{\theta}}\right)-\frac{\partial T}{\partial \theta}=M_{o}
$$

which leads to

$$
I_{o} \ddot{\theta}=M_{o}
$$

which is the same equation obtained by applying Newton's second law.
The differential equation of the simple pendulum obtained in this section using Newton's second law and Lagrange's equation can also be derived using the principle of virtual work in dynamics. In this case, one defines the virtual displacements

$$
\delta R_{1}=\frac{l}{2} \cos \theta \delta \theta, \quad \delta R_{2}=\frac{l}{2} \sin \theta \delta \theta
$$

Using these virtual changes and the expressions for the accelerations of the center of mass of the pendulum, the virtual work of the inertia forces of the pendulum can be written as

$$
\delta W_{i}=m \ddot{R}_{1} \delta R_{1}+m \ddot{R}_{2} \delta R_{2}+I_{c} \ddot{\theta} \delta \theta
$$

which reduces to

$$
\delta W_{i}=I_{o} \ddot{\theta} \delta \theta
$$

Equating this expression to the virtual work of the externally applied forces and keeping in mind that the virtual work of the constraint forces acting on the system is equal to zero (Shabana 2001), one obtains the same equation of motion which was derived previously using Newton's second law and Lagrange's equation.

Elimination of the Constraint Forces In the pendulum example discussed in this section, the work and energy expressions were derived in terms of the system degree of freedom, which was selected to be the angular rotation of the pendulum $\theta$. An alternate approach is to derive the kinetic energy and virtual work expressions in terms of the system coordinates $R_{1}, R_{2}$, and $\theta$ and use the variational form of Lagrange's equation of motion given by Eq. 53. One can then use the generalized coordinate partitioning to identify the independent coordinates and accordingly the matrix $\mathbf{B}_{d i}$ of Eq. 66. This will eventually lead to a single second-order differential equation associated with the system-independent coordinate $\theta$. For instance, since
the kinetic energy of the pendulum is a quadratic form in the velocities, that is

$$
T=\frac{1}{2} m\left(\dot{R}_{1}\right)^{2}+\frac{1}{2} m\left(\dot{R}_{2}\right)^{2}+\frac{1}{2} I_{c}(\dot{\theta})^{2}=\frac{1}{2} \dot{\mathbf{q}}^{\mathrm{T}} \mathbf{M} \dot{\mathbf{q}}
$$

where $\mathbf{q}=\left[R_{1} R_{2} \theta\right]^{\mathrm{T}}$ and

$$
\mathbf{M}=\left[\begin{array}{ccc}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & I_{c}
\end{array}\right]
$$

The virtual work of the forces is

$$
\delta W=\left[\begin{array}{lll}
F_{1} & F_{2} & M_{c}
\end{array}\right]\left[\begin{array}{c}
\delta R_{1} \\
\delta R_{2} \\
\delta \theta
\end{array}\right]
$$

which implies that the vector $\mathbf{Q}$ of the system generalized forces of Eq. 58 is given by

$$
\mathbf{Q}^{\mathrm{T}}=\left[\begin{array}{lll}
F_{1} & F_{2} & M_{c}
\end{array}\right]
$$

Therefore, Eq. 58 can be written as

$$
\left\{\left[\begin{array}{lll}
\ddot{R}_{1} & \ddot{R}_{2} & \ddot{\theta}
\end{array}\right]\left[\begin{array}{ccc}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & I_{c}
\end{array}\right]-\left[\begin{array}{lll}
F_{1} & F_{2} & M_{c}
\end{array}\right]\right\}\left[\begin{array}{c}
\delta R_{1} \\
\delta R_{2} \\
\delta \theta
\end{array}\right]=0
$$

which can also be written as

$$
\left[\ddot{\boldsymbol{q}}^{\mathrm{T}} \mathbf{M}-\mathbf{Q}^{\mathrm{T}}\right] \delta \mathbf{q}=0
$$

The terms between brackets in the system variational equations cannot be set equal to zero because $\delta R_{1}, \delta R_{2}$, and $\delta \theta$ are not independent. They are related by the constraint equations that describe the pin joint at $O$ and are given by

$$
R_{1}-\frac{l}{2} \sin \theta=0, \quad R_{2}+\frac{l}{2} \cos \theta=0
$$

For a virtual change in the system coordinates, those equations lead to

$$
\delta R_{1}-\frac{l}{2} \cos \theta \delta \theta=0, \quad \delta R_{2}-\frac{l}{2} \sin \theta \delta \theta=0
$$

which can be written in a matrix form as

$$
\left[\begin{array}{ccc}
1 & 0 & -\frac{l}{2} \cos \theta \\
0 & 1 & -\frac{l}{2} \sin \theta
\end{array}\right]\left[\begin{array}{c}
\delta R_{1} \\
\delta R_{2} \\
\delta \theta
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

This equation can also be written as

$$
\mathbf{C}_{\mathbf{q}} \delta \mathbf{q}=\mathbf{0}
$$

where $\mathbf{C}_{\mathbf{q}}$ is the system Jacobian matrix defined as

$$
\mathbf{C}_{\mathbf{q}}=\left[\begin{array}{ccc}
1 & 0 & -\frac{l}{2} \cos \theta \\
0 & 1 & -\frac{l}{2} \sin \theta
\end{array}\right]
$$

Since the constraint equations do not explicitly depend on time, one can also verify that

$$
\mathrm{C}_{\mathrm{q}} \dot{\mathbf{q}}=\mathbf{0}
$$

that is,

$$
\left[\begin{array}{ccc}
1 & 0 & -\frac{l}{2} \cos \theta \\
0 & 1 & -\frac{l}{2} \sin \theta
\end{array}\right]\left[\begin{array}{c}
\dot{R}_{1} \\
\dot{R}_{2} \\
\dot{\theta}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

For this holonomic system, we may identify the independent and dependent coordinates as

$$
\mathbf{q}_{i}=\theta, \quad \mathbf{q}_{d}=\left[\begin{array}{ll}
R_{1} & R_{2}
\end{array}\right]^{\mathrm{T}}
$$

According to this partitioning, we can write

$$
\left[\begin{array}{l}
\delta R_{1} \\
\delta R_{2}
\end{array}\right]+\left[\begin{array}{l}
-\frac{l}{2} \cos \theta \\
-\frac{l}{2} \sin \theta
\end{array}\right] \delta \theta=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

where the matrix $\mathbf{C}_{\mathbf{q}_{d}}$ of Eq. 62 can be recognized as the identity matrix and the matrix $\mathrm{C}_{\mathrm{q}_{i}}$ as

$$
\mathbf{C}_{\mathbf{q}_{i}}=\left[\begin{array}{l}
-\frac{l}{2} \cos \theta \\
-\frac{l}{2} \sin \theta
\end{array}\right]
$$

Therefore, the matrix $\mathbf{C}_{d i}$ is the column vector defined as

$$
\mathbf{C}_{d i}=-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}}=\frac{l}{2}\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right]
$$

that is,

$$
\left[\begin{array}{c}
\delta R_{1} \\
\delta R_{2} \\
\delta \theta
\end{array}\right]=\left[\begin{array}{c}
\frac{l}{2} \cos \theta \\
\frac{l}{2} \sin \theta \\
1
\end{array}\right] \delta \theta
$$

Substituting this in D'Alembert-Lagrange's equation, one obtains

$$
\left[\begin{array}{lll}
\ddot{R}_{1} & \ddot{R}_{2} & \ddot{\theta}
\end{array}\right]\left[\begin{array}{ccc}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & I_{c}
\end{array}\right]\left[\begin{array}{c}
\frac{l}{2} \cos \theta \\
\frac{l}{2} \sin \theta \\
1
\end{array}\right] \delta \theta-\left[\begin{array}{lll}
F_{1} & F_{2} & M_{c}
\end{array}\right]\left[\begin{array}{c}
\frac{l}{2} \cos \theta \\
\frac{l}{2} \sin \theta \\
1
\end{array}\right] \delta \theta=0
$$

By differentiating the constraint equations twice with respect to time, we obtain

$$
\left[\begin{array}{c}
\ddot{R}_{1} \\
\ddot{R}_{2} \\
\ddot{\theta}^{2}
\end{array}\right]=\left[\begin{array}{c}
\frac{l}{2} \cos \theta \\
\frac{l}{2} \sin \theta \\
1
\end{array}\right] \ddot{\theta}+\left[\begin{array}{c}
-\sin \theta \\
\cos \theta \\
0
\end{array}\right] \frac{l}{2}(\dot{\theta})^{2}
$$

Substituting this into the equation of motion leads to

$$
\left[\left(m \frac{(l)^{2}}{4}+I_{c}\right) \ddot{\theta}-\left(F_{1} \frac{l}{2} \cos \theta+F_{2} \frac{l}{2} \sin \theta+M_{c}\right)\right] \delta \theta=0
$$

that is,

$$
I_{o} \ddot{\theta}=M_{o}
$$

which is the same as the equation obtained previously.
Use of Redundant Coordinates It is clear from the above discussion that when the dynamic equations are developed in terms of the system degrees of freedom using D'Alembert's principle, the virtual work principle or Lagrange's equation, the force of constraints is automatically eliminated. Another approach to solve the same problem is to keep both the dependent and independent coordinates in the final form of the dynamic equation. This can be achieved by using Eq.72, which can be written for the pendulum shown in Fig. 15 as

$$
\left[\begin{array}{ccc}
m & 0 & 0 \\
0 & m & 0 \\
0 & 0 & I_{c}
\end{array}\right]\left[\begin{array}{c}
\ddot{R}_{1} \\
\ddot{R}_{2} \\
\ddot{\theta}
\end{array}\right]+\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
-\frac{l}{2} \cos \theta & -\frac{l}{2} \sin \theta
\end{array}\right]\left[\begin{array}{l}
\lambda_{1} \\
\lambda_{2}
\end{array}\right]=\left[\begin{array}{c}
F_{1} \\
F_{2} \\
M_{c}
\end{array}\right]
$$

This matrix equation has three scalar differential equations in five unknowns, $R_{1}, R_{2}$, $\theta, \lambda_{1}$, and $\lambda_{2}$. Two additional equations are needed in order to solve for these five unknowns. These equations can be obtained by using the kinematic equations that describe the revolute joint at $O$, that is

$$
R_{1}-\frac{l}{2} \sin \theta=0, \quad R_{2}+\frac{l}{2} \cos \theta=0
$$

These are two nonlinear algebraic equations that can be solved simultaneously with the differential equations in order to determine the unknowns $R_{1}, R_{2}, \theta, \lambda_{1}$, and $\lambda_{2}$. Methods for solving mixed systems of algebraic and differential equations are discussed in Chapter 5. It is important, however, to point out that the vector $\mathbf{C}_{q}^{\mathrm{T}} \lambda$ represents the generalized constraint forces associated with the system generalized coordinates. This vector may not be the vector of actual reaction forces at the joints. Let us write the differential equations of motion in the following form:

$$
\begin{aligned}
& m \ddot{R}_{1}=F_{1}-\lambda_{1} \\
& m \ddot{R}_{2}=F_{2}-\lambda_{2} \\
& I_{c} \ddot{\theta}=M_{c}+\lambda_{1} \frac{l}{2} \cos \theta+\lambda_{2} \frac{l}{2} \sin \theta
\end{aligned}
$$



Figure 3.16 Generalized reaction forces.

Clearly, in this example, the generalized reaction forces associated with the coordinates $R_{1}$ and $R_{2}$ are, respectively, the Lagrange multipliers $\lambda_{1}$ and $\lambda_{2}$, while the generalized moment associated with the angular rotation $\theta$ is $\lambda_{1}(l / 2) \cos \theta+$ $\lambda_{2}(l / 2) \sin \theta$. This system of generalized reactions, however, must be equivalent (equipollent) to a force and zero moment at point $O$ since the friction-free revolute joint is a workless constraint. This is, indeed, the case as shown in Fig. 16, where it is clear in this simple example that the actual reactions $F_{c 1}$ and $F_{c 2}$ are given by

$$
F_{c 1}=-\lambda_{1}, \quad F_{c 2}=-\lambda_{2}
$$

That is, the actual reactions can be written as functions of the vector of Lagrange multipliers. In this simple example, it was found that the actual reactions are the negative of the Lagrange multipliers. In other applications, however, the actual constraint forces can be a nonlinear function of the system generalized coordinates as well.

### 3.6 CALCULUS OF VARIATIONS

In this section some techniques of the calculus of variations are presented. These techniques represent an alternative for deriving Lagrange's equation of motion from integral principles. One of the main problems of the calculus of variations is to find the curve for which some given integral is an extremum. First we will consider the one-dimensional form where the interest will be focused on finding a path $y=y(x)$ between two points such that the integral of some function $f\left(y, y^{\prime}, x\right)$, where $y^{\prime}=$ $d y / d x$, is an extremum. The integral is in the following form:

$$
\begin{equation*}
J=\int_{x_{1}}^{x_{2}} f\left(y, y^{\prime}, x\right) d x \tag{3.73}
\end{equation*}
$$

The integral form of Eq. 73 is called a functional. Therefore, we can state the problem as follows. Find a path $y(x)$ between the two points (Fig. 17) such that the functional of Eq. 73 must be maximum or minimum. The function $f\left(y, y^{\prime}, x\right)$ is assumed to have continuous first and second (partial) derivatives with respect to all its arguments. The function $y(x)$, the solution of the problem, is assumed to be continuously differentiable
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for $x_{1} \leq x \leq x_{2}$ and to satisfy the boundary conditions

$$
\begin{equation*}
y\left(x_{1}\right)=y_{1}, \quad y\left(x_{2}\right)=y_{2} \tag{3.74}
\end{equation*}
$$

Let $y(x)$ be the required curve, and suppose that we give $y(x)$ an increment $\alpha h(x)$ such that

$$
\begin{equation*}
y(x, \alpha)=y(x, 0)+\alpha h(x) \tag{3.75}
\end{equation*}
$$

where $\alpha$ is a parameter that takes different values and $h(x)$ is a function that satisfies the following conditions:

$$
\begin{equation*}
h\left(x_{1}\right)=h\left(x_{2}\right)=0 \tag{3.76}
\end{equation*}
$$

These conditions ensure that $y(x, \alpha)$ is an admissible function. It is clear that when $\alpha=0$, the curve of Eq. 75 coincides with the path that gives an extremum for the functional $J$ of Eq. 73. In terms of the parameter $\alpha$, Eq. 73 can be written as

$$
\begin{equation*}
J(\alpha)=\int_{x_{1}}^{x_{2}} f\left[y(x, \alpha), y^{\prime}(x, \alpha), x\right] d x \tag{3.77}
\end{equation*}
$$

The condition for obtaining an extremum is

$$
\begin{equation*}
\delta J=\left(\frac{\partial J}{\partial \alpha}\right)_{\alpha=0} \quad \delta \alpha=0 \tag{3.78}
\end{equation*}
$$

When the chain rule of differentiation is used, Eq. 77 yields

$$
\begin{equation*}
\delta J=\int_{x_{1}}^{x_{2}}\left\{\frac{\partial f}{\partial y} \frac{\partial y}{\partial \alpha}+\frac{\partial f}{\partial y^{\prime}} \frac{\partial y^{\prime}}{\partial \alpha}\right\} \delta \alpha d x \tag{3.79}
\end{equation*}
$$

in which

$$
\int_{x_{1}}^{x_{2}} \frac{\partial f}{\partial y^{\prime}} \frac{\partial y^{\prime}}{\partial \alpha} d x=\int_{x_{1}}^{x_{2}} \frac{\partial f}{\partial y^{\prime}} \frac{\partial^{2} y}{\partial \alpha \partial x} d x
$$

which on integrating by parts yields

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}} \frac{\partial f}{\partial y^{\prime}} \frac{\partial^{2} y}{\partial x \partial \alpha} d x=\left.\frac{\partial f}{\partial y^{\prime}} \frac{\partial y}{\partial \alpha}\right|_{x_{1}} ^{x_{2}}-\int_{x_{1}}^{x_{2}} \frac{d}{d x}\left(\frac{\partial f}{\partial y^{\prime}}\right) \frac{\partial y}{\partial \alpha} d x \tag{3.80}
\end{equation*}
$$

Equation 75 implies

$$
\frac{\partial y}{\partial \alpha}=h(x)
$$

and accordingly, Eq. 76 gives

$$
\left(\frac{\partial y}{\partial \alpha}\right)_{x=x_{1}}=\left(\frac{\partial y}{\partial \alpha}\right)_{x=x_{2}}=0
$$

Therefore, Eq. 80 can be written as

$$
\int_{x_{1}}^{x_{2}} \frac{\partial f}{\partial y^{\prime}} \frac{\partial^{2} y}{\partial x \partial \alpha} d x=-\int_{x_{1}}^{x_{2}} \frac{d}{d x}\left(\frac{\partial f}{\partial y^{\prime}}\right) \frac{\partial y}{\partial \alpha} d x
$$

which on substitution in Eq. 79 yields

$$
\delta J=\int_{x_{1}}^{x_{2}}\left\{\frac{\partial f}{\partial y}-\frac{d}{d x}\left(\frac{\partial f}{\partial y^{\prime}}\right)\right\}\left(\frac{\partial y}{\partial \alpha}\right) \delta \alpha d x
$$

To obtain the extremum, we evaluate the derivative at $\alpha=0$, resulting in

$$
\begin{equation*}
\delta J=\left(\frac{\partial J}{\partial \alpha}\right)_{\alpha=0} \delta \alpha=\int_{x_{1}}^{x_{2}}\left\{\frac{\partial f}{\partial y}-\frac{d}{d x}\left(\frac{\partial f}{\partial y^{\prime}}\right)\right\}\left(\frac{\partial y}{\partial \alpha}\right)_{\alpha=0} \delta \alpha d x \tag{3.81}
\end{equation*}
$$

where

$$
\left(\frac{\partial y}{\partial \alpha}\right)_{\alpha=0} \delta \alpha=\delta y
$$

Therefore, Eq. 81 can be written as

$$
\delta J=\int_{x_{1}}^{x_{2}}\left[\frac{\partial f}{\partial y}-\frac{d}{d x}\left(\frac{\partial f}{\partial y^{\prime}}\right)\right] \delta y d x
$$

Since $\delta y$ is arbitrary, it follows from condition 78 that

$$
\begin{equation*}
\frac{\partial f}{\partial y}-\frac{d}{d x}\left(\frac{\partial f}{\partial y^{\prime}}\right)=0 \tag{3.82}
\end{equation*}
$$

Therefore, the functional $J$ is an extremum only for curves $y(x)$ that satisfy Eq. 82 . Equation 82 is sometimes called Euler's equation. The curves that satisfy Euler's equation are called extremals.

Euler's equation is a second-order ordinary differential equation. The solution of Eq. 82 will, in general, depend on the boundary conditions of Eq. 74. Since Euler's equation plays a fundamental role in the calculus of variations, we discuss below some special cases.
Case 1 Suppose that the function does not depend on $y$; then the functional $J$ can be written as

$$
J=\int_{x_{1}}^{x_{2}} f\left(x, y^{\prime}\right) d x
$$

In this case, Eq. 82 reduces to

$$
\frac{d}{d x}\left(f_{y^{\prime}}\right)=0
$$

which implies that

$$
f_{y^{\prime}}=C
$$

where $C$ is a constant.
Case 2 Suppose that the integrand $f$ does not depend on $x$, that is

$$
J=\int_{x_{1}}^{x_{2}} f\left(y, y^{\prime}\right) d x
$$

then

$$
f_{y}-\frac{d}{d x}\left(f_{y^{\prime}}\right)=f_{y}-f_{y^{\prime} y} y^{\prime}-f_{y^{\prime} y^{\prime} y^{\prime \prime}}
$$

If we multiply by $y^{\prime}$, we obtain

$$
f_{y} y^{\prime}-f_{y^{\prime} y} y^{\prime 2}-f_{y^{\prime} y^{\prime}} y^{\prime} y^{\prime \prime}=\frac{d}{d x}\left(f-y^{\prime} f_{y^{\prime}}\right)
$$

Therefore, in this special case Euler's equation reduces to

$$
f-y^{\prime} f_{y^{\prime}}=C
$$

where $C$ is a constant.
Case 3 Suppose that $f$ does not depend on $y^{\prime}$; then Euler's equation yields

$$
f_{y}=0
$$

which is not a differential equation, but an algebraic equation that involves $y$ and the parameter $x$.

Example 3.7 (The brachistochrone problem) This problem was first posed by John Bernoulli in 1696 and can be stated as follows. Find the curve joining two given points $A$ and $B$ such that the time taken by a particle to slide on this curve under the influence of gravity is minimum.

Let $d s$ be an infinitesimal arc length along the required curve that joins points $A$ and $B$. Let $v$ be the speed along the curve. Then the time required for the particle to travel an arc length $d s$ is

$$
\Delta t=\frac{d s}{v}
$$

The functional to be minimized can then be written as

$$
t=\int \Delta t=\int_{A}^{B} \frac{d s}{v}
$$

From Fig. 18 it is clear that

$$
d s=\left[(d x)^{2}+(d y)^{2}\right]^{1 / 2}=\left[1+\left(y^{\prime}\right)^{2}\right]^{1 / 2} d x
$$

where $y^{\prime}=d y / d x$. Therefore, one may write $t$ in a more explicit form as

$$
t=\int_{A}^{B} \frac{\left[1+\left(y^{\prime}\right)^{2}\right]^{1 / 2}}{v} d x
$$



Figure 3.18 Brachistochrone problem.

Using the conservation of energy equation, we have

$$
\frac{1}{2} m(v)^{2}=m g y
$$

where $m$ is the mass of the particle, $g$ is the gravitational constant, and $y$ is measured down from the initial point of release. The conservation of energy equation yields

$$
v=\sqrt{2 g y}
$$

and the time $t$ can then be written as

$$
t=\int_{A}^{B} \sqrt{\frac{1+\left(y^{\prime}\right)^{2}}{2 g y}} d x
$$

where the function $f$ can be identified as

$$
f=\sqrt{\frac{1+\left(y^{\prime}\right)^{2}}{2 g y}}
$$

It is left as an exercise to show that the general solution of the corresponding Euler equation consists of a family of cycloids.

Example 3.8 The Euler equation can also be used to find the shortest distance between two points $A$ and $B$ in a plane. As in the preceding example, the element arc length in a plane is

$$
d s=\sqrt{(d x)^{2}+(d y)^{2}}
$$

and the functional to be minimized can be written as

$$
s=\int_{A}^{B} d s=\int_{x_{A}}^{x_{B}} \sqrt{1+\left(y^{\prime}\right)^{2}} d x
$$

where $y^{\prime}=d y / d x$. Therefore, the function $f$ in the Euler equation can be identified as

$$
f=\sqrt{1+\left(y^{\prime}\right)^{2}}
$$

Substituting the following in the Euler equation

$$
\frac{\partial f}{\partial y}=0, \quad \frac{\partial f}{\partial y^{\prime}}=\frac{y^{\prime}}{\sqrt{1+\left(y^{\prime}\right)^{2}}}
$$

we have

$$
\frac{d}{d x}\left(\frac{\partial f}{\partial y^{\prime}}\right)=\frac{d}{d x}\left(\frac{y^{\prime}}{\sqrt{1+\left(y^{\prime}\right)^{2}}}\right)=0
$$

or

$$
\frac{y^{\prime}}{\left(1+\left(y^{\prime}\right)^{2}\right)^{1 / 2}}=C
$$

where $C$ is the constant of integration. One may verify that the solution of the preceding equation yields

$$
y=C_{1} x+C_{2}
$$

where $C_{1}$ and $C_{2}$ are constants. The result of this example is familiar and shows that the straight line is the shortest distance between the two points.

Example 3.9 Among all the curves joining two given points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$, find the one that generates the surface of minimum area when rotated about the $\mathbf{X}$ axis.

As shown in Fig. 19, the area of the surface of revolution generated by rotating the curve $y=y(x)$ about the $\mathbf{X}$ axis is

$$
I=2 \pi \int_{1}^{2} y d s=2 \pi \int_{x_{1}}^{x_{2}} y \sqrt{1+\left(y^{\prime}\right)^{2}} d x
$$

in which the function $f$ in Euler's equation can be recognized as

$$
f=y \sqrt{1+\left(y^{\prime}\right)^{2}}
$$



Figure 3.19 Surface of minimum area.

Since $f$ does not depend explicitly on the parameter $x$ (case 2 ), we have

$$
f-y^{\prime} f_{y^{\prime}}=a
$$

where $a$ is a constant. Substituting the value of $f$ in the preceding equation yields

$$
y \sqrt{1+\left(y^{\prime}\right)^{2}}-\frac{y\left(y^{\prime}\right)^{2}}{\sqrt{1+\left(y^{\prime}\right)^{2}}}=a
$$

or

$$
y=a \sqrt{1+\left(y^{\prime}\right)^{2}}
$$

so that

$$
y^{\prime}=\sqrt{\frac{(y)^{2}-(a)^{2}}{(a)^{2}}}
$$

which by the separation of variables yields

$$
d x=\frac{a d y}{\sqrt{(y)^{2}-(a)^{2}}}
$$

or

$$
x+a_{1}=a \ln \left(\frac{y+\sqrt{(y)^{2}-(a)^{2}}}{a}\right)
$$

where $a_{1}$ is a constant. The above equation can be written in another form as

$$
y=a \cosh \frac{x+a_{1}}{a}
$$

This is the equation of a catenary passing through the two given points.

### 3.7 EULER'S EQUATION IN THE CASE OF SEVERAL VARIABLES

In the previous section, only one independent variable $y=y(x)$ was considered. In this section, the preceding development is generalized to the case of several variables $y_{1}(x), y_{2}(x), \ldots, y_{n}(x)$, where $x$ is the parametric variable. In this case the interest will be focused on finding the vector function $\mathbf{y}(x)=\left[\begin{array}{llll}y_{1} & y_{2} & \cdots & y_{n}\end{array}\right]^{\mathrm{T}}$, which minimizes the following functional

$$
\begin{equation*}
J=\int_{x_{1}}^{x_{2}} f\left(y_{1}, y_{2}, \ldots, y_{n}, y_{1}^{\prime}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}, x\right) d x \tag{3.83}
\end{equation*}
$$

We will use a vector notation and write Eq. 83 as

$$
\begin{equation*}
J=\int_{x_{1}}^{x_{2}} f\left(\mathbf{y}, \mathbf{y}^{\prime}, x\right) d x \tag{3.84}
\end{equation*}
$$

In a similar manner to the preceding development, we write

$$
\begin{equation*}
\mathbf{y}(x, \alpha)=\mathbf{y}(x, 0)+\alpha \mathbf{h}(x) \tag{3.85}
\end{equation*}
$$

where $\alpha$ is the parameter described in the preceding section and $\mathbf{h}(x)=\left[h_{1} h_{2} \cdots h_{n}\right]^{\mathrm{T}}$ is a vector function satisfying the following conditions at the endpoints $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ :

$$
\begin{equation*}
\mathbf{h}\left(x_{1}\right)=\mathbf{h}\left(x_{2}\right)=0 \tag{3.86}
\end{equation*}
$$

The variation of Eq. 83 can then be written as

$$
\begin{equation*}
\delta J=\frac{\partial J}{\partial \alpha} \delta \alpha=\int_{x_{1}}^{x_{2}}\left(f_{\mathbf{y}} \frac{\partial \mathbf{y}}{\partial \alpha} \delta \alpha+f_{\mathbf{y}^{\prime}} \frac{\partial \mathbf{y}^{\prime}}{\partial \alpha} \delta \alpha\right) d x \tag{3.87}
\end{equation*}
$$

where the vector subscript implies differentiation with respect to this vector, that is,

$$
\begin{aligned}
& f_{\mathbf{y}}=\left[\begin{array}{llll}
f_{y_{1}} & f_{y_{2}} & \cdots & f_{y_{n}}
\end{array}\right] \\
& f_{\mathbf{y}^{\prime}}=\left[\begin{array}{llll}
f_{y_{1}^{\prime}} & f_{y_{2}^{\prime}} & \cdots & f_{y_{n}^{\prime}}
\end{array}\right]
\end{aligned}
$$

By using the integration by parts, one can write the second term in the right-hand side of Eq. 87 as

$$
\int_{x_{1}}^{x_{2}} f_{\mathbf{y}^{\prime}} \frac{\partial^{2} \mathbf{y}}{\partial \alpha \partial x} d x=\left.f_{\mathbf{y}} \frac{\partial \mathbf{y}}{\partial \alpha}\right|_{x_{1}} ^{x_{2}}-\int_{x_{1}}^{x_{2}} \frac{d}{d x}\left(f_{\mathbf{y}^{\prime}}\right) \frac{\partial \mathbf{y}}{\partial \alpha} d x
$$

which, with the use of Eq. 86, yields

$$
\int_{x_{1}}^{x_{2}} f_{\mathbf{y}^{\prime}} \frac{\partial^{2} \mathbf{y}}{\partial \alpha \partial x} d x=-\int_{x_{1}}^{x_{2}} \frac{d}{d x}\left(f_{\mathbf{y}^{\prime}} \frac{\partial \mathbf{y}}{\partial \alpha} d x\right.
$$

Substituting this into Eq. 87 gives

$$
\delta J=\int_{x_{1}}^{x_{2}}\left(f_{\mathbf{y}}-\frac{d}{d x} f_{\mathbf{y}^{\prime}}\right) \frac{\partial \mathbf{y}}{\partial \alpha} \delta \alpha d x
$$

Since $\delta \mathbf{y}=(\partial \mathbf{y} / \partial \alpha) \delta \alpha$, the preceding equation can be written as

$$
\delta J=\int_{x_{1}}^{x_{2}}\left(f_{\mathbf{y}}-\frac{d}{d x} f_{\mathbf{y}^{\prime}}\right) \delta \mathbf{y} d x
$$

If the $\mathbf{y}$ variables are linearly independent, this equation yields

$$
\begin{equation*}
f_{\mathbf{y}}-\frac{d}{d x}\left(f_{\mathbf{y}^{\prime}}\right)=\mathbf{0}^{\mathrm{T}} \tag{3.88}
\end{equation*}
$$

Equation 88 is a set of differential equations called Euler-Lagrange equations. The solution of these differential equations defines the vector function $\mathbf{y}$, which minimizes the functional $J$ of Eq. 83 .

Hamilton's Principle The technique of the calculus of variations presented in this section provides an alternative for deriving the equations of motion by using scalar energy quantities. This can be done by using Hamilton's principle, which may be stated mathematically as

$$
\begin{equation*}
\delta \int_{t_{1}}^{t_{2}}(T-V) d t+\int_{t_{1}}^{t_{2}} \delta W_{n c} d t=0 \tag{3.89}
\end{equation*}
$$

where $T$ is the kinetic energy of the system; $V$ is the potential energy, which includes both strain energy and the potential of any conservative external forces; and $\delta W_{n c}$ is the virtual work done by nonconservative forces acting on the system. Hamilton's principle states that the variation of the kinetic and potential energy plus the line integral of the virtual work done by the nonconservative forces during any time interval $t_{1}$ to $t_{2}$ must be equal to zero.

One may define the following quantity

$$
\begin{equation*}
L=T-V \tag{3.90}
\end{equation*}
$$

which is called the Lagrangian, and write Eq. 89 as

$$
\begin{equation*}
\delta \int_{t_{1}}^{t_{2}} L d t+\int_{t_{1}}^{t_{2}} \delta W_{n c} d t=0 \tag{3.91}
\end{equation*}
$$

In previous developments, it has been shown that the virtual work $\delta W_{n c}$ can be written as the dot product of the vector of generalized forces and the vector of system virtual displacements, that is,

$$
\begin{equation*}
\delta W_{n c}=\mathbf{Q}_{n c}^{\mathrm{T}} \delta \mathbf{q} \tag{3.92}
\end{equation*}
$$

where $\mathbf{Q}_{n c}$ is the vector of nonconservative generalized forces. Using the techniques of calculus of variations, one can show that

$$
\begin{equation*}
\delta \int_{t_{1}}^{t_{2}} L d t=\int_{t_{1}}^{t_{2}}\left[-\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\mathbf{q}}}\right)+\frac{\partial L}{\partial \mathbf{q}}\right] \delta \mathbf{q} d t \tag{3.93}
\end{equation*}
$$

which upon using Eq. 91 leads to

$$
\int_{t_{1}}^{t_{2}}\left[\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\mathbf{q}}}\right)-\frac{\partial L}{\partial \mathbf{q}}\right] \delta \mathbf{q} d t-\int_{t_{1}}^{t_{2}} \mathbf{Q}_{n c}^{\mathrm{T}} \delta \mathbf{q} d t=0
$$

or

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}}\left[\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\mathbf{q}}}\right)-\frac{\partial L}{\partial \mathbf{q}}-\mathbf{Q}_{n c}^{\mathrm{T}}\right] \delta \mathbf{q} d t=0 \tag{3.94}
\end{equation*}
$$

If $\delta q_{j}, j=1,2, \ldots, n$, are linearly independent, Eq. 94 yields the system matrix equations of motion as

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\mathbf{q}}}\right)-\frac{\partial L}{\partial \mathbf{q}}-\mathbf{Q}_{n c}^{\mathrm{T}}=\mathbf{0}^{\mathrm{T}} \tag{3.95}
\end{equation*}
$$

In case $\delta q_{j}, j=1,2, \ldots, n$, are not linearly independent, one may use Lagrange multipliers and write the following mixed sets of differential and algebraic equations

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\mathbf{q}}}\right)-\frac{\partial L}{\partial \mathbf{q}}+\lambda^{\mathrm{T}} \mathbf{C}_{\mathbf{q}}=\mathbf{Q}_{n c}^{\mathrm{T}}  \tag{3.96}\\
& \mathbf{C}(\mathbf{q}, t)=\mathbf{0} \tag{3.97}
\end{align*}
$$

where $\boldsymbol{\lambda}$ is the vector of Lagrange multipliers, $\mathbf{C}$ is the vector of constraint functions, and $\mathbf{C}_{\mathbf{q}}$ is the constraint Jacobian matrix.

Hamilton's principle (Eq. 91) can be also stated differently as

$$
\begin{equation*}
\delta \int_{t_{1}}^{t_{2}} T d t+\int_{t_{1}}^{t_{2}} \delta W d t=0 \tag{3.98}
\end{equation*}
$$

where in this case

$$
\delta W=\delta W_{c}+\delta W_{n c}
$$

is the virtual work done by all forces acting on the system and $\delta W_{c}$ is the virtual work done by the conservative forces. In this case one may write $\delta W$ as

$$
\begin{equation*}
\delta W=\mathbf{Q}^{\mathrm{T}} \delta \mathbf{q} \tag{3.99}
\end{equation*}
$$

where $\mathbf{Q}$ is the vector of generalized forces of both conservative and nonconservative forces.

Conservative Forces In Eq. 98 it is important to note that

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \delta W d t=\delta \int_{t_{1}}^{t_{2}} W d t \tag{3.100}
\end{equation*}
$$

holds only when all the system forces are conservative, that is, when there exists a potential function $V$ such that all the forces can be derived from this function. In this special case, the generalized force $Q_{j}$ associated with the $j$ th coordinate is determined by

$$
\begin{equation*}
Q_{j}=-\frac{\partial V}{\partial q_{j}} \tag{3.101}
\end{equation*}
$$

Since

$$
\frac{\partial V}{\partial q_{i} \partial q_{j}}=\frac{\partial V}{\partial q_{j} \partial q_{i}}
$$

one can then write

$$
\begin{equation*}
\frac{\partial Q_{j}}{\partial q_{i}}=\frac{\partial Q_{i}}{\partial q_{j}} \tag{3.102}
\end{equation*}
$$

which is equivalent to saying that $V$ is an exact differential. In this case, one can write the virtual work $\delta W$ as

$$
\delta W=Q_{1} \delta q_{1}+Q_{2} \delta q_{2}+\cdots+Q_{n} \delta q_{n}=\sum_{j} Q_{j} \delta q_{j}
$$

Using Eq. $101, \delta W$ can be written as

$$
\delta W=-\sum_{j} \frac{\partial V}{\partial q_{j}} \delta q_{j}=-\delta V
$$

where in this special case of conservative forces, the virtual work is equal to the
negative of the variation of the potential energy. Nonconservative forces, however, cannot be derived from a potential function, and hence the virtual work is not equal to the variation of a certain function.

Example 3.10 Figure 20 shows a mass-spring-damper system. The stiffness coefficient is $k$ and the damping coefficient is $c$. The kinetic energy of the system is

$$
T=\frac{1}{2} m(\dot{x})^{2}
$$

The potential energy $V$ is

$$
V=\frac{1}{2} k(x)^{2}
$$

The virtual work of the nonconservative damping and external forces is

$$
\delta W_{n c}=-c \dot{x} \delta x+F(t) \delta x
$$

To use Eq. 91, we define the Lagrangian $L$ as

$$
L=T-V=\frac{1}{2} m(\dot{x})^{2}-\frac{1}{2} k(x)^{2}
$$

Substituting into Eq. 90 yields

$$
\delta \int_{t_{1}}^{t_{2}}\left(\frac{1}{2} m(\dot{x})^{2}-\frac{1}{2} k(x)^{2}\right) d t+\int_{t_{1}}^{t_{2}}[-c \dot{x} \delta x+F(t) \delta x] d t=0
$$

We first follow the formal procedure of the calculus of variations and later use another method to confirm our results. By taking the variation of the preceding equation, one gets

$$
\int_{t_{1}}^{t_{2}}(m \dot{x} \delta \dot{x}-k x \delta x) d t+\int_{t_{1}}^{t_{2}}[-c \dot{x}+F(t)] \delta x d t=0
$$

By integrating by parts the first integral, one obtains

$$
\int_{t_{1}}^{t_{2}} m \dot{x} \delta \dot{x} d t=\left.m \dot{x} \delta x\right|_{t_{1}} ^{t_{2}}-\int_{t_{1}}^{t_{2}} m \ddot{x} \delta x d t
$$

where

$$
\left.m \dot{x} \delta x\right|_{t_{1}} ^{t_{2}}=0
$$
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since the displacement is specified at the endpoints. Therefore, the equation of motion can be written as

$$
\int_{t_{1}}^{t_{2}}(-m \ddot{x}-k x) \delta x d t+\int_{t_{1}}^{t_{2}}[-c \dot{x}+F(t)] \delta x d t=0
$$

or

$$
\int_{t_{1}}^{t_{2}}[-m \ddot{x}-k x-c \dot{x}+F(t)] \delta x d t=0
$$

Since $\delta x$ is an independent coordinate, we get the familiar equation of motion of this simple oscillatory system as

$$
m \ddot{x}+c \dot{x}+k x=F(t)
$$

This equation could have been derived directly by using Lagrange's equation. Note that

$$
\frac{d}{d t}\left(\frac{\partial T}{\partial \dot{x}}\right)=m \ddot{x}, \quad \frac{\partial T}{\partial x}=0
$$

The virtual work of all forces acting on the system can be written as

$$
\delta W=-k x \delta x-c \dot{x} \delta x+F(t) \delta x=Q \delta x
$$

where $Q$ is given by

$$
Q=-k x-c \dot{x}+F(t)
$$

By using Lagrange's equation for this system, one gets

$$
m \ddot{x}=-k x-c \dot{x}+F(t)
$$

which is the same equation of motion derived earlier.

Example 3.11 Figure 21 shows a hoop rolling without slipping down an inclined plane that makes an angle $\phi$ with the horizontal. This is a simple holonomic system (Goldstein 1950). For demonstration purposes, however, we treat it using the Lagrange multiplier technique. We select $x$ and $\theta$ to be our generalized coordinates. These coordinates are related by the constraint equation

$$
d x=r d \theta, \quad \text { that is, } d x-r d \theta=0
$$

where $r$ is the radius of the hoop. From the elementary rigid body analysis, the
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kinetic energy is given by

$$
T=\frac{1}{2} m(\dot{x})^{2}+\frac{1}{2} I(\dot{\theta})^{2}
$$

where $m$ and $I$ are, respectively, the mass and the mass moment of inertia of the hoop. Since $I=m(r)^{2}$, the kinetic energy $T$ can be written as

$$
T=\frac{1}{2} m(\dot{x})^{2}+\frac{1}{2} m(r)^{2}(\dot{\theta})^{2}
$$

The potential energy of the hoop is

$$
V=m g(d-x) \sin \phi
$$

where $d$ is the length of the inclined plane and $g$ is the gravitational constant. One can now write the Lagrangian of the system as

$$
L=T-V=\frac{1}{2}\left(m(\dot{x})^{2}+m(r)^{2}(\dot{\theta})^{2}\right)-m g(d-x) \sin \phi
$$

Since we have two generalized coordinates, mainly $x$ and $\theta$, we can write the following two equations:

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{x}}\right)-\frac{\partial L}{\partial x}+C_{x} \lambda=0 \\
& \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{\theta}}\right)-\frac{\partial L}{\partial \theta}+C_{\theta} \lambda=0
\end{aligned}
$$

where $C_{x}$ and $C_{\theta}$ are the elements of the constraint Jacobian matrix

$$
\mathbf{C}_{\mathbf{q}}=\left[\begin{array}{ll}
C_{x} & C_{\theta}
\end{array}\right]
$$

in which

$$
C_{x}=1, \quad C_{\theta}=-r
$$

One can then verify that the two Lagrange's equations yield

$$
\begin{aligned}
& m \ddot{x}-m g \sin \phi+\lambda=0 \\
& m(r)^{2} \ddot{\theta}-\lambda r=0
\end{aligned}
$$

These two equations, along with the constraint equation

$$
\dot{x}-r \dot{\theta}=0
$$

represent the constrained system equations of motion that can be solved for the three unknowns, $x, \theta$, and $\lambda$. In order to solve for the accelerations and the Lagrange multiplier $\lambda$, we differentiate the constraint equation with respect to time to get

$$
\ddot{x}-r \ddot{\theta}=0
$$

This equation, along with the two equations resulting from Lagrange's equation, can be written in a matrix form as

$$
\left[\begin{array}{ccc}
m & 0 & 1 \\
0 & m(r)^{2} & -r \\
1 & -r & 0
\end{array}\right]\left[\begin{array}{l}
\ddot{\ddot{ }} \\
\ddot{\theta} \\
\lambda
\end{array}\right]=\left[\begin{array}{c}
m g \sin \phi \\
0 \\
0
\end{array}\right]
$$

which can be solved for $\ddot{x}, \ddot{\theta}$, and $\lambda$. One can then verify that

$$
\ddot{x}=\frac{1}{2} g \sin \phi, \quad \ddot{\theta}=\frac{g}{2 r} \sin \phi, \quad \lambda=\frac{1}{2} m g \sin \phi
$$

The forces of constraint can then be evaluated as

$$
\begin{aligned}
& R_{x}=C_{x} \lambda=\frac{1}{2} m g \sin \phi \\
& R_{\theta}=C_{\theta} \lambda=-\frac{1}{2} m g r \sin \phi
\end{aligned}
$$

The acceleration $\ddot{x}$ and $\ddot{\theta}$ can be integrated to evaluate the velocities at any distance $b$ along the inclined plane. Since

$$
\ddot{x}=\dot{x} \frac{d \dot{x}}{d x}
$$

one may verify that

$$
\dot{x}=\sqrt{g b \sin \phi}
$$

and

$$
\dot{\theta}=\frac{1}{r} \sqrt{g b \sin \phi}
$$

Thus far we have been concerned with the formulation of the system equations of motion of mechanical systems. No mention has been made of the solution of these equations except for some simple examples. In many applications, closed-form solution is impossible. The resulting system of $n$ second-order differential equations associated with $n$ generalized coordinates is, in general, highly nonlinear. This system of equations can be solved numerically by using direct numerical integration methods, provided the initial values for the generalized coordinates and velocities are defined. When multibody systems are considered, the Lagrangian formulation presented in this chapter leads to a mixed set of nonlinear differential and algebraic constraint equations that have to be solved simultaneously for the state of the system. There are some numerical procedures for solving such systems; one of these is the procedure originated by Wehage (1980). In this solution procedure, a set of independent coordinates are identified and integrated forward in time using a direct numerical integration routine. Dependent coordinates are then determined by using the nonlinear kinematic constraint equations. This solution procedure can be used to solve for both holonomic and nonholonomic systems. We shall defer a detailed discussion of Wehage's algorithm until the dynamic formulation of flexible multibody systems is presented in Chapter 5.

### 3.8 EQUATIONS OF MOTION OF RIGID BODY SYSTEMS

In this section, the dynamic equations of motion of multibody systems consisting of interconnected rigid bodies are derived. To determine the configuration or state of
the multibody system, it is first necessary to define generalized coordinates that specify the location of each point of any body in the multibody system.

Kinematic Equations For a body $i$, we have previously shown that the set of coordinates $\mathbf{R}^{i}$ and $\boldsymbol{\theta}^{i}$ that, respectively, represent the translation of the origin of the body reference and the orientation of this reference with respect to the inertial frame can be selected as the generalized coordinates of the body. The global position of an arbitrary point $P^{i}$ on body $i$ can be defined in terms of these generalized coordinates as

$$
\begin{equation*}
\mathbf{r}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i} \tag{3.103}
\end{equation*}
$$

where $\mathbf{R}^{i}$ is the location of the origin of the body axes relative to the inertial frame, $\mathbf{A}^{i}$ is the transformation matrix from the $i$ th body coordinates to the inertial frame, and $\overline{\mathbf{u}}^{i}$ is the location of point $P^{i}$ with respect to the body coordinate system. In the planar analysis the vectors $\mathbf{R}^{i}$ and $\overline{\mathbf{u}}^{i}$ are the following vectors:

$$
\begin{aligned}
& \mathbf{R}^{i}=\left[\begin{array}{lll}
R_{1}^{i} & R_{2}^{i} & 0
\end{array}\right]^{\mathrm{T}} \\
& \overline{\mathbf{u}}^{i}=\left[\begin{array}{lll}
\bar{u}_{1}^{i} & \bar{u}_{2}^{i} & 0
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{lll}
x_{1}^{i} & x_{2}^{i} & 0
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

The transformation matrix $\mathbf{A}^{i}$ in terms of the rotation angle $\theta^{i}$ about the $\mathbf{X}_{3}$ axis is given by

$$
\mathbf{A}^{i}=\left[\begin{array}{ccc}
\cos \theta^{i} & -\sin \theta^{i} & 0 \\
\sin \theta^{i} & \cos \theta^{i} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

In the spatial analysis $\mathbf{R}^{i}$ and $\overline{\mathbf{u}}^{i}$ are the three-dimensional vectors given by

$$
\begin{aligned}
& \mathbf{R}^{i}=\left[\begin{array}{lll}
R_{1}^{i} & R_{2}^{i} & R_{3}^{i}
\end{array}\right]^{\mathrm{T}} \\
& \overline{\mathbf{u}}^{i}=\left[\begin{array}{lll}
\bar{u}_{1}^{i} & \bar{u}_{2}^{i} & \bar{u}_{3}^{i}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{lll}
x_{1}^{i} & x_{2}^{i} & x_{3}^{i}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

In this case, the transformation matrix $\mathbf{A}^{i}$ can be formulated in terms of Euler parameters, Rodriguez parameters, or Euler angles. These different forms of the transformation matrix are derived in the preceding chapter, and we reproduce them in this section for convenience. In terms of the four Euler parameters $\theta_{0}^{i}, \theta_{1}^{i}, \theta_{2}^{i}$, and $\theta_{3}^{i}$, the transformation matrix is given by

$$
\mathbf{A}^{i}=\left[\begin{array}{ccc}
1-2\left(\theta_{2}\right)^{2}-2\left(\theta_{3}\right)^{2} & 2\left(\theta_{1} \theta_{2}-\theta_{0} \theta_{3}\right) & 2\left(\theta_{1} \theta_{3}+\theta_{0} \theta_{2}\right) \\
2\left(\theta_{1} \theta_{2}+\theta_{0} \theta_{3}\right) & 1-2\left(\theta_{1}\right)^{2}-2\left(\theta_{3}\right)^{2} & 2\left(\theta_{2} \theta_{3}-\theta_{0} \theta_{1}\right) \\
2\left(\theta_{1} \theta_{3}-\theta_{0} \theta_{2}\right) & 2\left(\theta_{2} \theta_{3}+\theta_{0} \theta_{1}\right) & 1-2\left(\theta_{1}\right)^{2}-2\left(\theta_{2}\right)^{2}
\end{array}\right]^{i}
$$

where the four Euler parameters are related by

$$
\sum_{k=0}^{3}\left(\theta_{k}^{i}\right)^{2}=1
$$

In terms of the three Rodriguez parameters $\gamma_{1}^{i}, \gamma_{2}^{i}$, and $\gamma_{3}^{i}$, the transformation matrix $\mathbf{A}^{i}$ is given by

$$
\begin{aligned}
\mathbf{A}^{i} & =\frac{1}{1+(\gamma)^{2}} \\
& \times\left[\begin{array}{ccc}
1+\left(\gamma_{1}\right)^{2}-\left(\gamma_{2}\right)^{2}-\left(\gamma_{3}\right)^{2} & 2\left(\gamma_{1} \gamma_{2}-\gamma_{3}\right) & 2\left(\gamma_{1} \gamma_{3}+\gamma_{2}\right) \\
2\left(\gamma_{1} \gamma_{2}+\gamma_{3}\right) & 1-\left(\gamma_{1}\right)^{2}+\left(\gamma_{2}\right)^{2}-\left(\gamma_{3}\right)^{2} & 2\left(\gamma_{2} \gamma_{3}-\gamma_{1}\right) \\
2\left(\gamma_{1} \gamma_{3}-\gamma_{2}\right) & 2\left(\gamma_{2} \gamma_{3}+\gamma_{1}\right) & 1-\left(\gamma_{1}\right)^{2}-\left(\gamma_{2}\right)^{2}+\left(\gamma_{3}\right)^{2}
\end{array}\right]^{i}
\end{aligned}
$$

where

$$
(\gamma)^{2}=\sum_{k=1}^{3}\left(\gamma_{k}^{i}\right)^{2}
$$

In terms of the three Euler angles $\phi^{i}, \theta^{i}$, and $\psi^{i}$ about $\mathbf{X}_{3}^{i}, \mathbf{X}_{1}^{i}$, and $\mathbf{X}_{3}^{i}$, respectively, the matrix $\mathbf{A}^{i}$ is given by

$$
\begin{aligned}
& \mathbf{A}^{i}= \\
& {\left[\begin{array}{ccc}
\cos \psi \cos \phi-\cos \theta \sin \phi \sin \psi & -\sin \psi \cos \phi-\cos \theta \sin \phi \cos \psi & \sin \theta \sin \phi \\
\cos \psi \sin \phi+\cos \theta \cos \phi \sin \psi & -\sin \psi \sin \phi+\cos \theta \cos \phi \cos \psi & -\sin \theta \cos \phi \\
\sin \theta \sin \psi & \sin \theta \cos \psi & \cos \theta
\end{array}\right]^{i}}
\end{aligned}
$$

In order to have a unified development in this section and the chapters that follow, we henceforth denote the set of rotational coordinates of the $i$ th body reference as $\theta^{i}$, that is, in the case of Euler parameters

$$
\boldsymbol{\theta}^{i}=\left(\theta_{0}, \theta_{1}, \theta_{2}, \theta_{3}\right)^{i}
$$

In case of Rodriguez parameters, the set $\boldsymbol{\theta}^{i}$ is given by

$$
\theta^{i}=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)^{i}
$$

Similarly, when Euler angles are used

$$
\boldsymbol{\theta}^{i}=(\phi, \theta, \psi)^{i}
$$

Differentiating Eq. 103 with respect to time yields the velocity vector

$$
\begin{equation*}
\dot{\mathbf{r}}^{i}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i} \tag{3.104}
\end{equation*}
$$

where (') denotes differentiation with respect to time. We have previously shown that the vector $\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}$ can be written as

$$
\begin{equation*}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=\mathbf{A}^{i}\left(\overline{\boldsymbol{w}}^{i} \times \overline{\mathbf{u}}^{i}\right) \tag{3.105}
\end{equation*}
$$

where $\overline{\mathbf{w}}^{i}$ is the angular velocity vector defined with respect to the $i$ th body coordinate system. Recall that

$$
\overline{\boldsymbol{\omega}}^{i} \times \overline{\mathbf{u}}^{i}=\tilde{\mathbf{w}}^{i} \overline{\mathbf{u}}^{i}=-\tilde{\mathbf{u}}^{i} \overline{\boldsymbol{\omega}}^{i}
$$

where $\tilde{\mathbf{w}}^{i}$ and $\tilde{\mathbf{u}}^{i}$ are the skew symmetric matrices defined as

$$
\tilde{\tilde{\boldsymbol{\omega}}}^{i}=\left[\begin{array}{ccc}
0 & -\bar{\omega}_{3}^{i} & \bar{\omega}_{2}^{i}  \tag{3.106}\\
\bar{\omega}_{3}^{i} & 0 & -\bar{\omega}_{1}^{i} \\
-\bar{\omega}_{2}^{i} & \bar{\omega}_{1}^{i} & 0
\end{array}\right], \quad \tilde{\mathbf{u}}^{i}=\left[\begin{array}{ccc}
0 & -x_{3}^{i} & x_{2}^{i} \\
x_{3}^{i} & 0 & -x_{1}^{i} \\
-x_{2}^{i} & x_{1}^{i} & 0
\end{array}\right]
$$

in which $\bar{\omega}_{1}^{i}, \bar{\omega}_{2}^{i}, \bar{\omega}_{3}^{i}$ and $x_{1}^{i}, x_{2}^{i}, x_{3}^{i}$ are, respectively, the components of the vectors $\overline{\boldsymbol{\omega}}^{i}$ and $\overline{\mathbf{u}}^{i}$. One can then write Eq. 105 as

$$
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\boldsymbol{w}}^{i}
$$

Substituting this equation into Eq. 104 yields

$$
\begin{equation*}
\dot{\mathbf{r}}^{i}=\dot{\mathbf{R}}^{i}-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\boldsymbol{w}}^{i} \tag{3.107}
\end{equation*}
$$

In the preceding chapter, it was shown that, in general, the angular velocity vector $\overline{\boldsymbol{\omega}}^{i}$ can be written in terms of the time derivative of the rotational coordinates of the body reference as

$$
\begin{equation*}
\overline{\boldsymbol{\omega}}^{i}=\overline{\mathbf{G}}^{i} \dot{\boldsymbol{\theta}}^{i} \tag{3.108}
\end{equation*}
$$

where $\overline{\mathbf{G}}^{i}$ is a matrix that depends on the selected rotational coordinates of body $i$. The dimension of the matrix $\overline{\mathbf{G}}^{i}$ depends on whether two-dimensional or three-dimensional analysis is considered. It also depends on the selected rotational coordinates in the case of spatial analysis. For instance, in the planar analysis, the matrix $\overline{\mathbf{G}}^{i}$ reduces to a unit vector, that is

$$
\overline{\boldsymbol{\omega}}^{i}=\dot{\theta}^{i}\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{\mathrm{T}}
$$

When Euler parameters are used to describe the orientation of the body in space, the matrix $\overline{\mathbf{G}}^{i}$ is a $3 \times 4$ matrix given by (see Chapter 2)

$$
\overline{\mathbf{G}}^{i}=2\left[\begin{array}{cccc}
-\theta_{1}^{i} & \theta_{0}^{i} & \theta_{3}^{i} & -\theta_{2}^{i}  \tag{3.109}\\
-\theta_{2}^{i} & -\theta_{3}^{i} & \theta_{0}^{i} & \theta_{1}^{i} \\
-\theta_{3}^{i} & \theta_{2}^{i} & -\theta_{1}^{i} & \theta_{0}^{i}
\end{array}\right]
$$

When the three Rodriguez parameters $\gamma_{1}^{i}, \gamma_{2}^{i}$, and $\gamma_{3}^{i}$ are used, $\overline{\mathbf{G}}^{i}$ is a $3 \times 3$ matrix given by

$$
\overline{\mathbf{G}}^{i}=\frac{2}{1+(\gamma)^{2}}\left[\begin{array}{ccc}
1 & \gamma_{3}^{i} & -\gamma_{2}^{i}  \tag{3.110}\\
-\gamma_{3}^{i} & 1 & \gamma_{1}^{i} \\
\gamma_{2}^{i} & -\gamma_{1}^{i} & 1
\end{array}\right]
$$

Similarly, when the three Euler angles $\phi^{i}, \theta^{i}$, and $\psi^{i}$ are used, the matrix $\overline{\mathbf{G}}^{i}$ is a $3 \times 3$ matrix defined as

$$
\overline{\mathbf{G}}^{i}=\left[\begin{array}{ccc}
\sin \theta^{i} \sin \psi^{i} & \cos \psi^{i} & 0  \tag{3.111}\\
\sin \theta^{i} \cos \psi^{i} & -\sin \psi^{i} & 0 \\
\cos \theta^{i} & 0 & 1
\end{array}\right]
$$

Therefore, there is no loss of generality, by using Eq. 108.

Mass Matrix of the Rigid Bodies Substituting Eq. 108 into Eq. 107, one obtains

$$
\dot{\mathbf{r}}^{i}=\dot{\mathbf{R}}^{i}-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} \dot{\theta}^{i}
$$

which can be written in a partitioned form as

$$
\dot{\mathbf{r}}^{i}=\left[\begin{array}{ll}
\mathbf{I} & \left.-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i}\right]
\end{array}\right]\left[\begin{array}{l}
\dot{\mathbf{R}}^{i}  \tag{3.112}\\
\dot{\theta}^{i}
\end{array}\right]
$$

where $\mathbf{I}$ is the $3 \times 3$ identity matrix.
The kinetic energy of the rigid body $i$ can be written as

$$
\begin{equation*}
T^{i}=\frac{1}{2} \int_{V^{i}} \rho^{i} \dot{\mathbf{r}}^{\mathrm{T}} \dot{\mathbf{r}}^{i} d V^{i} \tag{3.113}
\end{equation*}
$$

where $\rho^{i}$ and $V^{i}$ are, respectively, the mass density and the volume of body $i$. Substituting Eq. 112 into Eq. 113 yields

$$
\left.T^{i}=\frac{1}{2} \int_{V^{i}} \rho^{i}\left[\begin{array}{ll}
\dot{\mathbf{R}}^{i} & \left.\dot{\boldsymbol{\theta}}^{\dot{\theta}^{\mathrm{T}}}\right]
\end{array}\right]\left[\begin{array}{c}
\mathbf{I} \\
-\overline{\mathbf{G}}^{i} \tilde{\mathbf{u}}^{\mathrm{T}}
\end{array} \mathbf{A}^{i^{\mathrm{T}}}\right]\left[\begin{array}{ll}
\mathbf{I} & \left.-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i}\right]
\end{array}\right] \begin{array}{c}
\dot{\mathbf{R}}^{i} \\
\dot{\boldsymbol{\theta}}^{i}
\end{array}\right] d V^{i}
$$

Carrying out the matrix multiplication and utilizing the orthogonality of the transformation matrix, we can write the kinetic energy $T^{i}$ of body $i$ as

$$
\left.T^{i}=\frac{1}{2}\left[\begin{array}{ll}
\dot{\mathbf{R}}^{i \mathrm{~T}} & \left.\dot{\boldsymbol{\theta}}^{i \mathrm{~T}}\right]
\end{array}\right] \int_{V^{i}} \rho^{i}\left[\begin{array}{cc}
\mathbf{I} & -\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} \\
\text { symmetric } & \overline{\mathbf{G}}^{i} \tilde{\mathbf{u}}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i}
\end{array}\right] d V^{i}\right\}\left[\begin{array}{c}
\dot{\mathbf{R}}^{i} \\
\dot{\boldsymbol{\theta}}^{i}
\end{array}\right]
$$

which can be written as

$$
\begin{equation*}
T^{i}=\frac{1}{2} \dot{\mathbf{q}}_{r}^{\mathrm{T}} \mathbf{M}^{i} \dot{\mathbf{q}}_{r}^{i} \tag{3.114}
\end{equation*}
$$

where $\mathbf{q}_{r}^{i}=\left[\mathbf{R}^{i \mathrm{~T}} \boldsymbol{\theta}^{i \mathrm{~T}}\right]^{\mathrm{T}}$ is the vector of generalized coordinates of body $i$ and $\mathbf{M}^{i}$ is the mass matrix of the rigid body defined as

$$
\mathbf{M}^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{cc}
\mathbf{I} & -\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i}  \tag{3.115}\\
\text { symmetric } & \overline{\mathbf{G}}^{i} \tilde{\mathbf{u}}^{T} \tilde{\mathbf{u}}^{\mathrm{T}} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i}
\end{array}\right] d V^{i}
$$

which can be written in a simplified form as

$$
\mathbf{M}^{i}=\left[\begin{array}{cc}
\mathbf{m}_{R R}^{i} & \mathbf{m}_{R \theta}^{i}  \tag{3.116}\\
\text { symmetric } & \mathbf{m}_{\theta \theta}^{i}
\end{array}\right]
$$

where

$$
\begin{align*}
& \mathbf{m}_{R R}^{i}=\int_{V^{i}} \rho^{i} \mathbf{I} d V^{i}  \tag{3.117}\\
& \mathbf{m}_{R \theta}^{i}=-\int_{V^{i}} \rho^{i} \mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} d V^{i}  \tag{3.118}\\
& \mathbf{m}_{\theta \theta}^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{G}}^{i} \tilde{\overline{\mathbf{u}}}^{\mathrm{T}} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} d V^{i} \tag{3.119}
\end{align*}
$$

One can verify that the matrix $\mathbf{m}_{R R}^{i}$ of Eq. 117 can be written as

$$
\mathbf{m}_{R R}^{i}=\int_{V^{i}} \rho^{i} \mathbf{I} d V^{i}=\left[\begin{array}{ccc}
m^{i} & 0 & 0  \tag{3.120}\\
0 & m^{i} & 0 \\
0 & 0 & m^{i}
\end{array}\right]
$$

where $m^{i}$ is the total mass of the body. Thus, the matrix $\mathbf{m}_{R R}^{i}$ associated with the translation of the body reference is a constant diagonal matrix.

The matrix $\mathbf{m}_{R \theta}^{i}$, which represents the inertia coupling between the translation and rotation of the body reference, can be written as

$$
\mathbf{m}_{R \theta}^{i}=-\int_{V^{i}} \rho^{i} \mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} d V^{i}=-\mathbf{A}^{i}\left[\int_{V^{i}} \rho^{i} \tilde{\mathbf{u}}^{i} d V^{i}\right] \overline{\mathbf{G}}^{i}
$$

since $\mathbf{A}^{i}$ and $\overline{\mathbf{G}}^{i}$ are not space-dependent. One may write the matrix $\mathbf{m}_{R \theta}^{i}$ in an abbreviated form as

$$
\begin{equation*}
\mathbf{m}_{R \theta}^{i}=-\mathbf{A}^{i} \tilde{\mathbf{U}}^{i} \overline{\mathbf{G}}^{i} \tag{3.121}
\end{equation*}
$$

where the skew symmetric matrix $\tilde{\mathbf{U}}^{i}$ is given by

$$
\tilde{\mathbf{U}}^{i}=\int_{V^{i}} \rho^{i} \tilde{\mathbf{u}}^{i} d V^{i}
$$

From the definition of the skew symmetric matrix $\tilde{\mathbf{u}}^{i}$ of Eq. 106, one concludes that if the origin of the body axes is attached to the center of mass of the body, then the matrix $\tilde{\mathbf{U}}^{i}$ is the null matrix; this is because

$$
\int_{V^{i}} \rho^{i} \bar{u}_{k}^{i} d V^{i}=\int_{V^{i}} \rho^{i} x_{k}^{i} d V^{i}=0, \quad k=1,2,3
$$

in this special case. In this case, the translation and rotation of the body reference are decoupled. This is not, however, the case when the origin of the body reference is attached to a point different from the body center of mass.

We may also write the matrix $\mathbf{m}_{\theta \theta}^{i}$ associated with the rotational coordinates of the body reference as

$$
\begin{align*}
\mathbf{m}_{\theta \theta}^{i} & =\int_{V^{i}} \rho^{i} \overline{\mathbf{G}}^{i} \tilde{\mathrm{~T}}^{i} \tilde{\mathbf{u}}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} d V^{i}=\overline{\mathbf{G}}^{i \mathrm{~T}} \int_{V^{i}} \rho^{i} \tilde{\mathbf{u}}^{T} \tilde{\tilde{\mathbf{u}}}^{i} d V^{i} \overline{\mathbf{G}}^{i} \\
& =\overline{\mathbf{G}}^{i} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{G}}^{i} \tag{3.122}
\end{align*}
$$

where $\overline{\mathbf{I}}_{\theta \theta}^{i}$, called the inertia tensor of the rigid body $i$, is defined as

$$
\begin{equation*}
\overline{\mathbf{I}}_{\theta \theta}^{i}=\int_{V^{i}} \rho^{i} \tilde{\mathbf{u}}^{i} \tilde{\mathbf{u}}^{i} d V^{i} \tag{3.123}
\end{equation*}
$$

Substituting the matrix $\tilde{\mathbf{u}}^{i}$ from Eq. 106 into Eq. 123, we obtain

$$
\overline{\mathbf{I}}_{\theta \theta}^{i}=\left[\begin{array}{ccc}
i_{11} & i_{12} & i_{13}  \tag{3.124}\\
& i_{22} & i_{23} \\
\text { symmetric } & & i_{33}
\end{array}\right]^{i}
$$

where

$$
\begin{aligned}
& i_{11}=\int_{V^{i}} \rho^{i}\left[\left(x_{2}^{i}\right)^{2}+\left(x_{3}^{i}\right)^{2}\right] d V^{i}, \quad i_{22}=\int_{V^{i}} \rho^{i}\left[\left(x_{1}^{i}\right)^{2}+\left(x_{3}^{i}\right)^{2}\right] d V^{i} \\
& i_{33}=\int_{V^{i}} \rho^{i}\left[\left(x_{1}^{i}\right)^{2}+\left(x_{2}^{i}\right)^{2}\right] d V^{i}, \quad i_{12}=-\int_{V^{i}} \rho^{i} x_{1}^{i} x_{2}^{i} d V^{i} \\
& i_{13}=-\int_{V^{i}} \rho^{i} x_{1}^{i} x_{3}^{i} d V^{i}, \quad i_{23}=-\int_{V^{i}} \rho^{i} x_{2}^{i} x_{3}^{i} d V^{i}
\end{aligned}
$$

The elements $i_{i j}$ are called the mass moments of inertia, and the elements $i_{i j}$, for $i \neq j$, are called the products of inertia. In the case of rigid bodies, these elements are constant. In deformable body systems, however, these elements are time-dependent since they are explicit functions of the elastic generalized coordinates of the body.

According to the partitioning of generalized coordinates of the rigid body $i$, the kinetic energy of the body can be written as

$$
\begin{equation*}
T^{i}=T_{R R}^{i}+T_{R \theta}^{i}+T_{\theta \theta}^{i} \tag{3.125}
\end{equation*}
$$

where

$$
T_{R R}^{i}=\frac{1}{2} \dot{\mathbf{R}}^{i \mathrm{~T}} \mathbf{m}_{R R}^{i} \dot{\mathbf{R}}^{i}, \quad T_{R \theta}^{i}=\dot{\mathbf{R}}^{\dot{T}^{\mathrm{T}}} \mathbf{m}_{R \theta}^{i} \dot{\theta}^{i}, \quad T_{\theta \theta}^{i}=\frac{1}{2} \dot{\boldsymbol{\theta}}^{i \mathrm{~T}} \mathbf{m}_{\theta \theta}^{i} \dot{\boldsymbol{\theta}}^{i}
$$

with the understanding that $T_{R \theta}^{i}=0$ if the origin of the body reference is attached to the center of mass of the body. While $T_{R R}^{i}$ is called the translational kinetic energy, $T_{\theta \theta}^{i}$ is called the rotational kinetic energy. Using Eq. 108, we may write the rotational kinetic energy $T_{\theta \theta}^{i}$ in terms of the angular velocity vector and the inertia tensor as

$$
\begin{equation*}
T_{\theta \theta}^{i}=\frac{1}{2} \overline{\boldsymbol{\omega}}^{i \mathbf{T}^{i} \overline{\mathbf{I}}_{\theta \theta}^{i}} \overline{\boldsymbol{\omega}}^{i} \tag{3.126}
\end{equation*}
$$

Furthermore, since $\boldsymbol{\omega}^{i}=\mathbf{A}^{i} \overline{\boldsymbol{\omega}}^{i}$, that is $\overline{\boldsymbol{\omega}}^{i}=\mathbf{A}^{i^{\mathrm{T}}} \boldsymbol{\omega}^{i}$, Eq. 126 yields

$$
T_{\theta \theta}^{i}=\frac{1}{2} \boldsymbol{\omega}^{i \mathrm{~T}} \mathbf{A}^{i \overline{\bar{I}_{i}^{i}}}{ }_{\theta \theta} \mathbf{A}^{\mathrm{T}} \boldsymbol{\omega}^{i}=\frac{1}{2} \boldsymbol{\omega}^{i \mathrm{~T}} \mathbf{I}_{\theta \theta}^{i} \boldsymbol{\omega}^{i}
$$

where

$$
\mathbf{I}_{\theta \theta}^{i}=\mathbf{A}^{i} \overline{\mathbf{I}}_{\theta \theta}^{i} \mathbf{A}^{i \mathrm{~T}}
$$

Dynamic Equations It was shown that the form of the mass matrix of the rigid body can be simplified if the origin of the body reference is attached to the mass center of the body. Therefore, for simplicity and to eliminate the inertia coupling between the translation and the rotation of the body reference, the origin of the rigid body reference is often attached to the center of mass of the body. In this case, the mass matrix of the rigid body $i$ can be written as

$$
\mathbf{M}^{i}=\left[\begin{array}{cc}
\mathbf{m}_{R R}^{i} & \mathbf{0}  \tag{3.127}\\
\mathbf{0} & \mathbf{m}_{\theta \theta}^{i}
\end{array}\right]
$$

and the kinetic energy $T^{i}$ is

$$
\begin{align*}
T^{i} & =\frac{1}{2} \dot{\mathbf{R}}^{i} \mathbf{m}_{R R}^{i} \dot{\mathbf{R}}^{i}+\frac{1}{2} \dot{\boldsymbol{\theta}}^{\dot{i}^{\mathrm{T}}} \mathbf{m}_{\theta \theta}^{i} \dot{\boldsymbol{\theta}}^{i} \\
& =\frac{1}{2}\left[\begin{array}{ll}
\dot{\mathbf{R}}^{i^{\mathrm{T}}} & \dot{\boldsymbol{\theta}}^{i^{\mathrm{T}}}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{m}_{R R}^{i} & \mathbf{0} \\
\mathbf{0} & \mathbf{m}_{\theta \theta}^{i}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{R}}^{i} \\
\dot{\boldsymbol{\theta}}^{i}
\end{array}\right] \tag{3.128}
\end{align*}
$$

The virtual work of all externally applied forces acting on the body can be written as

$$
\begin{equation*}
\delta W^{i}=\mathbf{Q}_{e}^{i{ }^{\mathrm{T}}} \delta \mathbf{q}^{i} \tag{3.129}
\end{equation*}
$$

where $\mathbf{Q}_{e}^{i}$ is the vector of generalized forces and $\delta \mathbf{q}^{i}$ is the virtual change in the vector of generalized coordinates. The virtual work of Eq. 129 can be written in a partitioned form as

$$
\delta W^{i}=\left[\begin{array}{ll}
\left(\mathbf{Q}_{R}^{i}\right)_{e}^{\mathrm{T}} & \left(\mathbf{Q}_{\theta}^{i}\right)_{e}^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i}  \tag{3.130}\\
\delta \boldsymbol{\theta}^{i}
\end{array}\right]
$$

where $\left(\mathbf{Q}_{R}^{i}\right)_{e}$ and $\left(\mathbf{Q}_{\theta}^{i}\right)_{e}$ are the vectors of generalized forces associated, respectively, with the translation and rotation of the body reference.

Kinematic constraints between different components in the multibody system can be written in a vector form as

$$
\begin{equation*}
\mathbf{C}(\mathbf{q}, t)=\mathbf{0} \tag{3.131}
\end{equation*}
$$

where $\mathbf{C}$ is the vector of linearly independent constraint equations, $t$ is time, and $\mathbf{q}$ is the total vector of the multibody system generalized coordinates given by

$$
\mathbf{q}=\left[\begin{array}{llll}
\mathbf{q}_{r}^{1^{\mathrm{T}}} & \mathbf{q}_{r}^{2^{\mathrm{T}}} & \cdots & \mathbf{q}_{r}^{n_{t} \mathrm{~T}} \tag{3.132}
\end{array}\right]^{\mathrm{T}}
$$

in which $n_{b}$ is the total number of bodies in the multibody system. Having defined the kinetic energy, the virtual work, and the vector of nonlinear algebraic constraint equations that describe mechanical joints in the system as well as specified motion trajectories, we can write the system equations of motion of the rigid body $i$ in the multibody system using Lagrange's equation or Hamilton's principle as

$$
\begin{equation*}
\mathbf{M}^{i} \ddot{\mathbf{q}}_{r}^{i}+\mathbf{C}_{\mathbf{q}_{r}^{i}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}_{e}^{i}+\mathbf{Q}_{v}^{i} \tag{3.133}
\end{equation*}
$$

where $\mathbf{M}^{i}$ is the mass matrix, $\mathbf{C}_{\mathbf{q}^{i}}$ is the constraint Jacobian matrix, $\boldsymbol{\lambda}$ is the vector of Lagrange multipliers, $\mathbf{Q}_{e}^{i}$ is the vector of externally applied forces, and $\mathbf{Q}_{v}^{i}$ is a quadratic velocity vector that arises from differentiating the kinetic energy with respect to time and with respect to the generalized coordinates of body $i$. This quadratic velocity vector, as shown in Section 9, is given by

$$
\mathbf{Q}_{v}^{i}=-\dot{\mathbf{M}}^{i} \dot{\mathbf{q}}_{r}^{i}+\left(\frac{\partial T^{i}}{\partial \mathbf{q}_{r}^{i}}\right)^{\mathrm{T}}=\left[\begin{array}{ll}
\left(\mathbf{Q}_{R}^{i}\right)_{v}^{\mathrm{T}} & \left(\mathbf{Q}_{\theta}^{i}\right)_{v}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{ll}
\mathbf{0}^{\mathrm{T}} & -2 \overline{\boldsymbol{w}}^{i} \overline{\mathbf{I}}_{\theta \theta}^{i} \dot{\mathbf{G}}^{i} \tag{3.134}
\end{array}\right]^{\mathrm{T}}
$$

The differential equations of motion of the multibody system can then be written as

$$
\begin{equation*}
\mathbf{M}^{i} \ddot{\mathbf{q}}_{r}^{i}+\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}_{e}^{i}+\mathbf{Q}_{v}^{i}, \quad i=1,2, \ldots, n_{b} \tag{3.135}
\end{equation*}
$$

Equation 135 can be written in a matrix form as

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}_{e}+\mathbf{Q}_{v} \tag{3.136}
\end{equation*}
$$

where $\mathbf{q}$ is the total vector of the multibody system generalized coordinates defined by Eq. 132 and

$$
\begin{aligned}
& \mathbf{M}=\left[\begin{array}{cccc}
\mathbf{M}^{1} & & & \\
& \mathbf{M}^{2} & & \mathbf{0} \\
\mathbf{0} & & \ddots & \\
& & & \mathbf{M}^{n_{b}}
\end{array}\right] \\
& \mathbf{C}_{\mathbf{q}}^{\mathrm{T}}=\left[\begin{array}{c}
\mathbf{C}_{\mathbf{q}_{l}^{1}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{q}_{l}^{\mathrm{T}}}^{\mathrm{T}} \\
\vdots \\
\mathbf{C}_{\mathbf{q}^{n_{b}}}^{\mathrm{T}}
\end{array}\right], \quad \mathbf{Q}_{e}=\left[\begin{array}{c}
\mathbf{Q}_{e}^{1} \\
\mathbf{Q}_{e}^{2} \\
\vdots \\
\mathbf{Q}_{e}^{n_{b}}
\end{array}\right], \quad \mathbf{Q}_{v}=\left[\begin{array}{c}
\mathbf{Q}_{v}^{1} \\
\mathbf{Q}_{v}^{2} \\
\vdots \\
\mathbf{Q}_{v}^{n_{b}}
\end{array}\right]
\end{aligned}
$$

The differential equations of Eq. 136 and the vector of kinematic constraints of Eq. 131 represent the differential and algebraic equations of the constrained multibody system. These dynamic equations are, in general, nonlinear, and a closed-form solution of these equations is often difficult to obtain. A solution procedure for these dynamic equations is as follows. First, we differentiate Eq. 131 twice with respect to time to get

$$
\begin{align*}
& \mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}=-\mathbf{C}_{t}  \tag{3.137}\\
& \mathbf{C}_{\mathbf{q}} \ddot{\mathbf{q}}=-\mathbf{C}_{t t}-\left(\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}\right)_{\mathbf{q}} \dot{\mathbf{q}}-2 \mathbf{C}_{\mathbf{q} t} \dot{\mathbf{q}} \tag{3.138}
\end{align*}
$$

where $\mathbf{C}_{t}$ is the partial derivative of the constraint vector with respect to time. Let

$$
\mathbf{Q}_{c}=-\mathbf{C}_{t t}-\left(\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}\right)_{\mathbf{q}} \dot{\mathbf{q}}-2 \mathbf{C}_{\mathbf{q} \boldsymbol{q}} \dot{\mathbf{q}}
$$

that is,

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \ddot{\mathbf{q}}=\mathbf{Q}_{c} \tag{3.139}
\end{equation*}
$$

Equations 136 and 139 can then be combined in one matrix equation as

$$
\left[\begin{array}{cc}
\mathbf{M} & \mathbf{C}_{\mathbf{q}}^{\mathrm{T}}  \tag{3.140}\\
\mathbf{C}_{\mathbf{q}} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{q}} \\
\lambda
\end{array}\right]=\left[\begin{array}{c}
\mathbf{Q}_{e}+\mathbf{Q}_{v} \\
\mathbf{Q}_{c}
\end{array}\right]
$$

Equation 140 is a system of algebraic equations that can be solved for the acceleration vector $\ddot{\mathbf{q}}$ and the vector of Lagrange multipliers. Given a set of initial conditions, the acceleration vector can be integrated to obtain the velocities and the generalized coordinates (Shabana 2001).

### 3.9 NEWTON-EULER EQUATIONS

In this section, the development of the preceding sections will be used to develop Newton-Euler equations of motion for a rigid body in the multibody system. To this end, many of the identities developed in Chapter 2 will be used, in particular, the relationships between the angular velocity vector and the time derivative of the
orientational coordinates. Since many of these identities were developed in the case of Euler parameters, for convenience and without any loss of generality, we will refer to Euler parameters when we speak about the orientational coordinates. NewtonEuler equations, however, will be presented in a general form in terms of the angular velocity and angular acceleration vectors.

Summary of the Dynamic Equations In the preceding section it was shown that the kinetic energy of the rigid body $i$ in the multibody system can be written as

$$
\begin{equation*}
T^{i}=\frac{1}{2} \dot{\mathbf{q}}_{r}^{\mathrm{T}} \mathbf{M}^{i} \dot{\mathbf{q}}_{r}^{i} \tag{3.141}
\end{equation*}
$$

where the mass matrix $\mathbf{M}^{i}$ is given by

$$
\mathbf{M}^{i}=\left[\begin{array}{cc}
\mathbf{m}_{R R}^{i} & \mathbf{m}_{R \theta}^{i}  \tag{3.142}\\
\text { symmetric } & \mathbf{m}_{\theta \theta}^{i}
\end{array}\right]
$$

The submatrices $\mathbf{m}_{R R}^{i}, \mathbf{m}_{R \theta}^{i}$, and $\mathbf{m}_{\theta \theta}^{i}$ were defined in the preceding section.
It was also pointed out that in the special case in which the origin of the coordinate system of the rigid body is rigidly attached to the center of mass, the submatrix $\mathbf{m}_{R \theta}^{i}$ is the null matrix and the body $i$ mass matrix reduces to

$$
\mathbf{M}^{i}=\left[\begin{array}{cc}
\mathbf{m}_{R R}^{i} & \mathbf{0}  \tag{3.143}\\
\mathbf{0} & \mathbf{m}_{\theta \theta}^{i}
\end{array}\right]
$$

where $\mathbf{m}_{R R}^{i}$ is defined by Eq. 120 and $\mathbf{m}_{\theta \theta}^{i}$ is defined by Eq. 122. The kinetic energy $T^{i}$ of the rigid body can be written in this case as

$$
\begin{equation*}
T^{i}=\frac{1}{2} \dot{\mathbf{q}}_{r}^{i \mathrm{~T}} \mathbf{M}^{i} \dot{\mathbf{q}}_{r}^{i}=\frac{1}{2} \dot{\mathbf{R}}^{i \mathrm{~T}} \mathbf{m}_{R R}^{i} \dot{\mathbf{R}}^{i}+\frac{1}{2} \dot{\boldsymbol{\theta}}^{i \mathrm{~T}} \mathbf{m}_{\theta \theta}^{i} \dot{\theta}^{i} \tag{3.144}
\end{equation*}
$$

If the joint reaction forces are treated as externally applied forces, Lagrange's equation of motion can be written as

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T^{i}}{\partial \dot{\mathbf{q}}_{r}^{i}}\right)-\frac{\partial T^{i}}{\partial \mathbf{q}_{r}^{i}}=\overline{\mathbf{Q}}^{i \mathrm{~T}} \tag{3.145}
\end{equation*}
$$

where $\overline{\mathbf{Q}}^{i}$ is defined as

$$
\begin{equation*}
\overline{\mathbf{Q}}^{i}=\mathbf{Q}_{e}^{i}+\mathbf{F}_{c}^{i} \tag{3.146}
\end{equation*}
$$

in which $\mathbf{Q}_{e}^{i}$ is the generalized external force vector and $\mathbf{F}_{c}^{i}$ is the vector of generalized joint reaction forces.

Quadratic Velocity Vector Equation 144 yields

$$
\begin{align*}
& \frac{\partial T^{i}}{\partial \dot{\mathbf{q}}_{r}^{i}}=\left[\begin{array}{ll}
\dot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R R}^{i} & \dot{\boldsymbol{\theta}}^{i \mathrm{~T}} \mathbf{m}_{\theta \theta}^{i}
\end{array}\right]  \tag{3.147}\\
& \frac{d}{d t}\left(\frac{\partial T^{i}}{\partial \dot{\mathbf{q}}_{r}^{i}}\right)=\left[\begin{array}{ll}
\ddot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R R}^{i} & \left(\ddot{\theta}^{i \mathrm{~T}} \mathbf{m}_{\theta \theta}^{i}+\dot{\boldsymbol{\theta}}^{i^{\mathrm{T}}} \dot{\mathbf{m}}_{\theta \theta}^{i}\right)
\end{array}\right] \tag{3.148}
\end{align*}
$$

where

$$
\begin{equation*}
\dot{\boldsymbol{\theta}}^{i \mathrm{~T}} \dot{\mathbf{m}}_{\theta \theta}^{i}=\dot{\boldsymbol{\theta}}^{i \mathrm{~T}} \dot{\mathbf{G}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{G}}^{i}+\dot{\boldsymbol{\theta}}^{i \mathrm{~T}} \overline{\mathbf{G}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \dot{\overline{\mathbf{G}}}^{i} \tag{3.149}
\end{equation*}
$$

It was shown in Chapter 2 that in the case of Euler parameters, one has

$$
\begin{equation*}
\dot{\overline{\mathbf{G}}}^{i} \dot{\boldsymbol{\theta}}^{i}=\mathbf{0} \quad \text { and } \quad \overline{\boldsymbol{\omega}}^{i}=\overline{\mathbf{G}}^{i} \dot{\boldsymbol{\theta}}^{i} \tag{3.150}
\end{equation*}
$$

where $\overline{\boldsymbol{\omega}}^{i}$ is the angular velocity vector defined in the body coordinate system and $\overline{\mathbf{G}}^{i}$ is the matrix that relates the angular velocity vector to the time derivatives of the orientation coordinates. Equation 149 can then be written as

$$
\begin{equation*}
\dot{\boldsymbol{\theta}}^{i^{\mathrm{T}}} \dot{\mathbf{m}}_{\theta \theta}^{i}=\overline{\boldsymbol{w}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \dot{\mathbf{G}}^{i} \tag{3.151}
\end{equation*}
$$

Substituting the above equation into Eq. 148, we get

$$
\frac{d}{d t}\left(\frac{\partial T^{i}}{\partial \dot{\mathbf{q}}_{r}^{i}}\right)=\left[\begin{array}{ll}
\ddot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R R}^{i} & \left(\ddot{\boldsymbol{\theta}}^{i^{\mathrm{T}}} \mathbf{m}_{\theta \theta}^{i}+\overline{\mathbf{w}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \dot{\overline{\mathbf{G}}}^{i}\right) \tag{3.152}
\end{array}\right]
$$

The derivative of the kinetic energy with respect to the generalized coordinates $\mathbf{q}_{r}^{i}$ is

$$
\frac{\partial T^{i}}{\partial \mathbf{q}_{r}^{i}}=\frac{1}{2} \frac{\partial}{\partial \mathbf{q}_{r}^{i}}\left[\dot{\boldsymbol{\theta}}^{i^{\mathrm{T}}} \mathbf{m}_{\theta \theta}^{i} \dot{\boldsymbol{\theta}}^{i}\right]=\left[\begin{array}{lll}
\mathbf{0}_{3}^{\mathrm{T}} & \frac{1}{2} \frac{\partial}{\partial \boldsymbol{\theta}^{i}}\left(\dot{\boldsymbol{\theta}}^{\dot{\mathrm{T}}^{\mathrm{T}}} \mathbf{m}_{\theta \theta}^{i} \dot{\boldsymbol{\theta}}^{i}\right) \tag{3.153}
\end{array}\right]
$$

where $\mathbf{0}_{3}$ is the three-dimensional null vector.
Using Eqs. 122 and 108, one has

$$
\begin{align*}
\frac{\partial T^{i}}{\partial \mathbf{q}_{r}^{i}} & =\left[\begin{array}{ll}
\mathbf{0}_{3}^{\mathrm{T}} & \frac{1}{2} \frac{\partial}{\partial \boldsymbol{\theta}^{i}}\left(\dot{\boldsymbol{\theta}}^{i^{\mathrm{T}}} \overline{\mathbf{G}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{G}}^{i} \dot{\boldsymbol{\theta}}^{i}\right)
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{0}_{3}^{\mathrm{T}} & \frac{1}{2} \frac{\partial}{\partial \boldsymbol{\theta}^{i}}\left(\boldsymbol{\theta}^{\left.\mathrm{T}^{\mathrm{T}} \dot{\overrightarrow{\mathbf{G}}}^{\mathrm{T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \dot{\mathbf{G}}^{i} \boldsymbol{\theta}^{i}\right)}\right] \\
& =\left[\begin{array}{lll}
\mathbf{0}_{3}^{\mathrm{T}} & \boldsymbol{\theta}^{i \mathrm{~T}} \dot{\mathbf{G}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \dot{\overline{\mathbf{G}}}^{i}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{0}_{3}^{\mathrm{T}} & -\overline{\mathbf{w}}^{\mathrm{T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \dot{\mathbf{G}}^{i}
\end{array}\right]
\end{array}\right]
\end{align*}
$$

Substituting Eqs. 152 and 154 into Lagrange's equation of Eq. 145, one obtains

$$
\left[\begin{array}{ll}
\ddot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R R}^{i} & \left(\ddot{\theta}^{i^{\mathrm{T}}} \mathbf{m}_{\theta \theta}^{i}+2 \overline{\mathbf{w}}^{i^{\mathrm{T}} \overline{\mathbf{I}}_{\theta \theta}^{i}} \dot{\overline{\mathbf{G}}}^{i}\right)
\end{array}\right]=\left[\begin{array}{ll}
\overline{\mathbf{Q}}_{R}^{\mathrm{T}} & \left.\overline{\mathbf{Q}}_{\theta}^{\mathrm{T}}\right] \tag{3.155}
\end{array}\right]
$$

where subscripts $R$ and $\theta$ refer, respectively, to the body translation and rotation and

$$
\overline{\mathbf{Q}}^{i}=\left[\begin{array}{ll}
\overline{\mathbf{Q}}_{R}^{i^{\mathrm{T}}} & \overline{\mathbf{Q}}_{\theta}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}
$$

Equation 155 can be written as two uncoupled matrix equations. The first matrix equation is associated with the translation of the center of mass of the rigid body $i$, while the second equation is associated with the rotation of the body. These two matrix equations are

$$
\begin{align*}
& \mathbf{m}_{R R}^{i} \ddot{\mathbf{R}}^{i}=\overline{\mathbf{Q}}_{R}^{i}  \tag{3.156}\\
& \mathbf{m}_{\theta \theta}^{i} \ddot{\boldsymbol{\theta}}^{i}=\overline{\mathbf{Q}}_{\theta}^{i}-2 \dot{\mathbf{G}}^{\mathrm{T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{w}}^{i} \tag{3.157}
\end{align*}
$$

Generalized and Actual Forces Equations 122 and 157 yield

$$
\overline{\mathbf{G}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{G}}^{i} \ddot{\theta}^{i}=\overline{\mathbf{Q}}_{\theta}^{i}-2 \dot{\mathbf{G}}^{\dot{i}^{\mathrm{T}}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{w}}^{i}
$$

Multiplying both sides of the above equation by $\overline{\mathbf{G}}^{i}$ and using the identity of Eq. 23 in Chapter 2 with the understanding that $\overline{\mathbf{G}}^{i}=2 \overline{\mathbf{E}}^{i}$ in the case of Euler parameters, one gets

$$
\begin{equation*}
4 \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{G}}^{i} \ddot{\boldsymbol{\theta}}^{i}=\overline{\mathbf{G}}^{i} \overline{\mathbf{Q}}_{\theta}^{i}-2 \overline{\mathbf{G}}^{i} \dot{\mathbf{G}}^{\mathrm{T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{w}}^{i} \tag{3.158}
\end{equation*}
$$

By differentiating Eq. 108 with respect to time, it can be shown that the angular acceleration vector $\overline{\boldsymbol{\alpha}}^{i}$ defined in the coordinate system of the rigid body $i$ is given by

$$
\begin{equation*}
\overline{\boldsymbol{\alpha}}^{i}=\overline{\mathbf{G}}^{i} \ddot{\boldsymbol{\theta}}^{i} \tag{3.159}
\end{equation*}
$$

Furthermore, by using Euler parameter identities presented in Section 5 of Chapter 2, we obtain

$$
\begin{equation*}
2 \overline{\mathbf{G}}^{i} \dot{\overline{\mathbf{G}}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{\omega}}^{i}=4 \tilde{\boldsymbol{\omega}}^{i} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{\omega}}^{i}=4 \overline{\boldsymbol{\omega}}^{i} \times\left(\overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{\omega}}^{i}\right) \tag{3.160}
\end{equation*}
$$

By substituting Eqs. 159 and 160 into Eq. 158, one can obtain the following equation:

$$
\begin{equation*}
\overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{\alpha}}^{i}=\overline{\mathbf{F}}_{\theta}^{i}-\overline{\boldsymbol{\omega}}^{i} \times\left(\overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{w}}^{i}\right) \tag{3.161}
\end{equation*}
$$

Clearly, the vector $\overline{\mathbf{F}}_{\theta}^{i}$ is the vector of the sum of the moments that act on the rigid body $i$. This vector is defined in the coordinate system of the rigid body $i$ and given by

$$
\overline{\mathbf{F}}_{\theta}^{i}=\frac{1}{4} \overline{\mathbf{G}}^{i} \overline{\mathbf{Q}}_{\theta}^{i}
$$

This is the relationship between the vector of moments defined in the body Cartesian coordinates and the generalized forces $\overline{\mathbf{Q}}_{\theta}^{i}$ associated with the generalized orientational coordinates of the rigid body $i$.

Newton-Euler Matrix Equation In summary, the motion of the rigid body $i$ in the multibody system is governed by six differential equations, Eqs. 156 and 161, which can be written using the following two matrix equations:

$$
\begin{align*}
& \mathbf{m}_{R R}^{i} \ddot{\mathbf{R}}^{i}=\overline{\mathbf{Q}}_{R}^{i}  \tag{3.162}\\
& \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{\alpha}}^{i}=\overline{\mathbf{F}}_{\theta}^{i}-\overline{\boldsymbol{\omega}}^{i} \times\left(\overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{w}}^{i}\right) \tag{3.163}
\end{align*}
$$

Equation 162 is a matrix equation consisting of three scalar equations that relate the forces and the accelerations of the center of mass of the rigid body. Equation 162 is called Newton's equation. Equation 163, on the other hand, defines the body orientation for a given set of moments $\overline{\mathbf{F}}_{\theta}^{i}$. This matrix equation consists also of three scalar equations and is called Euler's equation. Equations 162 and 163 together are called the Newton-Euler equations and can be combined in one matrix equation as

$$
\left[\begin{array}{cc}
\mathbf{m}_{R R}^{i} & \mathbf{0}  \tag{3.164}\\
\mathbf{0} & \overline{\mathbf{I}}_{\theta \theta}^{i}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{R}}^{i} \\
\overline{\boldsymbol{\alpha}}^{i}
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{Q}}_{R}^{i} \\
\overline{\mathbf{F}}_{\theta}^{i}-\overline{\boldsymbol{w}}^{i} \times\left(\overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\boldsymbol{w}}^{i}\right)
\end{array}\right]
$$

where $\overline{\boldsymbol{\alpha}}^{i}$ is the angular acceleration vector of the rigid body $i$ defined by Eq. 159 .

Newton-Euler equations can be used to systematically develop a recursive formulation for constrained multibody systems (Shabana 1994a). In this case, the recursive kinematic equations can be first developed to express the absolute coordinates of the bodies in terms of the independent joint coordinates. Using these recursive kinematic equations, one can systematically obtain a minimum set of differential equations of the constrained multibody system expressed in terms of the joint variables, and as a consequence, the constraint forces are automatically eliminated from these dynamic equations. The recursive formulations can be developed for both open and closed kinematic chains (Shabana 1994a).

### 3.10 CONCLUDING REMARKS

In this chapter, methods were presented for developing the dynamic differential equations of motion of multibody systems consisting of a set of interconnected rigid bodies. The concepts of generalized coordinates, degrees of freedom, virtual work, and generalized forces were first introduced and later used to derive Lagrange's equation from D'Alembert's principle. The two cases of holonomic and nonholonomic systems were considered. Hamilton's principle was also discussed and the equivalence between Hamilton's principle and Lagrange's equation was demonstrated. Lagrange's equation was then used to derive the system differential equations of motion of a rigid body in the multibody system. These equations were presented in a matrix form, and the special case of planar motion was discussed. In the Lagrangian formulation presented in this chapter, the concept of the generalized coordinates, velocities, and forces was used with scalar quantities such as the kinetic energy, potential energy, or the Lagrangian to formulate the dynamic equations of multibody systems consisting of rigid bodies. It was, however, shown that this approach is equivalent to the Newtonian approach wherein vector quantities such as the angular velocity and angular acceleration are usually used. This equivalence was demonstrated by deriving the Newton-Euler equations from Lagrange's equations.

Because of space limitations, some of the important techniques for developing the dynamic equations of rigid body systems were not discussed - for instance, Appell's equations (Neimark and Fufaev 1972; Shabana 2001), which can be used for deriving the equations of motion of holonomic and nonholonomic systems. In Appell's equations, a function $S$, called the acceleration function or acceleration energy, analogous to the kinetic energy in Lagrange's equation is introduced. This function by itself completely characterizes the dynamics of holonomic and nonholonomic systems in the same way as the kinetic energy in Lagrange's equation. It is, however, important to emphasize that, even though the form of Appell's equations is very simple, it is much more difficult to evaluate the acceleration function than the expression for the kinetic energy

Absolute Coordinates and Recursive Methods The computer methods used in the automated dynamic analysis of multibody systems consisting of rigid bodies can, in general, be divided into two main approaches. In the first approach, the configuration of the system is identified by using a set of Cartesian coordinates that describe the locations and orientations of the bodies in the multibody systems. This approach has the advantage that the dynamic formulation of the equations of motion is
straightforward. Moreover, this approach in general allows easy additions of complex force functions and constraint equations. For each spatial rigid body in the system, six coordinates are used to describe the body configuration. The connectivity between different bodies in the system are introduced to the dynamic formulation by applying a set of nonlinear algebraic constraint equations. This set of constraint equations can be adjoined to the system equations of motion by using Lagrange multipliers or can be used to identify a set of independent coordinates by use of the generalized coordinate partitioning of the constraint Jacobian matrix. In this approach, however, the relative joint coordinates and their time derivatives are not explicitly available.

In the second approach, relative joint variables are used to formulate a minimum set of differential equations of motion. This approach, in which the dynamic differential equations are written in terms of the system degrees of freedom, leads to a recursive formulation. Unlike the formulation based on the Cartesian coordinates, the incorporation of general forcing functions and constraint equations in the recursive formulation is difficult. Newton-Euler equations are often used to develop a recursive formulation for mechanical manipulators. The link velocities and accelerations are transformed from the base link to the end link, and the joint torques can thus be solved recursively from the end effector to the base. A similar recursive transformation concept can be applied by using the Lagrangian formulation (Hollerbach 1980).

In a hybrid formulation called the velocity transformation (Jerkovsky 1978; Kim and Vanderploeg 1986), the momentum (Newton-Euler) and velocity (Lagrangian) formulations were used to formulate the differential equations of motion for treelike multibody systems consisting of rigid bodies. The equations of motion of the rigid body in the multibody system were first formulated in terms of the Cartesian coordinates. A velocity transformation matrix is then developed in order to relate joint coordinates to the Cartesian coordinates. This velocity transformation is then used to reduce the number of differential equations and write these equations in terms of the relative joint variables.

Inertia Shape Integrals We have seen from the development presented in this chapter that the dynamic equations that govern the motion of multibody systems consisting of interconnected rigid bodies are highly nonlinear second-order ordinary differential equations. This is mainly because of the finite rotations of the rigid bodies. The dynamic formulation of large-scale multi-rigid-body systems, however, can be carried out to the stage of numerical calculations and can be automated in a fairly general way. In fact, there are in existence today many general-purpose computer programs that can be used for the automatic generation and the numerical solution of the differential equations of motion of large-scale multi-rigid-body systems. Even though these equations are highly nonlinear, the structure of these equations is well defined. In fact, as seen from the development presented in this chapter, these equations can be developed in a fairly systematic manner once the mass of the rigid body $i$ and the following set of inertia shape integrals are defined:

$$
\begin{align*}
& \mathbf{I}_{1}^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}^{i} d V^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{lll}
x_{1}^{i} & x_{2}^{i} & x_{3}^{i}
\end{array}\right]^{\mathrm{T}} d V^{i}  \tag{3.165}\\
& I_{k l}^{i}=\int_{V^{i}} \rho^{i} x_{k}^{i} x_{l}^{i} d V^{i}, \quad k, l=1,2,3 \tag{3.166}
\end{align*}
$$

where $\overline{\mathbf{u}}^{i}=\left[x_{1}^{i} x_{2}^{i} x_{3}^{i}\right]^{\mathrm{T}}, \rho^{i}$ is the mass density and $V^{i}$ is the volume of the rigid body $i$. The integral $I_{1}^{i}$ represents the moment of mass of the rigid body. If the origin of the body reference is rigidly attached to the body center of mass, $\mathbf{I}_{1}^{i}$ is identically the null vector. The integrals $I_{k l}^{i}$ are required in order to evaluate the inertia tensor $\overline{\mathbf{I}}_{\theta \theta}^{i}$ of Eq. 123. If the rigid body $i$ has a complex geometric shape, the integrals of Eqs. 165 and 166 can be evaluated by computer or by using hand calculations at a preprocessing stage in advance for the dynamic analysis. They can also be evaluated using a lumped mass technique by assuming that the rigid body $i$ consists of $n_{p}$ particles. In this case the integrals of Eqs. 165 and 166 are given by

$$
\begin{align*}
& \mathbf{I}_{1}^{i}=\sum_{j=1}^{n_{p}} m^{i j} \overline{\mathbf{u}}^{i j}=\sum_{j=1}^{n_{p}} m^{i j}\left[\begin{array}{lll}
x_{1}^{i j} & x_{2}^{i j} & x_{3}^{i j}
\end{array}\right]^{\mathrm{T}}  \tag{3.167}\\
& I_{k l}^{i}=\sum_{j=1}^{n_{p}} m^{i j} x_{k}^{i j} x_{l}^{i j}, \quad k, l=1,2,3 \tag{3.168}
\end{align*}
$$

where $m^{i j}$ is the mass of the $j$ th particle on the rigid body $i$ and $\overline{\mathbf{u}}^{i j}=\left[x_{1}^{i j} x_{2}^{i j} x_{3}^{i j}\right]^{\mathrm{T}}$ is the position vector of this particle defined in the body coordinate system.

It will be shown in Chapter 5 that the nonlinear dynamic equations of motion of deformable bodies in the multibody systems can also be written in terms of a set of inertia shape integrals that depend on the assumed displacement field. These integrals can also be evaluated by using consistent and lumped masses. Once these integrals are defined, the dynamic equations of deformable bodies can be developed in a systematic manner and can be carried out to the stage of numerical calculations and automated in a fairly general way. Before we provide a more detailed discussion on this subject, however, we first introduce some basic concepts and definitions related to the mechanics of deformable bodies. These important concepts and definitions discussed in the following chapter are basic to the understanding of the development presented in the following chapters in which the dynamic equations of multi-deformable-body systems are developed.

## Problems

1. A rigid body rotates with an angular velocity $50 \mathrm{rad} / \mathrm{sec}$ about a fixed axis defined by the vector $\mathbf{a}=[0.02 .0-1.0]^{\mathrm{T}}$. Assuming that the vector $\mathbf{a}$ is defined in the global coordinate system, derive the velocity constraints in terms of Euler parameters.
2. Show that the constraint equations of the system described in Problem 1 are of the holonomic type. Obtain an expression for the algebraic holonomic constraint equations expressed in terms of Euler parameters.
3. A rigid body rotates with an angular velocity $15 \mathrm{rad} / \mathrm{sec}$ about a fixed axis defined by the vector $\mathbf{a}=[1.00 .0-1.0]^{\mathrm{T}}$. Assuming that the vector $\mathbf{a}$ is defined in the global coordinate system, derive the velocity constraints in terms of Euler angles. Show that these constraints are of the holonomic type, and obtain the algebraic constraint equations that relate the coordinates.
4. A rigid body rotates with an angular velocity $50 \mathrm{rad} / \mathrm{sec}$ about a follower axis defined by the vector $\mathbf{a}=\left[\begin{array}{ll}0.0 & 2.0-1.0\end{array}\right]^{\mathrm{T}}$. Assuming that the vector $\mathbf{a}$ is defined in the body coordinate system, derive the velocity constraints in terms of Euler parameters. Are the resulting constraints of the holonomic or nonholonomic type?
5. Repeat Problem 4 using Euler angles.
6. For the slider crank mechanism discussed in Example 1, express the velocities of the links of the mechanism in terms of the independent velocity. Assume that the independent velocity is the angular velocity of the crankshaft.
7. Derive expressions for the velocities of the links of the slider crank mechanism of Example 1 in terms of the velocity of the slider block.
8. Using the absolute coordinates of the slider crank mechanism of Example 1, obtain the constraint Jacobian matrices associated with the dependent and independent coordinates when the independent coordinate is assumed to be the angle that defines the orientation of the connecting rod.
9. Derive the constraint equations of the spherical joint that connects two arbitrary rigid bodies in a multibody system. Express these constraints in terms of Euler angles, and determine the constraint Jacobian matrix. Formulate also the spherical joint constraints and the Jacobian matrix in terms of Euler parameters.
10. Using the absolute Cartesian coordinates, derive the constraint equations of the revolute joint that connects two rigid bodies in the three-dimensional analysis. Define also the constraint Jacobian matrix of this joint. Discuss the use of Euler angles and Euler parameters in formulating the revolute joint constraint equations.
11. Using the absolute Cartesian coordinates, derive the constraint equations of the prismatic joint that connects two rigid bodies in the three-dimensional analysis. Define also the constraint Jacobian matrix of this joint. Discuss the use of Euler angles and Euler parameters in formulating the prismatic joint constraint equations.
12. Formulate the constraint equations of the cylindrical joint that connects two rigid bodies in a multibody system. Obtain also the constraint Jacobian matrix of this joint using the absolute Cartesian coordinates.
13. A force vector $\mathbf{F}=[1.02 .0-15.0]^{\mathrm{T}} \mathrm{N}$ acts at a point whose coordinates are defined in the body reference by the vector $[0.00 .1-0.2]^{\mathrm{T}} \mathrm{m}$. Define the generalized forces associated with the generalized coordinates of this body using Euler parameters as the orientation coordinates of the body.
14. Using Euler angles as the orientation coordinates of a rigid body, determine the generalized forces due to the application of the force $\mathbf{F}=[0.012 .0-8.0]^{\mathrm{T}} \mathrm{N}$ that acts at a point whose coordinates in the body coordinate system are defined by the vector $[0.10 .0-0.1]^{\mathrm{T}} \mathrm{m}$.
15. Formulate the generalized forces of the spring-damper-actuator element in the case of planar motion.
16. Formulate the equations of motion of the slider crank mechanism of Example 1 using the embedding technique assuming that the independent coordinate is the angle that defines the orientation of the crankshaft.
17. Repeat Problem 16 assuming that the degree of freedom of the mechanism is the displacement of the slider block.
18. Formulate the equations of motion of the slider crank mechanism of Example 1 using the augmented formulation
19. Show that the solution of the brachistochrone problem is a cycloid.
20. Find the curve $y=y(x)$ that minimizes the functional

$$
I=\int_{1}^{2} \frac{\sqrt{1+\left(y^{\prime}\right)^{2}}}{x} d x, \quad y(1)=0, \quad y(2)=1
$$

where $y^{\prime}=d y / d x$.
21. Show that the solution of Euler's equation to the functional

$$
I=\int_{a}^{b}(x-y)^{2} d x
$$

is a straight line.
22. Find the extremals of the following functional:

$$
\begin{aligned}
& I_{1}=\int_{a}^{b} \frac{\left(y^{\prime}\right)^{2}}{(x)^{3}} d x \\
& I_{2}=\int_{a}^{b}\left\{(y)^{2}+\left(y^{\prime}\right)^{2}+2 y e^{x}\right\} d x
\end{aligned}
$$

23. Use the principle of virtual work in dynamics to formulate the mass matrix of the rigid body and the vector of centrifugal forces in terms of Euler parameters.
24. Formulate the mass matrix and the centrifugal forces of the rigid body in terms of Euler angles using the principle of virtual work in dynamics.
25. Discuss the use of Newton-Euler equations in developing recursive formulations for multibody systems in terms of the joint variables.
26. Discuss the computational advantages and disadvantages of using the augmented formulation and the recursive method in multibody simulations.

## 4 MECHANICS OF DEFORMABLE BODIES

Thus far, only the dynamics of multibody systems consisting of interconnected rigid bodies has been discussed. In Chapter 2, methods for the kinematic analysis of the rigid frames of reference were presented and many useful kinematic relationships and identities were developed. These kinematic equations were used in Chapter 3 to develop general formulations for the dynamic differential equations of motion of multi-rigid-body systems. In rigid body dynamics, it is assumed that the distance between two arbitrary points on the body remains constant. This implies that when a force is applied to any point on the rigid body, the resultant stresses set every other point in motion instantaneously, and as shown in the preceding chapter, the force can be considered as producing a linear acceleration for the whole body together with an angular acceleration about its center of mass. The dynamic motion of the body, in this case, can be described using Newton-Euler equations, developed in the preceding chapter.

In recent years, greater emphasis has been placed on the design of high-speed, lightweight, precision mechanical systems. These systems, in general, incorporate various types of driving, sensing, and controlling devices working together to achieve specified performance requirements under different loading conditions. In many of these industrial and technological applications, systems cannot be treated as collections of rigid bodies and the rigid body assumption is no longer valid. In such cases, a mechanical system can be modeled as a multibody system that consists of two collections of bodies. One collection consists of bulky compact solids that can be modeled as rigid bodies, while the second collection consists of relatively elastic bodies, such as rods, beams, plates, and shells, that may deform. Many of these structural components are used constantly in industrial and technological applications, such as high-speed robotic manipulators, vehicle systems, airplanes, and space structures.

Continuum mechanics is concerned with the mechanical behavior of solids on the macroscopic scale and treats material as uniformly distributed throughout regions
of space. It is then possible to define quantities such as density, displacement, and velocity as continuous (or at least piecewise continuous) functions of position. The study of continuum mechanics is focused on the motion of deformable bodies, which can change their shape. For such bodies the relative motion of the particles is important, and this introduces as significant kinematic variables the spatial derivatives of displacement and velocity. For deformable bodies, the relative motion between particles that form the body is important and has a significant effect on the body dynamics. When a force is applied to a point on a body, other points are not set in motion instantaneously. The effect of the force must be considered in terms of the propagation of waves.

In this chapter, we briefly discuss the subject of continuum mechanics and introduce many concepts and definitions that are important in the development of computational methods for the dynamic analysis of multi-deformable body systems presented in subsequent chapters. First the kinematics of deformable bodies is discussed and important definitions such as the Jacobian matrix, the gradient of the displacement vector, the strain tensor, and the rotation tensor are introduced. These definitions are then used to express the strain vector in terms of the derivatives of the displacements. In Section 3, a brief discussion of the physical meaning of the strain components is provided, and in Section 4, other deformation measures are introduced. In Section 5, the stress components are defined and the important Cauchy stress formula is developed. The general form of the partial differential equations of equilibrium is derived and used to prove the symmetry of the stress tensor in Section 6. The kinematic and force relationships developed in the first six sections do not depend on the material of the body and, accordingly, apply equally to all materials. In Section 7, the constitutive relationships that serve to distinguish one material from another are discussed. Finally, an expression for the virtual work of the elastic forces in terms of the stress and strain components is developed in Section 8. Since in this chapter we will be concerned with deformation analysis of one body in the system, the superscript $i$ which denotes the body number in the multibody system will be omitted for simplicity.

### 4.1 KINEMATICS OF DEFORMABLE BODIES

The deformation, or change of shape, of a body depends on the motion of each particle relative to its neighbors. Therefore, basic to any presentation of deformable body kinematics is the understanding of particle kinematics. We introduce a fixed rectangular Cartesian coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ with origin $O$. Throughout this chapter and the chapters that follow, the global motion will be motion relative to this fixed frame of reference and, unless otherwise stated, all vector and tensor components defined globally are components in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system. Suppose that at time $t=0$ a deformable body occupies a fixed region of space $B_{o}$, which may be finite or infinite in extent. Suppose that the body moves so that at a subsequent time $t$ it occupies a new continuous region of space $B$. An assumption (which is an essential feature of continuum mechanics) will be made that we can identify individual particles of the body; that is, we assume that we can identify a point $P$ with position vector


Figure 4.1 Deformed and undeformed configurations.
$\xi$, which is occupied at $t$ by the particle that was at $P_{o}$ at time $t=0$. Then the final displacement of $P$ can be written as

$$
\begin{equation*}
\mathbf{u}=\xi-\mathbf{x} \tag{4.1}
\end{equation*}
$$

where $\mathbf{x}$ is the position vector of $P_{o}$ as shown in Fig. 1. If we define the vectors $\mathbf{u}, \mathbf{x}$, and $\xi$ by their components as

$$
\begin{aligned}
& \mathbf{u}=\left[\begin{array}{lll}
u_{1} & u_{2} & u_{3}
\end{array}\right]^{\mathrm{T}}, \quad \mathbf{x}=\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]^{\mathrm{T}} \\
& \xi=\left[\begin{array}{lll}
\xi_{1} & \xi_{2} & \xi_{3}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

we can write Eq. 1 in component form as

$$
\begin{equation*}
u_{1}=\xi_{1}-x_{1}, \quad u_{2}=\xi_{2}-x_{2}, \quad u_{3}=\xi_{3}-x_{3} \tag{4.2}
\end{equation*}
$$

In the theory of functions, it is shown that Eq. 1 has a single-valued continuous solution if and only if the following determinant does not vanish:

$$
|\mathbf{J}|=\left|\begin{array}{lll}
\xi_{1,1} & \xi_{1,2} & \xi_{1,3}  \tag{4.3}\\
\xi_{2,1} & \xi_{2,2} & \xi_{2,3} \\
\xi_{3,1} & \xi_{3,2} & \xi_{3,3}
\end{array}\right|
$$

where $\xi_{i, j}=\left(\partial \xi_{i} / \partial x_{j}\right)$. Using Eq. 2, we can write the Jacobian matrix $\mathbf{J}$ as

$$
\mathbf{J}=\left[\begin{array}{ccc}
1+u_{1,1} & u_{1,2} & u_{1,3}  \tag{4.4}\\
u_{2,1} & 1+u_{2,2} & u_{2,3} \\
u_{3,1} & u_{3,2} & 1+u_{3,3}
\end{array}\right]
$$

where $u_{1}, u_{2}$, and $u_{3}$ are the components of the displacement vector and $u_{i, j}=$ $\partial u_{i} / \partial x_{j}$. If the particles of the body are not displaced at all, the vector $\xi$ is equal to the vector $\mathbf{x}$, and accordingly, the displacement vector is the zero vector. In this case, the Jacobian matrix $\mathbf{J}$ is the identity matrix. Since an assumption is made
that the deformation is a continuous function, the determinant of the Jacobian matrix is expected to be positive for small continuous deformation. Furthermore, the determinant of the Jacobian matrix $\mathbf{J}$ cannot become negative by a continuous deformation of the medium without passing through the excluded value which is zero. Therefore, a necessary and sufficient condition for a continuous deformation to be physically possible is that the determinant of the Jacobian matrix $\mathbf{J}$ be greater than zero.

The Jacobian matrix of Eq. 4 can be written as

$$
\begin{equation*}
\mathbf{J}=\mathbf{I}+\overline{\mathbf{J}} \tag{4.5}
\end{equation*}
$$

where $\mathbf{I}$ is a $3 \times 3$ identity matrix and $\overline{\mathbf{J}}$ is the gradient of the displacement vector defined as

$$
\overline{\mathbf{J}}=\left[\begin{array}{lll}
\frac{\partial u_{1}}{\partial x_{1}} & \frac{\partial u_{1}}{\partial x_{2}} & \frac{\partial u_{1}}{\partial x_{3}}  \tag{4.6}\\
\frac{\partial u_{2}}{\partial x_{1}} & \frac{\partial u_{2}}{\partial x_{2}} & \frac{\partial u_{2}}{\partial x_{3}} \\
\frac{\partial u_{3}}{\partial x_{1}} & \frac{\partial u_{3}}{\partial x_{2}} & \frac{\partial u_{3}}{\partial x_{3}}
\end{array}\right]=\left[\begin{array}{lll}
u_{1,1} & u_{1,2} & u_{1,3} \\
u_{2,1} & u_{2,2} & u_{2,3} \\
u_{3,1} & u_{3,2} & u_{3,3}
\end{array}\right]
$$

The gradient of the displacement vector is a second-order tensor and can be represented as the sum of a symmetric tensor and antisymmetric tensor, that is,

$$
\begin{equation*}
\overline{\mathbf{J}}=\overline{\mathbf{J}}_{s}+\overline{\mathbf{J}}_{r} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{align*}
& \overline{\mathbf{J}}_{s}=\frac{1}{2}\left[\overline{\mathbf{J}}+\overline{\mathbf{J}}^{\mathrm{T}}\right]=\left[\begin{array}{lll}
e_{11} & e_{12} & e_{13} \\
e_{21} & e_{22} & e_{23} \\
e_{31} & e_{32} & e_{33}
\end{array}\right]  \tag{4.8}\\
& \overline{\mathbf{J}}_{r}=\frac{1}{2}\left[\overline{\mathbf{J}}-\overline{\mathbf{J}}^{\mathrm{T}}\right]=\left[\begin{array}{ccc}
0 & \omega_{12} & \omega_{13} \\
\omega_{21} & 0 & \omega_{23} \\
\omega_{31} & \omega_{32} & 0
\end{array}\right] \tag{4.9}
\end{align*}
$$

in which

$$
2 e_{i j}=2 e_{j i}=u_{i, j}+u_{j, i}, \quad 2 \omega_{i j}=u_{i, j}-u_{j, i}=-2 \omega_{j i}
$$

and the subscript $(, i)$ denotes the differentiation with respect to $x_{i}$. For small deformation, it will be shown later that $\overline{\mathbf{J}}_{s}$ describes the strain components at a point in the deformable body, whereas $\overline{\mathbf{J}}_{r}$ characterizes the mean rotation of a volume element.

Example 4.1 The displacement of a body is described in terms of the undeformed rectangular coordinates $\left(x_{1}, x_{2}, x_{3}\right)$ as

$$
\begin{aligned}
& u_{1}=k_{1}+k_{2} x_{1} \\
& u_{2}=k_{3}+k_{4} x_{1}+k_{5}\left(x_{1}\right)^{2}+k_{6}\left(x_{1}\right)^{3} \\
& u_{3}=0
\end{aligned}
$$

where $k_{i},(i=1, \ldots, 6)$ are constants.

In this case, the spatial derivatives of the vector $\mathbf{u}$ are defined as

$$
\begin{aligned}
& u_{1,1}=\frac{\partial u_{1}}{\partial x_{1}}=k_{2}, \quad u_{1,2}=\frac{\partial u_{1}}{\partial x_{2}}=0, \quad u_{1,3}=\frac{\partial u_{1}}{\partial x_{3}}=0 \\
& u_{2,1}=\frac{\partial u_{2}}{\partial x_{1}}=k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2} \\
& u_{2,2}=\frac{\partial u_{2}}{\partial x_{2}}=0, \quad u_{2,3}=\frac{\partial u_{2}}{\partial x_{3}}=0 \\
& u_{3,1}=\frac{\partial u_{3}}{\partial x_{1}}=0, \quad u_{3,2}=\frac{\partial u_{3}}{\partial x_{2}}=0, \quad u_{3,3}=\frac{\partial u_{3}}{\partial x_{3}}=0
\end{aligned}
$$

Therefore, the Jacobian matrix $\mathbf{J}$ is given by

$$
\mathbf{J}=\left[\begin{array}{ccc}
1+k_{2} & 0 & 0 \\
{\left[k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right]} & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The Jacobian matrix can also be written as

$$
\mathbf{J}=\mathbf{I}+\overline{\mathbf{J}}
$$

where $\mathbf{I}$ is the identity matrix and $\overline{\mathbf{J}}$ is the gradient of the displacement given by

$$
\overline{\mathbf{J}}=\left[\begin{array}{ccc}
k_{2} & 0 & 0 \\
{\left[k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right]} & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

The gradient of the displacement vector $\overline{\mathbf{J}}$ can be written as the sum of the following symmetric tensor $\overline{\mathbf{J}}_{s}$ and the antisymmetric tensor $\overline{\mathbf{J}}_{r}$

$$
\begin{aligned}
\overline{\mathbf{J}}_{s} & =\frac{1}{2}\left[\overline{\mathbf{J}}+\overline{\mathbf{J}}^{\mathrm{T}}\right]=\left[\begin{array}{lll}
e_{11} & e_{12} & e_{13} \\
e_{21} & e_{22} & e_{23} \\
e_{31} & e_{32} & e_{33}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
k_{2} & \frac{1}{2}\left[k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right] & 0 \\
\frac{1}{2}\left[k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right] & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\overline{\mathbf{J}}_{r} & =\frac{1}{2}\left[\overline{\mathbf{J}}-\overline{\mathbf{J}}^{\mathrm{T}}\right]=\left[\begin{array}{ccc}
0 & \omega_{12} & \omega_{13} \\
\omega_{21} & 0 & \omega_{23} \\
\omega_{31} & \omega_{32} & 0
\end{array}\right] \\
& =\left[\begin{array}{ccc}
0 & -\frac{1}{2}\left[k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right] & 0 \\
\frac{1}{2}\left[k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right] & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

Gradient Transformation In Chapter 7 of this book, a nonlinear finite element formulation for the large deformation analysis of flexible multibody systems is presented. In this formulation, position vector gradients are used as nodal coordinates. It is, therefore, important to understand the rules that govern the transformation
of the position vector gradients. In order to develop this transformation, we consider a deformable body whose material points are defined before displacements (original or reference configuration) by the position vector $\mathbf{x}$ in the coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and by the vector $\overline{\mathbf{\mathbf { x }}}$ in another coordinate system $\overline{\mathbf{X}}_{1} \overline{\mathbf{X}}_{2} \overline{\mathbf{X}}_{3}$. Let $\xi$ and $\bar{\xi}$ be, respectively, the position vectors of the material points in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and $\overline{\mathbf{X}}_{1} \overline{\mathbf{X}}_{2} \overline{\mathbf{X}}_{3}$ coordinate systems after displacements (current configuration). It follows that

$$
\mathbf{x}=\mathbf{A} \overline{\mathbf{x}}, \quad \xi(\mathbf{x})=\mathbf{A} \bar{\xi}=\xi(\overline{\mathbf{x}})
$$

where $\mathbf{A}$ is the orthogonal transformation matrix that defines the orientation of the coordinate system $\overline{\mathbf{X}}_{1} \overline{\mathbf{X}}_{2} \overline{\mathbf{X}}_{3}$ with respect to the coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$. The matrix of the position vector gradients (Jacobian matrix) can then be written as

$$
\mathbf{J}=\frac{\partial \xi}{\partial \mathbf{x}}=\frac{\partial \xi}{\partial \overline{\mathbf{x}}} \frac{\partial \overline{\mathbf{x}}}{\partial \mathbf{x}}=\frac{\partial \xi}{\partial \overline{\mathbf{x}}} \mathbf{A}^{\mathrm{T}}
$$

That is, the gradients of the vectors $\xi$ defined with respect to the coordinate system $\overline{\mathbf{X}}_{1} \overline{\mathbf{X}}_{2} \overline{\mathbf{X}}_{3}$ are defined as

$$
\frac{\partial \xi}{\partial \overline{\mathbf{x}}}=\mathbf{J} \mathbf{A}=\frac{\partial \xi}{\partial \mathbf{x}} \mathbf{A}
$$

This rule of position vector gradient transformation is crucial in developing the finite element formulation presented in Chapter 7. Note that in the preceding equation, $\xi$ is still the vector that defines the position vector of the material points in the $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ coordinate system.

### 4.2 STRAIN COMPONENTS

In this section, we introduce the strain components that arise naturally in the kinematic analysis of deformable bodies. We define $\delta l_{o}$ to be the distance between two points $P_{o}$ and $Q_{o}$ in the undeformed state as shown in Fig. 2 and $\delta l$ to be the distance between these two points in the deformed state. Since the coordinates of $P_{o}$ in the undeformed state are $\left(x_{1}, x_{2}, x_{3}\right)$, we denote the coordinates of $Q_{o}$ as $\left(x_{1}+\right.$ $\left.d x_{1}, x_{2}+d x_{2}, x_{3}+d x_{3}\right)$. Similarly, in the deformed state we denote the coordinates of $P$ and $Q$ as $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$ and $\left(\xi_{1}+d \xi_{1}, \xi_{2}+d \xi_{2}, \xi_{3}+d \xi_{3}\right)$, respectively. Therefore, the distances $\delta l_{o}$ and $\delta l$ can be determined according to

$$
\begin{align*}
& \left(\delta l_{o}\right)^{2}=(d \mathbf{x})^{\mathrm{T}}(d \mathbf{x})=\left(d x_{1}\right)^{2}+\left(d x_{2}\right)^{2}+\left(d x_{3}\right)^{2}  \tag{4.10}\\
& (\delta l)^{2}=(d \xi)^{\mathrm{T}}(d \xi)=\left(d \xi_{1}\right)^{2}+\left(d \xi_{2}\right)^{2}+\left(d \xi_{3}\right)^{2} \tag{4.11}
\end{align*}
$$

where $d \mathbf{x}=\left[\begin{array}{lll}d x_{1} d x_{2} d x_{3}\end{array}\right]^{\mathrm{T}}$ and $d \xi=\left[\begin{array}{lll}d \xi_{1} & d \xi_{2} & d \xi_{3}\end{array}\right]^{\mathrm{T}}$.
One may write Eq. 1 as

$$
\begin{equation*}
\xi=\mathbf{x}+\mathbf{u} \tag{4.12}
\end{equation*}
$$
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$$
\begin{align*}
d \xi & =d \mathbf{x}+\frac{\partial \mathbf{u}}{\partial \mathbf{x}} d \mathbf{x} \\
& =\left(\mathbf{I}+\frac{\partial \mathbf{u}}{\partial \mathbf{x}}\right) d \mathbf{x} \tag{4.13}
\end{align*}
$$

Since $(\partial \mathbf{u} / \partial \mathbf{x})=\overline{\mathbf{J}}$ is the gradient of the displacement vector, Eq. 13 yields

$$
\begin{equation*}
d \xi=(\mathbf{I}+\overline{\mathbf{J}}) d \mathbf{x}=\mathbf{J} d \mathbf{x} \tag{4.14}
\end{equation*}
$$

where $\mathbf{J}$ is the Jacobian matrix defined in Eq. 4. Substituting Eq. 14 into Eq. 11 yields

$$
\begin{align*}
(\delta l)^{2} & =(d \xi)^{\mathrm{T}}(d \xi)=(d \mathbf{x})^{\mathrm{T}} \mathbf{J}^{\mathrm{T}} \mathbf{J} d \mathbf{x} \\
& =(d \mathbf{x})^{\mathrm{T}}[\mathbf{I}+\overline{\mathbf{J}}]^{\mathrm{T}}[\mathbf{I}+\overline{\mathbf{J}}] d \mathbf{x} \\
& =(d \mathbf{x})^{\mathrm{T}}\left[\mathbf{I}+\left(\overline{\mathbf{J}}^{\mathrm{T}}+\overline{\mathbf{J}}\right)+\overline{\mathbf{J}}^{\mathrm{T}} \overline{\mathbf{J}}\right] d \mathbf{x} \tag{4.15}
\end{align*}
$$

Subtracting Eq. 10 from Eq. 15 yields

$$
(\delta l)^{2}-\left(\delta l_{o}\right)^{2}=2(d \mathbf{x})^{\mathrm{T}} \varepsilon_{m} d \mathbf{x}
$$

or

$$
\begin{equation*}
\frac{1}{2}\left[(\delta l)^{2}-\left(\delta l_{o}\right)^{2}\right]=(d \mathbf{x})^{\mathrm{T}} \varepsilon_{m} d \mathbf{x} \tag{4.16}
\end{equation*}
$$

where $\varepsilon_{m}$ is a $3 \times 3$ symmetric matrix called the Lagrangian strain tensor, and is defined as

$$
\begin{equation*}
\boldsymbol{\varepsilon}_{m}=\frac{1}{2}\left\{\left[\overline{\mathbf{J}}^{\mathrm{T}}+\overline{\mathbf{J}}\right]+\overline{\mathbf{J}}^{\mathrm{T}} \overline{\mathbf{J}}\right\}=\frac{1}{2}\left(\mathbf{J}^{\mathrm{T}} \mathbf{J}-\mathbf{I}\right) \tag{4.17}
\end{equation*}
$$

Using matrix multiplications, it can be verified that the components $\varepsilon_{i j}$ of the matrix $\varepsilon_{m}$ are given by

$$
\begin{equation*}
\varepsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}+\sum_{k=1}^{3} u_{k, i} u_{k, j}\right), \quad i, j=1,2,3 \tag{4.18}
\end{equation*}
$$

The components $\varepsilon_{i j}$ that arise naturally in the analysis of deformation are called the strain components. Therefore, the strain components are, in general, nonlinear functions of the spatial derivatives of the displacement. Because of the symmetry of the strain tensor, it is sufficient to identify only the following six components: $\varepsilon_{11}, \varepsilon_{22}, \varepsilon_{33}, \varepsilon_{12}, \varepsilon_{13}$, and $\varepsilon_{23}$, which form the strain vector $\varepsilon$, that is,

$$
\varepsilon=\left[\begin{array}{llllll}
\varepsilon_{11} & \varepsilon_{22} & \varepsilon_{33} & \varepsilon_{12} & \varepsilon_{13} & \varepsilon_{23} \tag{4.19}
\end{array}\right]^{\mathrm{T}}
$$

Thus, the strain vector $\varepsilon$ can be written in a compact form as

$$
\begin{equation*}
\varepsilon=\mathrm{Du} \tag{4.20}
\end{equation*}
$$

where $\mathbf{D}$ is a differential operator defined according to Eq. 18.

Small Strains It was previously shown that the gradient of the displacement vector $\overline{\mathbf{J}}$ can be written as

$$
\begin{equation*}
\overline{\mathbf{J}}=\overline{\mathbf{J}}_{s}+\overline{\mathbf{J}}_{r} \tag{4.21}
\end{equation*}
$$

where $\overline{\mathbf{J}}_{s}$ is symmetric and $\overline{\mathbf{J}}_{r}$ is antisymmetric. In the case of small strains and rotations, the squares and products of $\overline{\mathbf{J}}_{s}$ and $\overline{\mathbf{J}}_{r}$ can be neglected, that is

$$
\overline{\mathbf{J}}^{\mathrm{T}} \overline{\mathbf{J}} \approx \mathbf{0}
$$

and to the same order of approximation the strain tensor reduces to

$$
\begin{equation*}
\boldsymbol{\varepsilon}_{m} \approx \frac{1}{2}\left[\overline{\mathbf{J}}^{\mathrm{T}}+\overline{\mathbf{J}}\right] \tag{4.22}
\end{equation*}
$$

which is the form of the strain tensor often used in engineering applications. In this special case, the differential operator of Eq. 20 reduces to

$$
\mathbf{D}=\frac{1}{2}\left[\begin{array}{ccc}
2 \frac{\partial}{\partial x_{1}} & 0 & 0 \\
0 & 2 \frac{\partial}{\partial x_{2}} & 0 \\
0 & 0 & 2 \frac{\partial}{\partial x_{3}} \\
\frac{\partial}{\partial x_{2}} & \frac{\partial}{\partial x_{1}} & 0 \\
\frac{\partial}{\partial x_{3}} & 0 & \frac{\partial}{\partial x_{1}} \\
0 & \frac{\partial}{\partial x_{3}} & \frac{\partial}{\partial x_{2}}
\end{array}\right]
$$

and $\varepsilon_{11}, \varepsilon_{22}$, and $\varepsilon_{33}$ can be recognized as the normal strains while $\varepsilon_{12}, \varepsilon_{13}$, and $\varepsilon_{23}$ are recognized as the shear strains. Note that $\left|\partial u_{i} / \partial x_{j}\right| \ll 1$ implies that the strains and rotations are small. There are, however, some applications in which the strains are small everywhere but the rotations are large. An example of these applications is the bending of a long thin flexible beam.

Example 4.2 For the displacement of the body given in Example 1, find the strain components.

Solution Using Eq. 18 and the spatial derivatives of the displacement given in Example 1, one has

$$
\begin{aligned}
\varepsilon_{11} & =\frac{1}{2}\left[u_{1,1}+u_{1,1}+\left(u_{1,1}\right)^{2}+\left(u_{2,1}\right)^{2}+\left(u_{3,1}\right)^{2}\right] \\
& =\frac{1}{2}\left[2 k_{2}+\left(k_{2}\right)^{2}+\left(k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right)^{2}\right] \\
\varepsilon_{22} & =\frac{1}{2}\left[u_{2,2}+u_{2,2}+\left(u_{1,2}\right)^{2}+\left(u_{2,2}\right)^{2}+\left(u_{3,2}\right)^{2}\right]=0 \\
\varepsilon_{33} & =\frac{1}{2}\left[u_{3,3}+u_{3,3}+\left(u_{1,3}\right)^{2}+\left(u_{2,3}\right)^{2}+\left(u_{3,3}\right)^{2}\right]=0 \\
\varepsilon_{12} & =\frac{1}{2}\left[u_{1,2}+u_{2,1}+u_{1,1} u_{1,2}+u_{2,1} u_{2,2}+u_{3,1} u_{3,2}\right] \\
& =\frac{1}{2}\left[k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right] \\
\varepsilon_{13} & =\frac{1}{2}\left[u_{1,3}+u_{3,1}+u_{1,1} u_{1,3}+u_{2,1} u_{2,3}+u_{3,1} u_{3,3}\right]=0 \\
\varepsilon_{23} & =\frac{1}{2}\left[u_{2,3}+u_{3,2}+u_{1,2} u_{1,3}+u_{2,2} u_{2,3}+u_{3,2} u_{3,3}\right]=0
\end{aligned}
$$

Therefore, the vector of strains $\varepsilon$ of Eq. 19 is given by

$$
\begin{aligned}
& \varepsilon=\left[\begin{array}{llllll}
\varepsilon_{11} & \varepsilon_{22} & \varepsilon_{33} & \varepsilon_{12} & \varepsilon_{13} & \varepsilon_{23}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{c}
\frac{1}{2}\left[2 k_{2}+\left(k_{2}\right)^{2}+\left(k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right)^{2}\right] \\
0 \\
0 \\
\frac{1}{2}\left[k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right] \\
0 \\
0
\end{array}\right]
\end{aligned}
$$

If an assumption is made that the strains and rotations are small, one can show that the strain components reduce to

$$
\varepsilon=\left[\begin{array}{llllll}
k_{2} & 0 & 0 & \frac{1}{2}\left(k_{4}+2 k_{5} x_{1}+3 k_{6}\left(x_{1}\right)^{2}\right) & 0 & 0
\end{array}\right]^{\mathrm{T}}
$$

Another Form for the Strain Components Using the definition of the Lagrangian strain in terms of the Jacobian matrix $\mathbf{J}$ (Eq. 17), one can show that the components of the nonlinear Lagrangian strain tensor can be written as follows:
$\boldsymbol{\varepsilon}_{m}=\frac{1}{2}\left(\mathbf{J}^{\mathrm{T}} \mathbf{J}-\mathbf{I}\right)=\frac{1}{2}\left[\begin{array}{ccc}\left(\xi_{, 1}^{\mathrm{T}} \xi_{, 1}-1\right) & \left|\xi_{, 1} \| \xi_{, 2}\right| \cos \alpha_{12} & \left|\xi_{, 1} \| \xi_{, 3}\right| \cos \alpha_{13} \\ \left|\xi_{, 1} \| \xi_{, 2}\right| \cos \alpha_{12} & \left(\xi_{, 2}^{\mathrm{T}} \xi_{, 2}-1\right) & \left|\xi_{, 2} \| \xi_{, 3}\right| \cos \alpha_{23} \\ \left|\xi_{, 1} \| \xi_{, 3}\right| \cos \alpha_{13} & \left|\xi_{, 2} \| \xi_{, 3}\right| \cos \alpha_{23} & \left(\xi_{, 3}^{\mathrm{T}} \xi_{, 3}-1\right)\end{array}\right]$
where $\xi_{, i}=\frac{\partial \xi}{\partial x_{i}}$, and $\alpha_{i j}$ is the angle between the vectors $\xi_{i}$ and $\xi_{j}$. The elements of the strain tensor of Eq. 23 give a clear physical interpretation of the normal and shear strain components.

### 4.3 PHYSICAL INTERPRETATION OF STRAINS

The physical interpretation of the strains can also be provided in terms of the extension of the line element $P_{o} Q_{o}$ (Fig. 2), defined as

$$
\begin{equation*}
e=\delta l-\delta l_{o} \tag{4.24}
\end{equation*}
$$

The strain in this case is

$$
\begin{equation*}
\varepsilon=\frac{e}{\delta l_{o}}=\frac{\delta l}{\delta l_{o}}-1 \tag{4.25}
\end{equation*}
$$

Let $\mathbf{n}$ be the vector of direction cosines along the line $P_{o} Q_{o}$ in the undeformed state, that is

$$
\mathbf{n}=\frac{d \mathbf{x}}{\delta l_{o}}=\frac{1}{\delta l_{o}}\left[\begin{array}{lll}
d x_{1} & d x_{2} & d x_{3} \tag{4.26}
\end{array}\right]^{\mathrm{T}}
$$

Then dividing Eq. 16 by $\left(\delta l_{o}\right)^{2}$ yields

$$
\frac{1}{2}\left[\left(\frac{\delta l}{\delta l_{o}}\right)^{2}-1\right]=\frac{(d \mathbf{x})^{\mathrm{T}}}{\delta l_{o}} \varepsilon_{m} \frac{d \mathbf{x}}{\delta l_{o}}
$$

which on using Eq. 26 yields

$$
\begin{equation*}
\frac{1}{2}\left[\left(\frac{\delta l}{\delta l_{o}}\right)^{2}-1\right]=\mathbf{n}^{\mathrm{T}} \boldsymbol{\varepsilon}_{m} \mathbf{n} \tag{4.27}
\end{equation*}
$$

Using Eq. 25, Eq. 27 reduces to

$$
\varepsilon+\frac{1}{2}(\varepsilon)^{2}=\mathbf{n}^{\mathrm{T}} \boldsymbol{\varepsilon}_{m} \mathbf{n}
$$

which can be rearranged as

$$
\begin{equation*}
(\varepsilon)^{2}+2 \varepsilon-\bar{\varepsilon}_{m}=0 \tag{4.28}
\end{equation*}
$$

where $\bar{\varepsilon}_{m}$ is given by

$$
\begin{equation*}
\bar{\varepsilon}_{m}=2 \mathbf{n}^{\mathrm{T}} \varepsilon_{m} \mathbf{n} \tag{4.29}
\end{equation*}
$$

Equation 28 , which is quadratic in $\varepsilon$, has the solution

$$
\begin{equation*}
\varepsilon=-1 \pm\left(1+\bar{\varepsilon}_{m}\right)^{1 / 2} \tag{4.30}
\end{equation*}
$$

The second solution is physically impossible because it does not represent the rigid body motion. Hence

$$
\begin{align*}
\varepsilon & =-1+\left(1+\bar{\varepsilon}_{m}\right)^{1 / 2}=-1+1+\frac{1}{2} \bar{\varepsilon}_{m}-\frac{1}{8}\left(\bar{\varepsilon}_{m}\right)^{2}+\cdots \\
& =\frac{1}{2} \bar{\varepsilon}_{m}-\frac{1}{8}\left(\bar{\varepsilon}_{m}\right)^{2}+\cdots \tag{4.31}
\end{align*}
$$

where the binomial theorem has been used. Equation 31 represents the strain in the general case of large deformation. If, however, the strain components are assumed to be small, that is,

$$
\left(\bar{\varepsilon}_{m}\right)^{2} \approx 0,
$$

Eq. 31 reduces to

$$
\varepsilon \approx \frac{1}{2} \bar{\varepsilon}_{m}
$$

which by using Eq. 29 yields

$$
\begin{equation*}
\varepsilon \approx \mathbf{n}^{\mathrm{T}} \varepsilon_{m} \mathbf{n} \tag{4.32}
\end{equation*}
$$

One can also show by directly using Eq. 27 that the definition of strain in the case of large deformation theory (Eq. 31) does not differ greatly from the definition of Eq. 32 unless the relative elongation $e$ of Eq. 24 is large. Equation 32 implies that the strain along a line element whose direction cosines in the undeformed state with respect to three orthogonal axes $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ are defined by the vector $\mathbf{n}$ can be determined if the strain components $\boldsymbol{\varepsilon}=\left[\begin{array}{llll}\varepsilon_{11} & \varepsilon_{22} & \varepsilon_{33} & \varepsilon_{12} \\ \varepsilon_{13} & \varepsilon_{23}\end{array}\right]^{\mathrm{T}}$ are known.

Simple Example The preceding development can be exemplified by considering the case in which the element and the extension are along the $\mathbf{X}_{1}$ direction. In this case, the vector $d \mathbf{x}$ has the components

$$
d \mathbf{x}=\left[\begin{array}{lll}
d x_{1} & 0 & 0
\end{array}\right]^{\mathrm{T}}
$$

The length of the line segment in the undeformed state can then be written as

$$
\delta l_{o}=\sqrt{(d \mathbf{x})^{\mathrm{T}}(d \mathbf{x})}=d x_{1}
$$

If higher-order terms are neglected in Eq. 31, the strain can be written as

$$
\varepsilon=\frac{1}{2} \bar{\varepsilon}_{m}
$$

or

$$
\varepsilon=\mathbf{n}^{\mathrm{T}} \mathcal{E}_{m} \mathbf{n}
$$

In this special case, one can verify that $\mathbf{n}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{\mathrm{T}}$ and

$$
\varepsilon=\frac{1}{2}\left[2 u_{1,1}+\left(u_{1,1}\right)^{2}+\left(u_{2,1}\right)^{2}+\left(u_{3,1}\right)^{2}\right]
$$

If the assumption that the displacement gradients are small is used, one may neglect second-order terms and write

$$
\varepsilon=u_{1,1}=\frac{\partial u_{1}}{\partial x_{1}}
$$

which is the same expression used in textbooks on the strength of materials.

### 4.4 RIGID BODY MOTION

In the case of a general rigid body displacement, the vector $\xi$ can be written as $\xi=\mathbf{R}+\mathbf{A x}$
where $\mathbf{R}$ is the translation of the reference point and $\mathbf{A}$ is the orthogonal transformation matrix that defines the body orientation. It follows, in the case of rigid body displacement, that

$$
\mathbf{u}=\xi-\mathbf{x}=\mathbf{R}+(\mathbf{A}-\mathbf{I}) \mathbf{x}
$$

Using the preceding two equations, it can be shown that

$$
\mathbf{J}=\mathbf{A}, \quad \overline{\mathbf{J}}=\mathbf{A}-\mathbf{I}
$$

which demonstrate that $\mathbf{J}$ and $\overline{\mathbf{J}}$ do not remain constant in the case of a general rigid body motion, and therefore, they are not an appropriate measure of the deformation. Note that in this case, the Lagrangian strain tensor $\varepsilon_{m}$ is given by

$$
\boldsymbol{\varepsilon}_{m}=\frac{1}{2}\left(\mathbf{J}^{\mathrm{T}} \mathbf{J}-\mathbf{I}\right)=\mathbf{0}
$$

and, therefore, $\varepsilon_{m}$ can be used as a deformation measure.

Other Deformation Measures In continuum mechanics, several other deformation measures are often used. To briefly introduce these measures, we use Eq. 15 to write

$$
\left(\frac{\delta l}{\delta l_{o}}\right)^{2}=\mathbf{n}^{\mathrm{T}} \mathbf{J}^{\mathrm{T}} \mathbf{J} \mathbf{n}=\mathbf{n}^{\mathrm{T}} \mathbf{C}_{r} \mathbf{n}
$$

where

$$
\mathbf{C}_{r}=\mathbf{J}^{\mathrm{T}} \mathbf{J}
$$

is a symmetric tensor, called the right Cauchy-Green deformation tensor. The tensor $\mathbf{C}_{r}$ can be used as a measure of the deformation since in the case of a general rigid body displacement $\mathbf{C}_{r}=\mathbf{A}^{\mathrm{T}} \mathbf{A}=\mathbf{I}$, and as a consequence, $\mathbf{C}_{r}$ remains constant throughout a rigid body motion. The Lagrangian strain tensor can be expressed in terms of $\mathbf{C}_{r}$ as

$$
\boldsymbol{\varepsilon}_{m}=\frac{1}{2}\left(\mathbf{C}_{r}-\mathbf{I}\right)
$$

Another deformation measure is the left Cauchy-Green deformation tensor $\mathbf{C}_{l}$ defined as

$$
\mathbf{C}_{l}=\mathbf{J J}^{\mathrm{T}}
$$

This tensor also remains constant and equal to the identity matrix in the case of rigid body motion. Another strain tensor $\varepsilon_{E}$, called the Eulerian strain tensor, is defined in terms of $\mathbf{C}_{l}$ as

$$
\varepsilon_{E}=\frac{1}{2}\left(\mathbf{I}-\mathbf{C}_{l}^{-1}\right)
$$

In the case of rigid body motion, $\varepsilon_{E}=\varepsilon_{m}=\mathbf{0}$. Furthermore, in the case of infinitesimal strains (small displacement gradients),

$$
\boldsymbol{\varepsilon}_{E}=\boldsymbol{\varepsilon}_{m}=\frac{1}{2}\left(\overline{\mathbf{J}}+\overline{\mathbf{J}}^{\mathrm{T}}\right)
$$

It is important, however, to point out that the infinitesimal strain tensor is not an exact measure of the deformation because it does not remain constant in the case of a rigid body motion. Recall that, in the case of rigid body motion, $\mathbf{J}=\mathbf{A}$, and

$$
\boldsymbol{\varepsilon}_{m}=\frac{1}{2}\left(\overline{\mathbf{J}}^{\mathrm{T}}+\overline{\mathbf{J}}\right)=\frac{1}{2}\left(\mathbf{A}^{\mathrm{T}}+\mathbf{A}-2 \mathbf{I}\right)
$$

It can be shown, however, that the elements of this tensor are of second order in the case of small rotations. For example, in the case of a simple rotation $\theta$ about the $\mathbf{X}_{3}$ axis, one has

$$
\mathbf{A}=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right],
$$

and the tensor $\varepsilon_{m}$ in the case of small rotation is

$$
\varepsilon_{m}=\frac{1}{2}\left(\mathbf{A}^{\mathrm{T}}+\mathbf{A}-2 \mathbf{I}\right)=\left[\begin{array}{ccc}
\cos \theta-1 & 0 & 0 \\
0 & \cos \theta-1 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

which is of second order in the rotation $\theta$ since

$$
\cos \theta-1=-\frac{\theta^{2}}{2!}+\frac{\theta^{4}}{4!}+\cdots
$$

Decomposition of Displacement Using the polar decomposition theorem (Spencer 1980), it can be shown that the Jacobian matrix $\mathbf{J}$ can be written as

$$
\mathbf{J}=\mathbf{A}_{J} \mathbf{J}_{r}=\mathbf{J}_{l} \mathbf{A}_{J}
$$

where $\mathbf{A}_{J}$ is an orthogonal rotation matrix, and $\mathbf{J}_{r}$ and $\mathbf{J}_{l}$ are symmetric positive definite matrices. The matrices $\mathbf{J}_{r}$ and $\mathbf{J}_{l}$ are called the right stretch and left stretch tensors, respectively. It follows from the preceding equation that

$$
\mathbf{J}_{r}=\mathbf{A}_{J}^{\mathrm{T}} \mathbf{J}_{l} \mathbf{A}_{J}, \quad \mathbf{J}_{l}=\mathbf{A}_{J} \mathbf{J}_{r} \mathbf{A}_{J}^{\mathrm{T}}
$$

In the special case of homogeneous motion, the Jacobian matrix $\mathbf{J}$ is assumed to be constant and independent of the spatial coordinates. In this special case, one has

$$
\xi=\mathbf{J x}
$$

The motion of the body from the initial configuration $\mathbf{x}$ to the final configuration $\xi$ can be considered as two successive homogeneous motions. In the first motion, the coordinate vector $\mathbf{x}$ changes to $\mathbf{x}_{i}$, and in the second motion, the coordinate vector $\mathbf{x}_{i}$ changes to $\xi$, such that

$$
\mathbf{x}_{i}=\mathbf{J}_{r} \mathbf{x}, \quad \xi=\mathbf{A}_{J} \mathbf{x}_{i}
$$

It follows that

$$
\xi=\mathbf{A}_{J} \mathbf{x}_{i}=\mathbf{A}_{J} \mathbf{J}_{r} \mathbf{x}=\mathbf{J} \mathbf{x}
$$

Therefore, any homogeneous displacement can be decomposed into a deformation described by the tensor $\mathbf{J}_{r}$ followed by a rotation described by the orthogonal tensor $\mathbf{A}_{J}$. Similarly, if $\mathbf{J}_{l}$ is used instead of $\mathbf{J}_{r}$, the displacement of the body can be considered
as a rotation described by the orthogonal tensor $\mathbf{A}_{J}$ followed by a deformation defined by the tensor $\mathbf{J}_{l}$.

In the case of nonhomogeneous deformation, one can write the relationship between the change in coordinates as (Spencer 1980)

$$
d \xi=\mathbf{J} d \mathbf{x}
$$

While $\mathbf{J}$, in this case is a function of the spatial coordinates, the polar decomposition theorem can still be applied. In this case, the matrices $\mathbf{A}_{J}, \mathbf{J}_{r}$, and $\mathbf{J}_{l}$ are functions of the spatial coordinates, and the decomposition of the displacement can be regarded as decomposition of the displacements of infinitesimal volumes of the body.

Note that the deformation measures $\mathbf{C}_{r}$ and $\mathbf{C}_{l}$ can be written as

$$
\begin{aligned}
\mathbf{C}_{r} & =\mathbf{J}^{\mathrm{T}} \mathbf{J}=\mathbf{J}_{r} \mathbf{A}_{J}^{\mathrm{T}} \mathbf{A}_{J} \mathbf{J}_{r}=\mathbf{J}_{r}^{2} \\
\mathbf{C}_{l} & =\mathbf{J} \mathbf{J}^{\mathrm{T}}=\mathbf{J}_{l} \mathbf{A}_{J} \mathbf{A}_{J}^{\mathrm{T}} \mathbf{J}_{l}=\mathbf{J}_{l}^{2}
\end{aligned}
$$

Therefore, $\mathbf{C}_{r}$ is equivalent to $\mathbf{J}_{r}$, while $\mathbf{C}_{l}$ is equivalent to $\mathbf{J}_{l}$. It is, however, easier and more efficient to calculate $\mathbf{C}_{r}$ and $\mathbf{C}_{l}$ for a given $\mathbf{J}$ than to evaluate $\mathbf{J}_{r}$ and $\mathbf{J}_{l}$ from the polar decomposition theorem. For this reason $\mathbf{C}_{r}$ and $\mathbf{C}_{l}$ are often used, instead of $\mathbf{J}_{r}$ and $\mathbf{J}_{l}$, as the deformation measures.

Small Strains and Rotations Using Eq. 7, the matrix J can be written as

$$
\mathbf{J}=\mathbf{I}+\overline{\mathbf{J}}=\mathbf{I}+\overline{\mathbf{J}}_{s}+\overline{\mathbf{J}}_{r}
$$

where $\overline{\mathbf{J}}_{s}$ and $\overline{\mathbf{J}}_{r}$ are defined by Eqs. 8 and 9. In the case of small strains and rotations, higher order terms can be neglected, and the matrix $\mathbf{C}_{r}$ can be defined as

$$
\mathbf{C}_{r}=\mathbf{J}^{\mathrm{T}} \mathbf{J}=\left(\mathbf{I}+\overline{\mathbf{J}}_{s}-\overline{\mathbf{J}}_{r}\right)\left(\mathbf{I}+\overline{\mathbf{J}}_{s}+\overline{\mathbf{J}}_{r}\right) \approx \mathbf{I}+2 \overline{\mathbf{J}}_{s},
$$

which, upon using the same order of approximation, yields

$$
\mathbf{J}_{r} \approx \mathbf{I}+\overline{\mathbf{J}}_{s}, \quad \mathbf{J}_{r}^{-1} \approx \mathbf{I}-\overline{\mathbf{J}}_{s}
$$

The first of these two equations implies that $\mathbf{J}_{r}-\mathbf{I}$ reduces to the infinitesimal strain tensor in the case of small deformations. Using the same assumption, it can be shown that $\mathbf{J}_{l}-\mathbf{I}=\mathbf{J}_{r}-\mathbf{I}$. Note also that

$$
\mathbf{A}_{J}=\mathbf{J J}_{r}^{-1} \approx\left(\mathbf{I}+\overline{\mathbf{J}}_{s}+\overline{\mathbf{J}}_{r}\right)\left(\mathbf{I}-\overline{\mathbf{J}}_{s}\right) \approx \mathbf{I}+\overline{\mathbf{J}}_{r}
$$

and, as a consequence,

$$
\mathbf{A}_{J}-\mathbf{I}=\overline{\mathbf{J}}_{r}
$$

in the case of small rotations.

### 4.5 STRESS COMPONENTS

In this section, we consider the forces acting in the interior of a continuous body. Let $P$ be a point on the surface of the body, $\mathbf{n}$ be a unit vector directed along the outward normal to the surface at $P$, and $\delta S$ be the area of an element of the surface


Figure 4.3 Surface force.
that contains $P$. It is assumed that on the surface element with area $\delta S$, the material outside the region under consideration exerts a force (Fig. 3)

$$
\begin{equation*}
\mathbf{f}=\sigma_{n} \delta S \tag{4.33}
\end{equation*}
$$

on the material in the region under consideration. The force vector $\mathbf{f}$ is called the surface force and the vector $\sigma_{n}$ is called the mean surface traction transmitted across the element of area $\delta S$ from the outside to the inside of the region under consideration. A surface traction equal in magnitude and opposite in direction to $\sigma_{n}$ is transmitted across the element with area $\delta S$ from the inside to the outside of the part of the body under consideration. We make the assumption that as $\delta S$ tends to zero, $\sigma_{n}$ tends to a finite limit that is independent of the shape of the element with area $\delta S$. The elastic force on an arbitrary surface through point $P$ can be written in terms of the elastic forces acting on three perpendicular surfaces of an infinitesimal volume containing point $P$. To do this, we examine the forces acting on the elementary tetrahedron shown in Fig. 4. Let $\mathbf{f}_{1}, \mathbf{f}_{2}$, and $\mathbf{f}_{3}$ be, respectively, the force vectors acting on the surfaces


Figure 4.4 Surface forces on an elementary tetrahedron.
whose outward normal is parallel to $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$. Let $\mathbf{n}$ be the vector of direction cosines of the outward normal to the arbitrary surface $\delta S$. Then the areas of the other faces are

$$
\begin{equation*}
\delta S_{1}=n_{1} \delta S, \quad \delta S_{2}=n_{2} \delta S, \quad \delta S_{3}=n_{3} \delta S \tag{4.34}
\end{equation*}
$$

where $n_{i}, i=1,2,3$ are the components of $\mathbf{n}$. The elastic force vectors exerted on the tetrahedron across its four faces are

$$
\left.\begin{array}{l}
\mathbf{f}=\sigma_{n} \delta S, \quad \mathbf{f}_{1}=-\sigma_{1} n_{1} \delta S  \tag{4.35}\\
\mathbf{f}_{2}=-\sigma_{2} n_{2} \delta S, \quad \mathbf{f}_{3}=-\sigma_{3} n_{3} \delta S
\end{array}\right\}
$$

where $\sigma_{1}, \sigma_{2}$, and $\sigma_{3}$ are, respectively, the vectors of mean surface traction acting on the surfaces whose normals are in the directions $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$. The components of each surface traction $\sigma_{i}$ will be denoted as $\sigma_{i j}, j=1,2,3$, that is,

$$
\sigma_{i}=\left[\begin{array}{lll}
\sigma_{i 1} & \sigma_{i 2} & \sigma_{i 3} \tag{4.36}
\end{array}\right]^{\mathrm{T}}, \quad i=1,2,3
$$

Equation 36 can be written in a more explicit form as

$$
\left.\begin{array}{l}
\sigma_{1}=\sigma_{11} \mathbf{i}_{1}+\sigma_{12} \mathbf{i}_{2}+\sigma_{13} \mathbf{i}_{3}  \tag{4.37}\\
\sigma_{2}=\sigma_{21} \mathbf{i}_{1}+\sigma_{22} \mathbf{i}_{2}+\sigma_{22} \mathbf{i}_{3} \\
\sigma_{3}=\sigma_{31} \mathbf{i}_{1}+\sigma_{32} \mathbf{i}_{2}+\sigma_{33} \mathbf{i}_{3}
\end{array}\right\}
$$

where $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$ are unit vectors in the $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ directions. It is also recognized that there is a body force whose mean value over the tetrahedron is $\mathbf{f}_{b}$ per unit volume. Examples of this kind of force are the gravitational and the magnetic forces. According to Newton's second law, which states that the rate of change of momentum is proportional to the resultant force acting on the system, the equation of equilibrium of the tetrahedron can be written as

$$
\begin{equation*}
\mathbf{f}_{1}+\mathbf{f}_{2}+\mathbf{f}_{3}+\mathbf{f}+\mathbf{f}_{b} \delta V=\rho \mathbf{a} \delta V \tag{4.38}
\end{equation*}
$$

where a, $\rho$, and $\delta V$ are, respectively, the acceleration, mass density, and volume of the tetrahedron. Substituting Eq. 35 into Eq. 38 yields

$$
\begin{equation*}
\sigma_{n}=\sigma_{1} n_{1}+\sigma_{2} n_{2}+\sigma_{3} n_{3}+\frac{\delta V}{\delta S}\left(\rho \mathbf{a}-\mathbf{f}_{b}\right) \tag{4.39}
\end{equation*}
$$

We assume $\mathbf{n}$ and the point $P$ to be fixed and let $\delta S$ and $\delta V$ tend to zero. Since $\delta V$ is proportional to the cube and $\delta S$ is proportional to the square of the linear dimension of the tetrahedron, we conclude that $\delta V / \delta S$ tends to zero as $\delta S$ approaches zero. Thus, in the limit one has

$$
\begin{equation*}
\sigma_{n}=\sigma_{1} n_{1}+\sigma_{2} n_{2}+\sigma_{3} n_{3} \tag{4.40}
\end{equation*}
$$

where $\sigma_{1}, \sigma_{2}, \sigma_{3}$, and $\sigma_{n}$ are evaluated at $P$. Equation 40 can be written in matrix form as

$$
\begin{equation*}
\sigma_{n}=\sigma_{m} \mathbf{n} \tag{4.41}
\end{equation*}
$$

where $\sigma_{m}$ is a $3 \times 3$ matrix defined as

$$
\sigma_{m}=\left[\begin{array}{lll}
\sigma_{11} & \sigma_{21} & \sigma_{31} \\
\sigma_{12} & \sigma_{22} & \sigma_{32} \\
\sigma_{13} & \sigma_{23} & \sigma_{33}
\end{array}\right]
$$

Therefore, one can write the elastic force vector of Eq. 33 as

$$
\begin{equation*}
\mathbf{f}=\sigma_{m} \mathbf{n} \delta S \tag{4.42}
\end{equation*}
$$

Therefore, the surface force $\mathbf{f}$ can be expressed in terms of the elements of the matrix $\sigma_{m}$. These elements $\sigma_{i j},(i, j=1,2,3)$ are called the stress components. The components of the stress vectors $\sigma_{1}, \sigma_{2}$, and $\sigma_{3}$ represent the stress on the planes that are perpendicular, respectively, to the $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ axes (Eq. 37). Equation 40, which is called the Cauchy stress formula, gives the stress vector on an oblique plane with unit normal $\mathbf{n}$.

By using Eq. 40 or 41 , it can be shown that $\sigma_{m}$ is a tensor quantity. In the foregoing discussion, the stress components were defined with respect to the coordinate system $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$. It is expected that the choice of the coordinate system will lead to a different set of stress components. Let $\overline{\mathbf{X}}_{1} \overline{\mathbf{X}}_{2} \overline{\mathbf{X}}_{3}$ be another coordinate system. We now examine the relationship between the stress components $\sigma_{i j}$ associated with the coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ and the stress components $\bar{\sigma}_{i j}$ at the same point defined with respect to the coordinate system $\overline{\mathbf{X}}_{1} \overline{\mathbf{X}}_{2} \overline{\mathbf{X}}_{3}$. Let $\mathbf{A}$ be an orthogonal transformation matrix that defines the orientation of the coordinate system $\overline{\mathbf{X}}_{1} \overline{\mathbf{X}}_{2} \overline{\mathbf{X}}_{3}$ with respect to the coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$. One can then write the following equation:

$$
\begin{equation*}
\bar{\sigma}_{n}=\mathbf{A}^{\mathrm{T}} \sigma_{n}=\mathbf{A}^{\mathrm{T}} \sigma_{m} \mathbf{n}=\mathbf{A}^{\mathrm{T}} \sigma_{m} \mathbf{A} \overline{\mathbf{n}} \tag{4.43}
\end{equation*}
$$

where $\overline{\mathbf{n}}=\left[\bar{n}_{1} \bar{n}_{2} \bar{n}_{3}\right]^{\mathrm{T}}$ is the normal to the surface whose components are defined with respect to the $\overline{\mathbf{X}}_{1} \overline{\mathbf{X}}_{2} \overline{\mathbf{X}}_{3}$ coordinate system. Equation 43 can be written in a compact form as

$$
\begin{equation*}
\bar{\sigma}_{n}=\bar{\sigma}_{m} \overline{\mathbf{n}} \tag{4.44}
\end{equation*}
$$

where $\bar{\sigma}_{m}$ is given by

$$
\begin{equation*}
\bar{\sigma}_{m}=\mathbf{A}^{\mathrm{T}} \sigma_{m} \mathbf{A} \tag{4.45}
\end{equation*}
$$

which demonstrates that $\sigma_{m}$ is indeed a second-order tensor.

### 4.6 EQUATIONS OF EQUILIBRIUM

In studying the mechanics of deformable bodies, a distinction is made between two kinds of forces: body forces acting on the element of volume (or mass) of the body such as gravitational, magnetic, and inertia forces, and surface forces acting on surface elements inside or on the boundary of the body such as contact forces and hydrostatic pressure. The resultant of the first kind of force follows from integration over the volume, whereas the second kind is the result of a surface integral. Thus, the condition for the dynamic equilibrium can be mathematically stated as

$$
\begin{equation*}
\int_{S} \sigma_{n} d S+\int_{V} \mathbf{f}_{b} d V=\int_{V} \rho \mathbf{a} d V \tag{4.46}
\end{equation*}
$$

Substituting Eq. 41 into Eq. 46 yields

$$
\begin{equation*}
\int_{S} \sigma_{m} \mathbf{n} d S+\int_{V} \mathbf{f}_{b} d V=\int_{V} \rho \mathbf{a} d V \tag{4.47}
\end{equation*}
$$

The surface integral can be transformed into a volume integral by use of the divergence theorem (Greenberg 1978), that is

$$
\begin{equation*}
\int_{S} \sigma_{m} \mathbf{n} d S=\int_{V} \sigma_{s} d V \tag{4.48}
\end{equation*}
$$

where $\sigma_{s}=\left[\begin{array}{ccc}\sigma_{s 1} & \sigma_{s 2} & \sigma_{s 3}\end{array}\right]^{\mathrm{T}}$ is a vector whose components are defined according to

$$
\begin{equation*}
\sigma_{s i}=\sum_{j=1}^{3} \frac{\partial \sigma_{j i}}{\partial x_{j}} \tag{4.49}
\end{equation*}
$$

Substituting Eq. 48 into Eq. 47 yields

$$
\begin{equation*}
\int_{V}\left[\sigma_{s}+\mathbf{f}_{b}-\rho \mathbf{a}\right] d V=\mathbf{0} \tag{4.50}
\end{equation*}
$$

This equation must hold in every region in the body, and hence the integrand must be zero throughout the body. This leads to

$$
\begin{equation*}
\sigma_{s}+\mathbf{f}_{b}=\rho \mathbf{a} \tag{4.51}
\end{equation*}
$$

which is known as the equation of equilibrium. By using Eq. 49, we can write the components of Eq. 51 as

$$
\left.\begin{array}{l}
\sigma_{11,1}+\sigma_{21,2}+\sigma_{31,3}+f_{b 1}=\rho a_{1} \\
\sigma_{12,1}+\sigma_{22,2}+\sigma_{32,3}+f_{b 2}=\rho a_{2}  \tag{4.52}\\
\sigma_{13,1}+\sigma_{23,2}+\sigma_{33,3}+f_{b 3}=\rho a_{3}
\end{array}\right\}
$$

where $(, i)$ denotes differentiation with respect to the spatial coordinate $x_{i} ; a_{1}, a_{2}$, and $a_{3}$ are the components of the acceleration vector; and $f_{b 1}, f_{b 2}$, and $f_{b 3}$ are the components of the vector of the body force. It is important to note that the equations of equilibrium contain both time and spatial derivatives.

Symmetry of the Stress Tensor In developing the differential equations of equilibrium we used the equilibrium of the forces. The condition that the resultant couple about the origin must be equal to zero can be used to prove the symmetry of the stress tensor. This condition can be expressed mathematically as

$$
\begin{equation*}
\int_{S} \mathbf{x} \times \sigma_{n} d S+\int_{V} \mathbf{x} \times\left(\mathbf{f}_{b}-\rho \mathbf{a}\right) d V=\mathbf{0} \tag{4.53}
\end{equation*}
$$

Recall that

$$
\begin{equation*}
\mathbf{x} \times \sigma_{n}=\tilde{\mathbf{x}} \sigma_{n} \tag{4.54}
\end{equation*}
$$

where $\tilde{\mathbf{x}}$ is a skew symmetric matrix defined as

$$
\tilde{\mathbf{x}}=\left[\begin{array}{ccc}
0 & -x_{3} & x_{2}  \tag{4.55}\\
x_{3} & 0 & -x_{1} \\
-x_{2} & x_{1} & 0
\end{array}\right]
$$

Using Eqs. 41 and 54, we can write the first integral of Eq. 53 as

$$
\begin{equation*}
\int_{S} \mathbf{x} \times \sigma_{n} d S=\int_{S} \tilde{\mathbf{x}} \sigma_{m} \mathbf{n} d S \tag{4.56}
\end{equation*}
$$

If we define the matrix $\mathbf{B}$ and the vector $\mathbf{b}$ as

$$
\mathbf{B}=\tilde{\mathbf{x}} \sigma_{m}, \quad \mathbf{b}=\left[\begin{array}{lll}
b_{1} & b_{2} & b_{3} \tag{4.57}
\end{array}\right]^{\mathrm{T}}
$$

where

$$
\begin{equation*}
b_{i}=\sum_{j=1}^{3} \frac{\partial B_{i j}}{\partial x_{j}}, \quad i=1,2,3 \tag{4.58}
\end{equation*}
$$

then on using the divergence theorem, Eq. 56 yields

$$
\begin{equation*}
\int_{S} \tilde{\mathbf{x}} \sigma_{m} \mathbf{n} d S=\int_{S} \mathbf{B n} d S=\int_{V} \mathbf{b} d V \tag{4.59}
\end{equation*}
$$

One can verify from the definitions of Eqs. 57 and 59 that

$$
\begin{equation*}
\mathbf{b}=\tilde{\mathbf{x}} \sigma_{s}+\mathbf{b}_{s}=\mathbf{x} \times \sigma_{s}+\mathbf{b}_{s} \tag{4.60}
\end{equation*}
$$

where the components of the vector $\sigma_{s}$ are defined by Eq. 49 and the vector $\mathbf{b}_{s}$ is given by

$$
\mathbf{b}_{s}=-\left[\begin{array}{l}
\sigma_{32}-\sigma_{23}  \tag{4.61}\\
\sigma_{13}-\sigma_{31} \\
\sigma_{21}-\sigma_{12}
\end{array}\right]
$$

Substituting Eq. 60 into Eq. 59 yields

$$
\int_{S} \tilde{\mathbf{x}} \sigma_{m} \mathbf{n} d S=\int_{V}\left(\mathbf{x} \times \sigma_{s}+\mathbf{b}_{s}\right) d V
$$

which on substituting into Eq. 53 and using Eq. 56 yields

$$
\begin{equation*}
\int_{V} \mathbf{b}_{s} d V+\int_{V} \mathbf{x} \times\left(\sigma_{s}+\mathbf{f}_{b}-\rho \mathbf{a}\right) d V=\mathbf{0} \tag{4.62}
\end{equation*}
$$

By using Eq. 51, Eq. 62 becomes

$$
\begin{equation*}
\int_{V} \mathbf{b}_{s} d V=\mathbf{0} \tag{4.63}
\end{equation*}
$$

This equation must hold in every region in the body, and hence the integrand must be zero throughout the body. This leads to

$$
\mathbf{b}_{s}=\mathbf{0}
$$

Using this equation and Eq. 61, one obtains

$$
\sigma_{32}=\sigma_{23}, \quad \sigma_{13}=\sigma_{31}, \quad \sigma_{21}=\sigma_{12}
$$

This result can be written in a compact form as

$$
\begin{equation*}
\sigma_{i j}=\sigma_{j i} \tag{4.64}
\end{equation*}
$$

which implies that the stress tensor is symmetric.

### 4.7 CONSTITUTIVE EQUATIONS

The stress and strain tensors are insufficient for description of the mechanical behavior of deformable bodies. Body deformations depend on the applied forces, and the force-displacement relationship depends on the material of the body. To complete the specification of the mechanical properties of a material we require additional equations. These equations are called the constitutive equations and serve to distinguish one material from another. For convenience, we reproduce the stress and strain vectors, which are essential in the discussion that follows:

$$
\begin{align*}
\sigma & =\left[\begin{array}{llllll}
\sigma_{11} & \sigma_{22} & \sigma_{33} & \sigma_{12} & \sigma_{13} & \sigma_{23}
\end{array}\right]^{\mathrm{T}}  \tag{4.65}\\
\varepsilon & =\left[\begin{array}{llllll}
\varepsilon_{11} & \varepsilon_{22} & \varepsilon_{33} & \varepsilon_{12} & \varepsilon_{13} & \varepsilon_{23}
\end{array}\right]^{\mathrm{T}} \tag{4.66}
\end{align*}
$$

It has been found experimentally that for most solid materials, the measured strains are proportional to the applied forces, provided the load does not exceed a given value, known as the elastic limit. This experimental observation can be stated as follows: The stress components at any point in the body are a linear function of the strain components. This statement is a generalization of Hooke's law and does not apply to viscoelastic, plastic, or viscoplastic materials. The generalized form of Hooke's law may thus be written as

$$
\left.\begin{array}{l}
\sigma_{11}=e_{11} \varepsilon_{11}+e_{12} \varepsilon_{22}+e_{13} \varepsilon_{33}+e_{14} \varepsilon_{12}+e_{15} \varepsilon_{13}+e_{16} \varepsilon_{23} \\
\sigma_{22}=e_{21} \varepsilon_{11}+e_{22} \varepsilon_{22}+e_{23} \varepsilon_{33}+e_{24} \varepsilon_{12}+e_{25} \varepsilon_{13}+e_{26} \varepsilon_{23} \\
\sigma_{33}=e_{31} \varepsilon_{11}+e_{32} \varepsilon_{22}+e_{33} \varepsilon_{33}+e_{34} \varepsilon_{12}+e_{35} \varepsilon_{13}+e_{36} \varepsilon_{23}  \tag{4.67}\\
\sigma_{12}=e_{41} \varepsilon_{11}+e_{42} \varepsilon_{22}+e_{43} \varepsilon_{33}+e_{44} \varepsilon_{12}+e_{45} \varepsilon_{13}+e_{46} \varepsilon_{23} \\
\sigma_{13}=e_{51} \varepsilon_{11}+e_{52} \varepsilon_{22}+e_{53} \varepsilon_{33}+e_{54} \varepsilon_{12}+e_{55} \varepsilon_{13}+e_{56} \varepsilon_{23} \\
\sigma_{23}=e_{61} \varepsilon_{11}+e_{62} \varepsilon_{22}+e_{63} \varepsilon_{33}+e_{64} \varepsilon_{12}+e_{65} \varepsilon_{13}+e_{66} \varepsilon_{23}
\end{array}\right\}
$$

which can be written in a compact form as

$$
\begin{equation*}
\sigma=\mathbf{E} \varepsilon \tag{4.68}
\end{equation*}
$$

where $\mathbf{E}$ is the matrix of the elastic constants of the material given by

$$
\mathbf{E}=\left[\begin{array}{llllll}
e_{11} & e_{12} & e_{13} & e_{14} & e_{15} & e_{16}  \tag{4.69}\\
e_{21} & e_{22} & e_{23} & e_{24} & e_{25} & e_{26} \\
e_{31} & e_{32} & e_{33} & e_{34} & e_{35} & e_{36} \\
e_{41} & e_{42} & e_{43} & e_{44} & e_{45} & e_{46} \\
e_{51} & e_{52} & e_{53} & e_{54} & e_{55} & e_{56} \\
e_{61} & e_{62} & e_{63} & e_{64} & e_{65} & e_{66}
\end{array}\right]
$$

Anisotropic Linearly Elastic Material Let $U$ be the strain energy per unit volume that represents the work done by internal stresses. On a unit cube, stresses represent forces, whereas strains represent displacements. Therefore, the work done by a force $\sigma$ during the motion $d \varepsilon$ can be written as

$$
d U=\sigma^{\mathrm{T}} d \varepsilon
$$

which implies that

$$
\begin{equation*}
\sigma=\left(\frac{\partial U}{\partial \varepsilon}\right)^{\mathrm{T}} \tag{4.70}
\end{equation*}
$$

or in a more explicit form as

$$
\begin{equation*}
\sigma_{i j}=\frac{\partial U}{\partial \varepsilon_{i j}}, \quad i, j=1,2,3 \tag{4.71}
\end{equation*}
$$

that is,

$$
\begin{array}{lll}
\sigma_{11}=\frac{\partial U}{\partial \varepsilon_{11}}, & \sigma_{22}=\frac{\partial U}{\partial \varepsilon_{22}}, & \sigma_{33}=\frac{\partial U}{\partial \varepsilon_{33}} \\
\sigma_{12}=\frac{\partial U}{\partial \varepsilon_{12}}, & \sigma_{13}=\frac{\partial U}{\partial \varepsilon_{13}}, & \sigma_{23}=\frac{\partial U}{\partial \varepsilon_{23}}
\end{array}
$$

Equations 67 and 71 yield

$$
\left.\begin{array}{c}
\frac{\partial U}{\partial \varepsilon_{11}}=\sigma_{11}=e_{11} \varepsilon_{11}+\cdots+e_{16} \varepsilon_{23}  \tag{4.72}\\
\frac{\partial U}{\partial \varepsilon_{22}}=\sigma_{22}=e_{21} \varepsilon_{11}+\cdots+e_{26} \varepsilon_{23} \\
\vdots \\
\frac{\partial U}{\partial \varepsilon_{23}}=\sigma_{23}=e_{61} \varepsilon_{11}+\cdots+e_{66} \varepsilon_{23}
\end{array}\right\}
$$

Differentiation of Eq. 72 yields

$$
\begin{aligned}
& \frac{\partial^{2} U}{\partial \varepsilon_{11} \partial \varepsilon_{22}}=e_{12}=\frac{\partial^{2} U}{\partial \varepsilon_{22} \partial \varepsilon_{11}}=e_{21} \\
& \frac{\partial^{2} U}{\partial \varepsilon_{11} \partial \varepsilon_{33}}=e_{13}=\frac{\partial^{2} U}{\partial \varepsilon_{33} \partial \varepsilon_{11}}=e_{31} \\
& \vdots \\
& \frac{\partial^{2} U}{\partial \varepsilon_{33} \partial \varepsilon_{23}}=e_{36}=\frac{\partial^{2} U}{\partial \varepsilon_{23} \partial \varepsilon_{33}}=e_{63}
\end{aligned}
$$

That is,

$$
\begin{equation*}
e_{i j}=e_{j i} \tag{4.73}
\end{equation*}
$$

which shows that the matrix of the elastic coefficients is symmetric. Therefore, there are only 21 distinct elastic coefficients for a general anisotropic linearly elastic
material. In terms of these coefficients, the matrix of elastic coefficients $\mathbf{E}$ can be written as

$$
\begin{equation*}
\mathbf{E}=\left[\right] \tag{4.74}
\end{equation*}
$$

Material Symmetry In some structural materials, special kinds of symmetry may exist. The elastic coefficients, for example, may remain invariant under a coordinate transformation. For instance, consider the reflection with respect to the $\mathbf{X}_{1} \mathbf{X}_{2}$ plane given by the following transformation:

$$
\mathbf{A}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right]
$$

The transformed stresses and strains $\sigma_{m}^{\prime}$ and $\varepsilon_{m}^{\prime}$ are given, respectively, by

$$
\begin{align*}
\sigma_{m}^{\prime} & =\mathbf{A}^{\mathrm{T}} \sigma_{m} \mathbf{A}  \tag{4.75}\\
\boldsymbol{\varepsilon}_{m}^{\prime} & =\mathbf{A}^{\mathrm{T}} \boldsymbol{\varepsilon}_{m} \mathbf{A} \tag{4.76}
\end{align*}
$$

where $\sigma_{m}$ and $\varepsilon_{m}$ are given by

$$
\begin{align*}
& \sigma_{m}=\left[\begin{array}{lll}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{array}\right]  \tag{4.77}\\
& \varepsilon_{m}=\left[\begin{array}{lll}
\varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13} \\
\varepsilon_{21} & \varepsilon_{22} & \varepsilon_{23} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33}
\end{array}\right] \tag{4.78}
\end{align*}
$$

Equation 75 yields

$$
\left.\begin{array}{lll}
\sigma_{11}^{\prime}=\sigma_{11}, & \sigma_{22}^{\prime}=\sigma_{22}, & \sigma_{33}^{\prime}=\sigma_{33}  \tag{4.79}\\
\sigma_{12}^{\prime}=\sigma_{12}, & \sigma_{13}^{\prime}=-\sigma_{13}, & \sigma_{23}^{\prime}=-\sigma_{23}
\end{array}\right\}
$$

and Eq. 76 yields

$$
\left.\begin{array}{lll}
\varepsilon_{11}^{\prime}=\varepsilon_{11}, & \varepsilon_{22}^{\prime}=\varepsilon_{22}, & \varepsilon_{33}^{\prime}=\varepsilon_{33}  \tag{4.80}\\
\varepsilon_{12}^{\prime}=\varepsilon_{12}, & \varepsilon_{13}^{\prime}=-\varepsilon_{13}, & \varepsilon_{23}^{\prime}=-\varepsilon_{23}
\end{array}\right\}
$$

Therefore, under the transformation of Eqs. 75 and 76, one can write, for example, $\sigma_{11}^{\prime}$ as

$$
\begin{equation*}
\sigma_{11}^{\prime}=e_{11} \varepsilon_{11}^{\prime}+e_{12} \varepsilon_{22}^{\prime}+e_{13} \varepsilon_{33}^{\prime}+e_{14} \varepsilon_{12}^{\prime}+e_{15} \varepsilon_{13}^{\prime}+e_{16} \varepsilon_{23}^{\prime} \tag{4.81}
\end{equation*}
$$

which on using Eqs. 79 and 80 yields

$$
\begin{equation*}
\sigma_{11}=\sigma_{11}^{\prime}=e_{11} \varepsilon_{11}+e_{12} \varepsilon_{22}+e_{13} \varepsilon_{33}+e_{14} \varepsilon_{12}-e_{15} \varepsilon_{13}-e_{16} \varepsilon_{23} \tag{4.82}
\end{equation*}
$$

By comparing Eqs. 81 and 82 and using Eqs. 79 and 80, one gets

$$
e_{15}=-e_{15}, \quad e_{16}=-e_{16}, \quad \text { or } \quad e_{15}=e_{16}=0
$$

In a similar manner by considering other stress components, we find

$$
e_{25}=e_{26}=e_{35}=e_{36}=e_{45}=e_{46}=0
$$

Therefore, the elastic constants for a material that possesses a plane of elastic symmetry reduce to 13 elastic coefficients. If this plane of symmetry is the $\mathbf{X}_{1} \mathbf{X}_{2}$ plane, that is, the elastic properties are invariant under a reflection with respect to the $\mathbf{X}_{1} \mathbf{X}_{2}$ plane, the matrix $\mathbf{E}$ of elastic coefficients can be written as

$$
\begin{equation*}
\mathbf{E}=\left[\right] \tag{4.83}
\end{equation*}
$$

If the material has two mutually orthogonal planes of elastic symmetry, one can show that $e_{41}=e_{42}=e_{43}=e_{65}=0$ and the matrix of elastic coefficients reduces to

$$
\begin{equation*}
\mathbf{E}=\left[\right] \tag{4.84}
\end{equation*}
$$

In some materials, the elastic coefficients $e_{i j}$ remain invariant under a rotation through an angle $\alpha$ about one of the axes, that is, the values of these coefficients are independent of the set of rectangular axes chosen. The transformation matrix $\mathbf{A}$ in this case is given by

$$
\mathbf{A}=\left[\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right]
$$

One may then write two equations similar to Eqs. 75 and 76 and proceed as in the above case for different values of $\alpha$ to show that in the case of an isotropic solid there are only two independent constants, denoted as $\lambda$ and $\mu$. We then have

$$
\left.\begin{array}{l}
e_{12}=e_{13}=e_{21}=e_{23}=e_{31}=e_{32}=\lambda  \tag{4.85}\\
e_{44}=e_{55}=e_{66}=2 \mu \\
e_{11}=e_{22}=e_{33}=\lambda+2 \mu
\end{array}\right\}
$$

The two elastic constants, $\lambda$ and $\mu$, are known as Lame's constants.

Homogeneous Isotropic Material If the material is homogeneous, $\lambda$ and $\mu$ are constants at all points. The matrix $\mathbf{E}$ of elastic coefficients can be written in the case of an isotropic material in terms of Lame's constants as

$$
\mathbf{E}=\left[\begin{array}{cccccc}
\lambda+2 \mu & \lambda & \lambda & 0 & 0 & 0  \tag{4.86}\\
\lambda & \lambda+2 \mu & \lambda & 0 & 0 & 0 \\
\lambda & \lambda & \lambda+2 \mu & 0 & 0 & 0 \\
0 & 0 & 0 & 2 \mu & 0 & 0 \\
0 & 0 & 0 & 0 & 2 \mu & 0 \\
0 & 0 & 0 & 0 & 0 & 2 \mu
\end{array}\right]
$$

Using Eq. 68, one can then write the stress-strain relations in the following explicit form:

$$
\begin{align*}
& \sigma_{11}=\lambda \varepsilon_{t}+2 \mu \varepsilon_{11}, \quad \sigma_{22}=\lambda \varepsilon_{t}+2 \mu \varepsilon_{22}, \quad \sigma_{33}=\lambda \varepsilon_{t}+2 \mu \varepsilon_{33} \\
& \sigma_{12}=2 \mu \varepsilon_{12}, \quad \sigma_{13}=2 \mu \varepsilon_{13}, \quad \sigma_{23}=2 \mu \varepsilon_{23} \tag{4.87}
\end{align*}
$$

where $\varepsilon_{t}=\varepsilon_{11}+\varepsilon_{22}+\varepsilon_{33}$, which represents the change in volume of a unit cube, is called the dilation. The inverse of Eq. 87 gives

$$
\left.\begin{array}{ll}
\varepsilon_{11}=\frac{1}{E}\left[(1+\gamma) \sigma_{11}-\gamma \sigma_{t}\right], & \varepsilon_{22}=\frac{1}{E}\left[(1+\gamma) \sigma_{22}-\gamma \sigma_{t}\right] \\
\varepsilon_{33}=\frac{1}{E}\left[(1+\gamma) \sigma_{33}-\gamma \sigma_{t}\right], & \varepsilon_{12}=\frac{1}{2 \mu} \sigma_{12}=\frac{1+\gamma}{E} \sigma_{12}  \tag{4.88}\\
\varepsilon_{13}=\frac{1}{2 \mu} \sigma_{13}=\frac{1+\gamma}{E} \sigma_{13}, & \varepsilon_{23}=\frac{1}{2 \mu} \sigma_{23}=\frac{1+\gamma}{E} \sigma_{23}
\end{array}\right\}
$$

where

$$
\begin{align*}
& \sigma_{t}=\sigma_{11}+\sigma_{22}+\sigma_{33} \\
& E=\frac{\mu(3 \lambda+2 \mu)}{\lambda+\mu}, \quad \gamma=\frac{\lambda}{2(\lambda+\mu)} \tag{4.89}
\end{align*}
$$

The constants $\mu, E$, and $\gamma$ are, respectively, called the modulus of rigidity, Young's modulus, and Poisson's ratio.

Example 4.3 In the case of two-dimensional analysis we have

$$
\sigma_{23}=\sigma_{31}=0, \quad \varepsilon_{23}=\varepsilon_{31}=0
$$

If we further consider a plane stress problem, then

$$
\sigma_{33}=0
$$

In this case, the strain components are related to the stress components by the relations

$$
\begin{aligned}
& \varepsilon_{11}=\frac{1}{E}\left(\sigma_{11}-\gamma \sigma_{22}\right) \\
& \varepsilon_{22}=\frac{1}{E}\left(-\gamma \sigma_{11}+\sigma_{22}\right) \\
& \varepsilon_{12}=\frac{\sigma_{12}}{2 \mu}=\frac{(1+\gamma)}{E} \sigma_{12}
\end{aligned}
$$

In this case, the matrix of elastic coefficients can be recognized as

$$
\mathbf{E}=\frac{E}{1-(\gamma)^{2}}\left[\begin{array}{ccc}
1 & \gamma & 0 \\
\gamma & 1 & 0 \\
0 & 0 & 1-\gamma
\end{array}\right]
$$

which relates the strain vector $\varepsilon=\left[\begin{array}{lll}\varepsilon_{11} & \varepsilon_{22} & \varepsilon_{12}\end{array}\right]^{\mathrm{T}}$ to the stress vector $\sigma=$ $\left[\begin{array}{lll}\sigma_{11} & \sigma_{22} & \sigma_{12}\end{array}\right]^{\mathrm{T}}$. This relation can be written as

$$
\sigma=\mathbf{E} \varepsilon
$$

In case of plane strain problems, $\varepsilon_{33}=0$, and for an isotropic material the matrix $\mathbf{E}$ can be written as

$$
\mathbf{E}=\frac{E}{(1+\gamma)(1-2 \gamma)}\left[\begin{array}{ccc}
1-\gamma & \gamma & 0 \\
\gamma & 1-\gamma & 0 \\
0 & 0 & 1-2 \gamma
\end{array}\right]
$$

### 4.8 VIRTUAL WORK AND ELASTIC FORCES

In the preceding section, the constitutive equations for a linear elastic material that relate the stresses and strains were obtained. It is, however, important to point out that in the case of large deformation, the Cauchy stress tensor is not associated with the Lagrangian stress tensor since Cauchy stress tensor is defined with respect to the current (deformed) configuration, while the Lagrangian strain tensor is defined with respect to the reference (undeformed) configuration. In this section, the partial differential equation of equilibrium (Eq. 51 or 52 ) will be used to derive the virtual work of the elastic forces. The analysis presented in this section shows that another symmetric stress tensor, the second Piola-Kirchhoff stress tensor is associated with the Lagrangian strain tensor $\varepsilon_{m}$ of Eq. 17. In the case of a linear elastic model, the second Piola-Kirchhoff strain tensor can be related to the Lagrangian strain tensor using the constitutive equations obtained in the preceding section. In order to simplify the derivation presented in this section, the tensor double product and the change of the volume of a material element are first discussed.

Tensor Double Product (Contraction) If A and B are second order tensors, the double product or double contraction is defined as

$$
\begin{equation*}
\mathbf{A}: \mathbf{B}=\operatorname{tr}\left(\mathbf{A}^{\mathrm{T}} \mathbf{B}\right) \tag{4.90}
\end{equation*}
$$

where $t r$ denotes the trace of the matrix (sum of the diagonal elements). Using the properties of the trace, one can show that

$$
\begin{equation*}
\mathbf{A}: \mathbf{B}=\operatorname{tr}\left(\mathbf{A}^{\mathrm{T}} \mathbf{B}\right)=\operatorname{tr}\left(\mathbf{B} \mathbf{A}^{\mathrm{T}}\right)=\operatorname{tr}\left(\mathbf{B}^{\mathrm{T}} \mathbf{A}\right)=\operatorname{tr}\left(\mathbf{A} \mathbf{B}^{\mathrm{T}}\right)=\sum_{i, j=1}^{3} A_{i j} B_{i j} \tag{4.91}
\end{equation*}
$$

where $A_{i j}$ and $B_{i j}$ are, respectively, the elements of the tensors $\mathbf{A}$ and $\mathbf{B}$.

Volume Change If $d V$ and $d v$ are, respectively, the volumes of a material element in the reference and current configurations, one can show that (Spencer 1980)

$$
\begin{equation*}
d v=|\mathbf{J}| d V \tag{4.92}
\end{equation*}
$$

where $\mathbf{J}$ is the matrix of position vector gradients (Eq. 14) and $|\mathbf{J}|$ is the determinant of $\mathbf{J}$.

Virtual Work In Eq. 51, $\boldsymbol{\sigma}_{s}=\operatorname{div} \boldsymbol{\sigma}_{m}$, where $\boldsymbol{\sigma}_{m}$ is the Cauchy stress tensor. Therefore, Eq. 51 can be rewritten as

$$
\begin{equation*}
\operatorname{div} \boldsymbol{\sigma}_{m}+\mathbf{f}_{b}=\rho \mathbf{a} \tag{4.93}
\end{equation*}
$$

Multiplying this equation by $\delta \xi$ and integrating over the current volume, one obtains

$$
\begin{equation*}
\int_{v}\left(\operatorname{div} \boldsymbol{\sigma}_{m}+\mathbf{f}_{b}-\rho \mathbf{a}\right)^{\mathrm{T}} \delta \xi d v=0 \tag{4.94}
\end{equation*}
$$

Recall that

$$
\begin{equation*}
\operatorname{div}\left(\boldsymbol{\sigma}_{m}^{\mathrm{T}} \delta \xi\right)=\left(\operatorname{div} \boldsymbol{\sigma}_{m}\right)^{\mathrm{T}} \delta \xi+\boldsymbol{\sigma}_{m}: \nabla(\delta \xi) \tag{4.95}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla(\delta \xi)=\frac{\partial}{\partial \xi}(\delta \xi)=\frac{\partial(\delta \xi)}{\partial \mathbf{x}} \frac{\partial \mathbf{x}}{\partial \xi}=\nabla_{o}(\delta \xi) \mathbf{J}^{-1}=(\delta \mathbf{J}) \mathbf{J}^{-1} \tag{4.96}
\end{equation*}
$$

Substituting Eqs. 95 and 96 into Eq. 94 and using Gauss theorem, one obtains

$$
\begin{equation*}
\int_{a} \mathbf{n}^{\mathrm{T}} \boldsymbol{\sigma}_{m} \delta \xi d a-\int_{v} \boldsymbol{\sigma}_{m}: \delta \mathbf{J} \mathbf{J}^{-1} d v+\int_{v}\left(\mathbf{f}_{b}-\rho \mathbf{a}\right)^{\mathrm{T}} \delta \xi d v=0 \tag{4.97}
\end{equation*}
$$

where $a$ is the current surface area and $\mathbf{n}$ is a unit normal to the surface. The first integral in the preceding equation represents the virtual work of the surface traction forces, the second integral is the virtual work of the internal elastic forces, and the third integral is the virtual work of the body and inertia forces. If the principle of conservation of mass ( $\rho d v=\rho_{o} d V$ ) or continuity condition is assumed, the virtual work of the inertia forces can be written as

$$
\begin{equation*}
\delta W_{i}=\int_{v} \rho \mathbf{a}^{\mathrm{T}} \delta \xi d v=\int_{V} \rho_{o} \mathbf{a}^{\mathrm{T}} \delta \xi d V \tag{4.98}
\end{equation*}
$$

This equation is important in developing the inertia forces of the finite elements in the case of the large deformation analysis presented in Chapter 7 of this book.

Virtual Work of the Elastic Forces The virtual work of the internal elastic forces defined by the second term of Eq. 97 is

$$
\begin{equation*}
\delta W_{s}=-\int_{v} \boldsymbol{\sigma}_{m}: \delta \mathbf{J} \mathbf{J}^{-1} d v \tag{4.99}
\end{equation*}
$$

Using Eq. 92, the integration can be performed using the volume at the reference configuration. The preceding equation can then be written as

$$
\begin{equation*}
\delta W_{s}=-\int_{V}|\mathbf{J}| \boldsymbol{\sigma}_{m}: \delta \mathbf{J}^{-1} d V \tag{4.100}
\end{equation*}
$$

where $\boldsymbol{\sigma}_{K m}=|\mathbf{J}| \boldsymbol{\sigma}_{m}$ called the Kirchhoff stress tensor is a symmetric tensor and differs from Cauchy stress tensor by a scalar multiplier equal to the determinant of the matrix of the position vector gradients. In the case of small deformation, this determinant remains approximately equal to one, and Cauchy and Kirchhoff stress tensors do not differ significantly.

Using Eqs. 14 and 17, it is clear that

$$
\begin{equation*}
\delta \boldsymbol{\varepsilon}_{m}=\mathbf{J}^{\mathrm{T}} \delta \mathbf{J} \tag{4.101}
\end{equation*}
$$

where $\varepsilon_{m}$ is the Lagrangian strain tensor. Using this equation, the virtual work of the elastic forces can be written in terms of the virtual changes of the components of the Lagrangian strain tensor as

$$
\begin{equation*}
\delta W_{s}=-\int_{V}|\mathbf{J}| \boldsymbol{\sigma}_{m}: \mathbf{J}^{-1^{\mathrm{T}}} \delta \boldsymbol{\varepsilon}_{m} \mathbf{J}^{-1} d V \tag{4.102}
\end{equation*}
$$

This equation upon the use of the properties of the tensor double product (Eq. 91) can be written as

$$
\begin{equation*}
\delta W_{s}=-\int_{V}\left(|\mathbf{J}| \mathbf{J}^{-1} \boldsymbol{\sigma}_{m} \mathbf{J}^{-1^{\mathrm{T}}}\right): \delta \boldsymbol{\varepsilon}_{m} d V \tag{4.103}
\end{equation*}
$$

which can be written as follows:

$$
\begin{equation*}
\delta W_{s}=-\int_{V} \boldsymbol{\sigma}_{P m}: \delta \varepsilon_{m} d V \tag{4.104}
\end{equation*}
$$

where $\boldsymbol{\sigma}_{P_{m}}$ is the second Piola-Kirchhoff stress tensor defined as

$$
\begin{equation*}
\boldsymbol{\sigma}_{P m}=|\mathbf{J}| \mathbf{J}^{-1} \boldsymbol{\sigma}_{m} \mathbf{J}^{-1^{\mathrm{T}}} \tag{4.105}
\end{equation*}
$$

Clearly, the second Piola-Kirchhoff stress tensor is a symmetric tensor, and it is the stress tensor associated with the Lagrangian strain tensor.

If the deformation is small, the matrix of the position vector gradients (Jacobian) $\mathbf{J}$ does not differ significantly from the identity matrix, and as a consequence it is acceptable not to distinguish between Cauchy stress tensor which is defined using the deformed configuration and the second Piola-Kirchhoff stress tensor associated with the reference undeformed configuration. In this book we will always use the Lagrangian strains with the understanding that the associated stress is the second Piola-Kirchhoff stress tensor. For the sake of simplicity of the notation, we will also use $\sigma$ to denote the stress vector associated with $\sigma_{P m}$ instead of Cauchy stress tensor since
whenever there is a difference between the two tensors (case of large deformation), it is with the understanding that the second Piola-Kirchhoff stress tensor is the one to be used with the Lagrangian strain tensor. Using the tensor double product, and the fact that both $\boldsymbol{\sigma}_{P m}$ and $\varepsilon_{m}$ are symmetric tensors, one can use the definition of the tensor double product to show that Eq. 104 can be written as follows:

$$
\begin{equation*}
\delta W_{s}=-\int_{V}\left(\sigma_{11} \delta \varepsilon_{11}+\sigma_{22} \delta \varepsilon_{22}+\sigma_{33} \delta \varepsilon_{33}+2 \sigma_{12} \delta \varepsilon_{12}+2 \sigma_{13} \delta \varepsilon_{13}+2 \sigma_{23} \delta \varepsilon_{23}\right) d V \tag{4.106}
\end{equation*}
$$

where $\sigma_{i j}$ and $\epsilon_{i j}$ are, respectively, the elements of the second Piola-Kirchhof stress tensor and the Lagrangian strain tensor. Using the development presented in the preceding section, one can write $\boldsymbol{\sigma}=\mathbf{E \varepsilon}$, where $\boldsymbol{\sigma}$ and $\varepsilon$ are the stress and strain vectors associated with the second Piola-Kirchhoff stress tensor and the Lagrangian strain tensor, and $\mathbf{E}$ is the matrix of elastic coefficients. One can then write the virtual work of the elastic forces given by Eq. 106 in the following form:

$$
\begin{equation*}
\delta W_{s}=-\int_{V} \varepsilon^{\mathrm{T}} \mathbf{E} \mathbf{I}_{t} \delta \varepsilon d V \tag{4.107}
\end{equation*}
$$

where $\mathbf{I}_{t}$ is a diagonal matrix with dimension six. The first three diagonal elements are equal to one while the last three diagonal elements are equal to 2 . This matrix is introduced in order to account for the "two" multipliers associated with the shear strains in the expression of the virtual work given by Eq. 106. Therefore, the virtual work of the elastic forces can be written as

$$
\begin{equation*}
\delta W_{s}=-\int_{V} \varepsilon^{\mathrm{T}} \overline{\mathbf{E}} \delta \varepsilon d V \tag{4.108}
\end{equation*}
$$

where $\overline{\mathbf{E}}=\mathbf{E I}_{t}$ is the modified matrix of elastic coefficients.

## Problems

1. Determine whether $\mathbf{u}=\left[k\left(x_{2}-x_{1}\right), k\left(x_{1}-x_{2}\right), k x_{1} x_{2}\right]$, where $k$ is a constant, represents continuously possible displacement components for a continuous medium. Consider $\left(x_{1}, x_{2}, x_{3}\right)$ to be rectangular Cartesian coordinates of a point in the body.
2. The deformation of a body is defined in terms of the undeformed rectangular coordinates $\left(x_{1}, x_{2}, x_{3}\right)$ as

$$
\mathbf{u}=\left[k\left(3\left(x_{1}\right)^{2}+x_{2}\right), k\left(2\left(x_{2}\right)^{2}+x_{3}\right), k\left(4\left(x_{3}\right)^{2}+x_{1}\right)\right]
$$

where $k$ is a positive constant. Compute the strain of a line element that passes through the point $(2,2,2)$ and has direction cosines $n_{1}=n_{2}=n_{3}=\frac{1}{\sqrt{3}}$.
3. The displacement components for a body are

$$
u_{1}=2 x_{1}+x_{2}, \quad u_{2}=x_{3}, \quad u_{3}=x_{3}-x_{2}
$$

Verify that this displacement vector is physically possible for a continuous deformable body and determine the strain in the direction $n_{1}=n_{2}=n_{3}=\frac{1}{\sqrt{3}}$.
4. The stress tensor components at a point $P$ are given by

$$
\sigma_{m}=\left[\begin{array}{ccc}
2 & 4 & 6 \\
4 & 8 & 12 \\
6 & 12 & 5
\end{array}\right]
$$

Find the traction $\sigma_{n}$ at point $p$ on the plane whose outward normal has the vector of direction cosines $\mathbf{n}=\left[\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}\right]^{\mathrm{T}}$.
5. In the previous problem find the traction vector $\sigma_{n}$ on the plane through $P$ parallel to the plane $x_{1}-4 x_{2}-x_{3}=0$.
6. Show that $\sum_{i=1}^{3} \sigma_{i i}=$ constant; that is, the sum of the normal stress components is a constant in all rectangular coordinate systems.
7. Show that for a body subjected to hydrostatic pressure $P$

$$
\sum_{i=1}^{3} \sigma_{i i}=-3 P
$$

8. The stress tensor $\sigma_{m}$ at a point $P$ is given by

$$
\sigma_{m}=\left[\begin{array}{lll}
3 & 2 & 2 \\
2 & 4 & 0 \\
2 & 0 & 2
\end{array}\right]
$$

Find the principal stresses and principal directions. Also find the stress vector at point $P$ on a plane through $P$ parallel to the plane $2 x_{1}-2 x_{2}-x_{3}=0$.
9. The components of the stress tensor $\sigma_{m}$ are given by

$$
\begin{aligned}
& \sigma_{11}=\frac{12 k_{1} x_{1} x_{2}}{\left(k_{2}\right)^{3} k_{3}}, \quad \sigma_{12}=\frac{3 k_{1}\left[\left(k_{2}\right)^{2}-4\left(x_{2}\right)^{2}\right]}{2\left(k_{2}\right)^{3} k_{3}} \\
& \sigma_{22}=\sigma_{33}=\sigma_{13}=\sigma_{23}=0
\end{aligned}
$$

where $k_{1}, k_{2}$, and $k_{3}$ are constants. Determine whether or not these stress components satisfy the equations of equilibrium.

## 5 FLOATING FRAME OF REFERENCE FORMULATION

In this chapter, approximation methods are used to formulate a finite set of dynamic equations of motion of multibody systems that contain interconnected deformable bodies. As shown in Chapter 3, the dynamic equations of motion of the rigid bodies in the multibody system can be defined in terms of the mass of the body, the inertia tensor, and the generalized forces acting on the body. On the other hand, the dynamic formulation of the system equations of motion of linear structural systems requires the definition of the system mass and stiffness matrices as well as the vector of generalized forces. In this chapter, the dynamic formulation of the equations of motion of deformable bodies that undergo large translational and rotational displacements are developed using the floating frame of reference formulation. It will be shown that the equations of motion of such systems can be written in terms of a set of inertia shape integrals in addition to the mass of the body, the inertia tensor, and the generalized forces that appear in the dynamic formulation of rigid body system equations of motion and the mass and stiffness matrices and the vector of generalized forces that appear in the dynamic equations of linear structural systems. These inertia shape integrals that depend on the assumed displacement field appear in the nonlinear terms that represent the inertia coupling between the reference motion and the elastic deformation of the body. It will be also shown that the deformable body inertia tensor depends on the elastic deformation of the body, and accordingly it is an implicit function of time.

In the floating frame of reference formulation presented in this chapter, the configuration of each deformable body in the multibody system is identified by using two sets of coordinates: reference and elastic coordinates. Reference coordinates define the location and orientation of a selected body reference. Elastic coordinates, on the other hand, describe the body deformation with respect to the body reference. In order to avoid the computational difficulties associated with infinite-dimensional spaces, these coordinates are introduced by using classical approximation techniques such as Rayleigh-Ritz methods. The global position of an arbitrary point on the deformable body is thus defined by using a coupled set of reference and elastic coordinates. The
kinetic energy of the deformable body is then developed and the inertia coupling between the reference motion and the elastic deformation is identified. The kinetic energy as well as the virtual work of the forces acting on the body are written in terms of the coupled sets of reference and elastic coordinates. Mechanical joints in the multibody system are formulated by using a set of nonlinear algebraic constraint equations that depend on the reference and elastic coordinates and possibly on time. These algebraic constraint equations can be used to identify a set of independent coordinates (system degrees of freedom) by using the generalized coordinate partitioning of the constraint Jacobian matrix, or can be adjoined to the system differential equations of motion by using the vector of Lagrange multipliers.

### 5.1 KINEMATIC DESCRIPTION

Multibody systems in general include two collections of bodies. One collection consists of bulky and compact solids that can be treated as rigid bodies, while the other collection includes typical structural components such as rods, beams, plates, and shells. As pointed out in previous chapters, rigid bodies have a finite number of degrees of freedom; for instance, a rigid body in space has six degrees of freedom that describe the location and orientation of the body with respect to the fixed frame of reference. On the other hand, structural components such as beams, plates, and shells have an infinite number of degrees of freedom that describe the displacement of each point on the component. As was shown in the preceding chapter, the behavior of such components is governed by a set of simultaneous partial differential equations. Using the separation of variables, the solution of these equations, if possible, leads to representation of the displacement field in terms of infinite series that can be written in the following form:

$$
\left.\begin{array}{ll}
\bar{u}_{f 1}=\sum_{k=1}^{\infty} a_{k} f_{k} & \text { where } f_{k}=f_{k}\left(x_{1}, x_{2}, x_{3}\right) \\
\bar{u}_{f 2}=\sum_{k=1}^{\infty} b_{k} g_{k} & \text { where } g_{k}=g_{k}\left(x_{1}, x_{2}, x_{3}\right)  \tag{5.1}\\
\bar{u}_{f 3}=\sum_{k=1}^{\infty} c_{k} h_{k} & \text { where } h_{k}=h_{k}\left(x_{1}, x_{2}, x_{3}\right)
\end{array}\right\}
$$

where $\bar{u}_{f 1}, \bar{u}_{f 2}$, and $\bar{u}_{f 3}$ are the components of the displacement of an arbitrary point that has coordinates $\left(x_{1}, x_{2}, x_{3}\right)$ in the undeformed state. The vector of displacement $\overline{\mathbf{u}}_{f}=\left[\begin{array}{lll}\bar{u}_{f 1} & \bar{u}_{f 2} & \bar{u}_{f 3}\end{array}\right]^{\mathrm{T}}$ is space- and time-dependent. The coefficients $a_{k}, b_{k}$, and $c_{k}$ are assumed to depend only on time. These coefficients are called the coordinates, and the functions $f_{k}, g_{k}$, and $h_{k}$ are called the base functions. Each of the functions $f_{k}, g_{k}$, and $h_{k}$ must be admissible; that is, the function has to satisfy the kinematic constraints imposed on the boundary of the deformable body. It is also required that the infinite series of Eq. 1 converge to the limit functions $\bar{u}_{f 1}, \bar{u}_{f 2}$, and $\bar{u}_{f 3}$ and that these limit functions give an accurate representation to the deformed shape.

Rayleigh-Ritz Approximation A simple example of Eq. 1 is the displacement representation that arises when one writes the partial differential equation of a
vibrating beam and uses the separation of variables technique to solve this equation. In this particular case, the base functions are the eigenfunctions and the coordinates that are infinite in dimension are the time-dependent modal coordinates. Because of the computational difficulties encountered in dealing with infinite-dimensional spaces, classical approximation methods such as the Rayleigh-Ritz method and the Galerkin method are employed wherein the displacement of each point is expressed in terms of a finite number of coordinates. In this case the series of Eq. 1 are truncated, and this leads to

$$
\left.\begin{array}{l}
\bar{u}_{f 1} \approx \sum_{k=1}^{l} a_{k} f_{k}  \tag{5.2}\\
\bar{u}_{f 2} \approx \sum_{k=1}^{m} b_{k} g_{k} \\
\bar{u}_{f 3} \approx \sum_{k=1}^{n} c_{k} h_{k}
\end{array}\right\}
$$

The functions $\bar{u}_{f 1}, \bar{u}_{f 2}$, and $\bar{u}_{f 3}$ represent, in this case, partial sums of the series of Eq. 1. For the approximation of Eq. 2 to be valid, the sequences of partial sums of Eq. 2 must converge to the limit functions of Eq. 1. In other words, we require the sequences of partial sums to be Cauchy sequences. A sequence of functions $\left(s_{1}, s_{2}, \ldots\right)$ is said to be a Cauchy sequence if, given a small number $\varepsilon>0$, there exists a natural number $M(\varepsilon)$ such that if $n$ and $m$ are two arbitrary natural numbers that are greater than or equal to $M(\varepsilon)$ and $m>n$, we have

$$
\left|s_{m}-s_{n}\right|<\varepsilon
$$

By assuming that the sequences of partial sums of the series in Eq. 1 are Cauchy sequences, and provided $l, m$, and $n$ of Eq. 2 are relatively large, we are guaranteed that the approximation of Eq. 2 is acceptable.

Equation 2 implies also that approximations of the limit functions $\bar{u}_{f 1}, \bar{u}_{f 2}$, and $\bar{u}_{f 3}$ can be obtained as linear combinations of the base functions $f_{k}, g_{k}$, and $h_{k}$, respectively. This property, in addition to the fact that the sequences of partial sums of the series of Eq. 1 are Cauchy sequences, is called completeness; that is, completeness is achieved if the exact displacements, and their derivatives, can be matched arbitrarily closely if enough coordinates appear in the assumed displacement field. The assumed displacement field is, in general, either exact or stiff. This is mainly because the structure is permitted to deform only into the shapes described by the assumed displacement field.

Floating Frame of Reference In the development presented in the subsequent sections, we assume that the displacement field of Eq. 2 describes the deformation of the body with respect to a selected body reference as shown in Fig. 1. The motion of the body is then defined as the motion of its reference plus the motion of the material points on the body with respect to its reference. If the assumed displacement field contains rigid body modes, a set of reference conditions has to be imposed to define a unique displacement field with respect to the selected body reference. This


Figure 5.1 Deformable body coordinates.
subject is discussed in more detail in the following chapter where a finite element floating frame of reference formulation is presented.

One may write Eq. 2 in the following matrix form:

$$
\begin{equation*}
\overline{\mathbf{u}}_{f}=\mathbf{S} \mathbf{q}_{f} \tag{5.3}
\end{equation*}
$$

where $\overline{\mathbf{u}}_{f}=\left[\bar{u}_{f 1} \bar{u}_{f 2} \bar{u}_{f 3}\right]^{\mathrm{T}}$ is the deformation vector; $\mathbf{S}$ is the shape matrix whose elements are the base functions $f_{k}, g_{k}$, and $h_{k}$; and $\mathbf{q}_{f}$ is the vector of elastic coordinates that contains the time dependent coefficients $a_{k}, b_{k}$, and $c_{k}$.

To identify the configuration of deformable bodies, a set of generalized coordinates should be selected such that the location of an arbitrary point on the body can be described in terms of these generalized coordinates. To this end, we select a global coordinate system that is fixed in time and forms a single standard and as such serves to define the connectivity between different bodies in the multibody system. For an arbitrary body in the system, say, body $i$, we select a body reference $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ whose location and orientation with respect to the global coordinate system are defined by a set of coordinates called reference coordinates and denoted as $\mathbf{q}_{r}^{i}$. The vector $\mathbf{q}_{r}^{i}$ can be written in a partitioned form as

$$
\mathbf{q}_{r}^{i}=\left[\begin{array}{ll}
\mathbf{R}^{i \mathrm{~T}} & \boldsymbol{\theta}^{i^{\mathrm{T}}} \tag{5.4}
\end{array}\right]^{\mathrm{T}}
$$

where $\mathbf{R}^{i}$ is a set of Cartesian coordinates that define the location of the origin of the body reference (Fig. 1) and $\boldsymbol{\theta}^{i}$ is a set of rotational coordinates that describe the orientation of the selected body reference. The body coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ is the floating frame of reference. The origin of this reference frame does not have to be rigidly attached to a material point on the deformable body. It is required, however, that there is no rigid body motion between the body and its coordinate system. It is also important to point out that the reference motion should not be interpreted as the rigid body motion, since different coordinate systems can be selected for the deformable body (Shabana 1996a). The floating frame of reference formulation, therefore, does not lead to a separation between the rigid body motion and the elastic deformation.

Position Coordinates In this and the following chapter, the set of Cartesian reference coordinates is used to maintain the generality of the development. Other sets of coordinates such as joint variables can also be used with the formulation presented in this chapter by establishing the proper coordinate transformation. As pointed out in Chapter 2, three coordinates are required to define the location and orientation of the body reference in the two-dimensional analysis. These coordinates can be selected to be $R_{1}^{i}, R_{2}^{i}$, and $\theta^{i}$, where $R_{1}^{i}$ and $R_{2}^{i}$ are the coordinates of the origin of the body reference and $\theta^{i}$ is the angular rotation of the body about the axis of rotation. In three-dimensional analysis, however, six independent coordinates are required. Three coordinates, $R_{1}^{i}, R_{2}^{i}$, and $R_{3}^{i}$, define the location of the origin of the body reference, and three independent rotational coordinates define the orientation of this reference. This subject has been thoroughly investigated in Chapter 2, where it is pointed out that the orientation of the body reference can be identified using the three independent Euler angles, Rodriguez parameters, or the four dependent Euler parameters. If the body is rigid, the reference coordinates are sufficient for definition of the location of an arbitrary point on the body, and accordingly these coordinates completely describe the body kinematics. For rigid bodies, therefore, the configuration space of the body and the configuration space of its reference are the same and no conceptual difficulties arise in selecting the local reference frame of rigid bodies. For example, in the case of a rigid body, the global position of an arbitrary point $P$ on the rigid body can be written in the planar analysis as

$$
\begin{equation*}
\mathbf{r}_{P}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i} \tag{5.5}
\end{equation*}
$$

where $\overline{\mathbf{u}}^{i}$ is the local position vector of point $P$ and $\mathbf{A}^{i}$ is the transformation matrix defined as

$$
\mathbf{A}^{i}=\left[\begin{array}{cc}
\cos \theta^{i} & -\sin \theta^{i}  \tag{5.5a}\\
\sin \theta^{i} & \cos \theta^{i}
\end{array}\right]
$$

Since the assumption of rigidity of the body $i$ implies that the distance between two arbitrary points on the body remains constant, one may conclude that the length of the vector $\overline{\mathbf{u}}^{i}$ remains constant and, as such, the components of this vector relative to the body coordinate system remain unchanged. Similar comments apply for the spatial analysis.

When deformable bodies are considered, the distance between two arbitrary points on the deformable body does not, in general, remain constant because of the relative motion between the particles forming the body. In this case, the vector $\overline{\mathbf{u}}^{i}$ can be written as

$$
\begin{equation*}
\overline{\mathbf{u}}^{i}=\overline{\mathbf{u}}_{o}^{i}+\overline{\mathbf{u}}_{f}^{i}=\overline{\mathbf{u}}_{o}^{i}+\mathbf{S}^{i} \mathbf{q}_{f}^{i} \tag{5.6}
\end{equation*}
$$

where $\overline{\mathbf{u}}_{o}^{i}$ is the position of point $P$ in the undeformed state, $\mathbf{S}^{i}=\mathbf{S}^{i}\left(x_{1}^{i}, x_{2}^{i}, x_{3}^{i}\right)$ is a space-dependent shape matrix, and $\mathbf{q}_{f}^{i}$ is the vector of time-dependent elastic generalized coordinates of the deformable body $i$. One can then write the global position of an arbitrary point $P$ on body $i$ in the planar or the spatial case as

$$
\begin{equation*}
\mathbf{r}_{P}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i}\left(\overline{\mathbf{u}}_{o}^{i}+\mathbf{S}^{i} \mathbf{q}_{f}^{i}\right) \tag{5.7}
\end{equation*}
$$

in which the global position of point $P$ is written in terms of the generalized reference and elastic coordinates of body $i$. Therefore, we define the coordinates of body $i$ as

$$
\mathbf{q}^{i}=\left[\begin{array}{l}
\mathbf{q}_{r}^{i}  \tag{5.8}\\
\mathbf{q}_{f}^{i}
\end{array}\right]
$$

or by using the partitioning of Eq. 4, we can write $\mathbf{q}^{i}$ in a more explicit form as

$$
\mathbf{q}^{i}=\left[\begin{array}{c}
\mathbf{R}^{i}  \tag{5.9}\\
\boldsymbol{\theta}^{i} \\
\mathbf{q}_{f}^{i}
\end{array}\right]
$$

where $\mathbf{R}^{i}$ and $\boldsymbol{\theta}^{i}$ are the reference coordinates and $\mathbf{q}_{f}^{i}$ is the vector of elastic coordinates. Note that the vector $\overline{\mathbf{u}}_{o}^{i}$ of Eq. 6 can be written as

$$
\overline{\mathbf{u}}_{o}^{i}=\left[\begin{array}{lll}
x_{1}^{i} & x_{2}^{i} & x_{3}^{i} \tag{5.10}
\end{array}\right]^{\mathrm{T}}
$$

where $x_{1}^{i}, x_{2}^{i}$, and $x_{3}^{i}$ are the coordinates of point $P$, in the undeformed state, defined with respect to the body reference. Equation 6 can then be written as

$$
\overline{\mathbf{u}}^{i}=\left[\begin{array}{c}
x_{1}^{i}  \tag{5.11}\\
x_{2}^{i} \\
x_{3}^{i}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{S}_{1}^{i} \\
\mathbf{S}_{2}^{i} \\
\mathbf{S}_{3}^{i}
\end{array}\right] \mathbf{q}_{f}^{i}
$$

where $\mathbf{S}_{k}^{i}$ is the $k$ th row of the body shape function.

Example 5.1 The beam shown in Fig. 2 has length $l=0.5 \mathrm{~m}$. The beam is initially straight, and its axis is parallel to the global $\mathbf{X}_{1}$ axis. (Since we are considering only one beam in this example the superscript $i$ is omitted for simplicity). The origin of the beam reference is assumed to be rigidly attached to point $O^{i}$, while the displacement field defined in the body coordinate system is


Figure 5.2 Two-dimensional beam.
assumed to be

$$
\overline{\mathbf{u}}_{f}=\mathbf{S} \mathbf{q}_{f}=\left[\begin{array}{l}
\bar{u}_{f 1}  \tag{5.12}\\
\bar{u}_{f 2}
\end{array}\right]=\left[\begin{array}{cc}
\xi & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3}
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2}
\end{array}\right]
$$

where $\bar{u}_{f 1}$ and $\bar{u}_{f 2}$ are the components of the displacement vector at any arbitrary point $x_{1}=x, \mathbf{q}_{f}=\left[\begin{array}{ll}q_{f 1} & q_{f 2}\end{array}\right]^{\mathrm{T}}$ is the vector of elastic coordinates, $\xi$ is a dimensionless quantity defined as $\xi=(x / l)$, and the body shape function $\mathbf{S}$ is defined as

$$
\mathbf{S}=\left[\begin{array}{cc}
\xi & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3}
\end{array}\right]
$$

The location and orientation of the beam reference is defined by using the Cartesian coordinates $\mathbf{q}_{r}=\left[R_{1} R_{2} \theta\right]^{\mathrm{T}}$. Therefore, the total vector of the beam coordinates $\mathbf{q}=\left[\mathbf{q}_{r}^{\mathrm{T}} \mathbf{q}_{f}^{\mathrm{T}}\right]^{\mathrm{T}}$ is defined as

$$
\mathbf{q}=\left[\begin{array}{ll}
\mathbf{q}_{r}^{\mathrm{T}} & \mathbf{q}_{f}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{lllll}
R_{1} & R_{2} & \theta & q_{f 1} & q_{f 2}
\end{array}\right]^{\mathrm{T}}
$$

At a given instant of time $t$, let the components of the vector $\mathbf{q}$ have the following numerical values:

$$
\mathbf{q}=\left[\begin{array}{lllll}
1.0 & 0.5 & 30^{\circ} & 0.001 & 0.01
\end{array}\right]^{\mathrm{T}}
$$

Determine the global position of the tip point and the center of mass of the beam $C$.

Solution At this instant of time, the transformation matrix A of Eq. 5a is given by

$$
\mathbf{A}=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]=\left[\begin{array}{cc}
0.8660 & -0.500 \\
0.500 & 0.8660
\end{array}\right]
$$

The global position of point $A$ can then be written as

$$
\mathbf{r}_{A}=\mathbf{R}+\mathbf{A} \overline{\mathbf{u}}_{A}
$$

where the vector $\overline{\mathbf{u}}_{A}$ is the local position of the tip point and can be written by using Eq. 6 as

$$
\overline{\mathbf{u}}_{A}=\overline{\mathbf{u}}_{o}+\overline{\mathbf{u}}_{f}
$$

where $\overline{\mathbf{u}}_{o}$ is the undeformed position of point $A$ given by

$$
\overline{\mathbf{u}}_{o}=\left[\begin{array}{l}
l \\
0
\end{array}\right]=\left[\begin{array}{c}
0.5 \\
0
\end{array}\right]
$$

The vector $\overline{\mathbf{u}}_{f}$ is the elastic deformation of point $A$ and can be evaluated, since $\xi=1$ at point $A$, as

$$
\overline{\mathbf{u}}_{f}=\left[\begin{array}{cc}
\xi & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3}
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
0.001 \\
0.01
\end{array}\right]=\left[\begin{array}{c}
0.001 \\
0.01
\end{array}\right]
$$

and accordingly

$$
\overline{\mathbf{u}}_{A}=\left[\begin{array}{c}
0.501 \\
0.01
\end{array}\right]
$$

The position vector $\mathbf{r}_{A}$ can be then written as

$$
\mathbf{r}_{A}=\left[\begin{array}{c}
1.0 \\
0.5
\end{array}\right]+\left[\begin{array}{cc}
0.8660 & -0.500 \\
0.500 & 0.8660
\end{array}\right]\left[\begin{array}{c}
0.501 \\
0.01
\end{array}\right]=\left[\begin{array}{c}
1.4289 \\
0.75916
\end{array}\right]
$$

At point $C, \xi=0.5$ and $\overline{\mathbf{u}}_{o}=[(l / 2) 0]^{\mathrm{T}}=[0.250]^{\mathrm{T}}$. The deformation vector $\overline{\mathbf{u}}_{f}$ at $C$ is given by

$$
\overline{\mathbf{u}}_{f}=\left[\begin{array}{cc}
0.5 & 0 \\
0 & 3(0.5)^{2}-2(0.5)^{3}
\end{array}\right]\left[\begin{array}{c}
0.001 \\
0.01
\end{array}\right]=\left[\begin{array}{c}
0.0005 \\
0.005
\end{array}\right]
$$

and the local position of point $C$ is

$$
\overline{\mathbf{u}}_{C}=\overline{\mathbf{u}}_{o}+\overline{\mathbf{u}}_{f}=\left[\begin{array}{c}
0.25 \\
0
\end{array}\right]+\left[\begin{array}{c}
0.0005 \\
0.005
\end{array}\right]=\left[\begin{array}{c}
0.2505 \\
0.005
\end{array}\right]
$$

The global position $\mathbf{r}_{C}$ can then be determined as

$$
\mathbf{r}_{C}=\left[\begin{array}{l}
1.0 \\
0.5
\end{array}\right]+\left[\begin{array}{cc}
0.8660 & -0.500 \\
0.500 & 0.8660
\end{array}\right]\left[\begin{array}{c}
0.2505 \\
0.005
\end{array}\right]=\left[\begin{array}{c}
1.2144 \\
0.62958
\end{array}\right]
$$

Velocity Equations Differentiating Eq. 7 with respect to time yields

$$
\begin{equation*}
\dot{\mathbf{r}}_{P}^{i}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}+\mathbf{A}^{i} \dot{\mathbf{u}}^{i} \tag{5.13}
\end{equation*}
$$

where $\left({ }^{\bullet}\right)$ denotes differentiation with respect to time. Using Eq. 6, one can write $\dot{\overline{\mathbf{u}}}^{i}$ in terms of the time derivatives of the elastic coordinates of body $i$ as

$$
\begin{equation*}
\dot{\overline{\mathbf{u}}}^{i}=\mathbf{S}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{5.14}
\end{equation*}
$$

where $\mathbf{S}^{i}=\mathbf{S}^{i}\left(x_{1}^{i}, x_{2}^{i}, x_{3}^{i}\right)$ is the body shape matrix and $\dot{\mathbf{q}}_{f}^{i}$ is the vector of elastic generalized velocities of body $i$. Substituting Eq. 14 into Eq. 13 yields

$$
\begin{equation*}
\dot{\mathbf{r}}_{P}^{i}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}+\mathbf{A}^{i} \mathbf{S}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{5.15}
\end{equation*}
$$

where the equation $\dot{\overline{\mathbf{u}}}_{o}^{i}=\mathbf{0}$ is used. To isolate velocity terms, the central term on the right-hand side of Eq. 15 can, in general, be written as

$$
\begin{equation*}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=\mathbf{B}^{i} \dot{\theta}^{i} \tag{5.16}
\end{equation*}
$$

where $\dot{\boldsymbol{\theta}}^{i}$ is the vector whose elements $\dot{\theta}_{k}^{i}$ are the time derivatives of the rotational coordinates of the body reference and $\mathbf{B}^{i}=\mathbf{B}^{i}\left(\boldsymbol{\theta}^{i}, \mathbf{q}_{f}^{i}\right)$ is defined as

$$
\begin{equation*}
\mathbf{B}^{i}=\left[\frac{\partial}{\partial \theta_{1}^{i}}\left(\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right) \cdots \frac{\partial}{\partial \theta_{n_{r}}^{i}}\left(\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right)\right] \tag{5.17}
\end{equation*}
$$

where $n_{r}$ is the total number of rotational coordinates of the reference of body $i$. Equation 17 follows from using the chain rule of differentiation, which yields

$$
\begin{equation*}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=\sum_{k=1}^{n_{r}} \frac{\partial}{\partial \theta_{k}^{i}}\left(\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right) \dot{\theta}_{k}^{i} \tag{5.18}
\end{equation*}
$$

Substituting Eq. 16 into Eq. 15, one gets

$$
\begin{equation*}
\dot{\mathbf{r}}_{P}^{i}=\dot{\mathbf{R}}^{i}+\mathbf{B}^{i} \dot{\mathbf{\theta}}^{i}+\mathbf{A}^{i} \mathbf{S}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{5.19}
\end{equation*}
$$

In partitioned form, the absolute velocity vector of Eq. 19 can be written as

$$
\dot{\mathbf{r}}_{P}^{i}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{i} & \mathbf{A}^{i} \mathbf{S}^{i}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{R}}^{i}  \tag{5.20}\\
\dot{\mathbf{\theta}}^{i} \\
\dot{\mathbf{q}}_{f}^{i}
\end{array}\right]
$$

where $\mathbf{I}$ is a $3 \times 3$ identity matrix. Equation 20 can also be written as

$$
\begin{equation*}
\dot{\mathbf{r}}_{P}^{i}=\mathbf{L}^{i} \dot{\mathbf{q}}^{i} \tag{5.21}
\end{equation*}
$$

where $\dot{\mathbf{q}}^{i}=\left[\dot{\mathbf{q}}_{r}^{\mathrm{T}} \dot{\mathbf{q}}_{f}^{i \mathrm{~T}}\right]^{\mathrm{T}}=\left[\dot{\mathbf{R}}^{i^{\mathrm{T}}} \dot{\boldsymbol{\theta}}^{i \mathrm{~T}} \dot{\mathbf{q}}_{f}^{i^{\mathrm{T}}}\right]^{\mathrm{T}}$ is the total vector of generalized velocities of body $i$, and $\mathbf{L}^{i}$ is the matrix

$$
\mathbf{L}^{i}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{i} & \mathbf{A}^{i} \mathbf{S}^{i} \tag{5.22}
\end{array}\right]
$$

Before proceeding in our development, perhaps it is important to explain the nature of the terms appearing in the right-hand side of Eq. 19. The vector $\dot{\mathbf{R}}^{i}$ is the absolute velocity vector of the origin of the body reference, while the last term, $\mathbf{A}^{i} \mathbf{S}^{i} \dot{\mathbf{q}}_{f}^{i}$, is the velocity of point $P$ due to the deformation of the body, defined with respect to an observer stationed on the body. If the body were rigid, the term $\mathbf{A}^{i} \mathbf{S}^{i} \dot{\mathbf{q}}_{f}^{i}$ would be equal to zero. The central term, $\mathbf{B}^{i} \dot{\boldsymbol{\theta}}^{i}$, is the result of differentiation of the transformation matrix with respect to time. This term depends on the reference rotation as well as the elastic deformation of the body. In the case of rigid body translation this term vanishes, and accordingly the velocity of any point on the body is equal to the velocity $\dot{\mathbf{R}}^{i}$ of the origin of the body reference. In Chapter 2, it was shown that

$$
\begin{equation*}
\dot{\mathbf{A}} \overline{\mathbf{u}}^{i}=\mathbf{B}^{i} \dot{\boldsymbol{\theta}}^{i}=\mathbf{A}^{i}\left(\overline{\boldsymbol{w}}^{i} \times \overline{\mathbf{u}}^{i}\right)=-\mathbf{A}^{i}\left(\overline{\mathbf{u}}^{i} \times \overline{\boldsymbol{\omega}}^{i}\right) \tag{5.23}
\end{equation*}
$$

where $\overline{\boldsymbol{\omega}}^{i}$ is the angular velocity vector defined in the body reference. Alternatively, if we define

$$
\begin{equation*}
\mathbf{u}^{i}=\mathbf{A}^{i} \overline{\mathbf{u}}^{i} \tag{5.24}
\end{equation*}
$$

we may write Eq. 23 as

$$
\begin{equation*}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=\mathbf{B}^{i} \dot{\boldsymbol{\theta}}^{i}=\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}=-\mathbf{u}^{i} \times \boldsymbol{\omega}^{i} \tag{5.25}
\end{equation*}
$$

where $\boldsymbol{\omega}^{i}$ is the angular velocity vector defined in the global, fixed frame of reference. It is clear from Eq. 25 that the central term on the right-hand side of Eq. 19 is a vector that is perpendicular to both $\boldsymbol{\omega}^{i}$ and the vector $\mathbf{u}^{i}$, which represents the position of $P$ relative to the origin of the body reference.

Knowing that

$$
\begin{equation*}
-\mathbf{u}^{i} \times \boldsymbol{\omega}^{i}=-\tilde{\mathbf{u}}^{i} \boldsymbol{\omega}^{i}=\tilde{\mathbf{u}}^{i} \boldsymbol{\omega}^{i} \tag{5.26}
\end{equation*}
$$

where $\tilde{\mathbf{u}}^{{ }^{\mathrm{T}}}$ is the skew symmetric matrix defined as

$$
\tilde{\mathbf{u}}^{i^{\mathrm{T}}}=\left[\begin{array}{ccc}
0 & u_{3}^{i} & -u_{2}^{i}  \tag{5.27}\\
-u_{3}^{i} & 0 & u_{1}^{i} \\
u_{2}^{i} & -u_{1}^{i} & 0
\end{array}\right]
$$

and $u_{1}^{i}, u_{2}^{i}, u_{3}^{i}$ are the components of the vector $\mathbf{u}^{i}$, one can write the velocity vector of Eq. 19 in the form

$$
\begin{equation*}
\dot{\mathbf{r}}_{p}^{i}=\dot{\mathbf{R}}^{i}+\tilde{\mathbf{u}}^{i \mathrm{~T}} \boldsymbol{\omega}^{i}+\mathbf{A}^{i} \mathbf{S}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{5.28}
\end{equation*}
$$

or alternatively

$$
\dot{\mathbf{r}}_{P}^{i}=\left[\begin{array}{lll}
\mathbf{I} & \tilde{\mathbf{u}}^{i} & \mathbf{A}^{i} \mathbf{S}^{i}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{R}}^{i}  \tag{5.29}\\
\boldsymbol{\omega}^{i} \\
\dot{\mathbf{q}}_{f}^{i}
\end{array}\right]
$$

Equation 28 (or Eq. 29) defines the velocity vector in terms of the angular velocity vector $\boldsymbol{\omega}^{i}$. We will, in general, use Eq. 19 or 20 instead of Eqs. 28 and 29 since we prefer to develop our equations in terms of the generalized coordinates of the body. Therefore, the definition of the matrix $\mathbf{B}^{i}$ is important in the development that follows.

It was shown in Chapters 2 and 3 that irrespective of the reference rotational coordinates used, the vector $\overline{\boldsymbol{\omega}}^{i}$ in Eq. 23 can be written in terms of the rotational coordinates and velocities of the body reference as

$$
\begin{equation*}
\overline{\boldsymbol{\omega}}^{i}=\overline{\mathbf{G}}^{i} \dot{\boldsymbol{\theta}}^{i} \tag{5.30}
\end{equation*}
$$

where $\overline{\mathbf{G}}^{i}=\overline{\mathbf{G}}^{i}\left(\dot{\boldsymbol{\theta}}^{i}\right)$ is a matrix given in Chapters 2 and 3. One can then write Eq. 23 as

$$
\begin{equation*}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=-\mathbf{A}^{i}\left(\overline{\mathbf{u}}^{i} \times \overline{\boldsymbol{\omega}}^{i}\right)=-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\boldsymbol{\omega}}^{i} \tag{5.31}
\end{equation*}
$$

or

$$
\begin{equation*}
\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i}=-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} \dot{\boldsymbol{\theta}}^{i} \tag{5.32}
\end{equation*}
$$

from which we identify the matrix $\mathbf{B}^{i}$ of Eqs. 20 and 22 as

$$
\begin{equation*}
\mathbf{B}^{i}=-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} \tag{5.33}
\end{equation*}
$$

Since $\overline{\mathbf{u}}^{i}$ is the vector of the coordinates of an arbitrary point of body $i$ that can be written as

$$
\overline{\mathbf{u}}^{i}=\left[\begin{array}{lll}
\bar{u}_{1}^{i} & \bar{u}_{2}^{i} & \bar{u}_{3}^{i} \tag{5.34}
\end{array}\right]^{\mathrm{T}}
$$

the skew symmetric matrix $\tilde{\mathbf{u}}^{i}$ of Eq. 33 is defined as

$$
\tilde{\overline{\mathbf{u}}}^{i}=\left[\begin{array}{ccc}
0 & -\bar{u}_{3}^{i} & \bar{u}_{2}^{i}  \tag{5.35}\\
\bar{u}_{3}^{i} & 0 & -\bar{u}_{1}^{i} \\
-\bar{u}_{2}^{i} & \bar{u}_{1}^{i} & 0
\end{array}\right]
$$

Using Eq. 33, one can write the matrix $\mathbf{L}^{i}$ of Eq. 22 as

$$
\mathbf{L}^{i}=\left[\begin{array}{lll}
\mathbf{I} & -\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} & \mathbf{A}^{i} \mathbf{S}^{i} \tag{5.36}
\end{array}\right]
$$

The form of the velocity vector of Eq. 21 with $\mathbf{L}^{i}$ defined by Eq. 36 will be used in the development of the kinetic energy in the following section.

Acceleration Equations The acceleration of point $P$ can be determined by direct differentiation of Eq. 21. This leads to

$$
\begin{equation*}
\ddot{\mathbf{r}}_{P}^{i}=\dot{\mathbf{L}}^{i} \dot{\mathbf{q}}^{i}+\mathbf{L}^{i} \ddot{\mathbf{q}}^{i} \tag{5.37}
\end{equation*}
$$

where $\dot{\mathbf{L}}^{\dot{i}} \dot{\mathbf{q}}^{i}$ is a quadratic velocity vector that contains the Coriolis component. Using the identities presented in Chapter 2, one can verify that the acceleration vector of Eq. 37 can be written as

$$
\begin{equation*}
\ddot{\mathbf{r}}_{P}^{i}=\ddot{\mathbf{R}}^{i}+\boldsymbol{\omega}^{i} \times\left(\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}\right)+\boldsymbol{\alpha}^{i} \times \mathbf{u}^{i}+2 \boldsymbol{\omega}^{i} \times\left(\mathbf{A}^{i} \dot{\mathbf{u}}^{i}\right)+\mathbf{A}^{i} \ddot{\mathbf{u}}^{i} \tag{5.38}
\end{equation*}
$$

In this equation, $\boldsymbol{\alpha}^{i}$ is the angular acceleration vector. The term $\ddot{\mathbf{R}}^{i}$ is the absolute acceleration of the origin of the body reference. The second term, $\boldsymbol{\omega}^{i} \times\left(\boldsymbol{\omega}^{i} \times \mathbf{u}^{i}\right)$, is the normal component of the acceleration of point $P^{\prime}$ that instantaneously coincides with $P$ and does not undergo deformation. This component of the acceleration is directed along the straight line connecting the two points $O$ and $P$. The third component, $\boldsymbol{\alpha}^{i} \times \mathbf{u}^{i}$, is the tangential component of the acceleration of $P^{i}$ relative to $O$. The direction of this component is perpendicular to both the angular acceleration vector $\boldsymbol{\alpha}^{i}$ and the vector $\mathbf{u}^{i}$. The fourth term, $2 \boldsymbol{\omega}^{i} \times\left(\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right)$, is the Coriolis component of the acceleration, and the fifth term, $\mathbf{A}^{i} \ddot{\mathbf{u}}^{i}$ is the acceleration of point $P$ due to the deformation relative to the body reference. If the body is rigid, the fourth and fifth components vanish.

Example 5.2 The reference of the beam of Example 1 rotates with a constant angular velocity $\omega=\dot{\theta}=5 \mathrm{rad} / \mathrm{sec}$. Determine the absolute velocity and acceleration of the tip point $A$ at the instant of time $t$ at which the beam coordinates, velocities, and accelerations are given by

$$
\begin{aligned}
\mathbf{q}=\left[\begin{array}{ll}
\mathbf{q}_{r}^{\mathrm{T}} & \mathbf{q}_{f}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}} & =\left[\begin{array}{lllll}
R_{1} & R_{2} & \theta & q_{f 1} & q_{f 2}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{lllll}
1.0 & 0.5 & 30^{\circ} & 0.001 & 0.01
\end{array}\right]^{\mathrm{T}} \\
\dot{\mathbf{q}}=\left[\begin{array}{ll}
\dot{\mathbf{q}}_{r}^{\mathrm{T}} & \dot{\mathbf{q}}_{f}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}} & =\left[\begin{array}{lllll}
\dot{R}_{1} & \dot{R}_{2} & \dot{\theta} & \dot{q}_{f 1} & \dot{q}_{f 2}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{lllll}
0.1 & 1.0 & 5 & 2 & 3
\end{array}\right]^{\mathrm{T}} \\
\ddot{\mathbf{q}}=\left[\begin{array}{ll}
\ddot{\mathbf{q}}_{r}^{\mathrm{T}} & \ddot{\mathbf{q}}_{f}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}} & =\left[\begin{array}{lllll}
\ddot{R}_{1} & \ddot{R}_{2} & \ddot{\theta} & \ddot{q}_{f 1} & \ddot{q}_{f 2}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{lllll}
2 & 0 & 0 & 10 & 20
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Solution In this case the matrix $\mathbf{L}$ of Eq. 22 is the $2 \times 5$ matrix

$$
\mathbf{L}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B} & \mathbf{A S}
\end{array}\right]
$$

where $\mathbf{I}$ is the $2 \times 2$ identity matrix

$$
\mathbf{I}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

One can verify that $\mathbf{B}$, in this case, is a two-dimensional vector defined as

$$
\mathbf{B}=\mathbf{A}_{\theta} \overline{\mathbf{u}}_{A}
$$

where $\mathbf{A}_{\theta}$ is the partial derivative of the transformation matrix $\mathbf{A}$ with respect to the rotational coordinate $\theta$, that is,

$$
\mathbf{A}_{\theta}=\left[\begin{array}{cc}
-\sin \theta & -\cos \theta \\
\cos \theta & -\sin \theta
\end{array}\right]=\left[\begin{array}{cc}
-0.5 & -0.866 \\
0.866 & -0.5
\end{array}\right]
$$

From Example 1, the vector $\overline{\mathbf{u}}_{A}$, which is the position of the tip point $A$ defined in the beam coordinate system, is given by

$$
\overline{\mathbf{u}}_{A}=\left[\begin{array}{ll}
0.501 & 0.01
\end{array}\right]^{\mathrm{T}}
$$

Therefore, the vector $\mathbf{B}$ can be evaluated as

$$
\mathbf{B}=\mathbf{A}_{\theta} \overline{\mathbf{u}}_{A}=\left[\begin{array}{cc}
-0.5 & -0.866 \\
0.866 & -0.5
\end{array}\right]\left[\begin{array}{c}
0.501 \\
0.01
\end{array}\right]=\left[\begin{array}{c}
-0.25916 \\
0.42886
\end{array}\right]
$$

Since at point $A, \xi=(x / l)=1$, the shape matrix $\mathbf{S}$ evaluated at point $A$ is given by

$$
\mathbf{S}=\left[\begin{array}{cc}
\xi & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

and using the transformation matrix $\mathbf{A}$ evaluated in Example 1, one gets

$$
\mathbf{A S}=\left[\begin{array}{cc}
0.8660 & -0.500 \\
0.5 & 0.8660
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=\left[\begin{array}{cc}
0.8660 & -0.5000 \\
0.5000 & 0.8660
\end{array}\right]
$$

The matrix $\mathbf{L}$ can then be defined as

$$
\mathbf{L}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B} & \mathbf{A S}
\end{array}\right]=\left[\begin{array}{ccccc}
1 & 0 & -0.25916 & 0.8660 & -0.5000 \\
0 & 1 & 0.42886 & 0.5000 & 0.8660
\end{array}\right]
$$

and accordingly, the global velocity vector of point $A$ is given by

$$
\begin{aligned}
\dot{\mathbf{r}}_{A} & =\mathbf{L} \dot{\mathbf{q}}=\left[\begin{array}{llllc}
1 & 0 & -0.25916 & 0.8660 & -0.5000 \\
0 & 1 & 0.42886 & 0.5000 & 0.8660
\end{array}\right]\left[\begin{array}{c}
0.1 \\
1.0 \\
5 \\
2 \\
3
\end{array}\right] \\
& =\left[\begin{array}{c}
-0.96380 \\
6.74235
\end{array}\right] \mathrm{m} / \mathrm{sec}
\end{aligned}
$$

The acceleration of point $A$ is given by

$$
\ddot{\mathbf{r}}_{A}=\mathbf{L} \ddot{\mathbf{q}}+\dot{\mathbf{L}} \dot{\mathbf{q}}
$$

where

$$
\begin{aligned}
\mathbf{L} \ddot{\mathbf{q}} & =\left[\begin{array}{ccccc}
1 & 0 & -0.25916 & 0.8660 & -0.5000 \\
0 & 1 & 0.42886 & 0.500 & 0.8660
\end{array}\right]\left[\begin{array}{c}
2 \\
0 \\
0 \\
10 \\
20
\end{array}\right] \\
& =\left[\begin{array}{c}
0.66 \\
22.32
\end{array}\right] \mathrm{m} / \mathrm{sec}^{2}
\end{aligned}
$$

One can verify that the matrix $\dot{\mathbf{L}}$ is

$$
\begin{aligned}
\dot{\mathbf{L}} & =\left[\begin{array}{lll}
\mathbf{0}_{2} & \dot{\mathbf{B}} & \dot{\mathbf{A}} \mathbf{S}
\end{array}\right] \\
& =\left[\begin{array}{lll}
\mathbf{0}_{2} & \left(-\mathbf{A} \overline{\mathbf{u}}_{A} \dot{\theta}+\mathbf{A}_{\theta} \mathbf{S} \dot{\mathbf{q}}_{f}\right) & \mathbf{A}_{\theta} \mathbf{S} \dot{\theta}
\end{array}\right]
\end{aligned}
$$

where $\mathbf{0}_{2}$ is a $2 \times 2$ null matrix. Using the results obtained in Example 1, we can calculate the vectors $\mathbf{A} \overline{\mathbf{u}}_{A} \dot{\theta}$ and $\mathbf{A}_{\theta} \mathbf{S} \dot{\mathbf{q}}_{f}$ as

$$
\begin{aligned}
& \mathbf{A}_{\mathbf{u}}^{A} \\
& \dot{\theta}
\end{aligned}=\left[\begin{array}{c}
0.4289 \\
0.25916
\end{array}\right](5)=\left[\begin{array}{l}
2.1445 \\
1.2958
\end{array}\right] \quad \begin{array}{ll}
\mathbf{A}_{\theta} \mathbf{S} \dot{\mathbf{q}}_{f}=\left[\begin{array}{cc}
-0.5 & -0.866 \\
0.866 & -0.5
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
2 \\
3
\end{array}\right]=\left[\begin{array}{c}
-3.598 \\
0.232
\end{array}\right]
\end{array}
$$

and

$$
\mathbf{A}_{\theta} \mathbf{S} \dot{\theta}=\left[\begin{array}{cc}
-0.5 & -0.866 \\
0.866 & -0.5
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right](5)=\left[\begin{array}{cc}
-2.5 & -4.33 \\
4.33 & -2.5
\end{array}\right]
$$

The vector $\dot{\mathbf{L}} \dot{\mathbf{q}}$ can then be evaluated as

$$
\begin{aligned}
\dot{\mathbf{L}} \dot{\mathbf{q}} & =\left[\begin{array}{lllll}
0 & 0 & -5.7425 & -2.5 & -4.33 \\
0 & 0 & -1.0638 & 4.33 & -2.5
\end{array}\right]\left[\begin{array}{c}
0.1 \\
1.0 \\
5 \\
2 \\
3
\end{array}\right] \\
& =\left[\begin{array}{c}
-46.702 \\
-4.159
\end{array}\right] \mathrm{m} / \mathrm{sec}^{2}
\end{aligned}
$$

The acceleration vector of point $A$ is the sum of the two vectors

$$
\ddot{\mathbf{r}}_{A}=\mathbf{L} \ddot{\mathbf{q}}+\dot{\mathbf{L}} \dot{\mathbf{q}}=\left[\begin{array}{c}
0.66 \\
22.32
\end{array}\right]+\left[\begin{array}{c}
-46.702 \\
-4.159
\end{array}\right]=\left[\begin{array}{c}
-46.042 \\
18.161
\end{array}\right] \mathrm{m} / \mathrm{sec}^{2}
$$

### 5.2 INERTIA OF DEFORMABLE BODIES

In this section, we develop the kinetic energy of deformable bodies and point out the differences between the inertia properties of deformable bodies that undergo finite rotations and the inertia properties of both rigid and structural systems. In addition to the inertia tensor and the conventional mass matrix that appear, respectively, in rigid body dynamics and the dynamics of linear structural systems, it will be shown that a set of inertia shape integrals that depend on the assumed displacement field must be evaluated in order to completely define the mass matrix of deformable bodies that undergo large reference rotations. Moreover, the body inertia tensor depends on the elastic deformation and, as a consequence, is time-variant.

Mass Matrix The following definition of the kinetic energy is used:

$$
\begin{equation*}
T^{i}=\frac{1}{2} \int_{V^{i}} \rho^{i} \dot{\mathbf{r}}^{\mathrm{T}} \dot{\mathbf{r}}^{i} d V^{i} \tag{5.39}
\end{equation*}
$$

where $T^{i}$ is the kinetic energy of body $i$ in the system; $\rho^{i}$ and $V^{i}$ are, respectively, the mass density and volume of body $i$; and $\dot{\mathbf{r}}^{i}$ is the global velocity vector of an arbitrary
point on the body. Using the expression of the velocity vector of Eq. 21 given in the preceding section, one can write the kinetic energy of Eq. 39 as

$$
\begin{equation*}
T^{i}=\frac{1}{2} \int_{V^{i}} \rho^{i} \dot{\mathbf{q}}^{i^{\mathrm{T}}} \mathbf{L}^{i^{\mathrm{T}}} \mathbf{L}^{i} \dot{\mathbf{q}}^{i} d V^{i} \tag{5.40}
\end{equation*}
$$

Since the total vector of generalized coordinates $\mathbf{q}^{i}$ is assumed to be time-dependent and the mass density $\rho^{i}$ may depend on the location of the point, we can write Eq. 40 as

$$
\begin{equation*}
T^{i}=\frac{1}{2} \dot{\mathbf{q}}^{i^{\mathrm{T}}}\left[\int_{V^{i}} \rho^{i} \mathbf{L}^{i^{\mathrm{T}}} \mathbf{L}^{i} d V^{i}\right] \dot{\mathbf{q}}^{i} \tag{5.41}
\end{equation*}
$$

or in a more compact form as

$$
\begin{equation*}
T^{i}=\frac{1}{2} \dot{\mathbf{q}}^{\mathrm{T}} \mathbf{M}^{i} \dot{\mathbf{q}}^{i} \tag{5.42}
\end{equation*}
$$

where $\mathbf{M}^{i}$ is recognized as the symmetric mass matrix of body $i$ in the multibody system and is defined as

$$
\begin{equation*}
\mathbf{M}^{i}=\int_{V^{i}} \rho^{i} \mathbf{L}^{i^{\mathrm{T}}} \mathbf{L}^{i} d V^{i} \tag{5.43}
\end{equation*}
$$

Using the definition of $\mathbf{L}^{i}$ of Eq. 22, one can write the mass matrix of body $i$ in a more explicit form as

$$
\begin{align*}
\mathbf{M}^{i} & =\int_{V^{i}} \rho^{i}\left[\begin{array}{c}
\mathbf{I} \\
\mathbf{B}^{i} \\
\left(\mathbf{A}^{i} \mathbf{S}^{i}\right)^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{i} & \left.\mathbf{A}^{i} \mathbf{S}^{i}\right] d V^{i} \\
& =\int_{V^{i}} \rho^{i}\left[\begin{array}{ccc}
\mathbf{I} & \mathbf{B}^{i} & \mathbf{A}^{i} \mathbf{S}^{i} \\
& \mathbf{B}^{\boldsymbol{i}^{\mathrm{T}} \mathbf{B}^{i}} & \mathbf{B}^{i \mathrm{~T}} \mathbf{A}^{i} \mathbf{S}^{i} \\
\text { symmetric } & & \mathbf{S}^{i \mathrm{~T}} \mathbf{S}^{i}
\end{array}\right] d V^{i}
\end{array}\right.
\end{align*}
$$

where the orthogonality of the transformation matrix, that is, $\mathbf{A}^{i^{\mathrm{T}}} \mathbf{A}^{i}=\mathbf{I}$, is used in order to simplify the submatrix in the lower right-hand corner of Eq. 44. The mass matrix of Eq. 44 can also be written as

$$
\mathbf{M}^{i}=\left[\begin{array}{ccc}
\mathbf{m}_{R R}^{i} & \mathbf{m}_{R \theta}^{i} & \mathbf{m}_{R f}^{i}  \tag{5.45}\\
& \mathbf{m}_{\theta \theta}^{i} & \mathbf{m}_{\theta f}^{i} \\
\text { symmetric } & & \mathbf{m}_{f f}^{i}
\end{array}\right]
$$

where

$$
\begin{align*}
& \mathbf{m}_{R R}^{i}=\int_{V^{i}} \rho^{i} \mathbf{I} d V^{i}, \quad \mathbf{m}_{R \theta}^{i}=\int_{V^{i}} \rho^{i} \mathbf{B}^{i} d V^{i}  \tag{5.46a,b}\\
& \mathbf{m}_{R f}^{i}=\mathbf{A}^{i} \int_{V^{i}} \rho^{i} \mathbf{S}^{i} d V^{i}, \quad \mathbf{m}_{\theta \theta}^{i}=\int_{V^{i}} \rho^{i} \mathbf{B}^{i \mathrm{~T}} \mathbf{B}^{i} d V^{i}  \tag{5.46c,d}\\
& \mathbf{m}_{\theta f}^{i}=\int_{V^{i}} \rho^{i} \mathbf{B}^{i \mathrm{~T}} \mathbf{A}^{i} \mathbf{S}^{i} d V^{i}, \quad \mathbf{m}_{f f}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{\mathrm{T}} \mathbf{S}^{i} d V^{i} \tag{5.46e,f}
\end{align*}
$$

Note that the two submatrices $\mathbf{m}_{R R}^{i}$ and $\mathbf{m}_{f f}^{i}$ associated, respectively, with the translational reference and elastic coordinates, are constant. Other matrices, however, depend on the system generalized coordinates, and as a result they are implicit functions of time. In terms of the submatrices defined in Eq. 46, one can write the kinetic energy of the deformable body $i$ as

$$
\begin{align*}
T^{i}= & \frac{1}{2}\left(\dot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R R}^{i} \dot{\mathbf{R}}^{i}+2 \dot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R \theta}^{i} \dot{\boldsymbol{\theta}}^{i}+2 \dot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R f}^{i} \dot{\mathbf{q}}_{f}^{i}+\dot{\boldsymbol{\theta}}^{\dot{\mathrm{T}}^{\mathrm{T}}} \mathbf{m}_{\theta \theta}^{i} \dot{\boldsymbol{\theta}}^{i}\right. \\
& \left.+2 \dot{\boldsymbol{\theta}}^{\dot{T}^{\mathrm{T}}} \mathbf{m}_{\theta f}^{i} \dot{\mathbf{q}}_{f}^{i}+\dot{\mathbf{q}}_{f}^{i \mathrm{~T}} \mathbf{m}_{f f}^{i} \dot{\mathbf{q}}_{f}^{i}\right) \tag{5.47}
\end{align*}
$$

Special Cases If the body is rigid, the vector $\dot{\mathbf{q}}_{f}^{i}$ of elastic coordinates of body $i$ vanishes and the kinetic energy reduces to

$$
\begin{equation*}
T^{i}=\frac{1}{2}\left[\dot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R R}^{i} \dot{\mathbf{R}}^{i}+2 \dot{\mathbf{R}}^{i^{\mathrm{T}}} \mathbf{m}_{R \theta}^{i} \dot{\boldsymbol{\theta}}^{i}+\dot{\boldsymbol{\theta}}^{i^{\mathrm{T}}} \mathbf{m}_{\theta \theta}^{i} \dot{\boldsymbol{\theta}}^{i}\right] \tag{5.48}
\end{equation*}
$$

which can be written in a partitioned form as

$$
T^{i}=\frac{1}{2}\left[\begin{array}{ll}
\dot{\mathbf{R}}^{i^{\mathrm{T}}} & \dot{\boldsymbol{\theta}}^{i^{\mathrm{T}}}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{m}_{R R}^{i} & \mathbf{m}_{R \theta}^{i}  \tag{5.49}\\
\mathbf{m}_{\theta R}^{i} & \mathbf{m}_{\theta \theta}^{i}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{R}}^{i} \\
\dot{\boldsymbol{\theta}}^{i}
\end{array}\right]
$$

where the mass matrix in the case of a rigid body motion can be recognized as

$$
\mathbf{M}^{i}=\left[\begin{array}{ll}
\mathbf{m}_{R R}^{i} & \mathbf{m}_{R \theta}^{i}  \tag{5.50}\\
\mathbf{m}_{\theta R}^{i} & \mathbf{m}_{\theta \theta}^{i}
\end{array}\right]
$$

The matrix $\mathbf{m}_{R \theta}^{i}$ and its transpose $\mathbf{m}_{\theta R}^{i}$ represent the inertia coupling between the rigid body translation and the rigid body rotation. It is shown in Chapter 3 that this coupling can be eliminated, in rigid body dynamics, if the origin of the body reference is rigidly attached to the mass center of the body. The term $\mathbf{m}_{R R}^{i}$ represents the mass matrix associated with the translational coordinates of the body reference. This matrix is diagonal, and the diagonal elements are equal to the total mass of the body. The matrix $\mathbf{m}_{\theta \theta}^{i}$ is associated with the rotational coordinates of the body reference.

In the case of structural systems, the reference coordinates remain constant with respect to time, that is

$$
\dot{\mathbf{R}}^{i}=\mathbf{0}, \quad \dot{\boldsymbol{\theta}}^{i}=\mathbf{0}
$$

The kinetic energy of Eq. 47 reduces to

$$
\begin{equation*}
T^{i}=\frac{1}{2} \dot{\mathbf{q}}^{i}{ }^{\mathrm{T}} \mathbf{m}_{f f}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{5.51}
\end{equation*}
$$

and the mass matrix of the body can be recognized in this case as the constant matrix $\mathbf{m}_{f f}^{i}$, which appears in the dynamic formulation of linear structural systems.

When a deformable body undergoes rigid body motion, the mass matrix is defined by Eq. 45 and the submatrices $\mathbf{m}_{R f}^{i}$ and $\mathbf{m}_{\theta f}^{i}$ and their transpose represent the coupling between the reference motion and elastic deformation. In this case these matrices as well as the matrices $\mathbf{m}_{R \theta}^{i}$ and $\mathbf{m}_{\theta \theta}^{i}$ depend on both the rotational reference coordinates and the elastic coordinates of the body $i$.

Spatial Motion To develop in detail the form of the components of the mass matrix in the general case of a spatial deformable body that undergoes rigid body motion, we use the general definition of the matrix $\mathbf{B}^{i}$ given by Eq. 33. We start with the submatrix $\mathbf{m}_{R R}^{i}$ associated with the translations of the origin of the body reference given by Eq. 46a. This matrix can be determined as

$$
\mathbf{m}_{R R}^{i}=\int_{V^{i}} \rho^{i} \mathbf{I} d V^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] d V^{i}
$$

which by integration yields

$$
\mathbf{m}_{R R}^{i}=\left[\begin{array}{ccc}
m^{i} & 0 & 0  \tag{5.52}\\
0 & m^{i} & 0 \\
0 & 0 & m^{i}
\end{array}\right]
$$

where $m^{i}$ is the total mass of body $i$. Because of the conservation of mass, this matrix is the same for both cases of rigid and deformable bodies.

Using Eq. 33, one can determine the submatrix $\mathbf{m}_{R \theta}^{i}$ of Eq. 46 b as

$$
\begin{equation*}
\mathbf{m}_{R \theta}^{i}=\mathbf{m}_{\theta R}^{i \mathrm{~T}}=\int_{V^{i}} \rho^{i} \mathbf{B}^{i} d V^{i}=-\int_{V^{i}} \rho^{i} \mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} d V^{i} \tag{5.53}
\end{equation*}
$$

Because the matrices $\mathbf{A}^{i}$ and $\overline{\mathbf{G}}^{i}$ are not space-dependent, one can write the integral of Eq. 53 in the form

$$
\begin{equation*}
\mathbf{m}_{R \theta}^{i}=\mathbf{m}_{\theta R}^{i^{\mathrm{T}}}=-\mathbf{A}^{i}\left[\int_{V^{i}} \rho^{i} \tilde{\overline{\mathbf{u}}}^{i} d V^{i}\right] \overline{\mathbf{G}}^{i} \tag{5.54}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\mathbf{m}_{R \theta}^{i}=\mathbf{m}_{\theta R}^{i^{\mathrm{T}}}=-\mathbf{A}^{i} \tilde{\overline{\mathbf{S}}}_{t}^{i} \overline{\mathbf{G}}^{i} \tag{5.55}
\end{equation*}
$$

in which the skew symmetric matrix $\tilde{\overline{\mathbf{S}}}_{t}^{i}$ is defined by

$$
\begin{equation*}
\tilde{\mathbf{S}}_{t}^{i}=\int_{V^{i}} \rho^{i} \tilde{\mathbf{u}}^{i} d V^{i} \tag{5.56}
\end{equation*}
$$

Using the definition of the skew symmetric matrix $\tilde{\mathbf{u}}^{i}$ of Eq. 35, one can verify that the matrix $\tilde{\widetilde{\mathbf{S}}}_{t}^{i}$ is given by

$$
\tilde{\mathbf{S}}_{t}^{i}=\left[\begin{array}{ccc}
0 & -\bar{s}_{3} & \bar{s}_{2}  \tag{5.57}\\
\bar{s}_{3} & 0 & -\bar{s}_{1} \\
-\bar{s}_{2} & \bar{s}_{1} & 0
\end{array}\right]^{i}
$$

where

$$
\begin{equation*}
\bar{s}_{k}^{i}=\int_{V^{i}} \rho^{i} \bar{u}_{k}^{i} d V^{i}, \quad k=1,2,3 \tag{5.58}
\end{equation*}
$$

or in a vector form as

$$
\begin{equation*}
\overline{\mathbf{S}}_{t}^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}^{i} d V^{i} \tag{5.59}
\end{equation*}
$$

The vector $\overline{\mathbf{S}}_{t}^{i}$ represents the components of the moment of mass of the body $i$ about the axes of the body coordinate system. In the general case of a deformable body this vector can be written as

$$
\begin{equation*}
\overline{\mathbf{S}}_{t}^{i}=\int_{V^{i}} \rho^{i}\left[\overline{\mathbf{u}}_{o}^{i}+\overline{\mathbf{u}}_{f}^{i}\right] d V^{i} \tag{5.60}
\end{equation*}
$$

If the body is rigid, $\overline{\mathbf{S}}_{t}^{i}$ is a constant vector. Furthermore, if the origin of the body reference is attached to the center of mass, one has

$$
\mathbf{I}_{1}^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}_{o}^{i} d V^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{lll}
x_{1}^{i} & x_{2}^{i} & x_{3}^{i} \tag{5.61}
\end{array}\right]^{\mathrm{T}} d V^{i}=\mathbf{0}
$$

which shows that the matrix $\mathbf{m}_{R \theta}^{i}$ in the case of rigid body dynamics is the null matrix. In this case the translation and rotation of the rigid body are dynamically decoupled. This, however, is not the case when deformable bodies are considered. This fact can be demonstrated by writing Eq. 60 in a more explicit form as

$$
\begin{equation*}
\overline{\mathbf{S}}_{t}^{i}=\int_{V^{i}} \rho^{i}\left[\overline{\mathbf{u}}_{o}^{i}+\mathbf{S}^{i} \mathbf{q}_{f}^{i}\right] d V^{i} \tag{5.62}
\end{equation*}
$$

One can see that in the special case in which the origin of the body reference is rigidly attached to the center of mass in the undeformed state, which is the case in which Eq. 61 is satisfied, there is no guarantee that $\overline{\mathbf{S}}_{t}^{i}$ is the null matrix because of the deformation of the body. Therefore, $\overline{\mathbf{S}}_{t}^{i}$ and the submatrix $\mathbf{m}_{R \theta}^{i}$ must be iteratively updated. It is also clear from Eq. 62 that, in addition to evaluating the moment of mass in the undeformed state, one needs to evaluate the following inertia shape integrals:

$$
\begin{equation*}
\overline{\mathbf{S}}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{i} d V^{i} \tag{5.63}
\end{equation*}
$$

This matrix is also required for the evaluation of the matrix $\mathbf{m}_{R f}^{i}$ of Eq. 46c, since

$$
\begin{equation*}
\mathbf{m}_{R f}^{i}=\mathbf{A}^{i} \int_{V^{i}} \rho^{i} \mathbf{S}^{i} d V^{i}=\mathbf{A}^{i} \overline{\mathbf{S}}^{i} \tag{5.64}
\end{equation*}
$$

The submatrix $\mathbf{m}_{\theta \theta}^{i}$, of Eq. 46d, associated with the rotation of the body reference can be defined by using the matrix $\mathbf{B}^{i}$ of Eq. 33, as

$$
\begin{equation*}
\mathbf{m}_{\theta \theta}^{i}=\int_{V^{i}} \rho^{i} \mathbf{B}^{i \mathrm{~T}} \mathbf{B}^{i} d V^{i}=\int_{V^{i}} \rho^{i}\left(\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i}\right)^{\mathrm{T}}\left(\mathbf{A}^{i} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i}\right) d V^{i} \tag{5.65}
\end{equation*}
$$

 write $\mathbf{m}_{\theta \theta}^{i}$ as

$$
\mathbf{m}_{\theta \theta}^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{G}}^{i} \tilde{\overline{\mathbf{u}}}^{\mathrm{i}} \tilde{\mathbf{u}}^{i} \overline{\mathbf{G}}^{i} d V^{i}
$$

By factoring out terms that are not space-dependent, one gets

$$
\begin{equation*}
\mathbf{m}_{\theta \theta}^{i}=\overline{\mathbf{G}}^{i \mathrm{~T}}\left[\int_{V^{i}} \rho^{i} \tilde{\mathbf{u}}^{\mathrm{T}} \tilde{\mathbf{u}}^{i} d V^{i}\right] \overline{\mathbf{G}}^{i} \tag{5.66}
\end{equation*}
$$

Thus $\mathbf{m}_{\theta \theta}^{i}$ depends on both rotation of the body reference and the elastic deformation. The matrix $\mathbf{m}_{\theta \theta}^{i}$ can be written as

$$
\begin{equation*}
\mathbf{m}_{\theta \theta}^{i}=\overline{\mathbf{G}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{G}}^{i} \tag{5.67}
\end{equation*}
$$

where $\overline{\mathbf{I}}_{\theta \theta}^{i}$ is called the inertia tensor of the deformable body $i$ and is defined as

$$
\begin{equation*}
\overline{\mathbf{I}}_{\theta \theta}^{i}=\int_{V^{i}} \rho^{i} \tilde{\overline{\mathbf{u}}}^{i} \tilde{\tilde{\mathbf{u}}}^{i} d V^{i} \tag{5.68}
\end{equation*}
$$

Using Eq. 35 and noting that $\tilde{\mathbf{u}}^{\text {T }}=-\tilde{\mathbf{u}}^{i}$, we note that Eq. 68 yields

$$
\overline{\mathbf{I}}_{\theta \theta}^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{ccc}
\left(\bar{u}_{2}^{i}\right)^{2}+\left(\bar{u}_{3}^{i}\right)^{2} & -\bar{u}_{2}^{i} \bar{u}_{1}^{i} & -\bar{u}_{3}^{i} \bar{u}_{1}^{i}  \tag{5.69}\\
& \left(\bar{u}_{1}^{i}\right)^{2}+\left(\bar{u}_{3}^{i}\right)^{2} & -\bar{u}_{3}^{i} \bar{u}_{2}^{i} \\
\text { symmetric } & & \left(\bar{u}_{1}^{i}\right)^{2}+\left(\bar{u}_{2}^{i}\right)^{2}
\end{array}\right] d V^{i}
$$

It can be shown that, in order to evaluate the inertia tensor, the following distinctive inertia shape integrals are required:

$$
\begin{align*}
& I_{k l}^{i}=\int_{V^{i}} \rho^{i} x_{k}^{i} x_{l}^{i} d V^{i}, \quad \overline{\mathbf{I}}_{k l}^{i}=\int_{V^{i}} \rho^{i} x_{k}^{i} \mathbf{S}_{l}^{i} d V^{i} \\
& \overline{\mathbf{S}}_{k l}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}_{k}^{i^{\mathrm{T}}} \mathbf{S}_{l}^{i} d V^{i}, \quad k, l=1,2,3 \tag{5.70}
\end{align*}
$$

where $\mathbf{S}_{k}^{i}$ is the $k$ th row of the body shape function $\mathbf{S}^{i}$. In the case of rigid body analysis the inertia tensor $\overline{\mathbf{I}}_{\theta \theta}^{i}$ is a constant matrix. In deformable body dynamics, however, the inertia tensor depends on the elastic coordinates of the body. This is clear since the vector $\overline{\mathbf{u}}^{i}$ is the sum of two vectors; the first is the undeformed position vector of the arbitrary point denoted as $\overline{\mathbf{u}}_{o}^{i}$, while the second is the deformation vector $\mathbf{S}^{i} \mathbf{q}_{f}^{i}$.

The inertia shape integrals of Eq. 70 are also required for the evaluation of the matrix $\mathbf{m}_{\theta f}^{i}$ of Eq. 46e. Using Eq. 33 and the orthogonality of the transformation matrix, we may write $\mathbf{m}_{\theta f}^{i}$ as

$$
\begin{equation*}
\mathbf{m}_{\theta f}^{i}=-\int_{V^{i}} \rho^{i} \overline{\mathbf{G}}^{i \mathrm{~T}} \tilde{\mathbf{u}}^{\mathrm{T}} \mathbf{A}^{i \mathrm{~T}} \mathbf{A}^{i} \mathbf{S}^{i} d V^{i}=\overline{\mathbf{G}}^{i \mathrm{~T}} \int_{V^{i}} \rho^{i} \tilde{\mathbf{u}}^{i} \mathbf{S}^{i} d V^{i} \tag{5.71}
\end{equation*}
$$

where the fact that $\tilde{\mathbf{u}}^{i}{ }^{\mathrm{T}}=-\tilde{\mathbf{u}}^{i}$ is used. Equation 71 can be written in an abbreviated form as

$$
\begin{equation*}
\mathbf{m}_{\theta f}^{i}=\overline{\mathbf{G}}^{i} \overline{\mathrm{~T}}_{\theta f}^{i} \tag{5.72}
\end{equation*}
$$

where $\overline{\mathbf{I}}_{\theta f}^{i}$ is defined as

$$
\begin{equation*}
\overline{\mathbf{I}}_{\theta f}^{i}=\int_{V^{i}} \rho^{i} \tilde{\mathbf{u}}^{i} \mathbf{S}^{i} d V^{i} \tag{5.73}
\end{equation*}
$$

Using Eq. 35, it can be shown that $\overline{\mathbf{I}}_{\theta f}^{i}$ is the matrix

$$
\overline{\mathbf{I}}_{\theta f}^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{c}
\bar{u}_{2}^{i} \mathbf{S}_{3}^{i}-\bar{u}_{3}^{i} \mathbf{S}_{2}^{i} \\
\bar{u}_{3}^{i} \mathbf{S}_{1}^{i}-\bar{u}_{1}^{i} \mathbf{S}_{3}^{i} \\
\bar{u}_{1}^{i} \mathbf{S}_{2}^{i}-\bar{u}_{2}^{i} \mathbf{S}_{1}^{i}
\end{array}\right] d V^{i}
$$

which on using Eq. 6 yields

$$
\overline{\mathbf{I}}_{\theta f}^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{c}
\mathbf{q}_{f}^{i \mathrm{~T}}\left(\mathbf{S}_{2}^{\mathrm{T}} \mathbf{S}_{3}^{i}-\mathbf{S}_{3}^{i^{\mathrm{T}}} \mathbf{S}_{2}^{i}\right) \\
\mathbf{q}_{f}^{i \mathrm{~T}}\left(\mathbf{S}_{3}^{\mathrm{T}} \mathbf{S}_{1}^{i}-\mathbf{S}_{1}^{\mathrm{T}} \mathbf{S}_{3}^{i}\right) \\
\mathbf{q}_{f}^{\mathrm{T}}\left(\mathbf{S}_{1}^{\mathrm{T}} \mathbf{S}_{2}^{i}-\mathbf{S}_{2}^{\mathrm{T}} \mathbf{S}_{1}^{i}\right)
\end{array}\right] d V^{i}+\int_{V^{i}} \rho^{i}\left[\begin{array}{c}
x_{2}^{i} \mathbf{S}_{3}^{i}-x_{3}^{i} \mathbf{S}_{2}^{i} \\
x_{3}^{i} \mathbf{S}_{1}^{i}-x_{1}^{i} \mathbf{S}_{3}^{i} \\
x_{1}^{i} \mathbf{S}_{2}^{i}-x_{2}^{i} \mathbf{S}_{1}^{i}
\end{array}\right] d V^{i}
$$

where $\overline{\mathbf{u}}_{o}^{i}=\left[\begin{array}{lll}x_{1}^{i} & x_{2}^{i} & x_{3}^{i}\end{array}\right]^{\mathrm{T}}$ is the undeformed position of the arbitrary point. Using Eq. 70, one can verify the following:

$$
\left[\begin{array}{c}
\mathbf{q}_{f}^{i \mathrm{~T}}\left(\overline{\mathbf{S}}_{23}^{i}-\overline{\mathbf{S}}_{23}^{\mathrm{T}}\right.  \tag{5.74}\\
\mathbf{q}_{f}^{i}\left(\overline{\mathbf{S}}_{31}^{i}-\overline{\mathbf{S}}_{31}^{\mathrm{T}}\right) \\
\mathbf{q}_{f}^{i \mathrm{~T}}\left(\overline{\mathbf{S}}_{12}^{i}-\overline{\mathbf{S}}_{12}^{i \mathrm{~T}}\right)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{q}_{f}^{i \mathrm{~T}} \tilde{\mathbf{S}}_{23}^{i} \\
\mathbf{q}_{f}^{i} \overline{\mathbf{S}}_{31}^{i} \\
\mathbf{q}_{f}^{i} \overline{\mathbf{S}}_{12}^{i}
\end{array}\right]
$$

where $\tilde{\overline{\mathbf{S}}}_{12}^{i}, \tilde{\overline{\mathbf{S}}}_{23}^{i}$, and $\tilde{\overline{\mathbf{S}}}_{31}^{i}$ are the skew symmetric matrices defined as

$$
\left.\begin{array}{l}
\tilde{\tilde{\mathbf{S}}}_{12}^{i}=\overline{\mathbf{S}}_{12}^{i}-\overline{\mathbf{S}}_{12}^{\mathrm{T}} \\
\tilde{\overline{\mathbf{S}}}_{23}^{i}=\overline{\mathbf{S}}_{23}^{i}-\overline{\mathbf{S}}_{23}^{\mathrm{T}}  \tag{5.75}\\
\tilde{\overline{\mathbf{S}}}_{31}^{i}=\overline{\mathbf{S}}_{31}^{i}-\overline{\mathbf{S}}_{31}^{\mathrm{T}}
\end{array}\right\}
$$

and the matrices $\overline{\mathbf{S}}_{k l}^{i}$ are given by Eq. 70.
Finally, the submatrix $\mathbf{m}_{f f}^{i}$ of Eq. 46 f is independent of the generalized coordinates of the body and, therefore, is constant. This matrix can be written in terms of the inertia shape integrals of Eq. 70 as

$$
\begin{equation*}
\mathbf{m}_{f f}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{i} \mathbf{S}^{\mathrm{T}} d V^{i}=\overline{\mathbf{S}}_{11}^{i}+\overline{\mathbf{S}}_{22}^{i}+\overline{\mathbf{S}}_{33}^{i} \tag{5.76}
\end{equation*}
$$

This completes the formulation of the components of the mass matrix of the deformable body in the spatial analysis.

Planar Motion A special case of three-dimensional motion is the planar motion of deformable bodies. In this special case, the reference coordinates are

$$
\mathbf{q}_{r}^{i}=\left[\begin{array}{ll}
\mathbf{R}^{i \mathrm{~T}} & \theta^{i} \tag{5.77}
\end{array}\right]^{\mathrm{T}}
$$

where $\mathbf{R}^{i}=\left[\begin{array}{ll}R_{1}^{i} & R_{2}^{i}\end{array}\right]^{\mathrm{T}}$ is the vector of Cartesian coordinates that define the location of the body reference. In the case of planar motion, the matrix $\mathbf{m}_{R R}^{i}$ can be defined as

$$
\mathbf{m}_{R R}^{i}=\int_{V^{i}} \rho^{i} \mathbf{I} d V^{i}=\left[\begin{array}{cc}
m^{i} & 0  \tag{5.78}\\
0 & m^{i}
\end{array}\right]
$$

where $\mathbf{I}$ is a $2 \times 2$ identity matrix and $m^{i}$ is the mass of the deformable body $i$ in the multibody system. Using the planar transformation of Eq. 5a, one can define the matrix $\mathbf{B}^{i}$ as

$$
\begin{equation*}
\mathbf{B}^{i}=\mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i} \tag{5.79}
\end{equation*}
$$

where $\mathbf{A}_{\theta}^{i}$ is the partial derivative of the transformation matrix $\mathbf{A}^{i}$ with respect to the
rotational coordinate $\theta^{i}$, that is,

$$
\mathbf{A}_{\theta}^{i}=\left[\begin{array}{cc}
-\sin \theta^{i} & -\cos \theta^{i}  \tag{5.80}\\
\cos \theta^{i} & -\sin \theta^{i}
\end{array}\right]
$$

Using Eq. 79, we can write the submatrix $\mathbf{m}_{R \theta}^{i}$ of Eq. 46 b as

$$
\begin{align*}
\mathbf{m}_{R \theta}^{i} & =\int_{V^{i}} \rho^{i} \mathbf{B}^{i} d V^{i}=\mathbf{A}_{\theta}^{i} \int_{V^{i}} \rho^{i} \overline{\mathbf{u}}^{i} d V^{i}=\mathbf{A}_{\theta}^{i} \int_{V^{i}} \rho^{i}\left[\overline{\mathbf{u}}_{o}^{i}+\overline{\mathbf{u}}_{f}^{i}\right] d V^{i} \\
& =\mathbf{A}_{\theta}^{i}\left[\mathbf{I}_{1}^{i}+\overline{\mathbf{S}}^{i} \mathbf{q}_{f}^{i}\right] \tag{5.81}
\end{align*}
$$

where the matrices $\mathbf{I}_{1}^{i}$ and $\overline{\mathbf{S}}^{i}$ are defined as

$$
\begin{equation*}
\mathbf{I}_{1}^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}_{o}^{i} d V^{i}, \quad \overline{\mathbf{S}}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{i} d V^{i} \tag{5.82}
\end{equation*}
$$

The vector $\mathbf{I}_{1}^{i}$ is the moment of mass of the body about the axes of the body reference in the undeformed state. Therefore, if the origin of the body reference is initially attached to the body center of mass, the vector $\mathbf{I}_{1}^{i}$ vanishes. The vector $\overline{\mathbf{S}}^{i} \mathbf{q}_{f}^{i}$ represents the change in the moment of mass due to the deformation.

Using Eq. 46c, one can verify that

$$
\begin{equation*}
\mathbf{m}_{R f}^{i}=\mathbf{A}^{i} \overline{\mathbf{S}}^{i} \tag{5.83}
\end{equation*}
$$

Because $\mathbf{A}_{\theta}^{i}$ of Eq. 80 is an orthogonal matrix, that is, $\mathbf{A}_{\theta}^{i^{T}} \mathbf{A}_{\theta}^{i}=\mathbf{I}$, Eq. 46 d yields

$$
\begin{equation*}
\mathbf{m}_{\theta \theta}^{i}=\int_{V^{i}} \rho^{i} \mathbf{B}^{i \mathrm{~T}} \mathbf{B}^{i} d V^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}^{i \mathrm{~T}} \mathbf{A}_{\theta}^{i^{\mathrm{T}}} \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i} d V^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}^{i^{\mathrm{T}}} \overline{\mathbf{u}}^{i} d V^{i} \tag{5.84}
\end{equation*}
$$

Since $\overline{\mathbf{u}}^{i}=\overline{\mathbf{u}}_{o}^{i}+\overline{\mathbf{u}}_{f}^{i}$, where $\overline{\mathbf{u}}_{f}^{i}=\mathbf{S}^{i} \mathbf{q}_{f}^{i}$, one can write Eq. 84 as

$$
\begin{align*}
\mathbf{m}_{\theta \theta}^{i} & =\int_{V^{i}} \rho^{i}\left[\overline{\mathbf{u}}_{o}^{i}+\overline{\mathbf{u}}_{f}^{i}\right]^{\mathrm{T}}\left[\overline{\mathbf{u}}_{o}^{i}+\overline{\mathbf{u}}_{f}^{i}\right] d V^{i} \\
& =\int_{V^{i}} \rho^{i}\left[\overline{\mathbf{u}}_{o}^{i \mathrm{~T}} \overline{\mathbf{u}}_{o}^{i}+2 \overline{\mathbf{u}}_{o}^{\mathrm{T}} \overline{\mathbf{u}}_{f}^{i}+\overline{\mathbf{u}}_{f}^{i \mathrm{~T}} \overline{\mathbf{u}}_{f}^{i}\right] d V^{i} \\
& =\left(m_{\theta \theta}^{i}\right)_{r r}+\left(m_{\theta \theta}^{i}\right)_{r f}+\left(m_{\theta \theta}^{i}\right)_{f f} \tag{5.85}
\end{align*}
$$

in which the submatrix $\mathbf{m}_{\theta \theta}^{i}$ reduces to a scalar that can be written as the sum of three components. The first component, $\left(m_{\theta \theta}^{i}\right)_{r r}$, can be recognized as the mass moment of inertia, in the undeformed state, of the body about the origin of the body reference. This scalar component can be written as

$$
\begin{align*}
& \left(m_{\theta \theta}^{i}\right)_{r r}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}_{o}^{\mathrm{T}} \overline{\mathbf{u}}_{o}^{i} d V^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{ll}
x_{1}^{i} & x_{2}^{i}
\end{array}\right]\left[\begin{array}{l}
x_{1}^{i} \\
x_{2}^{i}
\end{array}\right] d V^{i} \\
& =\int_{V^{i}} \rho^{i}\left[\left(x_{1}^{i}\right)^{2}+\left(x_{2}^{i}\right)^{2}\right] d V^{i} \tag{5.86}
\end{align*}
$$

Clearly, this integral has a constant value and does not depend on the body deformation. The last two scalar components, $\left(m_{\theta \theta}^{i}\right)_{r f}$ and $\left(m_{\theta \theta}^{i}\right)_{f f}$, of Eq. 85 represent the change in the mass moment of inertia of the body due to deformation. These two
components are evaluated according to

$$
\begin{align*}
\left(m_{\theta \theta}^{i}\right)_{r f} & =2 \int_{V^{i}} \rho^{i} \overline{\mathbf{u}}_{o}^{i \mathrm{~T}} \overline{\mathbf{u}}_{f}^{i} d V^{i}=2\left[\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}_{o}^{\mathrm{T}} \mathbf{S}^{i} d V^{i}\right] \mathbf{q}_{f}^{i}  \tag{5.87}\\
\left(m_{\theta \theta}^{i}\right)_{f f} & =\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}_{f}^{i \mathrm{~T}} \overline{\mathbf{u}}_{f}^{i} d V^{i}=\int_{V^{i}} \rho^{i} \mathbf{q}_{f}^{i \mathrm{~T}} \mathbf{S}^{i^{\mathrm{T}}} \mathbf{S}^{i} \mathbf{q}_{f}^{i} d V^{i} \\
& =\mathbf{q}_{f}^{i \mathrm{~T}}\left[\int_{V^{i}} \rho^{i} \mathbf{S}^{\left.i^{\mathrm{T}} \mathbf{S}^{i} d V^{i}\right] \mathbf{q}_{f}^{i}}\right. \tag{5.88}
\end{align*}
$$

If we use the definition of Eq. 46 f, Eq. 88 can be written in the following form:

$$
\begin{equation*}
\left(m_{\theta \theta}^{i}\right)_{f f}=\mathbf{q}_{f}^{i^{\mathrm{T}}} \mathbf{m}_{f f}^{i} \mathbf{q}_{f}^{i} \tag{5.89}
\end{equation*}
$$

Note that the two scalars $\left(m_{\theta \theta}^{i}\right)_{r f}$ and $\left(m_{\theta \theta}^{i}\right)_{f f}$ depend on the elastic deformation of the body. Finally, we write Eq. 46e as

$$
\begin{equation*}
\mathbf{m}_{\theta f}^{i}=\int_{V^{i}} \rho^{i} \mathbf{B}^{i \mathrm{~T}} \mathbf{A}^{i} \mathbf{S}^{i} d V^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}^{\mathrm{T}} \mathbf{A}_{\theta}^{i^{\mathrm{T}}} \mathbf{A}^{i} \mathbf{S}^{i} d V^{i} \tag{5.90}
\end{equation*}
$$



$$
\tilde{\mathbf{I}}=\mathbf{A}_{\theta}^{i^{\mathrm{T}}} \mathbf{A}^{i}=\left[\begin{array}{cc}
0 & 1  \tag{5.91}\\
-1 & 0
\end{array}\right]
$$

Substituting Eq. 91 into Eq. 90 and writing $\overline{\mathbf{u}}^{i}$ in a more explicit form yields

$$
\begin{align*}
\mathbf{m}_{\theta f}^{i} & =\int_{V^{i}} \rho^{i}\left[\overline{\mathbf{u}}_{o}^{i}+\overline{\mathbf{u}}_{f}^{i}\right]^{\mathrm{T}} \tilde{\mathbf{I}} \mathbf{S}^{i} d V^{i} \\
& =\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}_{o}^{\mathrm{T}} \tilde{\mathbf{I}}^{i} d V^{i}+\mathbf{q}_{f}^{i} \tilde{\mathbf{S}}^{i} \tag{5.92}
\end{align*}
$$

where the constant skew symmetric matrix $\tilde{\mathbf{S}}^{i}$ is defined as

$$
\begin{equation*}
\tilde{\mathbf{S}}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{\mathrm{T}} \tilde{\mathbf{I}} \mathbf{S}^{i} d V^{i}=\int_{V^{i}} \rho^{i}\left[\mathbf{S}_{1}^{\mathrm{T}} \mathbf{S}_{2}^{i}-\mathbf{S}_{2}^{\mathrm{T}} \mathbf{S}_{1}^{i}\right] d V^{i} \tag{5.93}
\end{equation*}
$$

in which $\mathbf{S}_{1}^{i}$ and $\mathbf{S}_{2}^{i}$ are the rows of the shape function $\mathbf{S}^{i}$. One may also observe that the submatrix $\mathbf{m}_{\theta f}^{i}$ consists of two parts; the first part is constant, while the second part depends on the elastic coordinates of the body.

We conclude that, to completely describe the inertia properties of the deformable body in plane motion, a set of inertia shape integrals is required. These integrals, which depend on the assumed displacement field, are

$$
\begin{align*}
& \mathbf{I}_{1}^{i}=\int_{V^{i}} \rho^{i}\left[\begin{array}{ll}
x_{1}^{i} & x_{2}^{i}
\end{array}\right]^{\mathrm{T}} d V^{i}, \quad I_{k l}^{i}=\int_{V^{i}} \rho^{i} x_{k}^{i} x_{l}^{i} d V^{i}, \quad k, l=1,2  \tag{5.94}\\
& \overline{\mathbf{I}}_{k l}^{i}=\int_{V^{i}} \rho^{i} x_{k}^{i} \mathbf{S}_{l}^{i} d V^{i}, \quad \overline{\mathbf{S}}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{i} d V^{i}, \quad \overline{\mathbf{S}}_{k l}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}_{k}^{\mathrm{T}} \mathbf{S}_{l}^{i} d V^{i}, \\
& k, l=1,2 \tag{5.95}
\end{align*}
$$

where the constant matrix $\mathbf{m}_{f f}^{i}$ can be written in terms of these integrals as

$$
\begin{equation*}
\mathbf{m}_{f f}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{\mathbf{i}^{\mathrm{T}}} \mathbf{S}^{i} d V^{i}=\int_{V^{i}} \rho^{i}\left[\mathbf{S}_{1}^{i^{\mathrm{T}}} \mathbf{S}_{1}^{i}+\mathbf{S}_{2}^{\mathrm{T}} \mathbf{S}_{2}^{i}\right] d V^{i}=\overline{\mathbf{S}}_{11}^{i}+\overline{\mathbf{S}}_{22}^{i} \tag{5.96}
\end{equation*}
$$

If the body is rigid, only the integrals of Eq. 94 are required. On the other hand, if the large rigid body displacement is not permitted, which is the case in linear structural systems, only the constant matrix of Eq. 96 is required.

Example 5.3 For the deformable beam given in Example 1, the inertia shape integral $\overline{\mathbf{S}}^{i}$ of Eq. 95 is given by (since we have only one body, the superscript $i$ is omitted for simplicity)

$$
\overline{\mathbf{S}}=\int_{V} \rho \mathbf{S} d V=\int_{V} \rho\left[\begin{array}{cc}
\xi & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3}
\end{array}\right] d V
$$

where $\rho$ is the mass density of the beam material; $\xi=(x / l) ; l$ is the length of the beam; and $V$ is the volume. If the beam is assumed to have a constant cross-sectional area $a$, then

$$
d V=a d x=a l \frac{d x}{l}=V d \xi
$$

Assuming that the mass density $\rho$ is constant, we have

$$
\rho V d \xi=m d \xi
$$

where $m$ is the total mass of the beam. The matrix $\overline{\mathbf{S}}$ can then be written as

$$
\overline{\mathbf{S}}=\int_{0}^{1} m\left[\begin{array}{cc}
\xi & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3}
\end{array}\right] d \xi=\frac{m}{2}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

The skew symmetric matrix $\tilde{\mathbf{S}}^{i}$ of Eq. 93 is

$$
\tilde{\mathbf{S}}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \tilde{\mathbf{I}} \mathbf{S} d V=\int_{0}^{1} m \mathbf{S}^{\mathrm{T}} \tilde{\mathbf{I}} \mathbf{S} d \xi=m\left[\begin{array}{cc}
0 & \frac{7}{20} \\
-\frac{7}{20} & 0
\end{array}\right]
$$

The constant matrix $\mathbf{m}_{f f}$ can be evaluated by using Eq. 96 as

$$
\mathbf{m}_{f f}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \mathbf{S} d V=m \int_{0}^{1} \mathbf{S}^{\mathrm{T}} \mathbf{S} d \xi=m\left[\begin{array}{cc}
\frac{1}{3} & 0 \\
0 & \frac{13}{35}
\end{array}\right]
$$

Since the location of an arbitrary point on the beam is

$$
\overline{\mathbf{u}}_{o}=\left[\begin{array}{ll}
x & 0
\end{array}\right]^{\mathrm{T}}=l\left[\begin{array}{cc}
x & 0 \\
l & 0
\end{array}\right]^{\mathrm{T}}=l\left[\begin{array}{ll}
\xi & 0
\end{array}\right]^{\mathrm{T}}
$$

one has the following:

$$
\begin{aligned}
& \mathbf{I}_{1}=\int_{V} \rho \overline{\mathbf{u}}_{o} d V=m l \int_{0}^{1}\left[\begin{array}{ll}
\xi & 0
\end{array}\right]^{\mathrm{T}} d \xi=\frac{m l}{2}\left[\begin{array}{ll}
1 & 0
\end{array}\right]^{\mathrm{T}} \\
& \int_{V} \rho \overline{\mathbf{u}}_{o}^{\mathrm{T}} \mathbf{S} d V=\frac{m l}{3}\left[\begin{array}{ll}
1 & 0
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \int_{V} \rho \overline{\mathbf{u}}_{o}^{\mathrm{T}} \tilde{\mathbf{I}} d V=m l\left[\begin{array}{ll}
0 & \frac{7}{20}
\end{array}\right]^{\mathrm{T}} \\
& \left(m_{\theta \theta}\right)_{r r}=\int_{V} \rho \overline{\mathbf{u}}_{o}^{\mathrm{T}} \overline{\mathbf{u}}_{o} d V=m(l)^{2} \int_{0}^{1}\left[\begin{array}{ll}
\xi & 0
\end{array}\right]\left[\begin{array}{l}
\xi \\
0
\end{array}\right] d \xi=\frac{m(l)^{2}}{3}
\end{aligned}
$$

which is the mass moment of inertia of the beam, in the undeformed state, about the $\mathbf{X}_{3}$ axis.

Let the mass of the beam be 1.236 kg and the length 0.5 m , and let at a given instant of time the vector of beam coordinates be given by

$$
\begin{aligned}
\mathbf{q} & =\left[\begin{array}{ll}
\mathbf{q}_{r}^{\mathrm{T}} & \mathbf{q}_{f}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{lllll}
R_{1} & R_{2} & \theta & q_{f 1} & q_{f 2}
\end{array}\right]^{\mathrm{T}} \\
& =\left[\begin{array}{lllll}
1.0 & 0.5 & 30^{\circ} & 0.001 & 0.01
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

The components of the mass matrix of Eq. 45 can be evaluated as follows. By use of Eq. 78, the matrix $\mathbf{m}_{R R}$ associated with the translational coordinates is given by

$$
\mathbf{m}_{R R}=\left[\begin{array}{cc}
m & 0 \\
0 & m
\end{array}\right]=\left[\begin{array}{cc}
1.236 & 0 \\
0 & 1.236
\end{array}\right]
$$

The vector $\mathbf{I}_{1}$ of Eq. 82, in this case, is

$$
\mathbf{I}_{1}=\int_{V} \rho \overline{\mathbf{u}}_{o} d V=\frac{m l}{2}\left[\begin{array}{ll}
1 & 0
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{ll}
0.309 & 0
\end{array}\right]^{\mathrm{T}}
$$

and

$$
\overline{\mathbf{S}} \mathbf{q}_{f}=\frac{m}{2}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2}
\end{array}\right]=\left[\begin{array}{c}
0.000618 \\
0.00618
\end{array}\right]
$$

that is,

$$
\mathbf{I}_{1}+\overline{\mathbf{S}} \mathbf{q}_{f}=\left[\begin{array}{c}
0.309 \\
0
\end{array}\right]+\left[\begin{array}{c}
0.000618 \\
0.00618
\end{array}\right]=\left[\begin{array}{c}
0.30962 \\
0.00618
\end{array}\right]
$$

Since the matrix $\mathbf{A}_{\theta}$ in this case is given by

$$
\mathbf{A}_{\theta}=\left[\begin{array}{cc}
-\sin \theta & -\cos \theta \\
\cos \theta & -\sin \theta
\end{array}\right]=\left[\begin{array}{cc}
-0.5 & -0.866 \\
0.866 & -0.5
\end{array}\right]
$$

the matrix $\mathbf{m}_{R \theta}$ of Eq. 81 is given by

$$
\mathbf{m}_{R \theta}=\mathbf{A}_{\theta}\left[\mathbf{I}_{1}+\overline{\mathbf{S}} \mathbf{q}_{f}\right]=\left[\begin{array}{cc}
-0.5 & -0.866 \\
0.866 & -0.5
\end{array}\right]\left[\begin{array}{c}
0.30962 \\
0.00618
\end{array}\right]=\left[\begin{array}{c}
-0.1602 \\
0.2650
\end{array}\right]
$$

For the value of $\theta=30^{\circ}$, the transformation matrix $\mathbf{A}$ is

$$
\mathbf{A}=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]=\left[\begin{array}{cc}
0.866 & -0.5 \\
0.500 & 0.866
\end{array}\right]
$$

and the matrix $\mathbf{m}_{R f}$ of Eq. 83 is given by

$$
\begin{aligned}
\mathbf{m}_{R f} & =\mathbf{A} \overline{\mathbf{S}}=\left[\begin{array}{ll}
0.866 & -0.5 \\
0.500 & 0.866
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left(\frac{1.236}{2}\right) \\
& =\left[\begin{array}{cc}
0.5352 & -0.309 \\
0.309 & 0.5352
\end{array}\right]
\end{aligned}
$$

The scalars $\left(m_{\theta \theta}\right)_{r f}$ and $\left(m_{\theta \theta}\right)_{f f}$ of Eqs. 87 and 88 are given by

$$
\begin{aligned}
& \left(m_{\theta \theta}\right)_{r f}=2\left[\int_{V} \rho \overline{\mathbf{u}}_{o}^{\mathrm{T}} \mathbf{S} d V\right] \mathbf{q}_{f}=2 \frac{m l}{3}\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2}
\end{array}\right] \\
& =\frac{2 m l}{3} q_{f 1}=\frac{2(1.236)(0.5)}{3}(0.001)=4.12 \times 10^{-4} \\
& \left(m_{\theta \theta}\right)_{f f}=\mathbf{q}_{f}^{\mathrm{T}} \mathbf{m}_{f f} \mathbf{q}_{f}=\frac{1.236}{2}\left[\begin{array}{ll}
0.001 & 0.01
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{3} & 0 \\
0 & \frac{13}{35}
\end{array}\right]\left[\begin{array}{c}
0.001 \\
0.01
\end{array}\right] \\
& =2.316 \times 10^{-5}
\end{aligned}
$$

Therefore, $\mathbf{m}_{\theta \theta}$ in Eq. 45 is given by

$$
\begin{aligned}
\mathbf{m}_{\theta \theta} & =\left(m_{\theta \theta}\right)_{r r}+\left(m_{\theta \theta}\right)_{r f}+\left(m_{\theta \theta}\right)_{f f} \\
& =\frac{m(l)^{2}}{3}+(4.12) \times 10^{-4}+2.316 \times 10^{-5} \\
& =\frac{1.236(0.5)^{2}}{3}+(4.12) \times 10^{-4}+2.316 \times 10^{-5}=0.10306
\end{aligned}
$$

Using Eq. 92, we can evaluate the matrix $\mathbf{m}_{\theta f}$ as

$$
\begin{aligned}
\mathbf{m}_{\theta f} & =\int_{V} \rho \overline{\mathbf{u}}_{0}^{\mathrm{T}} \tilde{\mathbf{I}} \mathbf{S} d V+\mathbf{q}_{f}^{\mathrm{T}} \tilde{\mathbf{S}} \\
& =m l\left[\begin{array}{ll}
0 & \frac{7}{20}
\end{array}\right]+\left[\begin{array}{ll}
q_{f 1} & q_{f 2}
\end{array}\right](m)\left[\begin{array}{cc}
0 & \frac{7}{20} \\
-\frac{7}{20} & 0
\end{array}\right] \\
& =(1.236)(0.5)\left[\begin{array}{ll}
0 & \frac{7}{20}
\end{array}\right]+1.236\left[\begin{array}{ll}
0.001 & 0.01
\end{array}\right]\left[\begin{array}{cc}
0 & \frac{7}{20} \\
-\frac{7}{20} & 0
\end{array}\right] \\
& =\left[\begin{array}{ll}
-4.326 \times 10^{-3} & 0.2167
\end{array}\right]
\end{aligned}
$$

Finally, the matrix $\mathbf{m}_{f f}$ is, in this example, the $2 \times 2$ matrix given by

$$
\mathbf{m}_{f f}=1.236\left[\begin{array}{cc}
\frac{1}{3} & 0 \\
0 & \frac{13}{35}
\end{array}\right]=\left[\begin{array}{cc}
0.412 & 0 \\
0 & 0.4591
\end{array}\right]
$$

Therefore, the mass matrix of the beam at this instant of time is given by

$$
\begin{aligned}
\mathbf{M} & =\left[\begin{array}{cccc}
\mathbf{m}_{R R} & \mathbf{m}_{R \theta} & \mathbf{m}_{R f} \\
& \mathbf{m}_{\theta \theta} & \mathbf{m}_{\theta f} \\
\text { symmetric } & & \mathbf{m}_{f f}
\end{array}\right] \\
& =\left[\right]
\end{aligned}
$$

Lumped Masses In this section, the kinetic energy of the deformable body was developed in terms of a finite set of coordinates. This was achieved by assuming
the deformation shape using the body shape functions that depend on the spatial coordinates. Therefore, the deformation at any point on the body can be obtained by specifying the coordinates of this point in the body shape function. This approach leads to what is called consistent mass formulation. Another approach that is also used to formulate the dynamic equations of deformable bodies is based on using lumped mass techniques. In the lumped mass formulation the interest is focused on the displacement of selected grid points on the deformable body. Instead of using shape functions, a set of shape vectors are used to describe the relative motion between these grid points. These shape vectors can be assumed or can be determined experimentally. They can also be the mode shapes of vibration of the deformable body. In the lumped mass formulation the total mass of the body is distributed among the grid points. By increasing the number of the grid points more accurate results can be obtained.

In the remainder of this section we develop the inertia properties of deformable bodies that undergo finite rotations using a lumped mass technique. This development leads to a set of inertia shape matrices similar to the ones that appeared in the consistent mass formulation. As pointed out earlier, in the lumped mass formulation, the motion of the deformable body is identified by a set of shape vectors that describe the displacement of selected grid points. The shape vectors should be linearly independent and should contain the low-frequency modes of vibration of the body. In this section, grid point displacements are expressed in terms of the elastic generalized coordinates of the deformable body. The deformation vector of a grid point $j$ on body $i$ can be written as

$$
\overline{\mathbf{u}}_{f}^{i j}=\mathbf{N}^{i j} \mathbf{q}_{f}^{i}, \quad j=1,2, \ldots, n_{j}
$$

where $\overline{\mathbf{u}}_{f}^{i j}$ is the vector of elastic deformation at the grid point $j, \mathbf{q}_{f}^{i}$ is the vector of elastic coordinates of body $i, \mathbf{N}^{i j}$ is a partition of the assumed shape matrix associated with the displacements of the grid point $j$, and $n_{j}$ is the total number of the grid points. The partition $\mathbf{N}^{i j}$ is $3 \times n_{f}$ matrix, where $n_{f}$ is the total number of elastic coordinates of body $i$. As pointed out earlier, the body shape matrix can be determined experimentally by using modal testing or numerically by first using the finiteelement method to discretize the deformable body and then solve for the eigenvalue problem.

The global position of the grid point $j$ can be written as

$$
\mathbf{r}^{i j}=\mathbf{R}^{i}+\mathbf{A}^{i}\left(\overline{\mathbf{u}}_{o}^{i j}+\overline{\mathbf{u}}_{f}^{i j}\right)
$$

where $\mathbf{R}^{i}$ is the set of Cartesian coordinates that define the location of the origin of the body reference, $\mathbf{A}^{i}$ is the transformation matrix from the local coordinate system to the global coordinate system, $\overline{\mathbf{u}}_{o}^{i j}$ is the position of the grid point $j$ in the undeformed state, and $\overline{\mathbf{u}}_{f}^{i j}$ is the deformation vector. Differentiating the preceding equation with respect to time yields

$$
\dot{\mathbf{r}}^{i j}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{A}}^{i} \overline{\mathbf{u}}^{i j}+\mathbf{A}^{i} \mathbf{N}^{i j} \dot{\mathbf{q}}_{f}^{i}
$$

where

$$
\overline{\mathbf{u}}^{i j}=\overline{\mathbf{u}}_{o}^{i j}+\overline{\mathbf{u}}_{f}^{i j}
$$

The kinetic energy of the deformable body $i$ can then be defined as

$$
T^{i}=\sum_{j=1}^{n_{j}} T^{i j}
$$

where $T^{i j}$ is the kinetic energy of the grid point $j$ defined as

$$
T^{i j}=\frac{1}{2} m^{i j} \dot{\mathbf{r}}^{i j \mathrm{~T}} \mathbf{i}^{i j}
$$

in which $m^{i j}$ is the mass of the grid point $j$.
Using the preceding two equations and following a procedure similar to the one described in the preceding sections, we can write the kinetic energy of the deformable body $i$, based on a lumped mass model, as

$$
T^{i}=\frac{1}{2}\left[\begin{array}{lll}
\dot{\mathbf{R}}^{\mathrm{T}} & \dot{\mathbf{\theta}}^{\mathrm{T}} & \dot{\mathbf{q}}_{f}^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{ccc}
\mathbf{m}_{R R}^{i} & & \text { symmetric } \\
\mathbf{m}_{\theta R}^{i} & \mathbf{m}_{\theta \theta}^{i} & \\
\mathbf{m}_{f R}^{i} & \mathbf{m}_{f \theta}^{i} & \mathbf{m}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{R}}^{i} \\
\dot{\mathbf{\theta}}^{i} \\
\dot{\mathbf{q}}_{f}^{i}
\end{array}\right]
$$

where $\boldsymbol{\theta}^{i}$ is the vector of rotation coordinates of the body reference and

$$
\begin{aligned}
& \mathbf{m}_{R R}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \mathbf{I}, \quad \mathbf{m}_{\theta R}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \mathbf{B}^{i j \mathrm{~T}} \\
& \mathbf{m}_{\theta \theta}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \mathbf{B}^{i j^{\mathrm{T}}} \mathbf{B}^{i j}, \quad \mathbf{m}_{f R}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \mathbf{N}^{i j^{\mathrm{T}}} \mathbf{A}^{i^{\mathrm{T}}} \\
& \mathbf{m}_{f \theta}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \mathbf{N}^{i \mathrm{~T}^{\mathrm{T}}} \mathbf{A}^{i \mathrm{~T}} \mathbf{B}^{i j}, \quad \mathbf{m}_{f f}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \mathbf{N}^{i j^{\mathrm{T}} \mathbf{N}^{i j}}
\end{aligned}
$$

in which $\mathbf{I}$ is the identity matrix and $\mathbf{B}^{i j}$ is the matrix whose columns are defined as

$$
\operatorname{Col}\left(\mathbf{B}^{i j}\right)_{k}=\frac{\partial}{\partial \theta_{k}^{i}}\left(\mathbf{A}^{i} \overline{\mathbf{u}}^{i j}\right)
$$

The physical interpretation of the components of the mass matrix obtained using the lumped mass formulation is similar to the interpretation given in the case of the consistent mass approach.

### 5.3 GENERALIZED FORCES

In this section, we develop expressions for the generalized forces associated with the generalized coordinates of the deformable body $i$ in the multibody system. We consider the elastic forces arising from the body deformation and also externally applied forces as well as restoring forces due to elastic and dissipating elements such as springs and dampers.

Generalized Elastic Forces In this section, we consider a linear isotropic material. The more general case of nonlinear elastic, orthotropic materials can also be formulated by changing the form of the body stiffness matrix.

In the preceding chapter, it was shown that the virtual work due to the elastic forces can be written as

$$
\begin{equation*}
\delta W_{s}^{i}=-\int_{V^{i}} \boldsymbol{\sigma}^{i \mathrm{~T}} \delta \varepsilon^{i} d V^{i} \tag{5.97}
\end{equation*}
$$

where $\boldsymbol{\sigma}^{i}$ and $\varepsilon^{i}$ are, respectively, the stress and strain vectors, and $\delta W_{s}^{i}$ is the virtual work of the elastic forces. Since the rigid body motion corresponds to the case of constant strains and since we defined the deformation with respect to the body reference, there is no loss of generality in writing the strain displacement relations in the following form:

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{i}=\mathbf{D}^{i} \overline{\mathbf{u}}_{f}^{i} \tag{5.98}
\end{equation*}
$$

where $\mathbf{D}^{i}$ is a differential operator defined in the preceding chapter and $\overline{\mathbf{u}}_{f}^{i}$ is the deformation vector. In terms of the elastic generalized coordinates of body $i$, one may write Eq. 98 as

$$
\begin{equation*}
\varepsilon^{i}=\mathbf{D}^{i} \mathbf{S}^{i} \mathbf{q}_{f}^{i} \tag{5.99}
\end{equation*}
$$

For a linear isotropic material, the constitutive equations relating the stress and strains can be written as

$$
\begin{equation*}
\sigma^{i}=\mathbf{E}^{i} \varepsilon^{i} \tag{5.100}
\end{equation*}
$$

where $\mathbf{E}^{i}$ is the symmetric matrix of elastic coefficients. Substituting Eq. 99 into Eq. 100 yields

$$
\begin{equation*}
\boldsymbol{\sigma}^{i}=\mathbf{E}^{i} \mathbf{D}^{i} \mathbf{S}^{i} \mathbf{q}_{f}^{i} \tag{5.101}
\end{equation*}
$$

in which the stress vector is written in terms of the elastic generalized coordinates of body $i$. Substituting Eqs. 99 and 101 into Eq. 97 yields

$$
\begin{equation*}
\delta W_{s}^{i}=-\int_{V^{i}} \mathbf{q}_{f}^{i \mathrm{~T}}\left(\mathbf{D}^{i} \mathbf{S}^{i}\right)^{\mathrm{T}} \mathbf{E}^{i} \mathbf{D}^{i} \mathbf{S}^{i} \delta \mathbf{q}_{f}^{i} d V^{i} \tag{5.102}
\end{equation*}
$$

where the symmetry of the matrix of elastic coefficients is used. Because the vector $\mathbf{q}_{f}^{i}$ depends only on time, Eq. 102 can be written as

$$
\begin{equation*}
\delta W_{s}^{i}=-\mathbf{q}_{f}^{i^{\mathrm{T}}}\left[\int_{V^{i}}\left(\mathbf{D}^{i} \mathbf{S}^{i}\right)^{\mathrm{T}} \mathbf{E}^{i} \mathbf{D}^{i} \mathbf{S}^{i} d V^{i}\right] \delta \mathbf{q}_{f}^{i} \tag{5.103}
\end{equation*}
$$

One may write Eq. 103 as

$$
\begin{equation*}
\delta W_{s}^{i}=-\mathbf{q}_{f}^{i^{\mathrm{T}} \mathrm{~T}} \mathbf{K}_{f f}^{i} \delta \mathbf{q}_{f}^{i} \tag{5.104}
\end{equation*}
$$

where $\mathbf{K}_{f f}^{i}$ is the symmetric positive definite stiffness matrix associated with the elastic
coordinates of body $i$ in the multibody system. This matrix is defined as

$$
\begin{equation*}
\mathbf{K}_{f f}^{i}=\int_{V^{i}}\left(\mathbf{D}^{i} \mathbf{S}^{i}\right)^{\mathrm{T}} \mathbf{E}^{i} \mathbf{D}^{i} \mathbf{S}^{i} d V^{i} \tag{5.105}
\end{equation*}
$$

For convenience, we rewrite the virtual work of Eq. 104 as

$$
\delta W_{s}^{i}=-\left[\begin{array}{lll}
\mathbf{R}^{i \mathrm{~T}} & \boldsymbol{\theta}^{i^{\mathrm{T}}} & \mathbf{q}_{f}^{i^{\mathrm{T}}}
\end{array}\right]\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{5.106}\\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{K}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i} \\
\delta \mathbf{q}_{f}^{i}
\end{array}\right]
$$

The strain energy can also be used to define the stiffness matrix of Eq. 105. This is demonstrated in the following example.

Example 5.4 Neglecting the shear deformation and using the assumptions of Euler-Bernoulli beam theory, the strain energy of the beam presented in Example 1 can be written as

$$
U=\frac{1}{2} \int_{0}^{l}\left[E I\left(u_{f 2}^{\prime \prime}\right)^{2}+E a\left(u_{f 1}^{\prime}\right)^{2}\right] d x
$$

where $E$ is the modulus of elasticity of the beam, $I$ is the second moment of area, $a$ is the cross-sectional area, $l$ is the beam length, $u_{f 1}$ and $u_{f 2}$ are, respectively, the axial and transverse displacements, and (') denotes differentiation with respect to the spatial coordinate. The preceding strain energy expression can be written in a matrix form as

$$
U=\frac{1}{2} \int_{0}^{l}\left[\begin{array}{ll}
u_{f 1}^{\prime} & u_{f 2}^{\prime \prime}
\end{array}\right]\left[\begin{array}{cc}
E a & 0 \\
0 & E I
\end{array}\right]\left[\begin{array}{c}
u_{f 1}^{\prime} \\
u_{f 2}^{\prime \prime}
\end{array}\right] d x
$$

The assumed displacement field is given by

$$
\mathbf{u}_{f}=\left[\begin{array}{l}
u_{f 1} \\
u_{f 2}
\end{array}\right]=\left[\begin{array}{cc}
\xi & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3}
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2}
\end{array}\right]
$$

It follows that

$$
\left[\begin{array}{l}
u_{f 1}^{\prime} \\
u_{f 2}^{\prime \prime}
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{l} & 0 \\
0 & \frac{1}{(l)^{2}}(6-12 \xi)
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2}
\end{array}\right]
$$

where $\xi=(x / l)$. Substituting the preceding equation into the strain energy expression, one gets

$$
U=\frac{1}{2} \int_{0}^{l}\left[\begin{array}{ll}
q_{f 1} & q_{f 2}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{l} & 0 \\
0 & \frac{(6-12 \xi)}{(l)^{2}}
\end{array}\right]\left[\begin{array}{cc}
E a & 0 \\
0 & E I
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{l} & 0 \\
0 & \frac{(6-12 \xi)}{(l)^{2}}
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2}
\end{array}\right] d x
$$

Since $q_{f 1}$ and $q_{f 2}$ are only time-dependent, and $d x=l(d x / l)=l d \xi$, one can write $U$ in the following form:

$$
\begin{equation*}
U=\frac{1}{2} \mathbf{q}_{f}^{\mathrm{T}} \mathbf{K}_{f f} \mathbf{q}_{f} \tag{5.107}
\end{equation*}
$$

where $\mathbf{q}_{f}=\left[\begin{array}{ll}q_{f 1} & q_{f 2}\end{array}\right]^{\mathrm{T}}$ and $\mathbf{K}_{f f}$ is defined as

$$
\begin{align*}
\mathbf{K}_{f f} & =\int_{0}^{1} l\left[\begin{array}{cc}
\frac{1}{l} & 0 \\
0 & \frac{(6-12 \xi)}{(l)^{2}}
\end{array}\right]\left[\begin{array}{cc}
E a & 0 \\
0 & E I
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{l} & 0 \\
0 & \frac{(6-12 \xi)}{(l)^{2}}
\end{array}\right] d \xi \\
& =\left[\begin{array}{cc}
\frac{E a}{l} & 0 \\
0 & \frac{12 E I}{(l)^{3}}
\end{array}\right] \tag{5.108}
\end{align*}
$$

Generalized External Forces The virtual work of all external forces acting on body $i$ in the multibody system can be written as

$$
\begin{equation*}
\delta W_{e}^{i}=\mathbf{Q}_{e}^{i \mathrm{~T}} \delta \mathbf{q}^{i} \tag{5.109}
\end{equation*}
$$

where $\mathbf{Q}_{e}^{i}$ is the vector of generalized forces associated with the $i$ th body generalized coordinates. In a partitioned form, the virtual work can be written as

$$
\delta W_{e}^{i}=\left[\begin{array}{lll}
\mathbf{Q}_{R}^{i \mathrm{~T}} & \mathbf{Q}_{\theta}^{i^{\mathrm{T}}} & \mathbf{q}_{f}^{i \mathrm{~T}}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i}  \tag{5.110}\\
\delta \boldsymbol{\theta}^{i} \\
\delta \mathbf{q}_{f}^{i}
\end{array}\right]
$$

where $\mathbf{Q}_{R}^{i}$ and $\mathbf{Q}_{\theta}^{i}$ are the generalized forces associated, respectively, with the translational and rotational coordinates of the selected body reference, and $\mathbf{Q}_{f}^{i}$ is the vector of generalized forces associated with the elastic generalized coordinates of body $i$. In Eq. 109 or 110, the generalized forces may depend on the system generalized coordinates, velocities, and possibly on time.

Example 5.5 In Fig. 3, the force $\mathbf{F}^{i}\left(\mathbf{q}^{i}, t\right)$ acts at point $P$ of the deformable body $i$. The force vector $\mathbf{F}^{i}\left(\mathbf{q}^{i}, t\right)$ has three components, which are defined in the global coordinate system and denoted as $F_{1}^{i}, F_{2}^{i}$, and $F_{3}^{i}$, that is,

$$
\mathbf{F}^{i}=\left[\begin{array}{lll}
F_{1}^{i} & F_{2}^{i} & F_{3}^{i}
\end{array}\right]^{\mathrm{T}}
$$

The virtual work of the force $\mathbf{F}^{i}$ is defined as

$$
\delta W_{e}^{i}=\mathbf{F}^{i^{\mathrm{T}}} \delta \mathbf{r}_{P}^{i}
$$

where $\mathbf{r}_{P}^{i}$ is the global position vector of point $P$ and is defined as

$$
\mathbf{r}_{P}^{i}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}
$$

where $\overline{\mathbf{u}}^{i}$ is the local position of point $P$ with respect to the body coordinate system. The virtual change $\delta \mathbf{r}_{P}^{i}$ is then defined as

$$
\delta \mathbf{r}_{P}^{i}=\delta \mathbf{R}^{i}+\frac{\partial}{\partial \boldsymbol{\theta}^{i}}\left[\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right] \delta \boldsymbol{\theta}^{i}+\mathbf{A}^{i} \mathbf{S}^{i} \delta \mathbf{q}_{f}^{i}=\delta \mathbf{R}^{i}+\mathbf{B}^{i} \delta \boldsymbol{\theta}^{i}+\mathbf{A}^{i} \mathbf{S}^{i} \delta \mathbf{q}_{f}^{i}
$$

where $\mathbf{B}^{i}$ is the matrix whose columns are the partial derivatives of the vector $\mathbf{A}^{i} \overline{\mathbf{u}}^{i}$ with respect to the reference rotational coordinates. The vector $\delta \mathbf{r}_{P}^{i}$ can be written in a partitioned form as

$$
\delta \mathbf{r}_{P}^{i}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{i} & \mathbf{A}^{i} \mathbf{S}^{i}
\end{array}\right]\left[\begin{array}{l}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i} \\
\delta \mathbf{q}_{f}^{i}
\end{array}\right]
$$



Figure 5.3 Generalized forces of the deformable body.
where the shape matrix $\mathbf{S}^{i}$ and the matrix $\mathbf{B}^{i}$ are defined at point $P$. Thus the virtual work $\delta W_{e}^{i}$ is defined as

$$
\delta W_{e}^{i}=\mathbf{F}^{i \mathrm{~T}}\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{i} & \mathbf{A}^{i} \mathbf{S}^{i}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i} \\
\delta \mathbf{q}_{f}^{i}
\end{array}\right]
$$

Equivalently, one can write $\delta W_{e}^{i}$ as

$$
\delta W_{e}^{i}=\left[\begin{array}{lll}
\mathbf{Q}_{R}^{i \mathrm{~T}} & \mathbf{Q}_{\theta}^{i^{\mathrm{T}}} & \mathbf{q}_{f}^{i \mathrm{~T}}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i} \\
\delta \mathbf{q}_{f}^{i}
\end{array}\right]
$$

where the generalized forces $\mathbf{Q}_{R}^{i}, \mathbf{Q}_{\theta}^{i}$, and $\mathbf{Q}_{f}^{i}$ can be recognized as

$$
\mathbf{Q}_{R}^{i^{\mathrm{T}}}=\mathbf{F}^{i^{\mathrm{T}}}, \quad \mathbf{Q}_{\theta}^{i^{\mathrm{T}}}=\mathbf{F}^{i^{\mathrm{T}}} \mathbf{B}^{i}, \quad \mathbf{q}_{f}^{i^{\mathrm{T}}}=\mathbf{F}^{\mathrm{i}^{\mathrm{T}}} \mathbf{A}^{i} \mathbf{S}^{i}
$$

Example 5.6 Figure 4 shows a spring-damper-actuator element attached between bodies $i$ and $j$ in the multibody system. The attachment point on body $i$ is $P^{i}$, while the attachment point on body $j$ is $P^{j}$. The spring stiffness is assumed to be $k$, the damping coefficient is $c$, and the actuator force is $F_{a}$. The undeformed length of the spring is $l_{o}$. The relative position of point $P^{i}$ with respect to point $P^{j}$ can be expressed as

$$
\begin{equation*}
\mathbf{I}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}-\mathbf{R}^{j}-\mathbf{A}^{j} \overline{\mathbf{u}}^{j} \tag{5.111}
\end{equation*}
$$

where $\overline{\mathbf{u}}^{i}$ and $\overline{\mathbf{u}}^{j}$ are, respectively, the local position vectors of points $P^{i}$ and $P^{j}$.


Figure 5.4 Spring-damper-actuator force element.

The vector $\mathbf{I}$ of Eq. 111 has the three components, $l_{1}, l_{2}$, and $l_{3}$, that is,

$$
\mathbf{I}=\left[\begin{array}{lll}
l_{1} & l_{2} & l_{3}
\end{array}\right]^{\mathrm{T}}
$$

The square of length of the spring can be written as

$$
\mathbf{1}^{\mathrm{T}} \mathbf{l}=\left(l_{1}\right)^{2}+\left(l_{2}\right)^{2}+\left(l_{3}\right)^{2}
$$

We define the current length of the spring as

$$
l=\sqrt{\mathbf{l}^{\mathbf{T}} \mathbf{l}}=\sqrt{\left(l_{1}\right)^{2}+\left(l_{2}\right)^{2}+\left(l_{3}\right)^{2}}
$$

One can verify that the rate of change of the spring length can be written as

$$
\dot{l}=\frac{1}{l} \mathbf{l}^{\mathrm{T}} \mathbf{i}=\hat{\mathbf{I}}^{\mathrm{T}} \mathbf{i}
$$

where $\hat{\mathbf{I}}$ is a unit vector along the line joining points $P^{i}$ and $P^{j}$ and $\mathbf{i}$ is defined as the time derivative of $\mathbf{l}$ of Eq . 111, that is,

$$
\dot{\mathbf{I}}=\dot{\mathbf{R}}^{i}+\mathbf{B}^{i} \dot{\boldsymbol{\theta}}^{i}+\mathbf{A}^{i} \mathbf{S}^{i} \dot{\mathbf{q}}_{f}^{i}-\dot{\mathbf{R}}^{j}-\mathbf{B}^{j} \dot{\boldsymbol{\theta}}^{j}-\mathbf{A}^{j} \mathbf{S}^{j} \dot{\mathbf{q}}_{f}^{i}
$$

where $\mathbf{B}^{i}$ and $\mathbf{B}^{j}$ are evaluated, respectively, at points $P^{i}$ and $P^{j}$, and $\mathbf{S}^{i}$ and $\mathbf{S}^{j}$ are, respectively, the values of the shape functions at points $P^{i}$ and $P^{j}$. The vector $\mathbf{i}$ can also be written as

$$
\mathbf{I}=\mathbf{L}^{i} \dot{\mathbf{q}}^{i}-\mathbf{L}^{j} \dot{\mathbf{q}}^{j}
$$

where $\mathbf{L}^{i}$ and $\mathbf{L}^{j}$ are defined as

$$
\begin{align*}
\mathbf{L}^{i} & =\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{i} & \mathbf{A}^{i} \mathbf{S}^{i}
\end{array}\right]  \tag{5.112}\\
\mathbf{L}^{j} & =\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{j} & \mathbf{A}^{j} \mathbf{S}^{j}
\end{array}\right] \tag{5.113}
\end{align*}
$$

Having defined the spring length and its time derivative, one can write the force along the spring-damper-actuator element as

$$
F_{s}=k\left(l-l_{o}\right)+c \dot{l}+F_{a}
$$

The virtual work due to this spring-damper-actuator force can be written as

$$
\delta W_{e}=-F_{s} \delta l
$$

where $\delta l$ is the virtual change in the spring length defined as

$$
\delta l=\frac{1}{l} \mathbf{l}^{\mathrm{T}} \delta \mathbf{l}=\hat{\mathbf{l}}^{\mathrm{T}} \delta \mathbf{l}
$$

and $\delta \mathbf{l}$ is derived by using Eq. 111 as

$$
\delta \mathbf{I}=\mathbf{L}^{i} \delta \mathbf{q}^{i}-\mathbf{L}^{j} \delta \mathbf{q}^{j}
$$

The virtual work $\delta W_{e}$ can then be written as

$$
\begin{aligned}
\delta W_{e} & =-F_{s} \hat{\mathbf{l}}^{\mathrm{T}}\left[\mathbf{L}^{i} \delta \mathbf{q}^{i}-\mathbf{L}^{j} \delta \mathbf{q}^{j}\right] \\
& =-F_{s} \hat{\mathbf{l}}^{\mathrm{T}} \mathbf{L}^{i} \delta \mathbf{q}^{i}+F_{s} \hat{\mathbf{l}}^{\mathrm{T}} \mathbf{L}^{j} \delta \mathbf{q}^{j}
\end{aligned}
$$

This equation can be written in the following simple form

$$
\delta W_{e}=\mathbf{Q}^{i \mathrm{~T}} \delta \mathbf{q}^{i}+\mathbf{Q}^{j \mathrm{~T}} \delta \mathbf{q}^{j}
$$

where the generalized force vectors $\mathbf{Q}^{i}$ and $\mathbf{Q}^{j}$ are defined as

$$
\mathbf{Q}^{i \mathrm{~T}}=-F_{s} \hat{\mathbf{l}}^{\mathrm{T}} \mathbf{L}^{i}, \quad \mathbf{Q}^{j^{\mathrm{T}}}=F_{s} \hat{\mathbf{l}}^{\mathrm{T}} \mathbf{L}^{j}
$$

For body $i$, if we write $\mathbf{Q}^{i}$ in the partitioned form

$$
\mathbf{Q}^{i}=\left[\begin{array}{lll}
\mathbf{Q}_{R}^{i^{\mathrm{T}}} & \mathbf{Q}_{\theta}^{i^{\mathrm{T}}} & \mathbf{Q}_{f}^{i^{\mathrm{T}}}
\end{array}\right]^{\mathrm{T}}
$$

then

$$
\mathbf{Q}_{R}^{i^{\mathrm{T}}}=-F_{s} \hat{\mathbf{I}}^{\mathrm{T}}, \quad \mathbf{Q}_{\theta}^{i^{\mathrm{T}}}=-F_{s} \hat{\mathbf{l}}^{\mathrm{T}} \mathbf{B}^{i}, \quad \mathbf{Q}_{f}^{i^{\mathrm{T}}}=-F_{s} \hat{\mathbf{l}}^{\mathrm{T}} \mathbf{A}^{i} \mathbf{S}^{i}
$$

Similarly,

$$
\mathbf{Q}_{R}^{j^{\mathrm{T}}}=F_{s} \hat{\mathbf{l}}^{\mathrm{T}}, \quad \mathbf{Q}_{\theta}^{j^{\mathrm{T}}}=F_{s} \hat{\mathbf{l}}^{\mathrm{T}} \mathbf{B}^{j}, \quad \mathbf{Q}_{f}^{j^{\mathrm{T}}}=F_{s} \hat{\mathbf{l}}^{\mathrm{T}} \mathbf{A}^{j} \mathbf{S}^{j}
$$

Note that these generalized forces depend on both the reference motion as well as the elastic deformation of the two bodies.

### 5.4 KINEMATIC CONSTRAINTS

In multibody systems, the system coordinates are not independent because of the specified motion trajectories as well as mechanical joints such as universal, prismatic, and revolute joints. These kinematic constraints can be introduced to the dynamic formulation by using a set of nonlinear algebraic constraint equations that depend on the system generalized coordinates and possibly on time. One can write the vector of all kinematic constraint functions as

$$
\begin{equation*}
\mathbf{C}(\mathbf{q}, t)=\mathbf{0} \tag{5.114}
\end{equation*}
$$
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where $\mathbf{q}=\left[\mathbf{q}^{1^{\mathrm{T}}} \mathbf{q}^{2^{\mathrm{T}}} \cdots \mathbf{q}^{n_{b}^{\mathrm{T}}}\right]^{\mathrm{T}}$ is the total vector of system generalized coordinates, $t$ is time, $\mathbf{C}=\left[C_{1} C_{2} \cdots C_{n_{c}}\right]^{\mathrm{T}}$ is the vector of linearly independent constraint functions, and $n_{c}$ is the number of constraint equations. For example, we may consider the twobody system shown in Fig. 5; one may require that the motion of point $P^{i}$ on body $i$ relative to point $P^{j}$ on body $j$ be specified, that is,

$$
\begin{equation*}
\mathbf{r}^{i j}=\mathbf{f}(t) \tag{5.115}
\end{equation*}
$$

where $\mathbf{f}(t)$ is a time-dependent vector function and $\mathbf{r}^{i j}$ is the position vector of point $P^{i}$ relative to point $P^{j}$. This relative position vector can be written as

$$
\begin{equation*}
\mathbf{r}^{i j}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i}-\mathbf{R}^{j}-\mathbf{A}^{j} \overline{\mathbf{u}}^{j} \tag{5.116}
\end{equation*}
$$

Using Eq. 115 and writing $\overline{\mathbf{u}}^{i}$ and $\overline{\mathbf{u}}^{j}$ in a more explicit form, one obtains

$$
\begin{equation*}
\mathbf{R}^{i}+\mathbf{A}^{i}\left(\overline{\mathbf{u}}_{o}^{i}+\mathbf{S}^{i} \mathbf{q}_{f}^{i}\right)-\mathbf{R}^{j}-\mathbf{A}^{j}\left(\overline{\mathbf{u}}_{o}^{j}+\mathbf{S}^{j} \mathbf{q}_{f}^{j}\right)=\mathbf{f}(t) \tag{5.117}
\end{equation*}
$$

where $\overline{\mathbf{u}}_{o}^{i}$ and $\overline{\mathbf{u}}_{o}^{j}$ are, respectively, the positions of points $P^{i}$ and $P^{j}$ in the undeformed state and $\mathbf{S}^{i}$ and $\mathbf{S}^{j}$ are the shape functions of the two bodies evaluated at points $P^{i}$ and $P^{j}$, respectively. One may note that Eq. 115 or, alternatively, Eq. 117 represents three scalar equations that depend on both the reference and elastic coordinates of the two bodies as well as time. If the function $\mathbf{f}(t)$ is equal to zero, that is, points $P^{i}$ and $P^{j}$ coincide, Eq. 117 defines the algebraic constraint equations that describe the spherical joint in the spatial analysis and the revolute joint in the planar analysis.

For a virtual change in the system generalized coordinates, Eq. 114 yields

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \delta \mathbf{q}=\mathbf{0} \tag{5.118}
\end{equation*}
$$

where $\mathbf{C}_{\mathbf{q}}$ is the constraint Jacobian matrix that has a full row rank because the constraint functions are assumed to be linearly independent. In multibody systems,
the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ is, in general, a nonlinear function of the system generalized coordinates. For example, if the constraint functions of Eq. 117 are considered, a virtual change in the generalized coordinates of bodies $i$ and $j$ yields

$$
\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{i} & \mathbf{A}^{i} \mathbf{S}^{i}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R}^{i}  \tag{5.119}\\
\delta \boldsymbol{\theta}^{i} \\
\delta \mathbf{q}_{f}^{i}
\end{array}\right]-\left[\begin{array}{lll}
\mathbf{I} & \mathbf{B}^{j} & \mathbf{A}^{j} \mathbf{S}^{j}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R}^{j} \\
\delta \boldsymbol{\theta}^{j} \\
\delta \mathbf{q}_{f}^{j}
\end{array}\right]=\mathbf{0}
$$

where $\mathbf{B}^{i}$ and $\mathbf{B}^{j}$ are the matrices whose $k$ th columns are defined as

$$
\left.\begin{array}{l}
\operatorname{Col}\left(\mathbf{B}^{i}\right)_{k}=\frac{\partial}{\partial \theta_{k}^{i}}\left[\mathbf{A}^{i} \overline{\mathbf{u}}^{i}\right]  \tag{5.120}\\
\operatorname{Col}\left(\mathbf{B}^{j}\right)_{k}=\frac{\partial}{\partial \theta_{k}^{j}}\left[\mathbf{A}^{j} \overline{\mathbf{u}}^{j}\right]
\end{array}\right\}, \quad k=1,2, \ldots, n_{r}
$$

and $n_{r}$ is the number of rotational reference coordinates of bodies $i$ and $j$. Equation 119 can be written as

$$
\begin{equation*}
\mathbf{L}^{i} \delta \mathbf{q}^{i}-\mathbf{L}^{j} \delta \mathbf{q}^{j}=\mathbf{0} \tag{5.121}
\end{equation*}
$$

where $\mathbf{q}^{i}$ and $\mathbf{q}^{j}$ are, respectively, the vectors of the generalized coordinates of bodies $i$ and $j$, and $\mathbf{L}^{i}$ and $\mathbf{L}^{j}$ are as defined in Eqs. 112 and 113. Equation 121 can be written in a matrix form as

$$
\left[\begin{array}{ll}
\mathbf{L}^{i} & -\mathbf{L}^{j}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{q}^{i} \\
\delta \mathbf{q}^{j}
\end{array}\right]=\mathbf{0}
$$

where the Jacobian matrix in this case can be recognized as

$$
\mathbf{C}_{\mathbf{q}}=\left[\begin{array}{ll}
\mathbf{L}^{i} & -\mathbf{L}^{j}
\end{array}\right]
$$

Note that in this simple two-body example, the Jacobian matrix is a nonlinear function of the coordinates of the two bodies.

We proceed one step further and differentiate Eq. 114 with respect to time. This yields

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}=-\mathbf{C}_{t} \tag{5.122}
\end{equation*}
$$

where $\mathbf{C}_{t}$ is the partial derivative of the vector of constraint functions with respect to time. If the constraint functions do not depend explicitly on time, the vector $\mathbf{C}_{t}$ vanishes. Equation 122 is a kinematic equation that relates the generalized velocities of the multibody system. To obtain a solution for this equation, the vector $\mathbf{C}_{t}$ must lie in the column space of the Jacobian matrix. For the previous example of the two-body system, one can show that Eq. 122 yields

$$
\mathbf{L}^{i} \dot{\mathbf{q}}^{i}-\mathbf{L}^{j} \dot{\mathbf{q}}^{j}=\mathbf{f}_{t}(t)
$$

where $\mathbf{f}_{t}(t)$ is the partial derivative of $\mathbf{f}$ with respect to time.
To obtain the kinematic equations relating the accelerations in the flexible multibody system, we differentiate Eq. 122 with respect to time to yield

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \ddot{\mathbf{q}}=-\left[\mathbf{C}_{t t}+\left(\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}\right)_{\mathbf{q}} \dot{\mathbf{q}}+2 \mathbf{C}_{\mathbf{q} t} \dot{\mathbf{q}}\right] \tag{5.123}
\end{equation*}
$$

This equation will be used in subsequent sections when the numerical solution of the nonlinear dynamic equations of motion of the flexible multibody system is discussed.

Intermediate Joint Coordinate Systems The formulation of the kinematic constraints of some joints such as revolute and cylindrical joints in the threedimensional analysis may require introducing body fixed intermediate joint coordinate systems in addition to the deformable body coordinate systems. Figure 6 depicts two deformable bodies $i$ and $j$, which are connected by a revolute joint. The coordinate system of body $i$ is denoted as $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$, while the coordinate system of body $j$ is denoted as $\mathbf{X}_{1}^{j} \mathbf{X}_{2}^{j} \mathbf{X}_{3}^{j}$. As previously pointed out, the two body coordinate systems need not be rigidly attached to a material point on the two deformable bodies. To describe the joint between the two deformable bodies, one may introduce two body fixed intermediate joint coordinate systems. The first one is $\mathbf{X}_{1}^{i J} \mathbf{X}_{2}^{i J} \mathbf{X}_{3}^{i J}$, which is rigidly attached to a joint definition point $P^{i}$ on body $i$. The second coordinate system $\mathbf{X}_{1}^{j J} \mathbf{X}_{2}^{j J} \mathbf{X}_{3}^{j J}$ is rigidly attached to a joint definition point $P^{j}$ on body $j$ as shown in Fig. 6. In the case of small deformation analysis, the orientation of the intermediate joint coordinate systems with respect to their body coordinate systems can be described using the infinitesimal rotation matrices $\mathbf{A}_{s}^{i}$ and $\mathbf{A}_{s}^{j}$. Let $\mathbf{v}_{1}^{i J}$ and $\mathbf{v}^{j J}$ be two constant vectors defined along the joint axis in the intermediate joint coordinate systems of bodies $i$ and $j$, respectively. Using the constant vector $\mathbf{v}_{1}^{i J}$, a systematic procedure can be used to define, on body $i$, two constant vectors $\mathbf{v}_{2}^{i J}$ and $\mathbf{v}_{3}^{i J}$, which are perpendicular to $\mathbf{v}_{1}^{i J}$ (Shabana 2001). The vectors $\mathbf{v}_{1}^{i J}, \mathbf{v}_{2}^{i J}$, and $\mathbf{v}_{3}^{i J}$ and the vector
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$\mathbf{v}^{j J}$ can be defined in the global coordinate system as

$$
\begin{aligned}
\mathbf{v}_{k}^{i} & =\mathbf{A}^{i} \mathbf{A}_{s}^{i} \mathbf{v}_{k}^{i J}, \quad k=1,2,3 \\
\mathbf{v}^{j} & =\mathbf{A}^{j} \mathbf{A}_{s}^{j} \mathbf{v}^{j J}
\end{aligned}
$$

Note that these global vectors depend on the finite rotations of the body coordinate systems and the infinitesimal rotations of the intermediate joint coordinate systems. Using these vectors and the global position vectors of the joint definition points $P^{i}$ and $P^{j}$, the kinematic constraint equations of the revolute joint in the three dimensional analysis can be written as

$$
\mathbf{r}_{P}^{i}-\mathbf{r}_{P}^{j}=\text { constant }, \quad \mathbf{v}^{j} \mathbf{v}_{2}^{i}=0, \quad \mathbf{v}^{j^{\mathrm{T}}} \mathbf{v}_{3}^{i}=0
$$

These are five scalar nonlinear algebraic equations that define the kinematic constraints of the revolute joint in the three-dimensional analysis. Note that by introducing the intermediate joint coordinate systems, the same form of the constraint equations used in rigid body dynamics (Shabana 2001) can also be used to define the constraints between deformable bodies. In the case of deformable bodies, however, the constraint equations depend on the deformations as well as the reference motion of the deformable bodies. Using a procedure similar to the one described for formulating the revolute joint constraints, other types of joint constraints between deformable bodies can be formulated. This is left to the reader as an exercise.

### 5.5 EQUATIONS OF MOTION

Having determined, in the preceding sections, the kinetic energy of the deformable body $i$, the virtual work of the internal and external forces, and the kinematic constraints that describe mechanical joints as well as specified trajectories, one can use Lagrange's equation developed in Chapter 3 to write the system equations of motion of body $i$ in the multibody system. To this end, we write the virtual work of the forces acting on body $i$ as

$$
\begin{equation*}
\delta W^{i}=\delta W_{s}^{i}+\delta W_{e}^{i} \tag{5.124}
\end{equation*}
$$

where $\delta W^{i}$ is the virtual work of all forces acting on body $i, \delta W_{s}^{i}$ is the virtual work of the elastic forces resulting from the deformation of the body, and $\delta W_{e}^{i}$ is the virtual work due to externally applied forces. These forces include gravity effect, spring and damping forces acting between the system components, and control forces. It was shown in the preceding sections that (Eq. 106)

$$
\begin{equation*}
\delta W_{s}^{i}=-\mathbf{q}^{i \mathrm{~T}} \mathbf{K}^{i} \delta \mathbf{q}^{i} \tag{5.125}
\end{equation*}
$$

where $\mathbf{K}^{i}$ is the stiffness matrix of the $i$ th body and $\mathbf{q}^{i}$ is the total vector of generalized coordinates of body $i$.

It has also been shown that the virtual work of externally applied forces $\delta W_{e}^{i}$ can, in general, be written in the form

$$
\begin{equation*}
\delta W_{e}^{i}=\mathbf{Q}_{e}^{i^{\mathrm{T}}} \delta \mathbf{q}^{i} \tag{5.126}
\end{equation*}
$$

where $\mathbf{Q}_{e}^{i}$ is the vector of generalized forces associated with the generalized coordinates of body $i$. Equations 124-126 lead to

$$
\begin{equation*}
\delta W^{i}=-\mathbf{q}^{i \mathrm{~T}} \mathbf{K}^{i} \delta \mathbf{q}^{i}+\mathbf{Q}_{e}^{i^{\mathrm{T}}} \delta \mathbf{q}^{i} \tag{5.127}
\end{equation*}
$$

This can be written as

$$
\begin{equation*}
\delta W^{i}=\mathbf{Q}^{i \mathrm{~T}} \delta \mathbf{q}^{i} \tag{5.128}
\end{equation*}
$$

where $\mathbf{Q}^{i}$ is the vector of generalized forces associated with the coordinates of body $i$ and given by

$$
\begin{equation*}
\mathbf{Q}^{i}=-\mathbf{K}^{i} \mathbf{q}^{i}+\mathbf{Q}_{e}^{i} \tag{5.129}
\end{equation*}
$$

For body $i$ in the multibody system, Lagrange's equation takes the form

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T^{i}}{\partial \dot{\mathbf{q}}^{i}}\right)^{\mathrm{T}}-\left(\frac{\partial T^{i}}{\partial \mathbf{q}^{i}}\right)^{\mathrm{T}}+\mathbf{C}_{\mathbf{q}^{i}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}^{i} \tag{5.130}
\end{equation*}
$$

where $T^{i}$ is the kinetic energy of body $i, \mathbf{C}_{\mathbf{q}^{i}}$ is the constraint Jacobian matrix, and $\boldsymbol{\lambda}$ is the vector of Lagrange multipliers. Using the general expression of the kinetic energy of Eq. 42, we can write the first two terms on the left-hand side of Eq. 130 as

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T^{i}}{\partial \dot{\mathbf{q}}^{i}}\right)^{\mathrm{T}}-\left(\frac{\partial T^{i}}{\partial \mathbf{q}^{i}}\right)^{\mathrm{T}}=\mathbf{M}^{i} \ddot{\mathbf{q}}^{i}+\dot{\mathbf{M}}^{i} \dot{\mathbf{q}}^{i}-\left[\frac{\partial}{\partial \mathbf{q}^{i}}\left(\frac{1}{2} \dot{\mathbf{q}}^{i} \mathbf{M}^{i} \dot{\mathbf{q}}^{i}\right)\right]^{\mathrm{T}} \tag{5.131}
\end{equation*}
$$

We may define $\mathbf{Q}_{v}^{i}$ to be

$$
\mathbf{Q}_{v}^{i}=-\dot{\mathbf{M}}^{i} \dot{\mathbf{q}}^{i}+\frac{1}{2}\left[\frac{\partial}{\partial \mathbf{q}^{i}}\left(\dot{\mathbf{q}}^{i} \mathbf{M}^{\mathrm{T}} \dot{\mathbf{q}}^{i}\right)\right]^{\mathrm{T}}
$$

where $\mathbf{Q}_{v}^{i}$ is a quadratic velocity vector resulting from the differentiation of the kinetic energy with respect to time and with respect to the body coordinates. This quadratic velocity vector contains the gyroscopic and Coriolis force components. Equation 131 can then be written as

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T^{i}}{\partial \dot{\mathbf{q}}^{i}}\right)^{\mathrm{T}}-\left(\frac{\partial T^{i}}{\partial \mathbf{q}^{i}}\right)^{\mathrm{T}}=\mathbf{M}^{i} \ddot{\mathbf{q}}^{i}-\mathbf{Q}_{v}^{i} \tag{5.132}
\end{equation*}
$$

With the use of this equation and Eq. 129, Eq. 130 leads to

$$
\begin{equation*}
\mathbf{M}^{i} \ddot{\mathbf{q}}^{i}+\mathbf{K}^{i} \mathbf{q}^{i}+\mathbf{C}_{\mathbf{q}^{i}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}_{e}^{i}+\mathbf{Q}_{v}^{i}, \quad i=1,2 \ldots, n_{b} \tag{5.133a}
\end{equation*}
$$

where $n_{b}$ is the total number of bodies in the multibody system. Equation 133a can be written in a partitioned matrix form as

$$
\left.\begin{array}{l}
{\left[\begin{array}{ccc}
\mathbf{m}_{R R}^{i} & \mathbf{m}_{R \theta}^{i} & \mathbf{m}_{R f}^{i} \\
\text { symmetric } & \mathbf{m}_{\theta \theta}^{i} & \mathbf{m}_{\theta f}^{i} \\
& \mathbf{m}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{R}}^{i} \\
\ddot{\boldsymbol{\theta}}^{i} \\
\ddot{\mathbf{q}}_{f}^{i}
\end{array}\right]+\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{K}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\mathbf{R}^{i} \\
\boldsymbol{\theta}^{i} \\
\mathbf{q}_{f}^{i}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{C}_{\mathbf{R}^{i}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{\theta}^{i}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{q}_{f}^{i}}^{\mathrm{T}}
\end{array}\right] \boldsymbol{\lambda}} \\
\left(\mathbf{Q}_{e}^{i}\right)_{\theta}  \tag{5.133b}\\
\left(\mathbf{Q}_{e}^{i}\right)_{f}
\end{array}\right]+\left[\begin{array}{c}
\left(\mathbf{Q}_{v}^{i}\right)_{R} \\
\left(\mathbf{Q}_{v}^{i}\right)_{\theta} \\
\left(\mathbf{Q}_{v}^{i}\right)_{f}
\end{array}\right], \quad i=1,2, \ldots, n_{b} \quad .
$$

Equation 133 is a system of second-order differential equations whose solution has to satisfy the algebraic constraint equations describing mechanical joints in the multibody system as well as specified trajectories. These constraint equations can be written in the following vector form:

$$
\begin{equation*}
\mathbf{C}(\mathbf{q}, t)=\mathbf{0} \tag{5.134}
\end{equation*}
$$

Equations 133 and 134 are a mixed system of differential and algebraic equations that have to be solved simultaneously. In large-scale multibody systems, a closed-form solution of such a system of equations is difficult to obtain, and one usually resorts to numerical methods. Some of the numerical techniques used in solving this system of equations are discussed in later sections.

In a general multibody system consisting of interconnected rigid and deformable components, the number of coordinates and accordingly the number of differential and algebraic equations can be quite large. The objective of solving these equations is to determine the system coordinates, velocities, and accelerations as well as the vector of Lagrange multipliers that can be used to determine the generalized reaction forces given by $\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}$. By use of Lagrange multipliers, the multibody system equations of motion are formulated in terms of both the independent and dependent variables. The advantage of using this approach appears when general-purpose computer programs are developed. In this case, general forcing functions and constraint equations that may depend on the system-dependent and independent coordinates and velocities can be introduced to the dynamic formulation in a straightforward manner. It is important, however, to point out that if the system of constraint equations is holonomic or nonholonomic, the use of Lagrange multipliers is not necessary. An alternate approach, discussed in Chapter 3, is to identify a set of dependent variables and write these variables in terms of the independent ones using the generalized coordinate partitioning of the constraint Jacobian matrix. In this case the system differential equations of motion can be written in terms of the independent variables only. These equations can be integrated forward in time by using direct numerical integration methods. The solution of the independent differential equations defines the independent variables. Dependent variables are determined by using the kinematic constraint equations.

Quadratic Velocity Vector In the preceding sections, we discussed in detail the components of the mass matrix and pointed out the nonlinearities that arise because of the coupling between the rigid body motion and elastic deformation. We have also outlined methods for evaluating the stiffness matrix, the Jacobian matrix, and the generalized force vector. Using Eq. 131, one can also show that the quadratic velocity vector $\mathbf{Q}_{v}^{i}$ can be defined as

$$
\begin{equation*}
\mathbf{Q}_{v}^{i}=\left[\left(\mathbf{Q}_{v}^{i}\right)_{R}^{\mathrm{T}}\left(\mathbf{Q}_{v}^{i}\right)_{\theta}^{\mathrm{T}}\left(\mathbf{Q}_{v}^{i}\right)_{f}^{\mathrm{T}}\right]^{\mathrm{T}} \tag{5.135}
\end{equation*}
$$

where in the planar analysis, the components of this vector are defined in terms of
the inertia shape integrals of Eqs. 94 and 95 as

$$
\left.\begin{array}{l}
\left(\mathbf{Q}_{v}^{i}\right)_{R}=\left(\dot{\theta}^{i}\right)^{2} \mathbf{A}^{i}\left(\overline{\mathbf{S}}^{i} \mathbf{q}_{f}^{i}+\mathbf{I}_{1}^{i}\right)-2 \dot{\theta}^{i} \mathbf{A}_{\theta}^{i} \overline{\mathbf{S}}^{i} \dot{\mathbf{q}}_{f}^{i}  \tag{5.136}\\
\left(\mathbf{Q}_{v}^{i}\right)_{\theta}=-2 \dot{\theta}^{i} \dot{\mathbf{q}}_{f}^{i}\left(\mathbf{m}_{f f}^{i} \mathbf{q}_{f}^{i}+\overline{\mathbf{I}}_{o}^{i}\right) \\
\left(\mathbf{Q}_{v}^{i}\right)_{f}=\left(\dot{\theta}^{i}\right)^{2}\left(\mathbf{m}_{f f}^{i} \mathbf{q}_{f}^{i}+\overline{\mathbf{I}}_{o}^{i}\right)+2 \dot{\theta}^{i} \tilde{\mathbf{S}}^{i} \dot{\mathbf{q}}_{f}^{i}
\end{array}\right\}
$$

where $\mathbf{A}^{i}$ and $\mathbf{A}_{\theta}^{i}$ are, respectively, defined by Eqs. 5a and 80, and $\theta^{i}$ is the rotation angle of the body reference about the axis of rotation. The matrices $\mathbf{I}_{1}^{i}, \overline{\mathbf{S}}^{i}, \tilde{\mathbf{S}}^{i}$, and $\mathbf{m}_{f f}^{i}$ are defined in Eqs. 82, 95, 93, and 96, respectively. The vector $\overline{\mathbf{I}}_{o}^{i}$ is defined as

$$
\begin{equation*}
\overline{\mathbf{I}}_{o}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{\mathrm{T}^{\mathrm{T}}} \overline{\mathbf{u}}_{o}^{i} d V^{i}=\left(\overline{\mathbf{I}}_{11}^{i}+\overline{\mathbf{I}}_{22}^{i}\right)^{\mathrm{T}} \tag{5.137}
\end{equation*}
$$

in which $\rho^{i}$ and $V^{i}$ are, respectively, the mass density and volume of body $i, \mathbf{S}^{i}$ is the $i$ th body shape matrix, and $\overline{\mathbf{u}}_{o}^{i}=\left[x_{1}^{i} x_{2}^{i}\right]^{\mathrm{T}}$ is the local position of an arbitrary point on the body in the undeformed state. To simplify the term $\left(\mathbf{Q}_{v}^{i}\right)_{\theta}$ of Eq. 136, advantage is taken of the fact that

$$
\dot{\mathbf{q}}_{f}^{i} \tilde{\mathbf{S}}^{i} \dot{\mathbf{q}}_{f}^{i}=0
$$

because $\tilde{\mathbf{S}}^{i}$ is a skew symmetric matrix.
In the three-dimensional analysis the components of the vector $\mathbf{Q}_{v}^{i}$ of Eq. 135 are defined as

$$
\left.\begin{array}{l}
\left(\mathbf{Q}_{v}^{i}\right)_{R}=-\mathbf{A}^{i}\left[\left(\tilde{\mathbf{w}}^{i}\right)^{2} \overline{\mathbf{S}}_{t}^{i}+2 \tilde{\tilde{\mathbf{w}}}^{i} \overline{\mathbf{S}}^{i} \dot{\mathbf{q}}_{f}^{i}\right]  \tag{5.138}\\
\left(\mathbf{Q}_{v}^{i}\right)_{\theta}=-2 \dot{\overline{\mathbf{G}}}^{\mathrm{T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{w}}^{i}-2 \dot{\mathbf{G}}^{i}{ }^{\mathrm{T}} \overline{\mathbf{I}}_{\theta f}^{i} \dot{\mathbf{q}}_{f}^{i}-\overline{\mathbf{G}}^{\mathrm{T}} \dot{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{w}}^{i} \\
\left(\mathbf{Q}_{v}^{i}\right)_{f}=-\int_{V^{i}} \rho^{i}\left\{\mathbf{S}^{\mathrm{T}}\left[\left(\tilde{\overline{\boldsymbol{w}}}^{i}\right)^{2} \overline{\mathbf{u}}^{i}+2 \tilde{\overline{\boldsymbol{w}}}^{i} \dot{\mathbf{u}}_{f}^{i}\right]\right\} d V^{i}
\end{array}\right\}
$$

where $\overline{\mathbf{S}}_{t}^{i}, \overline{\mathbf{S}}^{i}, \overline{\mathbf{I}}_{\theta \theta}^{i}$, and $\overline{\mathbf{I}}_{\theta f}^{i}$ are defined, respectively, by Eqs. 59, 63, 69, and 73 . Note that the quadratic velocity vector that includes the effect of Coriolis and centrifugal forces is a nonlinear function of the system generalized coordinates and velocities. One can also obtain this vector by using the acceleration vector of Eq. 38 and the expression for the virtual work of the inertia forces, which is defined as

$$
\begin{equation*}
\delta W_{i}^{i}=\int_{V^{i}} \rho^{i} \delta \mathbf{r}^{i} \mathbf{r}^{i} d V^{i} \tag{5.139}
\end{equation*}
$$

This also leads to the definition of the mass matrix as well as the Coriolis and centrifugal forces.

Generalized Newton-Euler Equations Equation 133a is expressed in terms of the generalized coordinates of the deformable bodies. The use of the generalized rotational coordinates, however, is not convenient in developing recursive formulations for multibody systems. In this section, an alternative form for the dynamic equations of motion of the deformable bodies is presented in terms of the angular acceleration vector.

In the case of Euler parameters, it can be shown that the relationship between the angular acceleration vector and the time derivative of Euler parameters is given by

$$
\overline{\boldsymbol{\alpha}}^{i}=\overline{\mathbf{G}}^{i} \ddot{\theta}^{i}
$$

where $\overline{\boldsymbol{\alpha}}^{i}$ is the angular acceleration vector of the reference of the deformable body $i$ defined in the body coordinate system, $\ddot{\theta}^{i}$ is the second time derivative of Euler parameters, and $\overline{\mathbf{G}}^{i}$ is a matrix that depends linearly on Euler parameters. In Chapter 3, it is shown how the preceding equation can be used to obtain Newton-Euler equations for rigid bodies that undergo finite rotations. Using a similar procedure, it is left to the reader to show that by relaxing the assumptions of Newton-Euler equations for the rigid bodies, the use of the preceding equation and Eq. 133b leads to the following generalized Newton-Euler equations for the unconstrained motion of the deformable body $i$ that undergoes large reference displacements:

$$
\left[\begin{array}{ccc}
\mathbf{m}_{R R}^{i} & \mathbf{A}^{i} \tilde{\mathbf{S}}_{t}^{\mathrm{T}} & \mathbf{A}^{i} \overline{\mathbf{S}}^{i}  \tag{5.140}\\
& \overline{\mathbf{I}}_{\theta \theta}^{i} & \overline{\mathbf{I}}_{\theta f}^{i} \\
\text { symmetric } & & \mathbf{m}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{R}}^{i} \\
\overline{\mathbf{\alpha}}^{i} \\
\ddot{\mathbf{q}}_{f}^{i}
\end{array}\right]=\left[\begin{array}{c}
\left(\mathbf{Q}_{e}^{i}\right)_{R} \\
\left(\mathbf{Q}_{e}^{i}\right)_{\alpha} \\
\left(\mathbf{Q}_{e}^{i}\right)_{f}-\mathbf{K}_{f f}^{i} \mathbf{q}_{f}^{i}
\end{array}\right]+\left[\begin{array}{c}
\left(\mathbf{Q}_{v}^{i}\right)_{R} \\
\left(\mathbf{Q}_{v}^{i}\right)_{\alpha} \\
\left(\mathbf{Q}_{v}^{i}\right)_{f}
\end{array}\right]
$$

where $\mathbf{A}^{i}$ is the orthogonal rotation matrix; $\mathbf{m}_{R R}^{i}, \tilde{\mathbf{S}}_{t}^{i}, \overline{\mathbf{S}}^{i}, \overline{\mathbf{I}}_{\theta \theta}^{i}, \overline{\mathbf{I}}_{\theta f}^{i}$, and $\mathbf{m}_{f f}^{i}$ are defined, respectively, by Eqs. 52, 59, 63, 69, 73, and 46f; $\left(\mathbf{Q}_{e}^{i}\right)_{\alpha}$ is the vector of actual moments; and $\left(\mathbf{Q}_{v}^{i}\right)_{\alpha}$ is the quadratic velocity vector associated with rotation of the deformable body $i$ and is given by

$$
\begin{equation*}
\left(\mathbf{Q}_{v}^{i}\right)_{\alpha}=-\overline{\mathbf{w}}^{i} \times\left(\overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{w}}^{i}\right)-\dot{\overline{\mathbf{I}}}_{\theta \theta}^{i} \overline{\mathbf{w}}^{i}-\overline{\mathbf{w}}^{i} \times\left(\overline{\mathbf{I}}_{\theta f}^{i} \dot{\mathbf{q}}_{f}^{i}\right) \tag{5.141}
\end{equation*}
$$

The other components of the generalized Newton-Euler equations are the same as previously defined in this section.

One can show that by using the appropriate assumptions, the generalized NewtonEuler equations can be reduced to the Newton-Euler equations used in the dynamic analysis of rigid bodies. For instance, if we assume that the body $i$ is rigid, the generalized Newton-Euler equations reduce to

$$
\left[\begin{array}{cc}
\mathbf{m}_{R R}^{i} & \mathbf{A}^{i} \tilde{\mathbf{S}}^{\mathrm{T}} \\
\text { symmetric } & \overline{\mathbf{I}}_{\theta \theta}^{i}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{R}}^{i} \\
\overline{\boldsymbol{\alpha}}^{i}
\end{array}\right]=\left[\begin{array}{c}
\left(\mathbf{Q}_{e}^{i}\right)_{R} \\
\left(\mathbf{Q}_{e}^{i}\right)_{\alpha}
\end{array}\right]+\left[\begin{array}{c}
\left(\mathbf{Q}_{v}^{i}\right)_{R} \\
\left(\mathbf{Q}_{v}^{i}\right)_{\alpha}
\end{array}\right]
$$

Furthermore, if we assume that the origin of the rigid body reference is attached to the center of mass of the body, one has

$$
\tilde{\overline{\mathbf{S}}}_{t}^{i}=\mathbf{0}
$$

and the preceding equations reduce to

$$
\left[\begin{array}{cc}
\mathbf{m}_{R R}^{i} & \mathbf{0} \\
\mathbf{0} & \overline{\mathbf{I}}_{\theta \theta}^{i}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{R}}^{i} \\
\overline{\boldsymbol{\alpha}}^{i}
\end{array}\right]=\left[\begin{array}{c}
\left(\mathbf{Q}_{e}^{i}\right)_{R} \\
\left(\mathbf{Q}_{e}^{i}\right)_{\alpha}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
-\overline{\mathbf{w}}^{i} \times\left(\overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{w}}^{i}\right)
\end{array}\right]
$$

which are the same Newton-Euler equations obtained in Chapter 3.

The use of the generalized Newton-Euler equations may prove useful in developing recursive formulations for multibody systems consisting of inter-connected rigid and deformable bodies. One needs only to develop space-independent kinematic relationships in which the absolute coordinates are expressed in terms of the joint variables. A set of body-fixed intermediate joint coordinate systems may be introduced at the joint definition points, for the convenience of describing the large relative displacements between deformable bodies.

### 5.6 COUPLING BETWEEN REFERENCE AND ELASTIC DISPLACEMENTS

In the floating frame of reference formulation described in this chapter, the configuration of each deformable body in the multibody system is identified by using two coupled sets of generalized coordinates: reference and elastic coordinates. Reference coordinates define the location and orientation of the deformable body reference, while elastic coordinates define the deformation of the body with respect to the body coordinate system. The use of the mixed set of reference and elastic coordinates in the floating frame of reference formulation leads to a highly nonlinear mass matrix as a result of the inertia coupling between the reference and the elastic displacements.

Inertia Shape Integrals It is shown in this chapter that even though the mass matrix is highly nonlinear, the deformable body inertia can be defined in terms of a set of inertia shape integrals that depend on the assumed displacement field. These shape integrals are

$$
\begin{array}{ll}
\mathbf{I}_{1}^{i}=\int_{V^{i}} \rho^{i} \overline{\mathbf{u}}_{o}^{i} d V^{i}, \quad I_{k l}^{i}=\int_{V^{i}} \rho^{i} x_{k}^{i} x_{l}^{i} d V^{i}, \quad k, l=1,2,3 \\
\overline{\mathbf{S}}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{i} d V^{i}, \quad \overline{\mathbf{S}}_{k l}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}_{k}^{i \mathrm{~T}} \mathbf{S}_{l}^{i} d V^{i}, \quad k, l=1,2,3 \\
\overline{\mathbf{I}}_{k l}^{i}=\int_{V^{i}} \rho^{i} x_{k}^{i} \mathbf{S}_{l}^{i} d V^{i}, \quad k, l=1,2,3 \tag{5.144}
\end{array}
$$

where $\overline{\mathbf{u}}_{o}^{i}=\left[\begin{array}{lll}x_{1}^{i} & x_{2}^{i} & x_{3}^{i}\end{array}\right]^{\mathrm{T}}$ is the undeformed position of an arbitrary point on the deformable body $i$ in the multibody system; $\rho^{i}$ and $V^{i}$ are, respectively, the mass density and volume of body $i$; and $\mathbf{S}_{k}^{i}$ is the $k$ th row in the body shape function $\mathbf{S}^{i}$. In the special case of rigid body analysis the shape integrals are given by Eq. 142 only; these are the same shape integrals defined in Chapter 3. On the other hand, in the case of structural systems, wherein the reference motion is not allowed, the constant mass matrix $\mathbf{m}_{f f}^{i}$ that appears in the linear dynamics of the structural systems can be obtained by using the shape integrals of Eq. 143 as

$$
\begin{equation*}
\mathbf{m}_{f f}^{i}=\int_{V^{i}} \rho^{i} \mathbf{S}^{i} \mathbf{S}^{i} d V^{i}=\overline{\mathbf{S}}_{11}^{i}+\overline{\mathbf{S}}_{22}^{i}+\overline{\mathbf{S}}_{33}^{i} \tag{5.145}
\end{equation*}
$$

The identification of the shape integrals of Eqs. 142-144 allows developing a general computational algorithm for multibody systems that contain rigid and structural
components. In this computational algorithm the shape integrals of Eqs. 142-144 can be evaluated only once in advance for the dynamic analysis. Furthermore, the structures of the nonlinear mass matrix and the quadratic velocity vector that contains the Coriolis and gyroscopic force components remain the same when lumped mass techniques are used. One only needs to express the inertia shape integrals of Eqs. 142-144 in their lumped mass form. In this case the shape integrals are given by

$$
\begin{array}{ll}
\mathbf{I}_{1}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \overline{\mathbf{u}}_{o}^{i j}, & I_{k l}^{i}=\sum_{j=1}^{n_{j}} m^{i j} x_{k}^{i j} x_{l}^{i j}, \quad k, l=1,2,3 \\
\overline{\mathbf{S}}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \mathbf{N}^{i j}, \quad \overline{\mathbf{S}}_{k l}^{i}=\sum_{j=1}^{n_{j}} m^{i j} \mathbf{N}_{k}^{i j^{\mathrm{T}}} \mathbf{N}_{l}^{i j}, \quad k, l=1,2,3 \\
\overline{\mathbf{I}}_{k l}^{i}=\sum_{j=1}^{n_{j}} m^{i j} x_{k}^{i j} \mathbf{N}_{l}^{i j}, \quad k, l=1,2,3
\end{array}
$$

where $\overline{\mathbf{u}}_{o}^{i j}=\left[\begin{array}{lll}x_{1}^{i j} & x_{2}^{i j} & x_{3}^{i j}\end{array}\right]^{\mathrm{T}}$ is the undeformed position vector of the grid point $j, m^{i j}$ is the mass of the grid point $j, \mathbf{N}_{k}^{i j}$ is the $k$ th row of the matrix $\mathbf{N}^{i j}$ defined in Section 2 of this chapter, and $n_{j}$ is the total number of the grid points.

Linear Theory of Elastodynamics The dynamics of multibody systems with deformable components has been a subject of interest in many different fields such as machine design and aerospace, for they represent many industrial and technological applications such as robotic manipulators, vehicle systems, and space structures. It was seen, however, that the dynamic equations of such systems are highly nonlinear because of the finite rotation of the deformable body reference. A solution strategy that has been used in the past is to treat the multibody system first as a collection of rigid bodies. General-purpose multi-rigid-body computer programs can then be used to solve for the inertia and reaction forces. These inertia and reaction forces obtained from the rigid body analysis are then introduced to a linear elasticity problem to solve for the deformations of the bodies in the multibody systems. The total motion of a body is then obtained by superimposing the small elastic deformation on the gross rigid body motion. This approach is usually referred to as the linear theory of elastodynamics. In this approach, rigid body motion and elastic deformation are not solved for simultaneously. Furthermore, the effect of the elastic deformation on rigid body motion is neglected. This assumption, however, may not be valid when high-speed, lightweight mechanical systems are considered. The effect of the coupling between the elastic deformation and the gross rigid body motion can be significant.

To understand the dynamic formulation based on the linear theory of elastodynamics, we write Eq. 133a in the following partitioned form:

$$
\left[\begin{array}{cc}
\mathbf{m}_{r r}^{i} & \mathbf{m}_{r f}^{i}  \tag{5.146}\\
\mathbf{m}_{f r}^{i} & \mathbf{m}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{q}}_{r}^{i} \\
\ddot{\mathbf{q}}_{f}^{i}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{K}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\mathbf{q}_{r}^{i} \\
\mathbf{q}_{f}^{i}
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{Q}}_{r}^{i} \\
\overline{\mathbf{Q}}_{f}^{i}
\end{array}\right]
$$

where $\mathbf{q}_{r}^{i}=\left[\begin{array}{lll}\mathbf{R}^{i} & \theta^{i^{\mathrm{T}}}\end{array}\right]^{\mathrm{T}}$ is the vector of reference coordinates of body $i$; subscripts $r$ and $f$ refer, respectively, to reference and elastic coordinates; and $\overline{\mathbf{Q}}^{i}$ is the vector of generalized forces, including the external forces, reaction forces, and the quadratic velocity force vector $\mathbf{Q}_{v}^{i}$ of Eq. 133a, that is,

$$
\overline{\mathbf{Q}}^{i}=\mathbf{Q}_{e}^{i}+\mathbf{Q}_{v}^{i}-\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}
$$

Equation 146 yields the following two matrix equations:

$$
\begin{align*}
& \mathbf{m}_{r r}^{i} \ddot{\mathbf{q}}_{r}^{i}+\mathbf{m}_{r f}^{i} \ddot{\mathbf{q}}_{f}^{i}=\overline{\mathbf{Q}}_{r}^{i}  \tag{5.147}\\
& \mathbf{m}_{f r}^{i} \ddot{\mathbf{q}}_{r}^{i}+\mathbf{m}_{f f}^{i} \ddot{\mathbf{q}}_{f}^{i}+\mathbf{K}_{f f}^{i} \mathbf{q}_{f}^{i}=\overline{\mathbf{Q}}_{f}^{i} \tag{5.148}
\end{align*}
$$

In the linear theory of elastodynamics, the term $\mathbf{m}_{r f}^{i} \ddot{\mathbf{q}}_{f}^{i}$ in Eq. 147 is neglected. Furthermore, the matrix $\mathbf{m}_{r r}^{i}$ and the vector $\overline{\mathbf{Q}}_{r}^{i}$ are assumed not to depend on the elastic deformation of the body. Using these assumptions, one can write Eqs. 147 and 148 as

$$
\begin{align*}
& \mathbf{m}_{r r}^{i} \ddot{\mathbf{q}}_{r}^{i}=\overline{\mathbf{Q}}_{r}^{i}  \tag{5.149}\\
& \mathbf{m}_{f f}^{i} \ddot{\mathbf{q}}_{f}^{i}+\mathbf{K}_{f f}^{i} \mathbf{q}_{f}^{i}=\overline{\mathbf{Q}}_{f}^{i}-\mathbf{m}_{f r}^{i} \ddot{\mathbf{q}}_{r}^{i} \tag{5.150}
\end{align*}
$$

Equation 149 can be solved for the reference coordinates, velocities, and accelerations using rigid multibody computer programs. The information obtained from solving Eq. 149 can then be substituted into Eq. 150 in order to obtain a linear structural problem. Equation 150 can then be solved for the vector $\mathbf{q}_{f}^{i}$ by using any of the existing linear structural dynamics programs.

Deformable Body Axes As shown in this chapter, the nonlinear inertia coupling between the reference motion and the elastic deformation depends on the finite reference rotations as well as the elastic deformation of the body. Many attempts have been made in the past to simplify these coupling terms by a proper selection of the deformable body axes. In many of these investigations, deformable body references that satisfy the mean axis conditions were chosen. These conditions are obtained by minimizing the relative kinetic energy of the deformable body with respect to an observer stationed on the body. Applying the deformable body mean axis conditions leads to a weak coupling between the reference motion and the elastic deformation. It is important, however, to point out that, while any coordinate system can be selected for the deformable body, the deformation modes resulting from the application of the mean axis conditions may be suitable only in the dynamic analysis of specific applications (Shabana 1996a).

Shape Functions One of the questions that remain unanswered is how to select the appropriate displacement field or the shape functions for the deformable bodies, especially when the body has complex geometry or nonlinear boundary conditions. The finite-element method can be used to alleviate many of the problems of the Rayleigh-Ritz method. In the following chapter, a finite element floating frame of reference formulation is discussed. This formulation can be used to model deformable bodies with complex geometrical shapes. It can also be used to obtain exact
modeling of the rigid body dynamics. The formulation presented in Chapter 6 shows that, by using finite-element shape functions that can describe an arbitrary rigid body translation, the number of inertia shape integrals required to evaluate the nonlinear terms that represent the coupling between the reference and elastic displacements can be significantly reduced. As described in the following chapter, the component mode synthesis method can also be used to transform the inertia shape integrals to the modal space, thereby eliminating many of the degrees of freedom associated with high-frequency modes of vibration. By evaluating the inertia shape integrals using the finite element method, the structure of the equations of motion developed in this chapter can be used in developing general purpose flexible multibody computer programs that can model deformable bodies that have complex geometrical shapes.

### 5.7 APPLICATION TO A MULTIBODY SYSTEM

The planar slider crank mechanism shown in Fig. 7 consists of four bodies: the fixed link (ground), denoted as body 1, the crankshaft $O A$ (body 2), the connecting $\operatorname{rod} A B$ (body 3), and the slider block (body 4) at $B$. All bodies are assumed to be rigid except the flexible connecting rod $A B$, which has length $l$, mass density $\rho$, and modulus of elasticity $E$. The connecting $\operatorname{rod} A B$ is connected to the crankshaft and the slider block by means of revolute joints. For simplicity, the superscript that indicates the body number will be omitted in the discussion that follows with the understanding that all vectors and matrices are associated with the deformable connecting rod.
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Figure 5.7 Planar slider crank mechanism.
where $\overline{\mathbf{u}}_{f}=\left[\bar{u}_{f 1} \bar{u}_{f 2}\right]^{\mathrm{T}}$ is the displacement vector, $\mathbf{S}_{b}$ is the shape matrix defined as

$$
\begin{aligned}
& \mathbf{S}_{b}= \\
& {\left[\begin{array}{cccccc}
1-\xi & 0 & 0 & \xi & 0 & 0 \\
0 & 1-3(\xi)^{2}+2(\xi)^{3} & l\left[\xi-2(\xi)^{2}+(\xi)^{3}\right] & 0 & 3(\xi)^{2}-2(\xi)^{3} & l\left[(\xi)^{3}-(\xi)^{2}\right]
\end{array}\right]}
\end{aligned}
$$

$\xi=(x / l)$, and the vector of elastic coordinates $\overline{\mathbf{q}}_{f}$ is

$$
\overline{\mathbf{q}}_{f}=\left[\begin{array}{llllll}
\bar{q}_{f 1} & \bar{q}_{f 2} & \bar{q}_{f 3} & \bar{q}_{f 4} & \bar{q}_{f 5} & \bar{q}_{f 6}
\end{array}\right]^{\mathrm{T}}
$$

in which $\bar{q}_{f 1}$ and $\bar{q}_{f 4}$ are the axial displacements of the endpoints, $\bar{q}_{f 2}$ and $\bar{q}_{f 5}$ are the transverse displacements of the endpoints, and $\bar{q}_{f 3}$ and $\bar{q}_{f 6}$ are the slopes at the endpoints. One may observe that the assumed displacement field contains the rigid body modes. To define a unique displacement field with respect to the connecting rod reference whose origin is selected to be at point $A$, a set of reference conditions has to be imposed. It is clear that the connecting rod can be modeled as a simply supported beam. The simply supported end conditions imply that

$$
\bar{u}_{f 1}(0)=0, \quad \bar{u}_{f 2}(0)=0, \quad \bar{u}_{f 2}(l)=0
$$

which implies that

$$
\bar{q}_{f 1}=0, \quad \bar{q}_{f 2}=0, \quad \bar{q}_{f 5}=0
$$

Therefore, one can define the set of coordinates

$$
\mathbf{q}_{f}=\left[\begin{array}{lll}
\bar{q}_{f 3} & \bar{q}_{f 4} & \bar{q}_{f 6}
\end{array}\right]^{\mathrm{T}}
$$

and write $\overline{\mathbf{q}}_{f}$ in terms of $\mathbf{q}_{f}$ as

$$
\overline{\mathbf{q}}_{f}=\mathbf{B}_{r} \mathbf{q}_{f}
$$

or in a more explicit form as

$$
\left[\begin{array}{c}
\bar{q}_{f 1} \\
\bar{q}_{f 2} \\
\bar{q}_{f 3} \\
\bar{q}_{f 4} \\
\bar{q}_{f 5} \\
\bar{q}_{f 6}
\end{array}\right]=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
\bar{q}_{f 3} \\
\bar{q}_{f 4} \\
\bar{q}_{f 6}
\end{array}\right]
$$

in which the matrix $\mathbf{B}_{r}$ of the reference conditions is recognized as

$$
\mathbf{B}_{r}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

One can then write the displacement field $\overline{\mathbf{u}}_{f}$ as

$$
\overline{\mathbf{u}}_{f}=\mathbf{S}_{b} \overline{\mathbf{q}}_{f}=\mathbf{S}_{b} \mathbf{B}_{r} \mathbf{q}_{f}=\mathbf{S} \mathbf{q}_{f}
$$

where the shape matrix $\mathbf{S}$ is defined as

$$
\mathbf{S}=\mathbf{S}_{b} \mathbf{B}_{r}=\left[\begin{array}{ccc}
0 & \xi & 0 \\
l\left(\xi-2(\xi)^{2}+(\xi)^{3}\right) & 0 & l\left((\xi)^{3}-(\xi)^{2}\right)
\end{array}\right]
$$

This shape matrix defines a unique displacement field with respect to the body reference.

Mass Matrix of the Connecting Rod Let the vector $\mathbf{q}_{r}=\left[\begin{array}{lll}R_{1} & R_{2} & \theta\end{array}\right]^{\mathrm{T}}$ denote the set of reference coordinates that define the location and orientation of the connecting rod reference shown in Fig. 7. According to this generalized coordinate partitioning, the mass matrix of the flexible connecting rod can be written as

$$
\mathbf{M}=\left[\begin{array}{ccc}
\mathbf{m}_{R R} & \mathbf{m}_{R \theta} & \mathbf{m}_{R f} \\
& \mathbf{m}_{\theta \theta} & \mathbf{m}_{\theta f} \\
\text { symmetric } & \mathbf{m}_{f f}
\end{array}\right]
$$

where

$$
\mathbf{m}_{R R}=\left[\begin{array}{cc}
m & 0 \\
0 & m
\end{array}\right]
$$

and $m$ is the total mass of the connecting rod. The vector $\mathbf{I}_{1}$ and the matrix $\overline{\mathbf{S}}$ of Eq. 82 are given by

$$
\begin{aligned}
\mathbf{I}_{1} & =\int_{V} \rho \overline{\mathbf{u}}_{o} d V=\int_{0}^{l} \rho\left[\begin{array}{l}
x \\
0
\end{array}\right] a d x=\left[\begin{array}{c}
\frac{m l}{2} \\
0
\end{array}\right] \\
\overline{\mathbf{S}} & =\int_{V} \rho \mathbf{S} d V=\int_{0}^{l} \rho a \mathbf{S} d x=\int_{0}^{1} \rho a \mathbf{S} l d \xi \\
& =m \int_{0}^{1} \mathbf{S} d \xi=\frac{m}{12}\left[\begin{array}{ccc}
0 & 6 & 0 \\
l & 0 & -l
\end{array}\right]
\end{aligned}
$$

where $a$ is the cross-sectional area of the connecting rod. Let the vector of elastic coordinates be $\mathbf{q}_{f}=\left[\begin{array}{lll}q_{f 1} & q_{f 2} & q_{f 3}\end{array}\right]^{\mathrm{T}}=\left[\bar{q}_{f 3} \bar{q}_{f 4} \bar{q}_{f 6}\right]^{\mathrm{T}}$, then the vector $\overline{\mathbf{S}} \mathbf{q}_{f}$ can be written as

$$
\overline{\mathbf{S}} \mathbf{q}_{f}=\frac{m}{12}\left[\begin{array}{ccc}
0 & 6 & 0 \\
l & 0 & -l
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2} \\
q_{f 3}
\end{array}\right]=\frac{m}{12}\left[\begin{array}{c}
6 q_{f 2} \\
l\left(q_{f 1}-q_{f 3}\right)
\end{array}\right]
$$

The term $\mathbf{m}_{R \theta}$ of the mass matrix is then given by

$$
\mathbf{m}_{R \theta}=\mathbf{A}_{\theta}\left(\mathbf{I}_{1}+\overline{\mathbf{S}} \mathbf{q}_{f}\right)
$$

where $\mathbf{A}_{\theta}$ is the partial derivative of the planar transformation $\mathbf{A}$. The matrices $\mathbf{A}$ and $\mathbf{A}_{\theta}$ are given by

$$
\mathbf{A}=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right], \quad \mathbf{A}_{\theta}=\left[\begin{array}{cc}
-\sin \theta & -\cos \theta \\
\cos \theta & -\sin \theta
\end{array}\right]
$$

and accordingly

$$
\begin{aligned}
\mathbf{m}_{R \theta} & =\left[\begin{array}{cc}
-\sin \theta & -\cos \theta \\
\cos \theta & -\sin \theta
\end{array}\right]\left\{\left[\begin{array}{c}
\frac{m l}{2} \\
0
\end{array}\right]+\left[\begin{array}{c}
\frac{m q_{f 2}}{2} \\
\frac{l m\left(q_{f 1}-q_{f 3}\right)}{12}
\end{array}\right]\right\} \\
& =\frac{m}{12}\left[\begin{array}{c}
-6\left(l+q_{f 2}\right) \sin \theta-l\left(q_{f 1}-q_{f 3}\right) \cos \theta \\
6\left(l+q_{f 2}\right) \cos \theta-l\left(q_{f 1}-q_{f 3}\right) \sin \theta
\end{array}\right]
\end{aligned}
$$

The inertia coupling between the reference translation and the elastic deformation can be evaluated by using Eq. 83, that is,

$$
\begin{aligned}
\mathbf{m}_{R f} & =\mathbf{A} \overline{\mathbf{S}}=\frac{m}{12}\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{ccc}
0 & 6 & 0 \\
l & 0 & -l
\end{array}\right] \\
& =\frac{m}{12}\left[\begin{array}{ccc}
-l \sin \theta & 6 \cos \theta & l \sin \theta \\
l \cos \theta & 6 \sin \theta & -l \cos \theta
\end{array}\right]
\end{aligned}
$$

Using Eq. 86, one has

$$
\left(m_{\theta \theta}\right)_{r r}=\int_{V} \rho \overline{\mathbf{u}}_{o}^{\mathrm{T}} \overline{\mathbf{u}}_{o} d V=\int_{0}^{l} \rho\left[\begin{array}{ll}
x & 0
\end{array}\right]\left[\begin{array}{l}
x \\
0
\end{array}\right] a d x=\frac{m(l)^{2}}{3}
$$

which is the mass moment of inertia about point $A$ in the undeformed state. From Eq. 87, one has

$$
\begin{aligned}
\left(m_{\theta \theta}\right)_{r f} & =2 \int_{V} \rho \overline{\mathbf{u}}_{o}^{\mathrm{T}} \overline{\mathbf{u}}_{f} d V=2 \int_{0}^{l} \rho \overline{\mathbf{u}}_{o}^{\mathrm{T}} \overline{\mathbf{u}}_{f} a d x=2 \int_{0}^{1} \rho a \overline{\mathbf{u}}_{o}^{\mathrm{T}} \overline{\mathbf{u}}_{f} l d \xi \\
& =2 \int_{0}^{1} m\left[\begin{array}{ll}
x & 0
\end{array}\right]\left[\begin{array}{ccc}
0 & \xi & 0 \\
l\left[\xi-2(\xi)^{2}+(\xi)^{3}\right] & 0 & l\left[(\xi)^{3}-(\xi)^{2}\right]
\end{array}\right]\left[\begin{array}{c}
q_{f 1} \\
q_{f 2} \\
q_{f 3}
\end{array}\right] d \xi \\
& =2 m l \int_{0}^{1}(\xi)^{2} q_{f 2} d \xi=\frac{2}{3} m l q_{f 2}
\end{aligned}
$$

The matrix $\mathbf{m}_{f f}$ that appears in Eq. 89 is given by

$$
\mathbf{m}_{f f}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \mathbf{S} d V=m\left[\begin{array}{ccc}
\frac{(l)^{2}}{105} & & \\
0 & \frac{1}{3} & \text { symmetric } \\
\frac{-(l)^{2}}{140} & 0 & \frac{(l)^{2}}{105}
\end{array}\right]
$$

Hence, the scalar $\left(m_{\theta \theta}\right)_{f f}$ of Eq. 89 is given by

$$
\begin{aligned}
\left(m_{\theta \theta}\right)_{f f} & =\mathbf{q}_{f}^{\mathrm{T}} \mathbf{m}_{f f} \mathbf{q}_{f} \\
& =m\left[\begin{array}{lll}
q_{f 1} & q_{f 2} & q_{f 3}
\end{array}\right]\left[\begin{array}{ccc}
\frac{(l)^{2}}{105} & 0 & \frac{-(l)^{2}}{140} \\
0 & \frac{1}{3} & 0 \\
\frac{-(l)^{2}}{140} & 0 & \frac{(l)^{2}}{105}
\end{array}\right]\left[\begin{array}{c}
q_{f 1} \\
q_{f 2} \\
q_{f 3}
\end{array}\right] \\
& =m\left[\frac{(l)^{2}}{105}\left(q_{f 1}\right)^{2}+\frac{1}{3}\left(q_{f 2}\right)^{2}+\frac{(l)^{2}}{105}\left(q_{f 3}\right)^{2}-\frac{(l)^{2}}{70} q_{f 1} q_{f 3}\right]
\end{aligned}
$$

It follows that the mass moment of inertia about point $A$ is

$$
\begin{aligned}
\mathbf{m}_{\theta \theta} & =\left(m_{\theta \theta}\right)_{r r}+\left(m_{\theta \theta}\right)_{r f}+\left(m_{\theta \theta}\right)_{f f} \\
& =m\left[\frac{(l)^{2}}{3}+\frac{2 l}{3} q_{f 2}+\frac{(l)^{2}}{105}\left(q_{f 1}\right)^{2}+\frac{1}{3}\left(q_{f 2}\right)^{2}+\frac{(l)^{2}}{105}\left(q_{f 3}\right)^{2}-\frac{(l)^{2}}{70} q_{f 1} q_{f 3}\right]
\end{aligned}
$$

Clearly, $\mathbf{m}_{\theta \theta}$ depends on the elastic coordinates of the connecting rod. Let $\tilde{\mathbf{I}}$ be the skew symmetric matrix

$$
\tilde{\mathbf{I}}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

The first integral in Eq. 92 can then be written as

$$
\begin{aligned}
& \int_{V} \rho \overline{\mathbf{u}}_{\boldsymbol{I}}^{\mathrm{T}} \tilde{\mathbf{S}} d V=\int_{0}^{1} a(l)^{2}\left[\begin{array}{ll}
0 & \xi]\left[\begin{array}{ccc}
0 & \xi & 0 \\
l\left[\xi-2(\xi)^{2}+(\xi)^{3}\right] & 0 & l\left[(\xi)^{3}-(\xi)^{2}\right]
\end{array}\right] d \xi=1 .
\end{array}\right. \\
& =m(l)^{2}\left[\begin{array}{lll}
\frac{1}{30} & 0 & -\frac{1}{20}
\end{array}\right]
\end{aligned}
$$

One can also verify that the skew symmetric matrix of Eq. 93 is

$$
\tilde{\mathbf{S}}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \tilde{\mathbf{I}} \mathbf{S} d V=\frac{m l}{60}\left[\begin{array}{ccc}
0 & -2 & 0 \\
2 & 0 & -3 \\
0 & 3 & 0
\end{array}\right]
$$

that is,

$$
\mathbf{q}_{f}^{\mathrm{T}} \tilde{\mathbf{S}}=\frac{m l}{60}\left[\begin{array}{lll}
2 q_{f 2} & \left(3 q_{f 3}-2 q_{f 1}\right) & -3 q_{f 2}
\end{array}\right]
$$

The matrix $\mathbf{m}_{\theta f}$ of Eq. 92 is then given by

$$
\begin{aligned}
& \mathbf{m}_{\theta f}=\int_{V} \rho \overline{\mathbf{u}}_{o}^{\mathrm{T}} \tilde{\mathbf{I}} \mathbf{S} d V+\mathbf{q}_{f}^{\mathrm{T}} \tilde{\mathbf{S}} \\
&=m(l)^{2}\left[\begin{array}{ccc}
\frac{1}{30} & 0 & -\frac{1}{20}
\end{array}\right]+\frac{m l}{60}\left[2 q_{f 2}\right. \\
&\left.\left(3 q_{f 3}-2 q_{f 1}\right)-3 q_{f 2}\right] \\
&=\left[\begin{array}{lll}
\frac{m l}{30}\left(l+q_{f 2}\right) & \frac{m l}{60}\left(3 q_{f 3}-2 q_{f 1}\right) & -\frac{m l}{20}\left(l+q_{f 2}\right)
\end{array}\right]
\end{aligned}
$$

This completes the evaluation of the components of the mass matrix of the flexible connecting rod.

Elastic Forces To develop expressions for the generalized elastic forces associated with the elastic coordinates of the connecting rod, one needs to evaluate the stiffness matrix. To this end, the following strain energy expression is used:

$$
U=\frac{1}{2} \int_{0}^{l}\left[E I\left(\bar{u}_{f 2}^{\prime \prime}\right)^{2}+E a\left(\bar{u}_{f 1}^{\prime}\right)^{2}\right] d x
$$

where $I$ is the second moment of area of the connecting rod; $\bar{u}_{f 1}$ and $\bar{u}_{f 2}$ are, respectively, the axial and transverse displacements; and (') denotes the partial derivative
with respect to the spatial coordinate $x$. This strain energy expression can be written in a matrix form as

$$
U=\frac{1}{2} \int_{0}^{l}\left[\begin{array}{ll}
\bar{u}_{f 1}^{\prime} & \bar{u}_{f 2}^{\prime \prime}
\end{array}\right]\left[\begin{array}{cc}
E a & 0 \\
0 & E I
\end{array}\right]\left[\begin{array}{c}
\bar{u}_{f 1}^{\prime} \\
\bar{u}_{f 2}^{\prime \prime}
\end{array}\right] d x
$$

and since $\overline{\mathbf{u}}_{f}=\mathbf{S} \mathbf{q}_{f}$, one has

$$
\bar{u}_{f 1}^{\prime}=\left[\begin{array}{lll}
0 & \frac{1}{l} & 0
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2} \\
q_{f 3}
\end{array}\right]
$$

and

$$
\bar{u}_{f 2}^{\prime \prime}=\left[l\left(\frac{4}{(l)^{2}}-\frac{6 x}{(l)^{3}}\right) \quad 0 \quad l\left(\frac{6 x}{(l)^{3}}-\frac{2}{(l)^{2}}\right)\right]\left[\begin{array}{c}
q_{f 1} \\
q_{f 2} \\
q_{f 3}
\end{array}\right]
$$

that is,

$$
\left[\begin{array}{c}
\bar{u}_{f 1}^{\prime} \\
\bar{u}_{f 2}^{\prime \prime}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \frac{1}{l} & 0 \\
\left(\frac{4}{l}-\frac{6 x}{(l)^{2}}\right) & 0 & \frac{6 x}{(l)^{2}}-\frac{2}{l}
\end{array}\right]\left[\begin{array}{c}
q_{f 1} \\
q_{f 2} \\
q_{f 3}
\end{array}\right]
$$

Substituting this in the strain energy expression and keeping in mind that the vector of elastic coordinates $\mathbf{q}_{f}$ depends only on time, one can verify that

$$
U=\frac{1}{2} \mathbf{q}_{f}^{\mathrm{T}} \mathbf{K}_{f f} \mathbf{q}_{f}
$$

where the stiffness matrix $\mathbf{K}_{f f}$ is defined as

$$
\mathbf{K}_{f f}=\left[\begin{array}{ccc}
\frac{4 E I}{l} & & \text { symmetric } \\
0 & \frac{E a}{l} & \\
\frac{2 E I}{l} & 0 & \frac{4 E I}{l}
\end{array}\right]
$$

The strain energy expression can also be written as

$$
U=\frac{1}{2}\left[\begin{array}{ll}
\mathbf{q}_{r}^{\mathrm{T}} & \mathbf{q}_{f}^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{K}_{f f}
\end{array}\right]\left[\begin{array}{l}
\mathbf{q}_{r} \\
\mathbf{q}_{f}
\end{array}\right]=\frac{1}{2} \mathbf{q}^{\mathrm{T}} \mathbf{K} \mathbf{q}
$$

where $\mathbf{q}_{r}$ is the vector of reference coordinates, $\mathbf{q}_{r}=\left[R_{1} R_{2} \theta\right]^{\mathrm{T}}, \mathbf{q}=\left[\mathbf{q}_{r}^{\mathrm{T}} \mathbf{q}_{f}^{\mathrm{T}}\right]^{\mathrm{T}}$ is the total vector of coordinates of the connecting rod, and the stiffness matrix $\mathbf{K}$ is

$$
\mathbf{K}=\left[\begin{array}{cccccc}
0 & & & & & \\
0 & 0 & & & \text { symmetric } & \\
0 & 0 & 0 & & & \\
0 & 0 & 0 & \frac{4 E I}{l} & & \\
0 & 0 & 0 & 0 & \frac{E a}{l} & \\
0 & 0 & 0 & \frac{2 E I}{l} & 0 & \frac{4 E I}{l}
\end{array}\right]
$$

External Forces The only external force acting on the flexible connecting rod is the weight $m g$, where $g$ is the gravity constant. Reaction forces of the constraints such as revolute joints can be introduced to the dynamic formulation by using the vector of Lagrange multipliers. The weight of the connecting rod acts vertically; therefore, one can define the force vector $\mathbf{F}_{e}$ of the external forces as

$$
\mathbf{F}_{e}=\left[\begin{array}{ll}
0 & -m g
\end{array}\right]^{\mathrm{T}}
$$

The virtual work due to this force is given by

$$
\delta W_{e}=\mathbf{F}_{e}^{\mathrm{T}} \delta \mathbf{r}_{c}
$$

where $\mathbf{r}_{c}$ is the global position vector of the center of mass of the connecting rod defined as

$$
\mathbf{r}_{c}=\mathbf{R}+\mathbf{A} \overline{\mathbf{u}}
$$

in which $\overline{\mathbf{u}}$ is the local position vector of the center of mass, which can be written as the sum of the two vectors

$$
\overline{\mathbf{u}}=\overline{\mathbf{u}}_{o}+\overline{\mathbf{u}}_{f}
$$

where $\overline{\mathbf{u}}_{o}$ is the undeformed position of the mass center defined in the connecting rod coordinate system and $\overline{\mathbf{u}}_{f}$ is the deformation vector. The vector $\overline{\mathbf{u}}_{o}$ is given by

$$
\overline{\mathbf{u}}_{o}=\left[\begin{array}{ll}
\frac{l}{2} & 0
\end{array}\right]^{\mathrm{T}}
$$

and since, at the center of mass $\xi=0.5$, one has

$$
\overline{\mathbf{u}}_{f}=\mathbf{S}(\xi=0.5) \mathbf{q}_{f}=\left[\begin{array}{ccc}
0 & 0.5 & 0 \\
l(0.125) & 0 & -(0.125) l
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2} \\
q_{f 3}
\end{array}\right]
$$

The virtual displacement $\delta \mathbf{r}_{c}$ is given by

$$
\begin{aligned}
\delta \mathbf{r}_{c} & =\delta \mathbf{R}+\mathbf{A}_{\theta} \overline{\mathbf{u}} \delta \theta+\mathbf{A S}(\xi=0.5) \delta \mathbf{q}_{f} \\
& =\left[\begin{array}{lll}
\mathbf{I} & \mathbf{A}_{\theta} \overline{\mathbf{u}} & \mathbf{A S}(\xi=0.5)
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R} \\
\delta \theta \\
\delta \mathbf{q}_{f}
\end{array}\right]
\end{aligned}
$$

where $\mathbf{I}$ is a $2 \times 2$ identify matrix. The virtual work can then be written as

$$
\delta W_{e}=\mathbf{F}_{e}^{\mathrm{T}} \delta \mathbf{r}_{c}=\left[\begin{array}{ll}
0 & -m g
\end{array}\right]\left[\begin{array}{lll}
\mathbf{I} & \mathbf{A}_{\theta} \overline{\mathbf{u}} & \mathbf{A S}(\xi=0.5)
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R} \\
\delta \theta \\
\delta \mathbf{q}_{f}
\end{array}\right]
$$

which can be written as

$$
\begin{aligned}
\delta W_{e} & =\left(\mathbf{Q}_{e}\right)_{R}^{\mathrm{T}} \delta \mathbf{R}+\left(\mathbf{Q}_{e}\right)_{\theta}^{\mathrm{T}} \delta \theta+\left(\mathbf{Q}_{e}\right)_{f}^{\mathrm{T}} \delta \mathbf{q}_{f} \\
& =\left[\begin{array}{lll}
\left(\mathbf{Q}_{e}\right)_{R}^{\mathrm{T}} & \left(\mathbf{Q}_{e}\right)_{\theta}^{\mathrm{T}} & \left(\mathbf{Q}_{e}\right)_{f}^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R} \\
\delta \theta \\
\delta \mathbf{q}_{f}
\end{array}\right]
\end{aligned}
$$

in which $\left(\mathbf{Q}_{e}\right)_{R},\left(\mathbf{Q}_{e}\right)_{\theta}$, and $\left(\mathbf{Q}_{e}\right)_{f}$ are, respectively, the generalized forces associated with the reference translation, reference rotation, and the elastic deformation and are given by

$$
\left.\begin{array}{rl}
\left(\mathbf{Q}_{e}\right)_{R}^{\mathrm{T}} & =\left[\begin{array}{ll}
0 & -m g
\end{array}\right] \mathbf{I}=\left[\begin{array}{ll}
0 & -m g
\end{array}\right] \\
\left(\mathbf{Q}_{e}\right)_{\theta}^{\mathrm{T}} & =\left[\begin{array}{ll}
0 & -m g
\end{array}\right] \mathbf{A}_{\theta} \overline{\mathbf{\mathbf { u }}} \\
& =\left[\begin{array}{ll}
0 & -m g
\end{array}\right]\left[\begin{array}{cc}
-\sin \theta & -\cos \theta \\
\cos \theta & -\sin \theta
\end{array}\right]\left[\begin{array}{c}
\frac{l}{2}+0.5 q_{f 2} \\
0+l(0.125)\left(q_{f 1}-q_{f 3}\right)
\end{array}\right] \\
& =m g\left\{0.125 l\left(q_{f 1}-q_{f 3}\right) \sin \theta-0.5\left(l+q_{f 2}\right) \cos \theta\right\}
\end{array}\right] .
$$

Constraint Equations For the revolute joint at $A$, let $\mathbf{r}_{A}(t)=\left[r_{1}(t) r_{2}(t)\right]^{\mathrm{T}}$ be the global position vector of point $A$ evaluated by using the coordinates of the crankshaft $O A$. The revolute joint constraints at $A$ require that

$$
\mathbf{R}+\mathbf{A} \overline{\mathbf{u}}=\mathbf{r}_{A}(t)
$$

where $\overline{\mathbf{u}}$ is the local position of point $A$ defined in the connecting rod coordinate system. Since point $A$ coincides with the origin of the body reference of the connecting rod and as such $\xi=0$, one can verify that $\overline{\mathbf{u}}=\mathbf{0}$; and the revolute joint constraints reduce to

$$
\mathbf{R}=\mathbf{r}_{A}(t)
$$

For the revolute joint at $B$, let $\mathbf{r}_{B}(t)=\left[\begin{array}{ll}x_{4} & 0\end{array}\right]^{\mathrm{T}}$ be the global position vector of point $B$. The two algebraic constraint equations representing the revolute joint at $B$ can be written as

$$
\mathbf{R}+\mathbf{A} \overline{\mathbf{u}}=\mathbf{r}_{B}(t)
$$

where, in this case, $\overline{\mathbf{u}}$ can be written as

$$
\overline{\mathbf{u}}=\overline{\mathbf{u}}_{o}+\overline{\mathbf{u}}_{f}
$$

and

$$
\overline{\mathbf{u}}_{o}=\left[\begin{array}{ll}
l & 0
\end{array}\right]^{\mathrm{T}}
$$

Since at point $B, \xi=1$, the deformation vector $\overline{\mathbf{u}}_{f}$ can be evaluated as

$$
\overline{\mathbf{u}}_{f}=\mathbf{S}(\xi=1) \mathbf{q}_{f}=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
q_{f 1} \\
q_{f 2} \\
q_{f 3}
\end{array}\right]=\left[\begin{array}{c}
q_{f 2} \\
0
\end{array}\right]
$$

The vector $\overline{\mathbf{u}}$ can then be defined as

$$
\overline{\mathbf{u}}=\overline{\mathbf{u}}_{o}+\overline{\mathbf{u}}_{f}=\left[\begin{array}{l}
l \\
0
\end{array}\right]+\left[\begin{array}{c}
q_{f 2} \\
0
\end{array}\right]=\left[\begin{array}{c}
l+q_{f 2} \\
0
\end{array}\right]
$$

and the algebraic constraint equations of the revolute joint at $B$ lead to

$$
\mathbf{R}+\mathbf{A} \overline{\mathbf{u}}=\left[\begin{array}{c}
R_{1} \\
R_{2}
\end{array}\right]+\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{c}
l+q_{f 2} \\
0
\end{array}\right]=\mathbf{r}_{B}(t)=\left[\begin{array}{c}
x_{4} \\
0
\end{array}\right]
$$

that is,

$$
\begin{aligned}
R_{1}+\left(l+q_{f 2}\right) \cos \theta & =x_{4} \\
R_{2}+\left(l+q_{f 2}\right) \sin \theta & =0
\end{aligned}
$$

Quadratic Velocity Vector The quadratic velocity vector $\left(\mathbf{Q}_{v}\right)_{R}$ associated with the reference translation and given in Eq. 136 can be evaluated once the inertia shape integrals $\overline{\mathbf{S}}$ and $\mathbf{I}_{1}$ are determined. These quantities that were evaluated earlier can be used to yield the following:

$$
\overline{\mathbf{S}} \mathbf{q}_{f}+\mathbf{I}_{1}=\frac{m}{2}\left[\begin{array}{c}
l+q_{f 2} \\
\frac{q_{f 1}-q_{f 3}}{6}
\end{array}\right]
$$

It follows that

$$
\begin{aligned}
(\dot{\theta})^{2} \mathbf{A}\left(\overline{\mathbf{S}} \mathbf{q}_{f}+\mathbf{I}_{1}\right) & =\frac{m(\dot{\theta})^{2}}{2}\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{c}
l+q_{f 2} \\
\frac{q_{f 1}-q_{f 3}}{}
\end{array}\right] \\
& =\frac{m(\dot{\theta})^{2}}{2}\left[\begin{array}{l}
\left(l+q_{f 2}\right) \cos \theta-\frac{\left(q_{f 1}-q_{f 3}\right) \sin \theta}{6} \\
\left(l+q_{f 2}\right) \sin \theta+\frac{\left(q_{f 1}-q_{f 3}\right) \cos \theta}{6}
\end{array}\right]
\end{aligned}
$$

One can verify that

$$
\overline{\mathbf{S}} \dot{\mathbf{q}}_{f}=\frac{m}{12}\left[\begin{array}{c}
6 \dot{q}_{f 2} \\
l\left(\dot{q}_{f 1}-\dot{q}_{f 3}\right)
\end{array}\right]
$$

and therefore

$$
\begin{aligned}
2 \dot{\theta} \mathbf{A}_{\theta} \overline{\mathbf{S}} \dot{\mathbf{q}}_{f} & =\frac{m \dot{\theta}}{6}\left[\begin{array}{cc}
-\sin \theta & -\cos \theta \\
\cos \theta & -\sin \theta
\end{array}\right]\left[\begin{array}{c}
6 \dot{q}_{f 2} \\
\dot{q}_{f 1}-\dot{q}_{f 3}
\end{array}\right] \\
& =\frac{m \dot{\theta}}{6}\left[\begin{array}{c}
-6 \dot{q}_{f 2} \sin \theta-\left(\dot{q}_{f 1}-\dot{q}_{f 3}\right) \cos \theta \\
6 \dot{q}_{f 2} \cos \theta-\left(\dot{q}_{f 1}-\dot{q}_{f 3}\right) \sin \theta
\end{array}\right]
\end{aligned}
$$

Therefore, the quadratic velocity vector $\left(\mathbf{Q}_{v}\right)_{R}$ is given by

$$
\begin{aligned}
\left(\mathbf{Q}_{v}\right)_{R}= & (\dot{\theta})^{2} \mathbf{A}\left(\overline{\mathbf{S}} \mathbf{q}_{f}+\mathbf{I}_{1}\right)-2 \dot{\theta} \mathbf{A}_{\theta} \overline{\mathbf{S}} \dot{\mathbf{q}}_{f} \\
= & \frac{m(\dot{\theta})^{2}}{2}\left[\begin{array}{c}
\left(l+q_{f 2}\right) \cos \theta-\frac{\left(q_{f 1}-q_{f 3}\right) \sin \theta}{6} \\
\left(l+q_{f 2}\right) \sin \theta+\frac{\left(q_{f 1}-q_{f f}\right) \cos \theta}{6}
\end{array}\right] \\
& -\frac{m \dot{\theta}}{6}\left[\begin{array}{c}
-6 \dot{q}_{f 2} \sin \theta-\left(\dot{q}_{f 1}-\dot{q}_{f 3}\right) \cos \theta \\
6 \dot{q}_{f 2} \cos \theta-\left(\dot{q}_{f 1}-\dot{q}_{f 3}\right) \sin \theta
\end{array}\right]
\end{aligned}
$$

The quadratic velocity vector $\left(\mathbf{Q}_{v}\right)_{\theta}$ associated with the rotational coordinates of the body reference is given in Eq. 136 as

$$
\left(\mathbf{Q}_{v}\right)_{\theta}=-2 \dot{\theta} \dot{\mathbf{q}}_{f}^{\mathrm{T}}\left(\mathbf{m}_{f f} \mathbf{q}_{f}+\overline{\mathbf{I}}_{o}\right)
$$

where one can verify that

$$
\dot{\mathbf{q}}_{f}^{\mathrm{T}} \overline{\mathbf{I}}_{o}=\dot{\mathbf{q}}_{f}^{\mathrm{T}} \int_{V} \rho\left(\overline{\mathbf{u}}_{o}^{\mathrm{T}} \mathbf{S}\right)^{\mathrm{T}} d V=\frac{m l}{3} \dot{q}_{f 2}
$$

and

$$
\begin{aligned}
\dot{\mathbf{q}}_{f}^{\mathrm{T}} \mathbf{m}_{f f} \mathbf{q}_{f}= & m\left\{\frac{(l)^{2}}{105} q_{f 1} \dot{q}_{f 1}+\frac{1}{3} q_{f 2} \dot{q}_{f 2}+\frac{(l)^{2}}{105} q_{f 3} \dot{q}_{f 3}\right. \\
& \left.-\frac{(l)^{2}}{140} q_{f 1} \dot{q}_{f 3}-\frac{(l)^{2}}{140} \dot{q}_{f 1} q_{f 3}\right\}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left(\mathbf{Q}_{v}\right)_{\theta}= & -2 \dot{\theta} m\left[\frac{l}{3} \dot{q}_{f 2}+\frac{(l)^{2}}{105} q_{f 1} \dot{q}_{f 1}+\frac{1}{3} q_{f 2} \dot{q}_{f 2}+\frac{(l)^{2}}{105} q_{f 3} \dot{q}_{f 3}\right. \\
& \left.-\frac{(l)^{2}}{140} q_{f 1} \dot{q}_{f 3}-\frac{(l)^{2}}{140} \dot{q}_{f 1} q_{f 3}\right]
\end{aligned}
$$

The quadratic velocity vector $\left(\mathbf{Q}_{v}\right)_{f}$ associated with the elastic coordinates, also given in Eq. 136, is defined as

$$
\left(\mathbf{Q}_{v}\right)_{f}=(\dot{\theta})^{2}\left(\mathbf{m}_{f f} \mathbf{q}_{f}+\overline{\mathbf{I}}_{o}\right)+2 \dot{\theta} \tilde{\mathbf{S}} \dot{\mathbf{q}}_{f}
$$

in which

$$
\begin{aligned}
\mathbf{m}_{f f} \mathbf{q}_{f}+\overline{\mathbf{I}}_{o} & =m\left[\begin{array}{c}
(l)^{2}\left(\frac{q_{f 1}}{105}-\frac{q_{f 3}}{140}\right) \\
\frac{q_{f 2}}{3} \\
(l)^{2}\left(\frac{q_{f 3}}{105}-\frac{q_{f 1}}{140}\right)
\end{array}\right]+\left[\begin{array}{c}
0 \\
\frac{m l}{3} \\
0
\end{array}\right] \\
& =m\left[\begin{array}{c}
(l)^{2}\left(\frac{q_{f 1}}{105}-\frac{q_{f 3}}{140}\right) \\
\frac{q_{f 2}+l}{3} \\
(l)^{2}\left(\frac{q_{f 3}}{105}-\frac{q_{f 1}}{140}\right)
\end{array}\right]
\end{aligned}
$$

The vector $2 \tilde{\mathbf{S}} \dot{\mathbf{q}}_{f}$ is given by

$$
2 \tilde{\mathbf{S}} \dot{\mathbf{q}}_{f}=-\frac{m l}{30}\left[\begin{array}{lll}
2 \dot{q}_{f 2} & \left(3 \dot{q}_{f 3}-2 \dot{q}_{f 1}\right) & -3 \dot{q}_{f 2}
\end{array}\right]^{\mathrm{T}}
$$

Thus, the vector $\left(\mathbf{Q}_{v}\right)_{f}$ is

$$
\left(\mathbf{Q}_{v}\right)_{f}=\dot{\theta} m\left[\begin{array}{c}
\dot{\theta}(l)^{2}\left(\frac{q_{f 1}}{105}-\frac{q_{f 3}}{140}\right)-\frac{l \dot{q}_{f 2}}{15} \\
\frac{\dot{\theta}}{3}\left(q_{f 2}+l\right)-\frac{l}{30}\left(3 \dot{q}_{f 3}-2 \dot{q}_{f 1}\right) \\
\dot{\theta}(l)^{2}\left(\frac{q_{f 3}}{105}-\frac{q_{f 1}}{140}\right)+\frac{1}{10} \dot{q}_{f 2}
\end{array}\right]
$$

### 5.8 USE OF INDEPENDENT COORDINATES

In the remainder of this chapter, computational algorithms for the solution of the dynamic equations of motion of multibody systems consisting of interconnected rigid and deformable bodies are discussed. We first consider the case in which the dynamic equations are formulated in terms of the independent coordinates (system degrees of freedom). The computational algorithms in this case, which also include recursive formulations that employ relative joint coordinates, are much simpler than the computational algorithms based on dynamic equations formulated in terms of the dependent and independent coordinates and in which nonlinear constraint equations are adjoined to the system differential equations of motion by using the vector of Lagrange multipliers. The use of the independent coordinates leads to a set of second-order differential equations, while the use of the multipliers leads to a coupled set of differential and algebraic equations that have to be solved simultaneously. Computational algorithms based on the Lagrangian formulation with the multipliers will also be discussed in later sections of this chapter.

In this section, a computational algorithm based on the dynamic formulation for multibody systems that employs a minimum set of differential equations is presented. This minimum set of differential equations can be obtained by using two different approaches. In the first approach the system degrees of freedom can be identified from the start and used to define the configuration of the multibody system. The degrees of freedom may be a set of joint variables that represent relative translational and rotational displacements between the multibody system components. This approach leads, in many applications, to recursive kinematic and dynamic equations expressed in terms of the independent degrees of freedom. In the other approach, however, the system kinematic equations are formulated in terms of both the independent and dependent coordinates. These kinematic relationships, such as nonlinear algebraic constraint equations that represent mechanical joints in the system, can be used to identify a set of independent coordinates. The dependent coordinates can be written in terms of the independent coordinates using the kinematic equations. These kinematic equations can then be used to develop a minimum set of independent differential equations of motion expressed in terms of the independent variables that in this case may or may not represent joint degrees of freedom.

Let $\mathbf{q}_{i}$ be the total vector of independent coordinates or the degrees of freedom of the multibody system consisting of interconnected rigid and deformable bodies. If the dependent coordinates are eliminated from the dynamic equations, the motion of the multibody system, as will be demonstrated in Section 10, is governed by only a set of second-order differential equations of motion that can be written in the following matrix form:

$$
\begin{equation*}
\mathbf{M}_{i i} \ddot{\mathbf{q}}_{i}+\mathbf{K}_{i i} \mathbf{q}_{i}=\mathbf{Q}_{e i}+\mathbf{Q}_{v i} \tag{5.151}
\end{equation*}
$$

where $\mathbf{q}_{i}$ is the vector of system independent coordinates, $\mathbf{M}_{i i}$ is assumed to be a positive definite mass matrix associated with the independent coordinates, $\mathbf{K}_{i i}$ is the system stiffness matrix, $\mathbf{Q}_{e i}$ is the vector of generalized external forces associated with the independent coordinates, and $\mathbf{Q}_{v i}$ is the quadratic velocity vector that includes
the gyroscopic and Coriolis force components. Clearly, the constraint forces do not appear in Eq. 151, since the dependent coordinates are eliminated (Shabana 2001). The preceding equation can be written as a linear system of algebraic equations in the accelerations as follows:

$$
\begin{equation*}
\mathbf{M}_{i i} \ddot{\mathbf{q}}_{i}=\mathbf{Q}_{e i}+\mathbf{Q}_{v i}-\mathbf{K}_{i i} \mathbf{q}_{i} \tag{5.152}
\end{equation*}
$$

Since $\mathbf{M}_{i i}$ is assumed to be a positive definite matrix, this equation can be solved for the vector of accelerations as follows:

$$
\begin{equation*}
\ddot{\mathbf{q}}_{i}=\mathbf{M}_{i i}^{-1}\left[\mathbf{Q}_{e i}+\mathbf{Q}_{v i}-\mathbf{K}_{i i} \mathbf{q}_{i}\right]=\ddot{\mathbf{q}}_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right) \tag{5.153}
\end{equation*}
$$

One may then form the state vectors

$$
\mathbf{y}=\left[\begin{array}{c}
\mathbf{q}_{i}  \tag{5.154}\\
\dot{\mathbf{q}}_{i}
\end{array}\right], \quad \dot{\mathbf{y}}=\left[\begin{array}{c}
\dot{\mathbf{q}}_{i} \\
\ddot{\mathbf{q}}_{i}
\end{array}\right]=\mathbf{f}(\mathbf{y}, t)
$$

Given a set of initial conditions $\mathbf{y}_{o}=\left[\mathbf{q}_{i o}^{\mathrm{T}} \dot{\mathbf{q}}_{i o}^{\mathrm{T}}\right]^{\mathrm{T}}$, one can obtain the acceleration vector from Eq. 153. This acceleration vector and the initial coordinates and velocities are sufficient to define the function $\dot{\mathbf{y}}=\mathbf{f}(\mathbf{y}, t)$, which is required for the numerical solution of the differential equations. The solution vector $\mathbf{y}_{1}$ at time $t_{1}=t_{o}+h$, where $h$ is the time step, can then be obtained and used to evaluate the accelerations at the new point in time $t_{1}$. The vector $\mathbf{y}_{1}$ as well as the acceleration vector can be used to define the function $\dot{\mathbf{y}}_{1}=\mathbf{f}\left(\mathbf{y}_{1}, t_{1}\right)$, which can be used to advance the numerical integration another step to reach a new point in time $t_{2}$. This process continues until the end of the desired simulation time. The computational algorithm is shown schematically in Fig. 8 and proceeds in the following routine:

1. The inertia shape integrals that depend on the assumed displacement field and appear in the differential equations of motion for the multibody system consisting of interconnected rigid and deformable bodies are first identified and evaluated only once in advance for the dynamic analysis. These shape integrals can be evaluated in a preprocessor structural dynamic computer program.
2. An accurate estimate for the initial value for the vectors of independent coordinates $\mathbf{q}_{i}$ and independent velocities $\dot{\mathbf{q}}_{i}$ or equivalently $\mathbf{y}=\left[\mathbf{q}_{i}^{\mathrm{T}} \dot{\mathbf{q}}_{i}^{\mathrm{T}}\right]^{\mathrm{T}}$ must be provided. These vectors include both the rigid body and deformation variables. An accurate estimate for the initial value of the state vector $\mathbf{y}$ may require that we perform static analysis. A computational algorithm for the static analysis of multibody systems is discussed in the sections that follow.
3. The state vector as well as the inertia shape integrals can be used for the automatic generation of the multibody system equations of motion. In terms of these quantities, the mass matrix $\mathbf{M}_{i i}$ as well as the right-hand side of Eq. 152, which includes external, gyroscopic, and Coriolis forces, as well as the elastic forces, can be evaluated in a straightforward manner. Note that both the mass matrix and the right-hand side of Eq. 152 are nonlinear functions of the state variables; therefore, they have to be iteratively updated during the dynamic simulation.


Figure 5.8 Computational algorithm.
4. Even though Eq. 152 is a highly nonlinear differential equation of motion in the coordinates and velocities, it can be considered as a linear system of algebraic equations in the acceleration vector $\ddot{\mathbf{q}}_{i}$. Therefore, solving these equations to obtain the acceleration vector is straightforward.
5. Since the acceleration vector $\ddot{\mathbf{q}}_{i}$ has been determined at this point in time and the velocity vector $\dot{\mathbf{q}}_{i}$ is assumed to be known, the system of first-order differential equations at this point in time can be formed as

$$
\dot{\mathbf{y}}=\mathbf{f}(\mathbf{y}, t)
$$

6. Using the initial conditions and the vector function $\mathbf{f}$ that is known at this stage, the system differential equations can be integrated forward in time using a direct numerical integration method. The solution of these differential equations defines the state vector at the end of the specified time step. This solution can be used to advance the integration in order to obtain the solution at the end of the second time step. This process continues until the end of the simulation time is reached.

### 5.9 DYNAMIC EQUATIONS WITH MULTIPLIERS

The kinematic constraints that describe mechanical joints as well as specified trajectories in the multibody system consisting of interconnected rigid and deformable components can be formulated by using a set of nonlinear algebraic constraint equations. This vector of equations defined by Eq. 134 is shown here for convenience:

$$
\begin{equation*}
\mathbf{C}(\mathbf{q}, t)=\mathbf{0} \tag{5.155}
\end{equation*}
$$

where $\mathbf{C}=\left[C_{1} C_{2} \cdots C_{n_{c}}\right]^{\mathrm{T}}$ is the vector of linearly independent constraint equations, $t$ is time, and $\mathbf{q}$ is the total vector of system generalized coordinates that can be written in a partitioned form as

$$
\mathbf{q}=\left[\begin{array}{ll}
\mathbf{q}_{r}^{\mathrm{T}} & \mathbf{q}_{f}^{\mathrm{T}} \tag{5.156}
\end{array}\right]^{\mathrm{T}}
$$

where the subscripts $r$ and $f$ refer, respectively, to reference and flexible (elastic) coordinates, and $\mathbf{q}_{r}$ and $\mathbf{q}_{f}$ are, respectively, the vectors of the system reference and elastic coordinates.

Equation 155 can then be written in terms of reference and elastic coordinates as follows:

$$
\begin{equation*}
\mathbf{C}\left(\mathbf{q}_{r}, \mathbf{q}_{f}, t\right)=\mathbf{0} \tag{5.157}
\end{equation*}
$$

In the following $\mathbf{q}_{f}$ represents the vector of generalized elastic coordinates that can be introduced by using the finite-element method, Rayleigh-Ritz methods, or a set of experimentally identified data (Shabana 1986). This vector can be a set of physical or modal elastic coordinates.

Using Eq. 133a, the general system differential equations of motion of the multibody system can be written in a matrix form as

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{K q}+\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}_{e}+\mathbf{Q}_{v} \tag{5.158}
\end{equation*}
$$

where $\mathbf{M}$ and $\mathbf{K}$ are, respectively, the system mass and stiffness matrices, $\mathbf{C}_{\mathbf{q}}$ is the constraint Jacobian matrix, $\boldsymbol{\lambda}$ is the vector of Lagrange multipliers, $\mathbf{Q}_{e}$ is the vector of generalized externally applied forces, and $\mathbf{Q}_{v}$ is the quadratic velocity vector that contains the gyroscopic as well as Coriolis components and results from differentiating the kinetic energy with respect to time and with respect to the system generalized coordinates. According to the generalized coordinate partitioning of Eq. 156, Eq. 158 can be written in a more explicit form as

$$
\begin{align*}
& {\left[\begin{array}{cc}
\mathbf{m}_{r r} & \mathbf{m}_{r f} \\
\text { symmetric } & \mathbf{m}_{f f}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{q}}_{r} \\
\ddot{\mathbf{q}}_{f}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{K}_{f f}
\end{array}\right]\left[\begin{array}{l}
\mathbf{q}_{r} \\
\mathbf{q}_{f}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{C}_{\mathbf{q}_{r}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{q}_{f}}^{\mathrm{T}}
\end{array}\right] \lambda} \\
& \quad=\left[\begin{array}{l}
\left(\mathbf{Q}_{r}\right)_{e} \\
\left(\mathbf{Q}_{f}\right)_{e}
\end{array}\right]+\left[\begin{array}{l}
\left(\mathbf{Q}_{r}\right)_{v} \\
\left(\mathbf{Q}_{f}\right)_{v}
\end{array}\right] \tag{5.159}
\end{align*}
$$

A systematic approach for solving for the acceleration vector $\ddot{\mathbf{q}}$ and the generalized reaction forces $\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}$ is discussed in the following paragraphs.

Accelerations and Lagrange Multipliers Differentiating Eq. 155 with respect to time yields

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}+\mathbf{C}_{t}=\mathbf{0} \tag{5.160}
\end{equation*}
$$

where $\dot{\mathbf{q}}$ is the velocity vector and $\mathbf{C}_{t}$ is the partial derivative of the vector of constraints with respect to time. According to the generalized coordinate partitioning of Eq. 156, Eq. 160 can be written in a more explicit form as

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}_{r}} \dot{\mathbf{q}}_{r}+\mathbf{C}_{\mathbf{q}_{f}} \dot{\mathbf{q}}_{f}+\mathbf{C}_{t}=\mathbf{0} \tag{5.161}
\end{equation*}
$$

that is,

$$
\left[\begin{array}{ll}
\mathbf{C}_{\mathbf{q}_{r}} & \mathbf{C}_{\mathbf{q}_{f}}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{q}}_{r}  \tag{5.162}\\
\dot{\mathbf{q}}_{f}
\end{array}\right]+\mathbf{C}_{t}=\mathbf{0}
$$

Differentiating Eq. 160 with respect to time yields

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \ddot{\mathbf{q}}=-\mathbf{C}_{t t}-2 \mathbf{C}_{\mathbf{q} t} \dot{\mathbf{q}}-\left(\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}\right)_{\mathbf{q}} \dot{\mathbf{q}} \tag{5.163}
\end{equation*}
$$

that is,

$$
\left[\begin{array}{ll}
\mathbf{C}_{\mathbf{q}_{r}} & \mathbf{C}_{\mathbf{q}_{f}}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{q}}_{r}  \tag{5.164}\\
\ddot{\mathbf{q}}_{f}
\end{array}\right]=\mathbf{Q}_{c}
$$

where $\mathbf{Q}_{c}$ is a vector that depends on the reference and elastic coordinates and velocities and possibly on time. This vector is defined as

$$
\begin{equation*}
\mathbf{Q}_{c}=-\mathbf{C}_{t t}-2 \mathbf{C}_{\mathbf{q} t} \dot{\mathbf{q}}-\left(\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}\right)_{\mathbf{q}} \dot{\mathbf{q}} \tag{5.165}
\end{equation*}
$$

One may now combine Eqs. 158 and 163 and write the matrix equation

$$
\left[\begin{array}{cc}
\mathbf{M} & \mathbf{C}_{\mathbf{q}}^{\mathrm{T}}  \tag{5.166}\\
\text { symmetric } & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{q}} \\
\lambda
\end{array}\right]=\left[\begin{array}{c}
\mathbf{Q}_{e}+\mathbf{Q}_{v}-\mathbf{K q} \\
\mathbf{Q}_{c}
\end{array}\right]
$$

or, alternatively, combine Eqs. 159 and 164 to obtain a more explicit form of Eq. 166 as

$$
\left[\begin{array}{ccc}
\mathbf{m}_{r r} & \mathbf{m}_{r f} & \mathbf{C}_{\mathbf{q}_{\mathbf{T}}}^{\mathrm{T}}  \tag{5.167}\\
& \mathbf{m}_{f f} & \mathbf{C}_{\mathbf{q}_{f}}^{\mathrm{T}} \\
\text { symmetric } & & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{q}}_{r} \\
\ddot{\mathbf{q}}_{f} \\
\lambda
\end{array}\right]=\left[\begin{array}{c}
\left(\mathbf{Q}_{r}\right)_{e}+\left(\mathbf{Q}_{r}\right)_{v} \\
\left(\mathbf{Q}_{f}\right)_{e}+\left(\mathbf{Q}_{f}\right)_{v}-\mathbf{K}_{f f} \mathbf{q}_{f} \\
\mathbf{Q}_{c}
\end{array}\right]
$$

Equation 166 or its explicit form of Eq. 167 can be considered as a system of linear algebraic equations that can be solved for the accelerations and the vector of Lagrange multipliers. This system of equations can be written as

$$
\begin{equation*}
\mathbf{M}_{\lambda} \mathbf{q}_{\lambda}=\overline{\mathbf{F}} \tag{5.168}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{q}_{\lambda}=\left[\begin{array}{ll}
\ddot{\boldsymbol{q}}^{\mathrm{T}} & \lambda^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}} \\
& \mathbf{M}_{\lambda}=\left[\begin{array}{cc}
\mathbf{M} & \mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{q}} & \mathbf{0}
\end{array}\right]
\end{aligned}
$$

and

$$
\overline{\mathbf{F}}=\left[\begin{array}{c}
\mathbf{Q}_{e}+\mathbf{Q}_{v}-\mathbf{K q} \\
\mathbf{Q}_{c}
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{F}}_{q} \\
\overline{\mathbf{F}}_{\lambda}
\end{array}\right]
$$

For a physically meaningful system, the coefficient matrix $\mathbf{M}_{\lambda}$ of Eq. 168 is nonsingular. Therefore, one can solve for the vector $\mathbf{q}_{\lambda}$ and write

$$
\begin{equation*}
\mathbf{q}_{\lambda}=\overline{\mathbf{M}} \overline{\mathbf{F}} \tag{5.169}
\end{equation*}
$$

where the matrix $\overline{\mathbf{M}}$ is the inverse of the matrix $\mathbf{M}_{\lambda}$, that is

$$
\begin{equation*}
\overline{\mathbf{M}}=\overline{\mathbf{M}}(\mathbf{q})=\mathbf{M}_{\lambda}^{-1} \tag{5.170}
\end{equation*}
$$

We may write Eq. 169 in a partitioned form as

$$
\left[\begin{array}{c}
\ddot{\mathbf{q}}  \tag{5.171}\\
\lambda
\end{array}\right]=\left[\begin{array}{ll}
\overline{\mathbf{M}}_{q q} & \overline{\mathbf{M}}_{q \lambda} \\
\overline{\mathbf{M}}_{\lambda q} & \overline{\mathbf{M}}_{\lambda \lambda}
\end{array}\right]\left[\begin{array}{c}
\overline{\mathbf{F}}_{q} \\
\overline{\mathbf{F}}_{\lambda}
\end{array}\right]
$$

from which the acceleration vector $\ddot{\mathbf{q}}$ and the vector of Lagrange multipliers can be written as

$$
\begin{align*}
\ddot{\mathbf{q}} & =\overline{\mathbf{M}}_{q q} \overline{\mathbf{F}}_{q}+\overline{\mathbf{M}}_{q \lambda} \overline{\mathbf{F}}_{\lambda}  \tag{5.172}\\
\lambda & =\overline{\mathbf{M}}_{\lambda q} \overline{\mathbf{F}}_{q}+\overline{\mathbf{M}}_{\lambda \lambda} \overline{\mathbf{F}}_{\lambda} \tag{5.173}
\end{align*}
$$

Having determined the vector of Lagrange multipliers $\boldsymbol{\lambda}$, one can evaluate the generalized constraint force vector $\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \lambda$.

Note that in the floating frame of reference formulation, the matrix $\mathbf{M}_{\lambda}$ of Eq. 168 depends on the system generalized coordinates. Thus, its inverse $\overline{\mathbf{M}}$ of Eq. 169 and the submatrices $\overline{\mathbf{M}}_{q q}, \overline{\mathbf{M}}_{q \lambda}, \overline{\mathbf{M}}_{\lambda q}$, and $\overline{\mathbf{M}}_{\lambda \lambda}$ are also functions of the system generalized coordinates. Furthermore, we know from the development of the preceding sections that the vector $\overline{\mathbf{F}}$ of Eq. 169 depends on the system generalized coordinates and velocities as well as on time. Therefore, it is expected that the acceleration vector of Eq. 172 also depends on the system generalized coordinates, velocities, and time. In a large-scale mechanical system, it is quite difficult to have a closed-form solution for
the acceleration vector in terms of the generalized coordinates, velocities, and time. Therefore, one may write the vector $\ddot{\mathbf{q}}$ in the following simplified form:

$$
\begin{equation*}
\ddot{\mathbf{q}}=\mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}, t) \tag{5.174}
\end{equation*}
$$

where $\mathbf{f}$ is a vector function whose numerical values are determined by Eq. 172 as the result of solving the system of algebraic equations of Eq. 168. The vector function $\mathbf{f}$ is then defined as

$$
\begin{equation*}
\mathbf{f}(\mathbf{q}, \mathbf{q}, t)=\overline{\mathbf{M}}_{q q} \overline{\mathbf{F}}_{q}+\overline{\mathbf{M}}_{q \lambda} \overline{\mathbf{F}}_{\lambda} \tag{5.175}
\end{equation*}
$$

Numerical Procedures If the expression for the acceleration functions is simple such that they can be integrated in a closed form, the constraint equations of Eq. 155 are automatically satisfied since the accelerations are obtained from the solution of Eq. 167, which includes the effect of the constraint forces. Another approach is to identify a set of independent coordinates and integrate only the independent components of the accelerations associated with these independent coordinates. Having determined these independent coordinates and velocities in a closed form, one can then use the kinematic constraint equations to determine the dependent coordinates and velocities. One is seldom able, however, to obtain simple expressions for the accelerations in multibody system dynamics since the governing equations are highly nonlinear. One must then resort to direct numerical integration methods to obtain an approximate solution. The error in the state vector obtained by using the direct numerical methods will certainly depend on the numerical integration technique used. Furthermore, the kinematic constraint equations are not automatically satisfied because the solution obtained is not exact. The error in the system coordinates will lead to a violation in the kinematic constraint equations.

On the basis of the Lagrangian formulation with the multipliers, several numerical schemes have been used in some of the existing computer programs developed for the nonlinear dynamic analysis of multibody systems. Some of these numerical schemes are summarized below.

1. Perhaps the simplest approach is to assume that the numerical integration routine is close to perfect and hope that the error resulting from the numerical integration is small such that the violations in the kinematic constraint equations can be neglected. In this case the total vector of system accelerations can be integrated forward in time to determine the system coordinates and velocities. This numerical scheme is simple and provides acceptable solutions in many engineering applications. In many other applications, however, the accumulation of the error of the numerical integration increases with time, and this, in turn, leads to violations in the kinematic constraint relationships.
2. Another approach is to identify the system-independent coordinates. This can be achieved by using the generalized coordinate partitioning of the constraint Jacobian matrix. Only independent state equations are integrated forward in time by use of a direct numerical integration method. The solutions of the state equations define the system-independent generalized coordinates and velocities. Dependent generalized coordinates and velocities are then determined by using the kinematic constraint
equations. In this scheme, since the constraint relationships are used to determine the dependent coordinates, there is no violation in the kinematic constraint equations. This, however, does not mean that the solution obtained is exact. It is clear that in this approach, dependent coordinates must be adjusted according to the error in the independent coordinates resulting from the numerical integration, and even though the kinematic relationships are not violated, the error in the dependent coordinates will be at least of the same order as the error in the independent coordinates as the result of using approximate direct numerical integration methods. This approach was proposed by Wehage (1980).
3. A third scheme is to integrate all the state equations associated with both the dependent and independent coordinates and then adjust the dependent coordinates by applying the kinematic constraint equations. The integration of all coordinates may provide a better estimate for the dependent variables; therefore, fewer iterations will be required in solving numerically the nonlinear kinematic constraint equations for the dependent variables. Many of the accurate predictor-corrector multistep numerical integration routines, however, use the history of the coordinates and velocities in evaluating the coefficients of the time-dependent polynomials used to advance the numerical integration (Shampine and Gordon 1975). Furthermore, many of these routines have sophisticated error-control schemes that can detect any change in the time history of the state variables. Adjusting the dependent coordinates may be a source of disturbance to the numerical integration routine. In many applications this leads to numerical problems.

It is clear that the preceding numerical schemes provide only approximate solutions for the state of the multibody system. These three numerical integration schemes are implemented in the general-purpose computer program DAMS (Dynamic Analysis of Multibody Systems) (Shabana 1985). In this computer program the system nonlinear differential and algebraic constraint equations are computer-generated and integrated forward in time.

In the following sections we select the second approach proposed by Wehage (1980) for more detailed discussion. Computational algorithms for the static, kinematic, and dynamic analysis will also be discussed.

### 5.10 GENERALIZED COORDINATE PARTITIONING

The dynamics of multibody systems consisting of interconnected rigid and deformable bodies can be described by the coupled set of differential and algebraic equations given by Eqs. 155 and 158. Many techniques are available in the literature for the numerical solution of a mixed set of differential and algebraic equations. In this section, however, we outline the technique proposed by Wehage (1980) and discuss the use of Wehage's algorithm for solving the dynamic equations of multibody systems consisting of interconnected rigid and deformable bodies.

Dependent and Independent Coordinates In the preceding section, we outlined a method for obtaining the acceleration vector. As pointed out earlier, the acceleration vector is a vector function of the system generalized coordinates, velocities,
and time. This functional relationship represents $n$ second-order differential equations, where $n$ is the number of system generalized coordinates. The solutions of these equations, however, are not independent because of the kinematic constraints that describe mechanical joints as well as specified trajectories. One has to identify a set of independent coordinates and the associated set of differential equations that can be integrated forward in time in order to define the independent variables. Dependent coordinates (variables) can then be determined by using the kinematic relations.

For a virtual change $\delta \mathbf{q}$ in the system generalized coordinates, Eq. 155 yields

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \delta \mathbf{q}=\mathbf{0} \tag{5.176}
\end{equation*}
$$

The Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ is an $n_{c} \times n$ matrix where $n_{c}<n$. Since the constraint equations are assumed to be linearly independent, the Jacobian $\mathbf{C}_{\mathbf{q}}$ has a full row rank; therefore, one must be able to identify $\left(n-n_{c}\right)$ independent coordinates and write the vector of generalized coordinates $\mathbf{q}$ as

$$
\mathbf{q}=\left[\begin{array}{ll}
\mathbf{q}_{i}^{\mathrm{T}} & \mathbf{q}_{d}^{\mathrm{T}} \tag{5.177}
\end{array}\right]^{\mathrm{T}}
$$

here $\mathbf{q}_{i}$ and $\mathbf{q}_{d}$ are, respectively, the vectors of independent and dependent coordinates. Both the dependent and independent vectors of coordinates can be a mixed set of reference and elastic coordinates. According to the generalized coordinate partitioning of Eq. 177, Eq. 176 can be written as

$$
\mathbf{C}_{\mathbf{q}_{i}} \delta \mathbf{q}_{i}+\mathbf{C}_{\mathbf{q}_{d}} \delta \mathbf{q}_{d}=\mathbf{0}
$$

or

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}_{d}} \delta \mathbf{q}_{d}=-\mathbf{C}_{\mathbf{q}_{i}} \delta \mathbf{q}_{i} \tag{5.178}
\end{equation*}
$$

where $\mathbf{C}_{\mathbf{q}_{d}}$ is an $n_{c} \times n_{c}$ matrix and $\mathbf{C}_{\mathbf{q}_{i}}$ is an $n_{c} \times\left(n-n_{c}\right)$ matrix. Because the constraint equations are linearly independent, one, in general, must be able to select the independent coordinates such that the matrix $\mathbf{C}_{\mathbf{q}_{d}}$ is nonsingular. Equation 178 implies that the virtual change in the dependent coordinates can be written in terms of the virtual change of the independent ones, that is,

$$
\begin{equation*}
\delta \mathbf{q}_{d}=\mathbf{C}_{d i} \delta \mathbf{q}_{i} \tag{5.179}
\end{equation*}
$$

where $\mathbf{C}_{d i}$ is the matrix

$$
\begin{equation*}
\mathbf{C}_{d i}=-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}} \tag{5.180}
\end{equation*}
$$

In like manner, the first derivative of the constraint equations with respect to time given by Eq. 160 can be written as

$$
\mathbf{C}_{\mathbf{q}_{i}} \dot{\mathbf{q}}_{i}+\mathbf{C}_{\mathbf{q}_{d}} \dot{\mathbf{q}}_{d}+\mathbf{C}_{t}=\mathbf{0}
$$

This equation can be used to write the dependent velocities in terms of the independent ones as follows:

$$
\dot{\mathbf{q}}_{d}=-\mathbf{C}_{\mathbf{q}_{d}}^{-1}\left[\mathbf{C}_{\mathbf{q}_{i}} \dot{\mathbf{q}}_{i}+\mathbf{C}_{t}\right]
$$

or

$$
\begin{equation*}
\dot{\mathbf{q}}_{d}=\mathbf{C}_{d i} \dot{\mathbf{q}}_{i}-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{t} \tag{5.181}
\end{equation*}
$$

where the matrix $\mathbf{C}_{d i}$ is given by Eq. 180.

In a large-scale flexible multibody system, the identification of the independent and dependent coordinates may be a difficult task. It is, therefore, more appropriate to use numerical techniques that take advantage of the numerical structure of the Jacobian matrix to identify the independent coordinates. Such numerical algorithms are available in the literature, and the interested reader should consult texts on the subject of numerical methods.

Having identified the independent and dependent sets of coordinates, one may now define the following state vector:

$$
\mathbf{y}=\left[\begin{array}{ll}
\mathbf{q}_{i}^{\mathrm{T}} & \dot{\mathbf{q}}_{i}^{\mathrm{T}} \tag{5.182}
\end{array}\right]^{\mathrm{T}}
$$

The associated independent state equations can now be defined as

$$
\dot{\mathbf{y}}=\left[\begin{array}{ll}
\dot{\mathbf{q}}_{i}^{\mathrm{T}} & \ddot{\mathbf{q}}_{i}^{\mathrm{T}} \tag{5.183}
\end{array}\right]^{\mathrm{T}}=\mathbf{g}(\mathbf{q}, \dot{\mathbf{q}}, t)
$$

Given a set of initial conditions, one can integrate the state equations forward in time using a direct numerical integration method. The solution of the state equations defines the independent coordinates and velocities. Dependent coordinates and velocities can then be determined, respectively, using the kinematic relations of Eqs. 155 and 181. The independent and dependent accelerations are determined by solving Eq. 168.

Embedding Techniques The solution of Eq. 168 is not the only approach for determining the independent accelerations. An alternate approach is to use Eq. 158 and the kinematic relationships developed in this section to obtain a minimum number of differential equations expressed in terms of the independent accelerations.

Using the generalized coordinate partitioning of Eq. 177, Eqs. 163 and 165 yield

$$
\mathbf{C}_{\mathbf{q}_{i}} \ddot{\mathbf{q}}_{i}+\mathbf{C}_{\mathbf{q}_{d}} \ddot{\mathbf{q}}_{d}=\mathbf{Q}_{c}
$$

That is,

$$
\ddot{\mathbf{q}}_{d}=-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q} i} \ddot{\mathbf{q}}_{i}+\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{Q}_{c}
$$

The total vector of system accelerations can then be written in terms of the independent accelerations as

$$
\ddot{\mathbf{q}}=\left[\begin{array}{c}
\ddot{\mathbf{q}}_{i} \\
\ddot{\mathbf{q}}_{d}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{I} \\
-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}}
\end{array}\right] \ddot{\mathbf{q}}_{i}+\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{Q}_{c}
\end{array}\right]
$$

where $\mathbf{I}$ in this equation is an identity matrix whose dimension is equal to the number of independent coordinates. The preceding equations can be rewritten in a more compact form as

$$
\ddot{\mathbf{q}}=\mathbf{B}_{d i} \ddot{\mathbf{q}}_{i}+\overline{\mathbf{Q}}_{c}
$$

where

$$
\mathbf{B}_{d i}=\left[\begin{array}{c}
\mathbf{I} \\
-\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}}
\end{array}\right], \quad \overline{\mathbf{Q}}_{c}=\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{Q}_{c}
\end{array}\right]
$$

Assuming that the accelerations and coordinates in Eq. 158 are rearranged according to the partitioning of Eq. 177, the vector of accelerations $\ddot{\mathbf{q}}$ can be substituted into

Eq. 158 to yield

$$
\mathbf{M}\left(\mathbf{B}_{d i} \ddot{\mathbf{q}}_{i}+\overline{\mathbf{Q}}_{c}\right)+\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}_{e}+\mathbf{Q}_{v}-\mathbf{K} \mathbf{q}
$$

Premultiplying this equation by the transpose of the matrix $\mathbf{B}_{d i}$ and rearranging terms, one obtains

$$
\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{M} \mathbf{B}_{d i} \ddot{\mathbf{q}}_{i}+\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{B}_{d i}^{\mathrm{T}}\left(\mathbf{Q}_{e}+\mathbf{Q}_{v}-\mathbf{K} \mathbf{q}\right)-\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{M} \overline{\mathbf{Q}}_{c}
$$

which can be written as

$$
\begin{equation*}
\mathbf{M}_{i i} \ddot{\mathbf{q}}_{i}+\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}_{i} \tag{5.184}
\end{equation*}
$$

where $\mathbf{M}_{i i}$ and $\mathbf{Q}_{i}$ are, respectively, the mass matrix and force vector associated with the independent coordinates. The matrix $\mathbf{M}_{i i}$ and the vector $\mathbf{Q}_{i}$ are defined as

$$
\begin{aligned}
& \mathbf{M}_{i i}=\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{M} \mathbf{B}_{d i} \\
& \mathbf{Q}_{i}=\mathbf{B}_{d i}^{\mathrm{T}}\left(\mathbf{Q}_{e}+\mathbf{Q}_{v}-\mathbf{K q}\right)-\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{M} \overline{\mathbf{Q}}_{c}
\end{aligned}
$$

One can show that $\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{C}_{\mathbf{q}}^{\mathrm{T}}$ is a null matrix. To this end, we write

$$
\begin{aligned}
\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{C}_{\mathbf{q}}^{\mathrm{T}} & =\left[\begin{array}{ll}
\mathbf{I} & -\left(\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}}\right)^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{l}
\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{q}_{d}}^{\mathrm{T}}
\end{array}\right] \\
& =\left[\begin{array}{l}
\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}}-\left(\mathbf{C}_{\mathbf{q}_{d}}^{-1} \mathbf{C}_{\mathbf{q}_{i}}\right) \mathbf{C}_{\mathbf{q}_{d}}^{\mathrm{T}}
\end{array}\right]
\end{aligned}
$$

Since the inverse of the transpose of a nonsingular matrix is equal to the transpose of the inverse, one has

$$
\mathbf{B}_{d i}^{\mathrm{T}} \mathbf{C}_{\mathbf{q}}^{\mathrm{T}}=\left[\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}}-\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}}\left(\mathbf{C}_{\mathbf{q}_{d}}^{\mathrm{T}}\right)^{-1} \mathbf{C}_{\mathbf{q}_{d}}^{\mathrm{T}}\right]=\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}}-\mathbf{C}_{\mathbf{q}_{i}}^{\mathrm{T}}=\mathbf{0}
$$

and accordingly, Eq. 184 reduces to

$$
\begin{equation*}
\mathbf{M}_{i i} \ddot{\mathbf{q}}_{i}=\mathbf{Q}_{i} \tag{5.185}
\end{equation*}
$$

which indeed proves that the force of constraints can be eliminated when the differential equations are formulated in terms of the independent coordinates. This procedure of eliminating the constraint forces is called the embedding technique. The use of Eq. 184, however, for determining the independent accelerations is not as efficient compared with the use of Eq. 168 since $\mathbf{M}_{i i}$ of Eq. 184 is a full matrix while $\mathbf{M}_{\lambda}$ of Eq. 168 is a sparse matrix. Furthermore, the use of the embedding technique for determining the independent accelerations requires more matrix multiplications and inversions than the use of Eq. 168.

### 5.11 ORGANIZATION OF MULTIBODY COMPUTER PROGRAMS

In this section, we discuss some considerations that should be taken into account in developing a general computational scheme for the dynamic analysis of flexible multibody systems using the floating frame of reference formulation. The organization of the multibody computer programs as well as the functions of their modules will be explained.

Preprocessor It is clear from the development presented in this chapter that a set of inertia shape integrals is required for each deformable body to generate the inertia coupling between the reference motion and the elastic deformation of the body. These integrals can be evaluated only once in advance for the dynamic analysis using a structural analysis program. The inertia shape integrals can also be generated using the finite-element method as described in the following chapter. It is more computationally efficient to evaluate these integrals once in advance for the dynamic analysis and store them for use whenever they are needed. This can be done in a preprocessor structural analysis program called PREDAMS. This program has the capability of generating the inertia shape integrals of the deformable bodies using consistent or lumped masses. Furthermore, the preprocessor PREDAMS can be linked with any existing finite-element program to generate the shape integrals for some special elements that are not available in the library of the program (Shabana 1985).

Main Processor Having determined the intertia shape integrals of each deformable body in the preprocessor PREDAMS, one can input these matrices to the dynamic analysis program DAMS along with the description of the rigid components in the multibody system. The computer code DAMS, which has the capability of performing the two- and three-dimensional analysis of flexible multibody systems, is divided into four modules - the Constraint Module (CONMOD), the Mass Module (MASMOD), the Force Module (FRCMOD), and the Numerical Module (NUMMOD):

1. CONMOD (Constraint Module) To perform the kinematic and dynamic analysis, one has to evaluate the constraint functions of Eq. 155, the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$, the first time derivative of the constraint function $\mathbf{C}_{t}$ (Eq. 160), and the vector $\mathbf{Q}_{c}$ of Eq. 164. Evaluation of the constraint functions and the Jacobian matrix is necessary for the position analysis since in the DAMS program a Newton-Raphson algorithm is used to correct for constraint violations. According to this algorithm, a solution of Eq. 155 is obtained by solving iteratively the following nonlinear system of equations

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \Delta \mathbf{q}=-\mathbf{C}(\mathbf{q}, t) \tag{5.186}
\end{equation*}
$$

where $\Delta \mathbf{q}$ are the Newton differences. Equation 155 is then satisfied if the norm of the vector $\Delta \mathbf{q}$ or the norm of the vector $\mathbf{C}$ is small, that is,

$$
|\Delta \mathbf{q}|<\varepsilon_{1}, \quad|\mathbf{C}|<\varepsilon_{2}
$$

where $\|$ denotes a selected norm and $\varepsilon_{1}$ and $\varepsilon_{2}$ are small numbers. The Jacobian matrix as well as the time derivative of the constraints with respect to time are required for the velocity analysis (see Eq. 181). The Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ and the vector $\mathbf{Q}_{c}$ are needed for the acceleration analysis (see Eq. 166 or 167). In the constraint module CONMOD, the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$, the vectors $\mathbf{C}, \mathbf{C}_{t}$, and $\mathbf{Q}_{c}$ are computer-generated for a set of standard joints that can be utilized by providing a standard set of input data. In the two-dimensional analysis, the following standard library constraints are available:
(a) Revolute joints between rigid bodies, between deformable bodies, and between rigid and deformable bodies.
(b) Rigid joints between rigid bodies, between deformable bodies, and between rigid and deformable bodies.
(c) Translational (prismatic) joints between rigid bodies.
(d) Constraints that fix the generalized coordinates with respect to time.
(e) Specified trajectories of arbitrary points on the rigid and/or deformable bodies.

In the three-dimensional analysis the following standard library kinematic constraints are available:
(a) Constraints that fix the generalized coordinates with respect to time.
(b) Specified trajectories of arbitrary points on the rigid and/or deformable bodies.
(c) Spherical joints between rigid bodies, between deformable bodies, and between rigid and deformable bodies.
(d) Revolute joints between rigid bodies, between deformable bodies, and between rigid and deformable bodies.
(e) Translational (prismatic) joints between rigid bodies.
(f) Cylindrical joints between rigid bodies.
(g) Rigid joints between rigid bodies, between deformable bodies, and between rigid and deformable bodies.

Any other kinematic constraints can be introduced by the user through a set of user subroutines.
2. MASMOD (Mass Module) In this module the mass matrix of each rigid and deformable body is constructed. These matrices are used to define the entire system mass matrix $\mathbf{M}$ of the multibody system consisting of interconnected rigid and deformable bodies. In addition to the system mass matrix, the quadratic velocity vector $\mathbf{Q}_{v}$ of Eq. 166 and the coefficient matrix $\mathbf{M}_{\lambda}$ of Eq. 168 are also evaluated in the mass module MASMOD.
3. FRCMOD (Force Module) In this module the generalized forces as well as the elastic forces of deformable bodies are evaluated and the generalized forces of spring-damper-actuator elements connecting two rigid bodies, two deformable bodies, or a rigid body and a deformable body in the system are automatically generated. This module calls user subroutines that allow the user to supply any generalized forcing functions that may depend on the system generalized coordinates and velocities and possibly on time.
4. NUMMOD (Numerical Module) This module has three main functions:
(a) The capacity to determine the rank and the independent rows and columns of a system of algebraic equations with a full (nonsparse) singular coefficient matrix. This function can be used to identify the multibody system independent coordinates.
(b) Solution of a system of algebraic equations with a sparse coefficient matrix. This function is used for the analysis of position, velocity, and acceleration.
(c) Direct numerical integration of a set of first-order differential equations. This function is used in the numerical integration of the state equations.

In the following section, we describe some of the numerical algorithms used in the DAMS program that consists of the four modules discussed above.

### 5.12 NUMERICAL ALGORITHMS

In this section, the numerical algorithms for the solution of coupled sets of differential and algebraic constraint equations that describe the dynamics of constrained mechanical systems are discussed. These numerical algorithms are implemented in the general-purpose computer program DAMS developed for the nonlinear dynamic analysis of general multibody systems consisting of interconnected rigid and deformable bodies. The program is capable of performing the following types of analyses: (1) static, (2) kinematic, (3) dynamic, and (4) static and dynamic. The analysis type can be chosen by setting the value of a flag called IANL. If IANL equals 1 , the program performs static analysis; if IANL equals 2, the program performs dynamic analysis; if IANL equals 3, the program performs static and dynamic analysis; and if IANL equals 4 , the program performs kinematic analysis, that is

$$
\mathrm{IANL}=\left\{\begin{array}{l}
1, \text { static } \\
2, \text { dynamic } \\
3, \text { static and dynamic } \\
4, \text { kinematic }
\end{array}\right.
$$

In the following, the algorithms used in the DAMS program for static, kinematic, and dynamic analyses are discussed.

Static Analysis There are many numerical algorithms available in the literature for the static analysis of constrained mechanical systems. We, however, select one of these algorithms, which is implemented in the DAMS program, to discuss in this section. Before we provide an outline for this algorithm, we first discuss the governing equations used in this algorithm.

For the static analysis Eqs. 158 and 155 can be rewritten, respectively, as

$$
\begin{align*}
& \mathbf{K q}+\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}=\mathbf{Q}_{e}  \tag{5.187}\\
& \mathbf{C}(\mathbf{q})=\mathbf{0} \tag{5.188}
\end{align*}
$$

where the vector of constraint functions $\mathbf{C}$ depends only on the vector of system generalized coordinates. One may define $\mathbf{R}_{e}$ as

$$
\begin{equation*}
\mathbf{R}_{e}=\mathbf{Q}_{e}-\mathbf{K} \mathbf{q} \tag{5.189}
\end{equation*}
$$

and write Eq. 187 as

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \lambda-\mathbf{R}_{e}=\mathbf{0} \tag{5.190}
\end{equation*}
$$

In the static analysis the vector $\mathbf{R}_{e}$ is a function of the system reference and elastic generalized coordinates $\mathbf{q}$, which can be written in a partitioned form as (see Eq. 177)

$$
\mathbf{q}=\left[\begin{array}{ll}
\mathbf{q}_{i}^{\mathrm{T}} & \mathbf{q}_{d}^{\mathrm{T}} \tag{5.191}
\end{array}\right]^{\mathrm{T}}
$$

where $\mathbf{q}_{i}$ and $\mathbf{q}_{d}$ are, respectively, the vectors of independent and dependent coordinates. For a virtual change $\delta \mathbf{q}$ in the system generalized coordinates, Eq. 190 leads to

$$
\begin{equation*}
\left(\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}-\mathbf{R}_{e}\right)^{\mathrm{T}} \delta \mathbf{q}=0 \tag{5.192}
\end{equation*}
$$

As explained in the preceding sections, one may use Eq. 188 to write the virtual change of the dependent coordinates in terms of the virtual change of the independent ones, that is,

$$
\begin{equation*}
\delta \mathbf{q}_{d}=\mathbf{C}_{d i} \delta \mathbf{q}_{i} \tag{5.193}
\end{equation*}
$$

where the matrix $\mathbf{C}_{d i}$ is defined by Eq. 180. One can then write the vector $\delta \mathbf{q}$ as

$$
\delta \mathbf{q}=\left[\begin{array}{c}
\delta \mathbf{q}_{i}  \tag{5.194}\\
\delta \mathbf{q}_{d}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{I} \\
\mathbf{C}_{d i}
\end{array}\right] \delta \mathbf{q}_{i}=\mathbf{B}_{d i} \delta \mathbf{q}_{i}
$$

where $\mathbf{I}$ is an identity matrix and $\mathbf{B}_{d i}$ is an $n \times\left(n-n_{c}\right)$ matrix, where $n$ is the total number of the system generalized coordinates, and $n_{c}$ is the number of the constraint equations. The matrix $\mathbf{B}_{d i}$ is given by

$$
\mathbf{B}_{d i}=\left[\begin{array}{c}
\mathbf{I}  \tag{5.195}\\
\mathbf{C}_{d i}
\end{array}\right]
$$

Substituting Eq. 194 into Eq. 192 leads to

$$
\begin{equation*}
\left(\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}-\mathbf{R}_{e}\right)^{\mathrm{T}} \mathbf{B}_{d i} \delta \mathbf{q}_{i}=0 \tag{5.196}
\end{equation*}
$$

Since the components of the vector $\delta \mathbf{q}_{i}$ are linearly independent, Eq. 196 yields

$$
\begin{equation*}
\left(\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}-\mathbf{R}_{e}\right)^{\mathrm{T}} \mathbf{B}_{d i}=\mathbf{0} \tag{5.197}
\end{equation*}
$$

This is a system of $\left(n-n_{c}\right)$ nonlinear algebraic constraint equations whose solution determines the static equilibrium position of the multibody system consisting of interconnected rigid and deformable bodies. If a correct estimate is made for the system static configuration, Eq. 197 will be satisfied. For a large-scale flexible multibody system, an accurate estimate of the system configuration may be difficult. Therefore, one expects, by assuming a set of generalized coordinates $\mathbf{q}$, that Eq. 197 may be violated, that is,

$$
\begin{equation*}
\left(\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}-\mathbf{R}_{e}\right)^{\mathrm{T}} \mathbf{B}_{d i}=\overline{\mathbf{R}}^{\mathrm{T}} \tag{5.198}
\end{equation*}
$$

Since, as shown in the preceding section, $\mathbf{C}_{\mathbf{q}} \mathbf{B}_{d i}$ is the null matrix, Eq. 198 reduces to

$$
\begin{equation*}
-\mathbf{R}_{e}^{\mathrm{T}} \mathbf{B}_{d i}=\overline{\mathbf{R}}^{\mathrm{T}} \tag{5.199}
\end{equation*}
$$

where $\overline{\mathbf{R}}$ is called the vector of residual forces associated with the independent generalized coordinates. It is obvious that the vector $\overline{\mathbf{R}}$ depends on the assumed system configuration and the norm of this vector is small if the initial guess of the system configuration is close to the correct static configuration. In fact, Eq. 197 is satisfied if the vector $\overline{\mathbf{R}}$ is identically zero, that is

$$
\begin{equation*}
\overline{\mathbf{R}}=\mathbf{0} \tag{5.200}
\end{equation*}
$$

The roots of this system of nonlinear homogeneous algebraic equations then determine the exact static equilibrium position of the multibody system. This system of $\left(n-n_{c}\right)$ equations can be solved numerically by using a Newton-Raphson algorithm, in which an iterative solution of the following system of algebraic equations is sought (Atkinson 1978).

$$
\begin{equation*}
\frac{\partial \overline{\mathbf{R}}}{\partial \mathbf{q}_{i}} \Delta \mathbf{q}_{i}=-\overline{\mathbf{R}} \tag{5.201}
\end{equation*}
$$

where the vector $\Delta \mathbf{q}_{i}$ is the vector of Newton differences. Equation 201 is solved for the Newton differences, and the independent coordinates, the vector $\overline{\mathbf{R}}$ and the coefficient matrix $\partial \overline{\mathbf{R}} / \partial \mathbf{q}_{i}$ are iteratively updated. The roots of Eq. 200 are then obtained if the norm of the vector $\Delta \mathbf{q}_{i}$ or the vector $\overline{\mathbf{R}}$ is arbitrarily small, that is,

$$
\begin{equation*}
\left|\Delta \mathbf{q}_{i}\right|<\varepsilon_{1} \quad \text { or } \quad|\overline{\mathbf{R}}|<\varepsilon_{2} \tag{5.202}
\end{equation*}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ are small numbers.
We are now in a position to outline the numerical algorithm implemented in the DAMS program for the static analysis of multibody systems consisting of interconnected rigid and deformable bodies. This computational algorithm is shown in Fig. 9 and proceeds in the following routine:

Step 1 The stiffness matrices of the deformable bodies are generated in the preprocessor PREDAMS. The stiffness matrices, an estimate of the static configuration of the system, and the rigid body information, together with the constrained mechanical system description, complete the required input data for a mechanical system of interconnected rigid and deformable bodies. These data are used as input to the main processor DAMS.
Step 2 Having set the flag IANL equal to one, the main processor DAMS calls for subroutine STATIC, which performs the static analysis in a routine described in the following steps.
Step 3 The constraint module (CONMOD) is called on to evaluate the constraint Jacobian matrix and check on constraint violations. The set of independent and dependent coordinates, denoted as $\mathbf{q}_{i}$ and $\mathbf{q}_{d}$, respectively, are then identified by calling the numerical module (NUMMOD). The independent coordinates are then fixed and the dependent ones are adjusted by solving Eq. 188 using a Newton-Raphson algorithm.
Step 4 Equation 199 is automatically generated by calling the constraint module (CONMOD) to evaluate the constraint Jacobian matrix and calling the force module (FRCMOD) to evaluate the vector $\mathbf{R}_{e}$, which contains the generalized external as well as stiffness forces. Equation 199 can then be used to define the residual force vector $\overline{\mathbf{R}}$.
Step 5 The numerical module (NUMMOD) is called on to solve Eq. 201 for Newton differences $\Delta \mathbf{q}_{i}$. The vector of independent coordinates is then updated by using Newton differences, that is,

$$
\begin{equation*}
\mathbf{q}_{i}=\mathbf{q}_{i}+\Delta \mathbf{q}_{i} \tag{5.203}
\end{equation*}
$$

The norm of the vectors of Newton differences $\Delta \mathbf{q}_{i}$ and the residual force vector


Figure 5.9 Computational algorithm for the static analysis.
$\overline{\mathbf{R}}$ are then checked according to Eq. 202. If Eq. 202 is satisfied, the dependent coordinates are adjusted by solving Eq. 188 using a Newton-Raphson algorithm. The new set of dependent and independent coordinates defines the static equilibrium position of the multibody system.
Step 6 If Eq. 202 is not satisfied, steps 3-5 are repeated.

Kinematic Analysis The kinematic analysis is an essential step in performing the dynamic analysis. Two cases of the kinematic analysis may be considered. In the first case, the number of the system generalized coordinates is equal to the number of the kinematic constraint equations, and accordingly there are no independent coordinates. In the second case the number of constraint equations is less than the number of system coordinates. In this case, the number of independent coordinates (degrees of freedom) is equal to $n-n_{c}$. In the following, we discuss the special case of kinematic analysis in which the number of constraint equations is equal to the number of generalized coordinates of the multibody system. The other case, in which the number of constraint equations is less than the number of system coordinates, will be discussed later when we consider the numerical algorithm for the dynamic analysis of multibody systems consisting of interconnected rigid and deformable bodies.

If the number of constraint functions is equal to the number of generalized coordinates, we have $n$ constraint equations, which can be written in a vector form as

$$
\begin{equation*}
\mathbf{C}(\mathbf{q}, t)=\mathbf{0} \tag{5.204}
\end{equation*}
$$

This is a system of $n$ nonlinear algebraic constraint equations whose roots define the system generalized coordinate $\mathbf{q}$. For a specified value of the time $t$, one can use a Newton-Raphson algorithm to perform the position analysis by solving the following system of equations for the vector of Newton differences $\Delta \mathbf{q}$ :

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \Delta \mathbf{q}=-\mathbf{C} \tag{5.205}
\end{equation*}
$$

where the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ in this case is a square matrix. If the constraint equations are linearly independent, the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ has a full row rank and thus is nonsingular. As pointed out earlier, the iterative solutions of Eq. 205 can be used to update the vector of system generalized coordinates, that is,

$$
\begin{equation*}
\mathbf{q}=\mathbf{q}+\Delta \mathbf{q} \tag{5.206}
\end{equation*}
$$

A solution of Eq. 204 is obtained if the norm of the vector of Newton differences or the norm of the vector of constraint functions is less than a specified tolerance, that is,

$$
\begin{equation*}
|\Delta \mathbf{q}|<\varepsilon_{1}, \quad|\mathbf{C}|<\varepsilon_{2} \tag{5.207}
\end{equation*}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ are specified tolerances.
In order to perform the velocity analysis, we differentiate Eq. 204 with respect to time. This gives

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}+\mathbf{C}_{t}=\mathbf{0} \tag{5.208}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\mathbf{C}_{\mathbf{q}} \dot{\mathbf{q}}=-\mathbf{C}_{t} \tag{5.209}
\end{equation*}
$$

where $\mathbf{C}_{t}$ is the partial derivative of the vector $\mathbf{C}$ with respect to time. The vector $\mathbf{C}_{t}$ is a function of the system generalized coordinates and possibly time, that is,

$$
\begin{equation*}
\mathbf{C}_{t}=\mathbf{C}_{t}(\mathbf{q}, t) \tag{5.210}
\end{equation*}
$$

Knowing $\mathbf{q}$ from the position analysis and by specifying the value of $t$, we can determine the vector $\mathbf{C}_{t}$. Because $\mathbf{C}_{\mathbf{q}}$ is nonsingular, Eq. 209 can be solved for the velocity vector $\dot{\mathbf{q}}$. Having determined the vector of generalized coordinates $\mathbf{q}$ and the vector of generalized velocities $\dot{\mathbf{q}}$, one can proceed a step further to perform the acceleration analysis. This can be simply done in this case by solving Eq. 163, or by evaluating the coefficient matrix $\mathbf{M}_{\lambda}$ and the vector $\overline{\mathbf{F}}$ of Eq. 168, where $\mathbf{M}_{\lambda}$ depends on the system generalized coordinates and possibly on time, while $\overline{\mathbf{F}}$ depends on the system generalized coordinates, velocities, and possibly on time. The solution of Eq. 168 defines the acceleration vector as well as the vector of Lagrange multipliers. The vector of Lagrange multipliers $\lambda$ can be used to determine the generalized constraint forces $\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}$.

The procedure discussed above for the kinematic analysis of multibody systems has been implemented in the DAMS program. The user can perform the kinematic analysis of a general multibody system by setting the flag IANL equal to 4. The computational scheme for the kinematic analysis in the DAMS program is shown in Fig. 10 and proceeds in the following routine:

Step 1 A set of input data similar to the one described in step 1 of the computational algorithm for the static analysis must be supplied by the user.
Step 2 Having set the flag IANL equal to four, the main processor DAMS calls for subroutine DYNAMC. In the subroutine DYNAMC the time interval is divided into equal steps (subintervals) specified by the user. At the beginning of each subinterval, subroutine DYNAMC calls subroutine $F$, which performs the kinematic analysis in a routine described in the following steps.
Step 3 To perform the position analysis, a Newton-Raphson algorithm is used to solve Eq. 204 by using Eq. 205. Equation 205 can be constructed by calling CONMOD to evaluate the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ and the vector of constraint functions C. NUMMOD is then called on to solve Eq. 205 iteratively. A solution of Eq. 204 is obtained, if Eq. 207 is satisfied. The solution of Eq. 204 defines the total vector of system generalized coordinates that describe the configuration of the multibody system.
Step 4 Following determination of the vector $\mathbf{q}$, which describes the correct position of the system components, CONMOD is called on to evaluate the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ and the vector $\mathbf{C}_{t}$ of Eq. 209. NUMMOD is then used to solve Eq. 209 for the velocity vector $\dot{\mathbf{q}}$.
Step 5 After determination of the vectors $\mathbf{q}$ and $\dot{\mathbf{q}}$, FRCMOD is called on to evaluate the vectors $\mathbf{Q}_{e}$ and $\mathbf{K q}$ of Eq. 166. The vectors $\mathbf{Q}_{e}$ may depend on the system generalized coordinates, velocities, and possibly on time. CONMOD is


Figure 5.10 Computational algorithm for the kinematic analysis.
also called on to evaluate the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ and the vector $\mathbf{Q}_{c}$ defined by Eq. 165. To construct Eq. 166, the mass module (MASMOD) is then called on to evaluate the mass matrix $\mathbf{M}$ and the quadratic velocity vector $\mathbf{Q}_{v}$, which also depends on the system generalized coordinates and velocities. NUMMOD is then used to solve Eq. 166 for the vector of accelerations $\ddot{\mathbf{q}}$ and the vector of Lagrange multipliers $\boldsymbol{\lambda}$. The vector of Lagrange multipliers $\boldsymbol{\lambda}$ can then be used to determine the generalized constraint force vector $\mathbf{C}_{\mathbf{q}}^{\mathrm{T}} \boldsymbol{\lambda}$.
Step 6 Steps 3-5 are repeated until the simulation time ends.

Dynamic Analysis We observed that when the number of constraints is equal to the number of generalized coordinates, the kinematic analysis requires only solutions of a system of nonlinear algebraic equations and there is no need for using numerical integration. This is not, however, the case in the dynamic analysis of multibody systems in which the number of constraints is less than the number of generalized coordinates. In this case, the total vector of system generalized coordinates $\mathbf{q}$ can be partitioned into a set of independent coordinates $\mathbf{q}_{i}$ and a set of dependent coordinates $\mathbf{q}_{d}$. Since the dynamic equations of flexible multibody systems are summarized in Sections 9 and 10, in the following paragraphs we discuss one of the numerical algorithms used in the DAMS program for the numerical solution of these equations. This computational algorithm is shown in Fig. 11.

Step 1 The preprocessor PREDAMS is employed to generate the inertia shape integrals that appear in the body mass matrix, in addition to the element stiffness matrix. If desired, the modal characteristics of each deformable body can also be determined by solving the eigenvalue problem of free vibration. Furthermore the preprocessor PREDAMS can be linked with any existing finite element code to evaluate the inertia shape integrals that appear in the deformable body mass matrix by using either consistent or lumped masses (Shabana 1985). The preprocessor PREDAMS can also use experimentally identified parameters to generate the inertia shape integrals of the deformable bodies.
Step 2 The previous information, an estimate of the initial configuration of the system, and the rigid body information, together with the constrained mechanical system description, completes the required input data for a mechanical system of interconnected rigid and deformable bodies. These data are supplied to the main processor DAMS for either the dynamic analysis only or for static and dynamic analysis. If IANL is set to 3 , the program performs first static analysis and then dynamic analysis. Since the computational algorithm for the static analysis has been discussed earlier, we outline in the following steps the computational algorithm for the dynamic analysis.
Step 3 The main processor DAMS calls on subroutine DYNAMC in order to perform the dynamic analysis. Subroutine DYNAMC calls on subroutine F to perform the position, velocity, and acceleration analysis as outlined below.
Step 4 CONMOD is called on to evaluate the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ and also to check on constraint violations. After evaluation of the constraint Jacobian matrix $\mathbf{C}_{\mathbf{q}}$, NUMMOD is then used to identify the set of independent coordinates


Figure 5.11 Computational algorithm for the dynamic analysis.
$\mathbf{q}_{i}$ and the set of dependent coordinates $\mathbf{q}_{d}$. Assuming that the estimate of the set of independent coordinates is correct, the constraint functions of Eq. 155 are solved by using a Newton-Raphson algorithm to determine the dependent coordinates. This completes the position analysis of the flexible multibody system.
Step 5 Having defined the correct configuration of the system, CONMOD is called on to evaluate the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ and the vector $\mathbf{C}_{t}$ of Eq. 181. Assuming that the estimate of the independent generalized velocities $\dot{\mathbf{q}}_{i}$ is correct, Eq. 181 can be solved for the vector of dependent velocities $\dot{\mathbf{q}}_{d}$ by using NUMMOD. This completes the velocity analysis.
Step 6 Having defined the vectors of system generalized coordinates $\mathbf{q}$ and generalized velocities $\dot{\mathbf{q}}$, one can proceed a step further to determine the acceleration vector and the vector of Lagrange multipliers. To this end, CONMOD is called on to evaluate the Jacobian matrix $\mathbf{C}_{\mathbf{q}}$ and the vector $\mathbf{Q}_{c}$ of Eq. 166. MASMOD is called on to evaluate the mass matrix $\mathbf{M}$ and the quadratic velocity vector $\mathbf{Q}_{v}$ of Eq. 166, and FRCMOD is called on to evaluate the stiffness force vector $\mathbf{K q}$ and the vector of generalized forces $\mathbf{Q}_{e}$ of Eq. 166. These vectors and matrices can be used to construct the right-hand side and the coefficient matrix of Eq. 168. Using NUMMOD, one can solve Eq. 168 for the acceleration vector $\ddot{\mathbf{q}}$ and the vector Lagrange multipliers.
Step 7 Knowing the vector of accelerations, one can define the state vector $\mathbf{y}$ of Eq. 182 of the independent coordinates and velocities. The state equations (Eq. 183) associated with the independent coordinates then can be defined and integrated forward in time by use of a direct numerical integration method. The solution of the state equations defines the independent coordinates and velocities. Step 8 Steps 4-7 are repeated until the end of the simulation time is reached.

## Problems

1. The dynamics of a two-dimensional beam is modeled using two elastic coordinates. The shape function of the beam is assumed to be

$$
\mathbf{S}^{i}=\left[\begin{array}{cc}
\sin \pi \xi & 0 \\
0 & \sin \pi \xi
\end{array}\right]^{i}
$$

where $\xi=x_{1} / l$, and $l$ is the length of the beam. The beam is assumed to undergo an arbitrary displacement. At a given instant of time, the vector of generalized coordinates of the beam is given by

$$
\begin{aligned}
\mathbf{q}^{i} & =\left[\begin{array}{lllll}
R_{1} & R_{2} & \theta & q_{f 1} & q_{f 2}
\end{array}\right]^{i \mathrm{~T}} \\
& =\left[\begin{array}{lllll}
3.0 & 2.0 & \frac{\pi}{2} & 0.5 \times 10^{-3} & 1.0 \times 10^{-3}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Determine the global position of the points $\xi=0.5,1.0$.
2. Determine the absolute velocities and accelerations of the points $\xi=0.5,1.0$ in Problem 1 , if the vectors of generalized velocities and accelerations are given by

$$
\begin{aligned}
\dot{\mathbf{q}}^{i} & =\left[\begin{array}{lllll}
\dot{R}_{1} & \dot{R}_{2} & \dot{\theta} & \dot{q}_{f 1} & \dot{q}_{f 2}
\end{array}\right]^{i \mathrm{~T}}=\left[\begin{array}{lllll}
0 & 0 & 50 & 5 \times 10^{3} & 1.0 \times 10^{2}
\end{array}\right]^{\mathrm{T}} \\
\ddot{\mathbf{q}}^{i} & =\left[\begin{array}{lllll}
\ddot{R}_{1} & \ddot{R}_{2} & \ddot{\theta} & \ddot{q}_{f 1} & \ddot{q}_{f 2}
\end{array}\right]^{i \mathrm{~T}}=\left[\begin{array}{llll}
0 & 0 & 0 & 5 \times 10^{4} \\
1.0 \times 10^{3}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Determine also the absolute velocities and accelerations of the two points if the generalized elastic velocities and accelerations were equal to zero.
3. The dynamics of a two-dimensional beam is modeled using three elastic coordinates. The shape function of the beam is assumed to be

$$
\mathbf{S}^{i}=\left[\begin{array}{ccc}
\sin \pi \xi & 0 & 0 \\
0 & \sin \pi \xi & \sin 2 \pi \xi
\end{array}\right]^{i}
$$

where $\xi=x_{1} / l$, and $l$ is the length of the beam. At a given instant of time, the vector of generalized coordinates of the beam is given by

$$
\begin{aligned}
\mathbf{q}^{i} & =\left[\begin{array}{llllll}
R_{1} & R_{2} & \theta & q_{f 1} & q_{f 2} & q_{f 3}
\end{array}\right]^{i \mathrm{~T}} \\
& =\left[\begin{array}{llllll}
3.0 & 2.0 & \frac{\pi}{2} & 0.5 \times 10^{-3} & 1.0 \times 10^{-3} & 1.0 \times 10^{-5}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Determine the global position vector of the points $\xi=0.5,1.0$. Compare the results obtained in this problem and the results obtained using the beam model described in Problem 1.
4. Determine the absolute velocities and accelerations of the points $\xi=0.5,1.0$ in Problem 3 , if the vectors of generalized velocities and accelerations are given by

$$
\begin{aligned}
\dot{\mathbf{q}}^{i} & =\left[\begin{array}{llllll}
\dot{R}_{1} & \dot{R}_{2} & \dot{\theta} & \dot{q}_{f 1} & \dot{q}_{f 2} & \dot{q}_{f 3}
\end{array}\right]^{i \mathrm{~T}} \\
& =\left[\begin{array}{llllll}
0 & 0 & 50 & 5 \times 10^{3} & 1.0 \times 10^{2} & 3.0 \times 10^{4}
\end{array}\right]^{\mathrm{T}} \\
\ddot{\mathbf{q}}^{i} & =\left[\begin{array}{llllll}
\ddot{R}_{1} & \ddot{R}_{2} & \ddot{\theta} & \ddot{q}_{f 1} & \ddot{q}_{f 2} & \ddot{q}_{f 3}
\end{array}\right]^{i \mathrm{~T}} \\
& =\left[\begin{array}{llllll}
0 & 0 & 0 & 5 \times 10^{4} & 1.0 \times 10^{3} & 2.5 \times 10^{5}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Determine also the absolute velocities and accelerations if the reference velocities and accelerations were equal to zero.
5. The dynamics of a two-dimensional beam is modeled using three elastic coordinates. The shape function of the beam is assumed to be

$$
\mathbf{S}^{i}=\left[\begin{array}{ccc}
\xi & 0 & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3} & l\left((\xi)^{3}-(\xi)^{2}\right)
\end{array}\right]^{i}
$$

where $\xi=x_{1} / l$, and $l$ is the length of the beam. At a given instant of time, the vector of the generalized coordinates of the beam is given by

$$
\begin{aligned}
\mathbf{q}^{i} & =\left[\begin{array}{llllll}
R_{1} & R_{2} & \theta & q_{f 1} & q_{f 2} & q_{f 3}
\end{array}\right]^{i \mathrm{~T}} \\
& =\left[\begin{array}{llllll}
3.0 & 2.0 & \frac{\pi}{2} & 0.5 \times 10^{-3} & 1.0 \times 10^{-3} & 1.0 \times 10^{-5}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Determine the global position of the points $\xi=0.5,1.0$. Compare the results obtained in this problem and the results obtained using the beam model described in Problem 3.
6. Determine the absolute velocities and accelerations of the points $\xi=0.5,1.0$ in Problem 5 , if the vectors of generalized velocities and accelerations are given by

$$
\begin{aligned}
& \dot{\mathbf{q}}^{i}=\left[\begin{array}{llllll}
\dot{R}_{1} & \dot{R}_{2} & \dot{\theta} & \dot{q}_{f 1} & \dot{q}_{f 2} & \dot{q}_{f 3}
\end{array}\right]^{i \mathrm{~T}} \\
& =\left[\begin{array}{llllll}
0 & 0 & 50 & 5 \times 10^{3} & 1.0 \times 10^{2} & 3.0 \times 10^{4}
\end{array}\right]^{\mathrm{T}} \\
& \ddot{\mathbf{q}}^{i}=\left[\begin{array}{llllll}
\ddot{R}_{1} & \ddot{R}_{2} & \ddot{\theta} & \ddot{q}_{f 1} & \ddot{q}_{f 2} & \ddot{q}_{f 3}
\end{array}\right]^{i T} \\
& =\left[\begin{array}{llllll}
0 & 0 & 0 & 5 \times 10^{4} & 1.0 \times 10^{3} & 2.5 \times 10^{5}
\end{array}\right]^{\mathrm{T}}
\end{aligned}
$$

Determine also the absolute velocities and accelerations if the reference velocities and accelerations were equal to zero.
7. Using the beam model described in Problem 1, determine the beam inertia shape integrals. Use these shape integrals to determine the mass matrix of the beam at the given instant of time.
8. Determine the inertia shape integrals of the beam model given in Problem 3. Use the vector of the generalized coordinates given in Problem 3 to evaluate the beam mass matrix.
9. Use the shape function and the vector of generalized coordinates given in Problem 5 to evaluate the mass matrix of the beam.
10. Three elastic coordinates are used to model the dynamics of a three-dimensional beam. The shape function of the beam is given by

$$
\mathbf{S}^{i}=\left[\begin{array}{ccc}
\sin \pi \xi & 0 & 0 \\
0 & \sin \pi \xi & 0 \\
0 & 0 & \sin \pi \xi
\end{array}\right]^{i}
$$

where $\xi=x_{1} / l$, and $l$ is the length of the beam. Determine the inertia shape integrals of the beam. Determine also the beam mass matrix if Euler parameters are used as the orientation coordinates.
11. Determine the nonlinear mass matrix of the beam model described in Problem 10 if Euler angles are used as the orientation coordinates.
12. Repeat Problem 10 if the following shape function is used:

$$
\mathbf{S}^{i}=\left[\begin{array}{ccc}
\xi & 0 & 0 \\
0 & 3(\xi)^{2}-2(\xi)^{3} & 0 \\
0 & 0 & 3(\xi)^{2}-2(\xi)^{3}
\end{array}\right]^{i}
$$

where $\xi=x_{1} / l$, and $l$ is the length of the beam.
13. Using Euler angles as the orientation coordinates, determine the nonlinear mass matrix of the three-dimensional beam using the shape function given in Problem 12.
14. Use the virtual work of the inertia forces of the elastic bodies to define the mass matrix in the case of planar motion.
15. In the case of three-dimensional motion, use the virtual work of the inertia forces to determine the mass matrix of the deformable bodies.
16. The force vector $\mathbf{F}^{i}=[2.5-3.0]^{\mathrm{T}} \mathrm{N}$ is assumed to act at the end of the beam described in Problem 3. Determine the generalized forces associated with the generalized coordinates
of the beam as the result of application of this force vector. Use the results obtained to demonstrate that the force vector in flexible body dynamics is not a sliding vector.
17. Repeat Problem 16 using the beam model described in Problem 5.
18. The three-dimensional force vector $\mathbf{F}^{i}=\left[\begin{array}{lll}2.5 & -3.0 & 9.0\end{array}\right]^{\mathrm{T}} \mathrm{N}$ is assumed to act at the end of the beam described in Problem 12. Determine the generalized forces associated with the generalized coordinates of the beam as the result of application of this force vector. Use Euler angles as the orientation coordinates.
19. Formulate the generalized forces of a spring-damper-actuator element connecting two flexible bodies in the case of planar motion.
20. Determine the stiffness matrix of the beam described in Problem 1.
21. Determine the stiffness matrix of the beam described in Problem 3. Compare the results with the results obtained using the beam model described in Problem 1.
22. Using the shape function defined in Problem 5, determine the beam stiffness matrix.
23. Formulate the constraint equations of the cylindrical joint between two deformable bodies. Obtain also the Jacobian matrix of the cylindrical joint constraints.
24. Formulate the nonlinear constraints equations that describe a universal joint between two deformable bodies. Formulate also the constraint Jacobian matrix of this joint.
25. Use the virtual work of the inertia forces to define the generalized centrifugal and Coriolis inertia forces of deformable bodies in planar motion.
26. Derive the expression for the generalized centrifugal and Coriolis forces of deformable bodies in the three-dimensional analysis using the virtual work of the inertia forces.
27. Provide the detailed derivation of the generalized Newton-Euler equations of deformable bodies.
28. Discuss the effect of selecting the deformable body coordinate system on the nonlinear inertia coupling between the reference and the elastic displacements.
29. Discuss the numerical algorithms used in the computer solution of flexible multibody equations. Discuss the basic differences between these algorithms and the algorithms used in the computer solution of rigid multibody equations.

## 6 FINITE-ELEMENT FORMULATION

In the classical finite-element formulation for beams and plates, infinitesimal rotations are used as nodal coordinates. As a result, beams and plates are not considered as isoparametric elements. Rigid body motion of these non-isoparametric elements does not result in zero strains and exact modeling of the rigid body inertia using these elements cannot be obtained. In this chapter, a formulation for the large reference displacement and small deformation analysis of deformable bodies using nonisoparametric finite elements is presented. This formulation, in which infinitesimal rotations are used as nodal coordinates, leads to exact modeling of the rigid body dynamics and results in zero strains under an arbitrary rigid body motion. It is crucial in this formulation that the assumed displacement field of the element can describe an arbitrary rigid body translation. Using this property and an intermediate element coordinate system, a concept similar to the parallel axis theorem used in rigid body dynamics can be applied to obtain an exact modeling of the rigid body inertia for deformable bodies that have complex geometrical shapes.

To develop a finite-element formulation for deformable bodies in multibody systems, the assumed displacement field of the finite element is first discussed and some important concepts that are fundamental in understanding large rotation problems in particular and the dynamics of constrained deformable bodies in general are introduced. In Section 2, the gross rigid body motion of the finite element is described using a set of reference coordinates that describe the gross rigid body translational and rotational displacements of a selected deformable body reference. To define a unique displacement field, the rigid body modes of the element shape functions have to be eliminated by using a set of reference conditions. These conditions, which define the nature of the deformable body axes, can be introduced using a set of linear algebraic equations. The general displacement of the finite element in a deformable body in the multibody system can then be described by using a coupled set of body reference coordinates and element nodal elastic coordinates. These coordinates are used in Sections 3 and 4 to develop the inertia and stiffness characteristics of the finite
elements that undergo large translational and rotational displacements. The mass and stiffness matrices of the deformable body in the multibody system are then obtained by assembling the mass and stiffness matrices of the finite elements through the use of a standard finite-element procedure. As shown in this chapter, the use of the finite-element method can significantly reduce the number of inertia shape integrals required to formulate the nonlinear inertia terms that represent the dynamic coupling between the reference motion and the elastic deformation. Furthermore, the mass and stiffness matrices that appear in linear structural dynamics can be extracted from the nonlinear formulation presented in this chapter by considering the special case in which the large reference rotations of the deformable bodies are not permitted.

The general development of the inertia and stiffness characteristics will be exemplified using planar and spatial examples discussed, respectively, in Sections 5 and 6, wherein the mass and stiffness matrices of two- and three-dimensional beam elements are derived. Since the finite-element discretization of complex structures results in a large number of nodal coordinates, in Section 7 of this chapter, component mode synthesis techniques that are frequently employed to reduce the number of coordinates are briefly discussed. Before concluding this chapter, we discuss the computer implementation of the nonlinear formulation presented in this chapter.

### 6.1 ELEMENT SHAPE FUNCTIONS

In the previous chapter classical approximation methods such as Rayleigh-Ritz methods are used to describe the shape of deformation of the deformable bodies in the multibody systems. The finite-element method can be viewed as a special case of the Rayleigh-Ritz method wherein the deformable body is divided into small regions called elements. The deformable body is separated by imaginary lines or surfaces into a number of finite elements that are assumed to be interconnected at nodal points on their boundaries. The displacements of the selected nodal points are the basic unknowns of the problem. A piecewise fit is then used to uniquely describe the shape within each element. As pointed out by Cook (1981), the use of the Rayleigh-Ritz method has two undesirable properties. First, the assumed displacement fields cannot be used immediately. They must be adjusted to match the boundary conditions. Second, the time-dependent coordinates lack an obvious physical meaning. These undesirable features are avoided in the standard finite-element formulation by using coordinates that describe displacements, slopes, and curvatures at selected nodal points on the deformable body. Between these selected nodal points the displacement field within the element can be adequately described by using interpolating polynomials.

Nodal Coordinates The concept of interpolation is to select a function $f(x)$ from a given class of functions in such a way that the function passes through the given data points, which in this case are the nodal points. Therefore, exact and interpolated curves match at the endpoints (the nodes) but may differ elsewhere. We consider, for example, the two-dimensional beam element shown in Fig. 1. One may describe the


Figure 6.1 Two-dimensional beam.
displacement field within the element by the following polynomials:

$$
\begin{aligned}
& w_{1}=a_{0}+a_{1} x_{1} \\
& w_{2}=a_{2}+a_{3} x_{1}+a_{4}\left(x_{1}\right)^{2}+a_{5}\left(x_{1}\right)^{3}
\end{aligned}
$$

or in a matrix form

$$
\begin{equation*}
\mathbf{w}=\mathbf{X a} \tag{6.1}
\end{equation*}
$$

where $\mathbf{X}$ is the matrix

$$
\mathbf{X}=\left[\begin{array}{cccccc}
1 & x_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & x_{1} & \left(x_{1}\right)^{2} & \left(x_{1}\right)^{3}
\end{array}\right]
$$

and $\mathbf{a}$ is the time-dependent vector whose components are given by

$$
\mathbf{a}=\left[\begin{array}{llllll}
a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5}
\end{array}\right]^{\mathrm{T}}
$$

In the static analysis a is a constant vector, while in dynamics a is a function of time
In Eq. 1 a linear interpolation is used to describe the axial displacement, while a cubic function is used to describe the transverse displacement. The coefficients $a_{0}, a_{1}, \ldots, a_{5}$ are determined by applying end conditions. In this particular example, we assume that the element has two nodal points at $A$ and $B$, where $A$ is located at $x_{1}=0, B$ is located at $x_{1}=l$, and $l$ is the length of the element. We further assume that each nodal point has three degrees of freedom: two translational coordinates in $x_{1}$ and $x_{2}$ directions, respectively, and the third one describing the slope at the nodal point. Therefore, the total number of coordinates for this element is 6 , denoted as $e_{1}, e_{2}, e_{3}, e_{4}, e_{5}$, and $e_{6}$, and can be written in a vector form as

$$
\mathbf{e}=\left[\begin{array}{llllll}
e_{1} & e_{2} & e_{3} & e_{4} & e_{5} & e_{6} \tag{6.2}
\end{array}\right]^{\mathrm{T}}
$$

where $e_{1}, e_{2}, e_{4}$, and $e_{5}$ are the translational coordinates as shown in Fig. 1, while $e_{3}$ and $e_{6}$ are the slopes at the nodal points $A$ and $B$, respectively. To determine the coefficients $a_{i}, i=0,1, \ldots, 5$, in Eq. 1 we impose the following end conditions:

$$
\begin{array}{lll}
w_{1}(0)=e_{1}, & w_{2}(0)=e_{2}, & w_{2}^{\prime}(0)=e_{3} \\
w_{1}(l)=e_{4}, & w_{2}(l)=e_{5}, & w_{2}^{\prime}(l)=e_{6} \tag{6.3}
\end{array}
$$

where $\left.{ }^{( }{ }^{\prime}\right)$ denotes partial differentiation with respect to the spatial coordinate $x_{1}$.
Using the representation of Eq. 1 and the end conditions of Eq. 3, one can write

$$
\begin{equation*}
\mathbf{e}=\overline{\mathbf{X}} \mathbf{a} \tag{6.4}
\end{equation*}
$$

where the matrix $\overline{\mathbf{X}}$ is defined as

$$
\overline{\mathbf{X}}=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0  \tag{6.5}\\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1 & l & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & l & (l)^{2} & (l)^{3} \\
0 & 0 & 0 & 1 & 2 l & 3(l)^{2}
\end{array}\right]
$$

Therefore, the vector of the coefficients a can be determined in terms of the nodal coordinates e as

$$
\begin{equation*}
\mathbf{a}=\overline{\mathbf{X}}^{-1} \mathbf{e} \tag{6.6}
\end{equation*}
$$

where $\overline{\mathbf{X}}^{-1}$ is the inverse of $\overline{\mathbf{X}}$. Using Eqs. 1 and 6, the displacement field of the beam element can be written in terms of the nodal coordinates as

$$
\mathbf{w}=\mathbf{X} \overline{\mathbf{X}}^{-1} \mathbf{e}
$$

or

$$
\begin{equation*}
\mathbf{w}=\mathbf{S e} \tag{6.7}
\end{equation*}
$$

where $\mathbf{S}$ is called the element shape function and defined as

$$
\begin{equation*}
\mathbf{S}=\mathbf{X} \overline{\mathbf{X}}^{-1} \tag{6.8}
\end{equation*}
$$

Using Eq. 5, the space-dependent shape function of the beam element is defined as

$$
\begin{align*}
& \mathbf{S}= \\
& {\left[\begin{array}{cccccc}
1-\xi & 0 & 0 & \xi & 0 & 0 \\
0 & 1-3(\xi)^{2}+2(\xi)^{3} & l\left(\xi-2(\xi)^{2}+(\xi)^{3}\right) & 0 & 3(\xi)^{2}-2(\xi)^{3} & l\left[(\xi)^{3}-(\xi)^{2}\right]
\end{array}\right]} \tag{6.9}
\end{align*}
$$

where

$$
\begin{equation*}
\xi=\frac{x_{1}}{l} \tag{6.10}
\end{equation*}
$$

Note that at $x_{1}=0$ the elements of the shape function matrix associated with the coordinates of the second node are equal to zero, while at $x_{1}=l$, the elements of the shape function matrix associated with the coordinates of the first node are equal to zero.

The procedure outlined above for writing the displacement field in terms of the nodal coordinates of the element is general and can be used for any type of element with any type of nodal coordinate. This procedure also applies for the planar analysis as well as the spatial analysis.

Rigid Body Modes The assumed displacement field has to satisfy the convergence requirements that guarantee that the exact solution will be approached when the number of elements increases. As pointed out by Cook (1981), the convergence conditions require that the displacement field within the element be continuous and
also that the element be able to assume the state of constant strain. The continuity condition is easily met by describing the displacement field with the use of polynomials. The case of constant strains can be achieved if the derivatives of the displacement in the strain energy expression used are able to assume constant values. Element shape functions should also account for rigid body modes; that is, when the nodal coordinates correspond to rigid body motion, the strain and nodal forces must be equal to zero. The rigid body modes can be considered as a special case of the constant strain requirements in which the strain is equal to zero. For instance, in the previous example of the two-dimensional beam element, if in Eq. 7, $e_{1}=e_{4}=c_{1}$, where $c_{1}$ is a constant and $e_{2}=e_{3}=e_{5}=e_{6}=0$, one can verify that this corresponds to a rigid body translation of the element in the $x_{1}$ direction. In a similar manner, if $e_{2}=e_{5}=c_{2}$ and $e_{1}=e_{3}=e_{4}=e_{6}=0$, one can verify that this case corresponds to rigid body translation of the element in the $x_{2}$ direction. Therefore, the conventional shape function of the beam element defined by Eq. 9 can describe an arbitrary rigid body translation. This shape function, however, cannot be used to describe an arbitrary rigid body rotation if infinitesimal rotations instead of slopes are used as nodal coordinates (Shabana 1996b). This fact is demonstrated in Chapter 7 where the problem of describing the finite rotations of the elements using the nodal coordinates is discussed.

Using the fact that the element shape function can describe an arbitrary rigid body translation, the vector of the nodal coordinates of the finite element can be written in any coordinate system whose axes are parallel to the axes of the element coordinate systems as

$$
\begin{equation*}
\mathbf{e}=\mathbf{e}_{o}+\mathbf{e}_{f} \tag{6.11}
\end{equation*}
$$

where $\mathbf{e}_{o}$ represents the values of the coordinates in the undeformed state and $\mathbf{e}_{f}$ is the vector of elastic nodal coordinates associated with the deformation of the element.

Coordinate Systems In a general multibody system, a deformable body is normally divided into more than one element. To avoid any confusion in the notation, for an element $j$ on a deformable body $i$, we may write Eq. 7 in the form

$$
\begin{equation*}
\mathbf{w}^{i j}=\mathbf{S}^{i j} \mathbf{e}^{i j} \tag{6.12}
\end{equation*}
$$

where the superscript $i$ refers to the body number in the multibody system and the superscript $j$ refers to the element number in the finite-element discretization of the deformable body $i$. In a similar manner, we may write Eq. 11 as

$$
\begin{equation*}
\mathbf{e}^{i j}=\mathbf{e}_{o}^{i j}+\mathbf{e}_{f}^{i j} \tag{6.13}
\end{equation*}
$$

Because the element shape function can describe an arbitrary rigid body translation, one can write Eq. 12 with respect to any coordinate system that is initially parallel to the element coordinate system. For instance, in Fig. 2, $\mathbf{X}_{1}^{i j} \mathbf{X}_{2}^{i j} \mathbf{X}_{3}^{i j}$ is the element coordinate system that translates and rotates with the element; that is, the origin of this coordinate system is rigidly attached to a point on the element. The $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ system is a selected body coordinate system that need not be rigidly attached to a point on the body (Shabana 1996a). The $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ system is an intermediate element coordinate


Figure 6.2 Finite-element coordinate systems.
system whose origin is rigidly attached to the origin of the body $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ coordinate system. The coordinate system $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ is assumed to have a fixed orientation with respect to the body coordinate system; that is, the $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ coordinate system translates and rotates with the body reference. Furthermore, it is assumed that the orientations of the axes $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ are selected in such a manner that they are initially parallel to the axes of the element coordinate system $\mathbf{X}_{1}^{i j} \mathbf{X}_{2}^{i j} \mathbf{X}_{3}^{i j}$. Therefore, Eqs. 12 and 13 can be used to define the configuration of the element $i j$ with respect to the $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ system with the understanding that $\mathbf{e}^{i j}$ is replaced by $\mathbf{e}_{i}^{i j}$, that is,

$$
\begin{equation*}
\mathbf{w}_{i}^{i j}=\mathbf{S}^{i j} \mathbf{e}_{i}^{i j} \tag{6.14}
\end{equation*}
$$

where $\mathbf{w}_{i}^{i j}$ is the assumed displacement field and $\mathbf{e}_{i}^{i j}$ are the nodal coordinates of the element $i j$. Both $\mathbf{w}_{i}^{i j}$ and $\mathbf{e}_{i}^{i j}$ are defined with respect to the $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ intermediate element coordinate system. Because the coordinate system $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ has a fixed orientation with respect to the body reference, one may define the vector of nodal coordinates $\mathbf{e}_{i}^{i j}$ in the body coordinate system as

$$
\begin{equation*}
\mathbf{e}_{i}^{i j}=\overline{\mathbf{C}}^{i j} \mathbf{q}_{n}^{i j} \tag{6.15}
\end{equation*}
$$

where $\overline{\mathbf{C}}^{i j}$ is an orthogonal constant transformation matrix and $\mathbf{q}_{n}^{i j}$ is the vector of nodal coordinates of the element $i j$ defined with respect to the coordinate system of the body $i$. It follows that the displacement vector $\overline{\mathbf{u}}^{i j}$ can be defined in the $i$ th body coordinate system as

$$
\begin{equation*}
\overline{\mathbf{u}}^{i j}=\mathbf{C}^{i j} \mathbf{w}_{i}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \mathbf{e}_{i}^{i j} \tag{6.16}
\end{equation*}
$$

In the two-dimensional analysis $\mathbf{C}^{i j}$ is a $2 \times 2$ transformation matrix, while in threedimensional analysis $\mathbf{C}^{i j}$ is a $3 \times 3$ matrix. The constant transformation $\overline{\mathbf{C}}^{i j}$ has a dimension that is equal to the number of nodal coordinates of the element. We will elaborate more on these transformations in subsequent sections.

Substituting Eq. 15 into Eq. 16 yields

$$
\begin{equation*}
\overline{\mathbf{u}}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \overline{\mathbf{C}}^{i j} \mathbf{q}_{n}^{i j} \tag{6.17}
\end{equation*}
$$

This equation defines the position coordinates of an arbitrary point on the finite element with respect to the origin of the body coordinate system. These position coordinates are expressed in terms of a set of nodal coordinates defined in the body coordinate system. Crucial to developing this equation is the concept of the intermediate element coordinate system (Shabana 1982), which plays a fundamental role in the nonlinear formulation developed in this chapter. Using this coordinate system, a concept similar to the parallel axis theorem used in rigid body dynamics can be applied to obtain exact modeling of the rigid body inertia for components that have complex geometrical shapes. Equation 17 can also be written in a form similar to the kinematic position equation obtained in the preceding chapter. By using Eq. 13, the position vector of an arbitrary point on the element can be written as the sum of the position vector in the undeformed reference configuration plus the deformation vector.

Role of the Intermediate Element Coordinate System As previously pointed out, the intermediate element coordinate system plays a fundamental role in the nonlinear formulation presented in this chapter (Shabana 1982). The use of this coordinate system with a shape function that can describe an arbitrary rigid body translation leads to an exact modeling of the rigid body kinematics. Without the use of this coordinate system, exact modeling of the rigid body kinematics cannot be obtained when conventional beam and plate element shape functions are used. As demonstrated in the following chapter, the use of the infinitesimal rotations as nodal coordinates in the case of beam and plate elements leads to a linearization of the rigid body kinematics when the large rotation of the element is described using the element nodal coordinates (Shabana 1996b). By using the intermediate element coordinate system, this problem can be solved since Eq. 16 or Eq. 17 when used with the body reference coordinates leads to exact modeling of the rigid body kinematics. To demonstrate the fundamental role played by the intermediate element coordinate system, the two-dimensional beam element shown in Fig. 3 is considered. In the undeformed reference configuration, the location of the origin of the element coordinate system with respect to the intermediate element coordinate system is defined by the coordinates $d_{1}^{i j}$ and $d_{2}^{i j}$. The orientation of the element and the intermediate element coordinate system with respect to the body coordinate system in the undeformed reference configuration is defined by the angle $\beta^{i j}$. Since in the undeformed reference configuration, the deformation of the element is equal to zero, the vector of nodal coordinates of the element used in Eq. 16 as defined in the intermediate element coordinate system is given by

$$
\mathbf{e}_{i}^{i j}=\left[\begin{array}{llllll}
d_{1} & d_{2} & 0 & d_{1}+l & d_{2} & 0
\end{array}\right]^{i j^{\mathrm{T}}}
$$

Using this vector of nodal coordinates and the shape function of Eq. 9, it can be shown that

$$
\mathbf{S}^{i j} \mathbf{e}_{i}^{i j}=\left[\begin{array}{c}
x_{1}+d_{1} \\
d_{2}
\end{array}\right]^{i j}
$$



Figure 6.3 Two-dimensional beam element.
which is the exact location of an arbitrary point on the element obtained here using the element shape function and the vector of nodal coordinates. The preceding equation defines the location of an arbitrary point with respect to the origin of the intermediate element coordinate system that is rigidly attached to the origin of the body coordinate system. The orientation of the element coordinate system with respect to the body coordinate system is defined by the transformation matrix $\mathbf{C}^{i j}$ used in Eq. 16. This matrix is given by

$$
\mathbf{C}^{i j}=\left[\begin{array}{cc}
\cos \beta & -\sin \beta \\
\sin \beta & \cos \beta
\end{array}\right]^{i j}
$$

As a consequence, Eq. 16 defines the exact location of an arbitrary point on the element in the body coordinate system. Using a similar procedure, it can be demonstrated that the use of the intermediate element coordinate system in the three-dimensional analysis leads to exact modeling of the rigid body kinematics.

Connectivity Conditions The coordinate system $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ of body $i$ represents a unique standard for all elements of this body and as such serves to express the connectivity between these elements. Let $\mathbf{q}_{n}^{i}$ be the total vector of nodal coordinates of body $i$ resulting from the finite-element discretization. Then the vector of element nodal coordinates can be written in terms of the nodal coordinates of the body as

$$
\begin{equation*}
\mathbf{q}_{n}^{i j}=\mathbf{B}_{1}^{i j} \mathbf{q}_{n}^{i} \tag{6.18}
\end{equation*}
$$

where $\mathbf{B}_{1}^{i j}$ is a constant Boolean transformation whose elements are either zeros or ones and serves to express the connectivity of this element. For instance, consider the example shown in Fig. 4 where body $i$ is divided into two beam elements that are rigidly connected at node 2 . In this example, two coordinates are assumed for each


Figure 6.4 Element connectivity.
node, and therefore the vector $\mathbf{q}_{n}^{i j}$ contains four elements, that is,

$$
\begin{align*}
& \mathbf{q}_{n}^{i 1}=\left[\begin{array}{llll}
e_{1}^{i 1} & e_{2}^{i 1} & e_{3}^{i 1} & e_{4}^{i 1}
\end{array}\right]^{\mathrm{T}}  \tag{6.19}\\
& \mathbf{q}_{n}^{i 2}=\left[\begin{array}{llll}
e_{1}^{i 2} & e_{2}^{i 2} & e_{3}^{i 2} & e_{4}^{i 2}
\end{array}\right]^{\mathrm{T}} \tag{6.20}
\end{align*}
$$

For the assembled body, however, the vector $\mathbf{q}_{n}^{i}$ is defined as

$$
\mathbf{q}_{n}^{i}=\left[\begin{array}{llllll}
e_{1}^{i} & e_{2}^{i} & e_{3}^{i} & e_{4}^{i} & e_{5}^{i} & e_{6}^{i} \tag{6.21}
\end{array}\right]^{\mathrm{T}}
$$

where the transformation of Eq. 18 can be recognized for the first element as

$$
\mathbf{B}_{1}^{i 1}=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0  \tag{6.22}\\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{array}\right]
$$

and for the second element as

$$
\mathbf{B}_{1}^{i 2}=\left[\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0  \tag{6.23}\\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Using Eq. 18, one can then write the displacement of element $i j$ of Eq. 17 in terms of the nodal coordinates of body $i$ as

$$
\begin{equation*}
\overline{\mathbf{u}}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \mathbf{C}^{i j} \mathbf{B}_{1}^{i j} \mathbf{q}_{n}^{i} \tag{6.24}
\end{equation*}
$$

or in a compact form as

$$
\begin{equation*}
\overline{\mathbf{u}}^{i j}=\mathbf{N}^{i j} \mathbf{q}_{n}^{i} \tag{6.25}
\end{equation*}
$$

where $\mathbf{N}^{i j}$ is the space-dependent matrix defined as

$$
\begin{equation*}
\mathbf{N}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j} \tag{6.26}
\end{equation*}
$$

It can be observed that the displacement representation of Eq. 24 contains the rigid body modes, and accordingly the rigid body motion of the elements with respect to the body reference is allowed. It is important in the multibody system dynamics, however, to eliminate the rigid body modes of the shape functions in order to define a unique displacement field with respect to the body reference. The rigid body motion is described using a set of absolute reference coordinates that define the location and orientation of the selected body reference.

### 6.2 REFERENCE CONDITIONS

In the preceding section, it is shown how the displacement field of the element can be written in terms of the total vector of nodal coordinates of the body. It is also pointed out that this representation contains the rigid body modes of the element. Our intention, however, as indicated earlier is to describe the rigid body motion by use of a coupled set of absolute Cartesian and rotational coordinates that, respectively, describe the location of the origin and orientation of the body reference. In so doing, many technical difficulties associated with the description of large rotations of the elements using translation and infinitesimal rotation nodal coordinates can be avoided. To define a unique displacement field, one then has to eliminate the rigid body modes associated with the element shape functions. This can be achieved by imposing a set of reference conditions that, in turn, define the nature of the body reference. These reference conditions are not a unique set, yet they have to be consistent with the kinematic constraints imposed on the boundary of the deformable body (Shabana 1996a).

As an illustration of the concept to be introduced in this section, we consider the slider crank mechanism shown in Fig. 5. The link $O A$ is the crankshaft, $A B$ is the connecting rod, and the mass concentrated at $B$ is the slider block. We may consider the flexibility of the connecting rod and divide it into a set of finite beam elements. We consider the special case in which the connecting rod is divided into two beam elements and accordingly the vector of nodal coordinates is given by Eq. 21. The connecting rod is connected to the crankshaft and the slider block by pin joints at the ends $A$ and $B$, respectively. The assumed displacement field must, therefore, assume the shape of a simply supported beam. The simply supported end conditions imply that the axial and transverse deformations at the endpoint $A$ as well as the transverse deformation at the endpoint $B$ vanish. These conditions are sufficient to eliminate the rigid body modes in the assumed displacement field. In fact, they define the way the displacement is measured with respect to the body reference and accordingly define the nature of this reference. In the slider crank mechanism shown in the figure, it is obvious that the $\mathbf{X}_{1}^{i}$ axis of the body reference has to pass through points $A$ and $B$. This, however, does not imply that the origin of the body reference is rigidly attached to the connecting rod because the end conditions at $A$ do not include the slope at this point. In fact, the origin of the body reference of the connecting rod is not rigidly attached to a specific point, and this results in a floating frame of reference. This is a significant difference between the kinematics of rigid and deformable bodies. In


Figure 6.5 Planar slider crank mechanism.
the rigid body analysis there is no difference between the reference and the body kinematics. The rigid body configuration is completely defined by the motion of its reference. It is often desirable to rigidly attach the origin of the reference to the center of mass of the rigid body to simplify the mathematical model by decoupling the translational and rotational coordinates of the body. This is not, however, the case when deformable bodies are considered. The conditions that define the nature of the deformable body reference are called the reference conditions. The number of reference conditions must be greater than or equal to the number of rigid body modes in the assumed displacement field.

In the finite-element analysis, the vector of nodal coordinates of body $i$ can be written as

$$
\begin{equation*}
\mathbf{q}_{n}^{i}=\mathbf{q}_{o}^{i}+\overline{\mathbf{q}}_{f}^{i} \tag{6.27}
\end{equation*}
$$

where $\mathbf{q}_{o}^{i}$ is the vector of nodal coordinates in the undeformed state and $\overline{\mathbf{q}}_{f}^{i}$ is the vector of nodal deformations. The reference conditions can be considered as a set of constraint equations relating the vector of nodal deformations. These reference conditions can then be used to write the vector of nodal elastic coordinates in terms of a new independent set of coordinates, that is,

$$
\begin{equation*}
\overline{\mathbf{q}}_{f}^{i}=\mathbf{B}_{2}^{i} \mathbf{q}_{f}^{i} \tag{6.28}
\end{equation*}
$$

where $\mathbf{B}_{2}^{i}$ is a linear transformation that arises from imposing the reference conditions and $\mathbf{q}_{f}^{i}$ is the new vector of nodal deformations.

In the slider crank mechanism example, if the connecting rod is divided into two beam elements, the nodal coordinates are defined by Eq. 21. One can verify that by imposing reference conditions satisfying the simply supported end conditions the transformation $\mathbf{B}_{2}^{i}$ and the vector $\mathbf{q}_{f}^{i}$ are defined as

$$
\begin{align*}
\mathbf{B}_{2}^{i} & =\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{6.29}\\
\mathbf{q}_{f}^{i^{\mathrm{T}}} & =\left[\begin{array}{lll}
\left(e_{f}^{i}\right)_{3} & \left(e_{f}^{i}\right)_{4} & \left(e_{f}^{i}\right)_{5}
\end{array}\right] \tag{6.30}
\end{align*}
$$

Substituting Eq. 28 into Eq. 27 yields

$$
\begin{equation*}
\mathbf{q}_{n}^{i}=\mathbf{q}_{o}^{i}+\mathbf{B}_{2}^{i} \mathbf{q}_{f}^{i} \tag{6.31}
\end{equation*}
$$

One may also observe that

$$
\begin{equation*}
\dot{\mathbf{q}}_{n}^{i}=\mathbf{B}_{2}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{6.32}
\end{equation*}
$$

Introducing the reference coordinates

$$
\mathbf{q}_{r}^{i}=\left[\begin{array}{ll}
\mathbf{R}^{i \mathrm{~T}} & \boldsymbol{\theta}^{i \mathrm{~T}} \tag{6.33}
\end{array}\right]^{\mathrm{T}}
$$

that describe the location of the origin and the orientation of the body reference, one
may uniquely define the position vector $\mathbf{r}^{i j}$ of an arbitrary point on element $j$ of body $i$ as

$$
\begin{equation*}
\mathbf{r}^{i j}=\mathbf{R}^{i}+\mathbf{A}^{i} \overline{\mathbf{u}}^{i j} \tag{6.34}
\end{equation*}
$$

With the use of Eqs. 25 and 31, the above equation leads to (Shabana 1982)

$$
\begin{align*}
\mathbf{r}^{i j} & =\mathbf{R}^{i}+\mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{q}_{n}^{i} \\
& =\mathbf{R}^{i}+\mathbf{A}^{i} \mathbf{N}^{i j}\left(\mathbf{q}_{o}^{i}+\mathbf{B}_{2}^{i} \mathbf{q}_{f}^{i}\right) \tag{6.35}
\end{align*}
$$

where the shape matrix $\mathbf{N}^{i j}$ is defined by Eq. 26. In Eq. 35, the position vector $\mathbf{r}^{i j}$ of an arbitrary point on element $j$ of body $i$ is written in terms of the reference and elastic coordinates of body $i$.

### 6.3 KINETIC ENERGY

In this section, an expression for the kinetic energy of body $i$ is obtained by developing the kinetic energy of its elements. This leads to the definition of the nonlinear terms that represent the inertia coupling between the reference motion of the body and the elastic deformation of the elements. The inertia shape integrals required to develop these coupling terms will also be identified.

Kinetic Energy of the Finite Elements Differentiating Eq. 34 with respect to time yields

$$
\begin{equation*}
\dot{\mathbf{r}}^{i j}=\dot{\mathbf{R}}^{i}+\mathbf{A}^{i}\left(\overline{\boldsymbol{\omega}}^{i} \times \overline{\mathbf{u}}^{i j}\right)+\mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{B}_{2}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{6.36}
\end{equation*}
$$

where $\overline{\mathbf{w}}^{i}$ is the angular velocity vector defined in the local coordinate system. Recall that

$$
\begin{equation*}
\overline{\boldsymbol{w}}^{i} \times \overline{\mathbf{u}}^{i j}=-\tilde{\mathbf{u}}^{i j} \overline{\boldsymbol{w}}^{i} \tag{6.37}
\end{equation*}
$$

where $\tilde{\mathbf{u}}^{i j}$ is the skew symmetric matrix defined as

$$
\tilde{\mathbf{u}}^{i j}=\left[\begin{array}{ccc}
0 & -\bar{u}_{3}^{i j} & \bar{u}_{2}^{i j}  \tag{6.38}\\
\bar{u}_{3}^{i j} & 0 & -\bar{u}_{1}^{i j} \\
-\bar{u}_{2}^{i j} & \bar{u}_{1}^{i j} & 0
\end{array}\right]
$$

and $\bar{u}_{1}^{i j}, \bar{u}_{2}^{i j}$, and $\bar{u}_{3}^{i j}$ are the components of the vector $\overline{\mathbf{u}}^{i j}$ given by Eq. 25 . The angular velocity vector $\overline{\boldsymbol{\omega}}^{i}$ can be written in terms of the derivatives of the reference rotational coordinates of body $i$ as

$$
\begin{equation*}
\overline{\boldsymbol{\omega}}^{i}=\overline{\mathbf{G}}^{i} \dot{\theta}^{i} \tag{6.39}
\end{equation*}
$$

where $\overline{\mathbf{G}}^{i}$ is a matrix defined in Chapter 2 and $\boldsymbol{\theta}^{i}$ is the vector of rotational coordinates of the body reference.

Equations 37 and 39 yield

$$
\begin{equation*}
\overline{\mathbf{w}}^{i} \times \overline{\mathbf{u}}^{i j}=-\tilde{\mathbf{u}}^{i j} \overline{\mathbf{G}}^{i} \dot{\theta}^{i} \tag{6.40}
\end{equation*}
$$

Substituting this expression into Eq. 36 leads to

$$
\begin{equation*}
\dot{\mathbf{r}}^{i j}=\dot{\mathbf{R}}^{i}-\mathbf{A}^{i} \tilde{\mathbf{u}}^{i j} \overline{\mathbf{G}}^{i} \dot{\boldsymbol{\theta}}^{i}+\mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{B}_{2}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{6.41}
\end{equation*}
$$

which can be written in a partitioned form as

$$
\dot{\mathbf{r}}^{i j}=\left[\begin{array}{lll}
\mathbf{I} & -\mathbf{A}^{i} \tilde{\mathbf{u}}^{i j} \overline{\mathbf{G}}^{i} & \mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{B}_{2}^{i}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{R}}^{i}  \tag{6.42}\\
\dot{\boldsymbol{\theta}}^{i} \\
\dot{\mathbf{q}}_{f}^{i}
\end{array}\right]
$$

where $\mathbf{I}$ is the $3 \times 3$ identity matrix.
The kinetic energy of element $j$ of body $i$ can be defined as

$$
\begin{equation*}
T^{i j}=\frac{1}{2} \int_{V^{i j}} \rho^{i j} \dot{\mathbf{r}}^{i j^{\mathrm{T}}} \mathbf{i}^{i j} d V^{i j} \tag{6.43}
\end{equation*}
$$

where $\rho^{i j}$ and $V^{i j}$ are, respectively, the mass density and volume of the $i j$ th element. Substituting Eq. 42 into Eq. 43 yields

$$
\begin{equation*}
T^{i j}=\frac{1}{2} \dot{\mathbf{q}}^{\mathrm{T}} \mathbf{M}^{i j} \dot{\mathbf{q}}^{i} \tag{6.44}
\end{equation*}
$$

where $\mathbf{q}^{i}$ is the total vector of generalized coordinates of body $i$ defined as

$$
\mathbf{q}^{i}=\left[\begin{array}{lll}
\mathbf{R}^{i^{\mathrm{T}}} & \boldsymbol{\theta}^{i^{\mathrm{T}}} & \mathbf{q}_{f}^{i^{\mathrm{T}}} \tag{6.45}
\end{array}\right]^{\mathrm{T}}
$$

and $\mathbf{M}^{i j}$ is the mass matrix of the element $i j$, which can be written according to the partition of Eq. 45 as

$$
\mathbf{M}^{i j}=\int_{V^{i j}} \rho^{i j}\left[\begin{array}{ccc}
\mathbf{I} & -\mathbf{A}^{i} \tilde{\mathbf{u}}^{i j} \overline{\mathbf{G}}^{i} & \mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{B}_{2}^{i}  \tag{6.46}\\
& \overline{\mathbf{G}}^{i} \tilde{\mathbf{u}}^{\mathrm{T}} \tilde{\mathbf{u}}^{i j} \overline{\mathbf{G}}^{i} & \overline{\mathbf{G}}^{\mathrm{T}} \tilde{\mathbf{u}}^{i j} \mathbf{N}^{i j} \mathbf{B}_{2}^{i} \\
\text { symmetric } & & \mathbf{B}_{2}^{i \mathrm{~T}} \mathbf{N}^{i j^{T}} \mathbf{N}^{i j} \mathbf{B}_{2}^{i}
\end{array}\right] d V^{i j}
$$

where the orthogonality of the transformation matrix has been used. This mass matrix can be written in a more simplified form as

$$
\mathbf{M}^{i j}=\left[\begin{array}{ccc}
\mathbf{m}_{R R} & \mathbf{m}_{R \theta} & \mathbf{m}_{R f}  \tag{6.47}\\
& \mathbf{m}_{\theta \theta} & \mathbf{m}_{\theta f} \\
\text { symmetric } & & \mathbf{m}_{f f}
\end{array}\right]^{i j}
$$

Inertia Shape Integrals The first submatrix in Eq. 47 can be defined as

$$
\mathbf{m}_{R R}^{i j}=\int_{V^{i j}} \rho^{i j} \mathbf{I} d V^{i j}=\left[\begin{array}{ccc}
m^{i j} & 0 & 0  \tag{6.48}\\
0 & m^{i j} & 0 \\
0 & 0 & m^{i j}
\end{array}\right]=m^{i j} \mathbf{I}
$$

in which $m^{i j}$ is the mass of the element $i j$. The submatrix $\mathbf{m}_{R R}^{i j}$ is diagonal and constant.

The submatrix $\mathbf{m}_{R \theta}^{i j}$, which represents the inertia coupling between the translation and rotation of the body reference, is defined as

$$
\begin{equation*}
\mathbf{m}_{R \theta}^{i j}=-\int_{V^{i j}} \rho^{i j} \mathbf{A}^{i} \tilde{\mathbf{u}}^{i j} \overline{\mathbf{G}}^{i} d V^{i j}=-\mathbf{A}^{i}\left[\int_{V^{i j}} \rho^{i j} \tilde{\mathbf{u}}^{i j} d V^{i j}\right] \overline{\mathbf{G}}^{i} \tag{6.49}
\end{equation*}
$$

Using the definition of $\overline{\mathbf{u}}^{i j}$ of Eq. 24 and the definition of the skew symmetric matrix of Eq. 38, it can be shown that the following integration is required to evaluate the
matrix $\mathbf{m}_{R \theta}^{i j}$ of Eq. 49:

$$
\begin{equation*}
\overline{\mathbf{S}}^{i j}=\mathbf{C}^{i j}\left[\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j} d V^{i j}\right] \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j} \tag{6.50}
\end{equation*}
$$

The matrix $\overline{\mathbf{S}}^{i j}$, which depends on the assumed displacement field within the element, is constant. Furthermore, one can show that this matrix is also required for evaluating the matrix $\mathbf{m}_{R f}^{i j}$, which represents the inertia coupling between the translation of the body reference and the elastic deformation of the element. To see this, we write $\mathbf{m}_{R f}^{i j}$ as follows:

$$
\begin{equation*}
\mathbf{m}_{R f}^{i j}=\int_{V^{i j}} \rho^{i j} \mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{B}_{2}^{i} d V^{i j}=\mathbf{A}^{i}\left[\int_{V^{i j}} \rho^{i j} \mathbf{N}^{i j} d V^{i j}\right] \mathbf{B}_{2}^{i} \tag{6.51}
\end{equation*}
$$

Using the definition of $\mathbf{N}^{i j}$ of Eq. 26 and the fact that the matrices $\mathbf{C}^{i j}, \overline{\mathbf{C}}^{i j}$, and $\mathbf{B}_{2}^{i j}$ are constant matrices, one can write Eq. 51 as

$$
\mathbf{m}_{R f}^{i j}=\mathbf{A}^{i} \mathbf{C}^{i j}\left[\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j} d V^{i j}\right] \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j} \mathbf{B}_{2}^{i}
$$

Using the definition of the matrix $\overline{\mathbf{S}}^{i j}$ of Eq. 50 , we can write the matrix $\mathbf{m}_{R f}^{i j}$ as

$$
\begin{equation*}
\mathbf{m}_{R f}^{i j}=\mathbf{A}^{i} \overline{\mathbf{S}}^{i j} \mathbf{B}_{2}^{i} \tag{6.52}
\end{equation*}
$$

The central term in the matrix of Eq. 47 can be written as

$$
\begin{align*}
\mathbf{m}_{\theta \theta}^{i j} & =\int_{V^{i j}} \rho^{i j} \overline{\mathbf{G}}^{i} \tilde{\tilde{\mathbf{u}}}^{i j} \tilde{\mathbf{u}}^{i j} \overline{\mathbf{G}}^{i} d V^{i j} \\
& =\overline{\mathbf{G}}^{i \mathrm{~T}}\left[\int_{V^{i j}} \rho^{i j} \tilde{\mathbf{u}}^{i j} \tilde{\tilde{\mathbf{u}}}^{i j} d V^{i j}\right] \overline{\mathbf{G}}^{i} \\
& =\overline{\mathbf{G}}^{i} \overline{\mathbf{I}}_{\theta \theta}^{i j} \overline{\mathbf{G}}^{i} \tag{6.53}
\end{align*}
$$

where $\overline{\mathbf{I}}_{\theta \theta}^{i j}$ is the symmetric inertia tensor of the $i j$ th element defined with respect to the body reference. The inertia tensor is then defined as

$$
\begin{equation*}
\overline{\mathbf{I}}_{\theta \theta}^{i j}=\int_{V^{i j}} \rho^{i j} \tilde{\overline{\mathbf{u}}}^{i{ }^{\mathrm{T}}} \tilde{\mathbf{u}}^{i j} d V^{i j} \tag{6.54}
\end{equation*}
$$

The inertia tensor defined by the preceding equation depends on the elastic generalized coordinates of the element. This can be demonstrated by writing Eq. 54 in a more explicit form as

$$
\overline{\mathbf{I}}_{\theta \theta}^{i j}=\left[\begin{array}{ccc}
i_{11} & i_{12} & i_{13}  \tag{6.55}\\
& i_{22} & i_{23} \\
\text { symmetric } & & i_{33}
\end{array}\right]
$$

where the elements $i_{k l}(k, l=1,2,3)$ can be defined by carrying out the matrix multiplication of Eq. 54. Using Eq. 38, the elements of the inertia tensor can be
defined as follows:

$$
\left.\begin{array}{l}
i_{11}=\int_{V^{i j}} \rho^{i j}\left[\left(\bar{u}_{2}^{i j}\right)^{2}+\left(\bar{u}_{3}^{i j}\right)^{2}\right] d V^{i j} \\
i_{12}=-\int_{V^{i j}} \rho^{i j} \bar{u}_{2}^{i j} \bar{u}_{1}^{i j} d V^{i j} \\
i_{13}=-\int_{V^{i j}} \rho^{i j} \bar{u}_{3}^{i j} \bar{u}_{1}^{i j} d V^{i j} \\
i_{22}=\int_{V^{i j}} \rho^{i j}\left[\left(\bar{u}_{3}^{i j}\right)^{2}+\left(\bar{u}_{1}^{i j}\right)^{2}\right] d V^{i j}  \tag{6.56}\\
i_{23}=-\int_{V^{i j}} \rho^{i j} \bar{u}_{3}^{i j} \bar{u}_{2}^{i j} d V^{i j} \\
i_{33}=\int_{V^{i j}} \rho^{i j}\left[\left(\bar{u}_{1}^{i j}\right)^{2}+\left(\bar{u}_{2}^{i j}\right)^{2}\right] d V^{i j}
\end{array}\right\}
$$

Using Eq. 25 , the integrals of Eq. 56 can be written as follows:

$$
\begin{align*}
i_{11} & =\mathbf{q}_{n}^{i \mathrm{~T}}\left[\int_{V^{i j}} \rho^{i j}\left[\mathbf{N}_{2}^{i j^{\mathrm{T}}} \mathbf{N}_{2}^{i j}+\mathbf{N}_{3}^{i \mathrm{~T}^{\mathrm{T}}} \mathbf{N}_{3}^{i j}\right] d V^{i j}\right] \mathbf{q}_{n}^{i} \\
i_{12} & =-\mathbf{q}_{n}^{\mathrm{T}^{\mathrm{T}}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{N}_{2}^{\left.i j^{\mathrm{T}} \mathbf{N}_{1}^{i j} d V^{i j}\right] \mathbf{q}_{n}^{i}}\right. \\
i_{13} & =-\mathbf{q}_{n}^{i^{\mathrm{T}}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{N}_{3}^{i \mathrm{~T}^{\mathrm{T}}} \mathbf{N}_{1}^{i j} d V^{i j}\right] \mathbf{q}_{n}^{i} \\
i_{22} & =\mathbf{q}_{n}^{i \mathrm{~T}}\left[\int_{V^{i j}} \rho^{i j}\left[\mathbf{N}_{3}^{i j^{\mathrm{T}}} \mathbf{N}_{3}^{i j}+\mathbf{N}_{1}^{i j \mathrm{~T}} \mathbf{N}_{1}^{i j}\right] d V^{i j}\right] \mathbf{q}_{n}^{i}  \tag{6.57}\\
i_{23} & =-\mathbf{q}_{n}^{i^{\mathrm{T}}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{N}_{3}^{i \mathrm{~T}^{\mathrm{T}}} \mathbf{N}_{2}^{i j} d V^{i j}\right] \mathbf{q}_{n}^{i} \\
i_{33} & =\mathbf{q}_{n}^{i^{\mathrm{T}}}\left[\int_{V^{i j}} \rho^{i j}\left[\mathbf{N}_{2}^{i j^{\mathrm{T}}} \mathbf{N}_{2}^{i j}+\mathbf{N}_{1}^{i j^{\mathrm{T}}} \mathbf{N}_{1}^{i j}\right] d V^{i j}\right] \mathbf{q}_{n}^{i}
\end{align*}
$$

where $\mathbf{N}_{k}^{i j}$ is the $k$ th row of the matrix $\mathbf{N}^{i j}$ of Eq. 25 , that is,

$$
\mathbf{N}^{i j}=\left[\begin{array}{c}
\mathbf{N}_{1}^{i j}  \tag{6.58}\\
\mathbf{N}_{2}^{i j} \\
\mathbf{N}_{3}^{i j}
\end{array}\right]
$$

Let $\mathbf{S}_{1}^{i j}, \mathbf{S}_{2}^{i j}$, and $\mathbf{S}_{3}^{i j}$ be the rows of the $i j$ th element shape function, that is,

$$
\mathbf{S}^{i j}=\left[\begin{array}{c}
\mathbf{S}_{1}^{i j}  \tag{6.59}\\
\mathbf{S}_{2}^{i j} \\
\mathbf{S}_{3}^{i j}
\end{array}\right]
$$

Recalling that $\mathbf{N}^{i j}$ is given by

$$
\begin{equation*}
\mathbf{N}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j} \tag{6.60}
\end{equation*}
$$

one can verify that the following six inertia shape integrals $\mathbf{S}_{k l}^{i j}$ are required to evaluate the inertia tensor of the finite element:

$$
\begin{equation*}
\mathbf{S}_{k l}^{i j}=\mathbf{B}_{1}^{i j \mathrm{~T}} \overline{\mathbf{C}}^{i j \mathrm{~T}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{S}_{k}^{i j \mathrm{~T}} \mathbf{S}_{l}^{i j} d V^{i j}\right] \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j}, \quad k, l=1,2,3 \tag{6.61}
\end{equation*}
$$

In this equation, the transformations $\overline{\mathbf{C}}^{i j}$ and $\mathbf{B}_{1}^{i j}$ are as defined in Eq. 26.
The six constant matrices, which depend on the assumed displacement field, are also required to evaluate the matrix $\mathbf{m}_{\theta f}^{i j}$ (Eq. 47), which describes the inertia coupling between the rotation of the body reference and the deformation of the element. This can be demonstrated by writing $\mathbf{m}_{\theta f}^{i j}$ as follows:

$$
\begin{align*}
\mathbf{m}_{\theta f}^{i j} & =\int_{V^{i j}} \rho^{i j} \overline{\mathbf{G}}^{i^{T}} \tilde{\mathbf{u}}^{i j} \mathbf{N}^{i j} \mathbf{B}_{2}^{i} d V^{i j} \\
& =\overline{\mathbf{G}}^{i \mathrm{~T}}\left[\int_{V^{i j}} \rho^{\left.i j \tilde{\mathbf{u}}^{i j} \mathbf{N}^{i j} d V^{i j}\right] \mathbf{B}_{2}^{i}}\right. \tag{6.62}
\end{align*}
$$

Writing $\mathbf{N}^{i j}$ in the partitioned form of Eq. 58, and using the definition of the skew symmetric matrix $\tilde{\overline{\mathbf{u}}}^{i j}$ of Eq. 38, we can write the matrix multiplication in the integrand of Eq. 62 as follows:

$$
\tilde{\overline{\mathbf{u}}}^{i j} \mathbf{N}^{i j}=\left[\begin{array}{ccc}
0 & -\bar{u}_{3}^{i j} & \bar{u}_{2}^{i j}  \tag{6.63}\\
-\bar{u}_{3}^{i j} & 0 & -\bar{u}_{1}^{i j} \\
-\bar{u}_{2}^{i j} & \bar{u}_{1}^{i j} & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{N}_{1}^{i j} \\
\mathbf{N}_{2}^{i j} \\
\mathbf{N}_{3}^{i j}
\end{array}\right]=\left[\begin{array}{c}
\bar{u}_{2}^{i j} \mathbf{N}_{3}^{i j}-\bar{u}_{3}^{i j} \mathbf{N}_{2}^{i j} \\
\bar{u}_{3}^{i j} \mathbf{N}_{1}^{i j}-\bar{u}_{1}^{i j} \mathbf{N}_{3}^{i j} \\
\bar{u}_{1}^{i j} \mathbf{N}_{2}^{i j}-\bar{u}_{2}^{i j} \mathbf{N}_{1}^{i j}
\end{array}\right]
$$

Substituting Eq. 25 into this equation leads to

$$
\tilde{\mathbf{u}}^{i j} \mathbf{N}^{i j}=\left[\begin{array}{c}
\mathbf{q}_{n}^{i \mathrm{~T}}\left(\mathbf{N}_{2}^{i j^{\mathrm{T}}} \mathbf{N}_{3}^{i j}-\mathbf{N}_{3}^{i j}{ }^{\mathrm{T}} \mathbf{N}_{2}^{i j}\right)  \tag{6.64}\\
\mathbf{q}_{n}^{i \mathrm{~T}}\left(\mathbf{N}_{3}^{i j{ }^{\mathrm{T}}} \mathbf{N}_{1}^{i j}-\mathbf{N}_{1}^{i j}{ }^{\mathrm{T}} \mathbf{N}_{3}^{i j}\right) \\
\mathbf{q}_{n}^{i \mathrm{~T}}\left(\mathbf{N}_{1}^{i j}{ }^{\mathrm{T}} \mathbf{N}_{2}^{i j}-\mathbf{N}_{2}^{i j}{ }^{\mathrm{T}} \mathbf{N}_{1}^{i j}\right)
\end{array}\right]
$$

By substituting this equation into Eq. 62 and using the definition of $\mathbf{N}^{i j}$ given by Eqs. 26 and 58, one can write $\mathbf{m}_{\theta f}^{i j}$ of Eq. 62 as

$$
\mathbf{m}_{\theta f}^{i j}=\overline{\mathbf{G}}^{i \mathrm{~T}}\left[\begin{array}{c}
\mathbf{q}_{n}^{i \mathrm{~T}} \tilde{\mathbf{N}}_{23}^{i j}  \tag{6.65}\\
\mathbf{q}_{n}^{i \mathrm{~T}} \tilde{\mathbf{N}}_{31}^{i j} \\
\mathbf{q}_{n}^{i \mathrm{~T}} \tilde{\mathbf{N}}_{12}^{i j}
\end{array}\right] \mathbf{B}_{2}^{i}
$$

where $\tilde{\mathbf{N}}_{12}^{i j}, \tilde{\mathbf{N}}_{23}^{i j}$, and $\tilde{\mathbf{N}}_{31}^{i j}$ are constant skew symmetric matrices that can be expressed in the following form:

$$
\left.\begin{array}{l}
\tilde{\mathbf{N}}_{12}^{i j}=\mathbf{N}_{12}^{i j}-\mathbf{N}_{12}^{i j}{ }^{\mathrm{T}} \\
\tilde{\mathbf{N}}_{23}^{i j}=\mathbf{N}_{23}^{i j}-\mathbf{N}_{23}^{i j}{ }^{\mathrm{T}}  \tag{6.66}\\
\tilde{\mathbf{N}}_{31}^{i j}=\mathbf{N}_{31}^{i j}-\mathbf{N}_{31}^{i j} \mathrm{~T}
\end{array}\right\}
$$

in which

$$
\tilde{\mathbf{N}}_{k l}^{i j}=\mathbf{N}_{k l}^{i j}-\mathbf{N}_{k l}^{i j \mathrm{~T}}=\int_{V^{i j}} \rho^{i j}\left(\mathbf{N}_{k}^{i j \mathrm{~T}} \mathbf{N}_{l}^{i j}-\mathbf{N}_{l}^{i j^{\mathrm{T}}} \mathbf{N}_{k}^{i j}\right) d V^{i j}, \quad k, l=1,2,3
$$

The inertia shape integrals $\mathbf{S}_{k l}^{i j}$ defined by Eq. 61 are also required to evaluate the skew symmetric matrices $\tilde{\mathbf{N}}_{k l}^{i j}$.

Finally, the last term in the element mass matrix of Eq. 47 is evaluated. It is clear that this term, denoted as $\mathbf{m}_{f f}^{i j}$, is a constant matrix and can be written as

$$
\begin{align*}
\mathbf{m}_{f f}^{i j} & =\int_{V^{i j}} \rho^{i j} \mathbf{B}_{2}^{\mathrm{T}} \mathbf{N}^{i j^{\mathrm{T}}} \mathbf{N}^{i j} \mathbf{B}_{2}^{i} d V^{i j} \\
& =\mathbf{B}_{2}^{i \mathrm{~T}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{N}^{i j^{\mathrm{T}}} \mathbf{N}^{i j} d V^{i j}\right] \mathbf{B}_{2}^{i} \tag{6.67}
\end{align*}
$$

Substituting for $\mathbf{N}^{i j}$ from Eq. 26, one obtains

$$
\begin{equation*}
\mathbf{m}_{f f}^{i j}=\mathbf{B}_{2}^{i \mathrm{~T}} \mathbf{S}_{f f}^{i j} \mathbf{B}_{2}^{i} \tag{6.68}
\end{equation*}
$$

where the symmetric matrix $\mathbf{S}_{f f}^{i j}$ is defined as

$$
\begin{equation*}
\mathbf{S}_{f f}^{i j}=\mathbf{B}_{1}^{i j \mathrm{~T}} \overline{\mathbf{C}}^{i j \mathrm{~T}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j \mathrm{~T}} \mathbf{S}^{i j} d V^{i j}\right] \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j} \tag{6.69}
\end{equation*}
$$

In terms of the inertia shape integrals of Eq. 61, the matrix $\mathbf{S}_{f f}^{i j}$ can be written as

$$
\mathbf{S}_{f f}^{i j}=\mathbf{S}_{11}^{i j}+\mathbf{S}_{22}^{i j}+\mathbf{S}_{33}^{i j}
$$

It follows that the matrix $\mathbf{m}_{f f}^{i j}$ can be written in terms of the inertia shape integrals as

$$
\mathbf{m}_{f f}^{i j}=\mathbf{B}_{2}^{i^{\mathrm{T}}}\left(\mathbf{S}_{11}^{i j}+\mathbf{S}_{22}^{i j}+\mathbf{S}_{33}^{i j}\right) \mathbf{B}_{2}^{i}
$$

Even though the mass matrix of Eq. 47 depends on the rotation of the body reference as well as the elastic deformation of the element, it is clear that, to determine the mass matrix of the finite element $i j$ in the three-dimensional analysis, seven inertia shape integrals are required. These are the matrix $\overline{\mathbf{S}}^{i j}$ of Eq. 50 and the six matrices $\mathbf{S}_{k l}^{i j}$ of Eq. 61.

Kinetic Energy of the Deformable Body The kinetic energy of body $i$ can be determined by summing up the kinetic energies of its elements, that is,

$$
\begin{equation*}
T^{i}=\sum_{j=1}^{n_{e}} T^{i j} \tag{6.70}
\end{equation*}
$$

where $T^{i}$ is the kinetic energy of body $i$ and $n_{e}$ is the number of elements resulting from the finite-element discretization of body $i$. Substituting Eq. 44 into Eq. 70 yields

$$
\begin{align*}
T^{i} & =\frac{1}{2} \sum_{j=1}^{n_{e}} \dot{\mathbf{q}}^{i^{\mathrm{T}}} \mathbf{M}^{i j} \dot{\mathbf{q}}^{i} \\
& =\frac{1}{2} \dot{\mathbf{q}}^{i \mathrm{~T}}\left[\sum_{j=1}^{n_{e}} \mathbf{M}^{i j}\right] \dot{\mathbf{q}}^{i}=\frac{1}{2} \dot{\mathbf{q}}^{i \mathrm{~T}} \mathbf{M}^{i} \dot{\mathbf{q}}^{i} \tag{6.71}
\end{align*}
$$

where $\mathbf{M}^{i}$ is the mass matrix of body $i$ defined as

$$
\begin{equation*}
\mathbf{M}^{i}=\sum_{j=1}^{n_{e}} \mathbf{M}^{i j} \tag{6.72}
\end{equation*}
$$

which can be written in a partitioned form as

$$
\mathbf{M}^{i}=\left[\begin{array}{ccc}
\mathbf{m}_{R R}^{i} & \mathbf{m}_{R \theta}^{i} & \mathbf{m}_{R f}^{i}  \tag{6.73}\\
& \mathbf{m}_{\theta \theta}^{i} & \mathbf{m}_{\theta f}^{i} \\
\text { symmetric } & & \mathbf{m}_{f f}^{i}
\end{array}\right]
$$

The components of the mass matrix of Eq. 73 can be evaluated as follows. The matrix $\mathbf{m}_{R R}^{i}$ is the sum of the element $\mathbf{m}_{R R}^{i j}$ matrices, that is,

$$
\mathbf{m}_{R R}^{i}=\sum_{j=1}^{n_{e}} \mathbf{m}_{R R}^{i j}=\left[\begin{array}{ccc}
m^{i} & 0 & 0  \tag{6.74}\\
0 & m^{i} & 0 \\
0 & 0 & m^{i}
\end{array}\right]
$$

where $m^{i}$ is the total mass of the body, that is,

$$
\begin{equation*}
m^{i}=\sum_{j=1}^{n_{e}} m^{i j} \tag{6.75}
\end{equation*}
$$

and $m^{i j}$ is the mass of the $i j$ th element.
The matrix $\mathbf{m}_{R \theta}^{i}$ that represents the coupling between the translation and rotation of the body reference is defined as

$$
\begin{equation*}
\mathbf{m}_{R \theta}^{i}=\sum_{j=1}^{n_{e}} \mathbf{m}_{R \theta}^{i j}=-\mathbf{A}^{i}\left[\sum_{j=1}^{n_{e}} \int_{V^{i j}} \rho^{i j} \tilde{\tilde{\mathbf{u}}}^{i j} d V^{i j}\right] \overline{\mathbf{G}}^{i} \tag{6.76}
\end{equation*}
$$

Using the definition of $\overline{\mathbf{u}}^{i j}$ of Eq. 17 and the definition of the skew symmetric matrix $\tilde{\mathbf{u}}^{i j}$ of Eq. 38, one can verify that the constant element matrices $\overline{\mathbf{S}}^{i j}$ of Eq. 50 are required to evaluate the matrix $\mathbf{m}_{R \theta}^{i j}$ of Eq. 76. These element matrices can be assembled to yield the following body matrix:

$$
\begin{equation*}
\overline{\mathbf{S}}^{i}=\sum_{j=1}^{n_{e}} \overline{\mathbf{S}}^{i j} \tag{6.77}
\end{equation*}
$$

The matrix $\overline{\mathbf{S}}^{i}$ is also needed to evaluate the matrix $\mathbf{m}_{R f}^{i}$ of Eq. 73. This matrix can be written using Eq. 52 as

$$
\mathbf{m}_{R f}^{i}=\sum_{j=1}^{n_{e}} \mathbf{m}_{R f}^{i j}=\mathbf{A}^{i} \sum_{j=1}^{n_{e}} \overline{\mathbf{S}}^{i j} \mathbf{B}_{2}^{i}
$$

which, on using Eq. 77, yields

$$
\begin{equation*}
\mathbf{m}_{R f}^{i}=\mathbf{A}^{i} \overline{\mathbf{S}}^{i} \mathbf{B}_{2}^{i} \tag{6.78}
\end{equation*}
$$

With the use of Eq. 53, the central term $\mathbf{m}_{\theta \theta}^{i}$ of Eq. 73 can be written as

$$
\begin{align*}
\mathbf{m}_{\theta \theta}^{i} & =\sum_{j=1}^{n_{e}} \mathbf{m}_{\theta \theta}^{i j}=\overline{\mathbf{G}}^{i \mathrm{~T}}\left[\sum_{j=1}^{n_{e}} \overline{\mathbf{I}}_{\theta \theta}^{i j}\right] \overline{\mathbf{G}}^{i} \\
& =\overline{\mathbf{G}}^{i \mathrm{~T}} \overline{\mathbf{I}}_{\theta \theta}^{i} \overline{\mathbf{G}}^{i} \tag{6.79}
\end{align*}
$$

where $\overline{\mathbf{I}}_{\theta \theta}^{i}$ is the inertia tensor of the deformable body $i$ defined in the body coordinate system. Using Eqs. 54-61, one can verify that the following square matrices are required to evaluate the inertia tensor $\overline{\mathbf{I}}_{\theta \theta}$ :

$$
\begin{equation*}
\mathbf{S}_{k l}^{i}=\sum_{j=1}^{n_{e}} \mathbf{S}_{k l}^{i j}, \quad k, l=1,2,3 \tag{6.80}
\end{equation*}
$$

where the element matrices $\mathbf{S}_{k l}^{i j}$ are defined in Eq. 61. Similarly, the matrix $\mathbf{m}_{\theta f}^{i}$, which represents the inertia coupling between the reference rotations and the elastic deformation, can be written as

$$
\begin{equation*}
\mathbf{m}_{\theta f}^{i}=\sum_{j=1}^{n_{e}} \mathbf{m}_{\theta f}^{i j} \tag{6.81}
\end{equation*}
$$

Substituting Eq. 65 into Eq. 81 yields

$$
\mathbf{m}_{\theta f}^{i}=\overline{\mathbf{G}}^{\mathrm{T}}\left[\begin{array}{c}
\mathbf{q}_{n}^{i_{n}^{\mathrm{T}}} \tilde{\mathbf{N}}_{23}^{i}  \tag{6.82}\\
\mathbf{q}_{n}^{i_{n}^{\mathrm{T}} \tilde{\mathbf{N}}_{31}^{i}} \\
\mathbf{q}_{n}^{i \mathrm{~T}} \tilde{\mathbf{N}}_{12}^{i}
\end{array}\right] \mathbf{B}_{2}^{i}
$$

where the skew symmetric matrices $\tilde{\mathbf{N}}_{k l}^{i}$ are defined as

$$
\begin{equation*}
\tilde{\mathbf{N}}_{12}^{i}=\sum_{j=1}^{n_{e}} \tilde{\mathbf{N}}_{12}^{i j}, \quad \tilde{\mathbf{N}}_{23}^{i}=\sum_{j=1}^{n_{e}} \tilde{\mathbf{N}}_{23}^{i j}, \quad \tilde{\mathbf{N}}_{31}^{i}=\sum_{j=1}^{n_{e}} \tilde{\mathbf{N}}_{31}^{i j} \tag{6.83}
\end{equation*}
$$

in which the skew symmetric matrices $\tilde{\mathbf{N}}_{k l}^{i j}$ can be evaluated by using the inertia shape integrals defined by Eq. 80 .

Finally, the matrix $\mathbf{m}_{f f}^{i}$ associated with the elastic coordinates can, by using Eq. 68, be written as

$$
\begin{equation*}
\mathbf{m}_{f f}^{i}=\sum_{j=1}^{n_{e}} \mathbf{m}_{f f}^{i j}=\mathbf{B}_{2}^{i \mathrm{~T}} \mathbf{S}_{f f}^{i} \mathbf{B}_{2}^{i} \tag{6.84}
\end{equation*}
$$

where $\mathbf{S}_{f f}^{i}$ is the assembled matrix of the element $\mathbf{S}_{f f}^{i j}$ matrices of Eq. 69, that is

$$
\begin{equation*}
\mathbf{S}_{f f}^{i}=\sum_{j=1}^{n_{e}} \mathbf{S}_{f f}^{i j} \tag{6.85}
\end{equation*}
$$

Planar Motion of the Deformable Body In the case of the planar motion of the deformable body in the $\mathbf{X}_{1} \mathbf{X}_{2}$ plane, the velocity vector $\dot{\mathbf{r}}^{i j}$ of Eq. 41 can be written as

$$
\begin{equation*}
\dot{\mathbf{r}}^{i j}=\dot{\mathbf{R}}^{i}+\mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i j} \dot{\theta}^{i}+\mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{B}_{2}^{i} \dot{\mathbf{q}}_{f}^{i} \tag{6.86}
\end{equation*}
$$

where the two orthogonal matrices $\mathbf{A}^{i}$ and $\mathbf{A}_{\theta}^{i}$ are defined as

$$
\mathbf{A}^{i}=\left[\begin{array}{cc}
\cos \theta^{i} & -\sin \theta^{i}  \tag{6.87}\\
\sin \theta^{i} & \cos \theta^{i}
\end{array}\right], \quad \mathbf{A}_{\theta}^{i}=\left[\begin{array}{cc}
-\sin \theta^{i} & -\cos \theta^{i} \\
\cos \theta^{i} & -\sin \theta^{i}
\end{array}\right]
$$

in which $\theta^{i}$ is the angular rotation about the $\mathbf{X}_{3}$ axis. In Eq. $86, \overline{\mathbf{u}}^{i j}$ is a two-dimensional vector. Using the definition of the kinetic energy of Eq. 43, one can show that the mass matrix of Eq. 44 is defined as

$$
\mathbf{M}^{i j}=\int_{V^{i j}} \rho^{i j}\left[\begin{array}{ccc}
\mathbf{I}_{2} & \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i j} & \mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{B}_{2}^{i}  \tag{6.88}\\
& \overline{\mathbf{u}}^{i j}{ }^{\mathrm{T}} \overline{\mathbf{u}}^{i j} & \overline{\mathbf{u}}^{i j^{\mathrm{T}}} \mathbf{A}_{\theta}^{i^{\mathrm{T}}} \mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{B}_{2}^{i} \\
\text { symmetric } & & \mathbf{B}_{2}^{i \mathrm{~T}} \mathbf{N}^{i j} \mathbf{N}^{\mathrm{T}} \mathbf{N}_{2}^{i j} \mathbf{B}_{2}^{i}
\end{array}\right] d V^{i j}
$$

where $\mathbf{I}_{2}$ is a $2 \times 2$ identity matrix, and the product $\mathbf{A}_{\theta}^{i^{\mathrm{T}}} \mathbf{A}^{i}$ yields a skew symmetric matrix denoted as $\tilde{\mathbf{I}}$, where

$$
\tilde{\mathbf{I}}=\mathbf{A}_{\theta}^{i \mathrm{~T}} \mathbf{A}^{i}=\left[\begin{array}{cc}
0 & 1  \tag{6.89}\\
-1 & 0
\end{array}\right]
$$

Following the procedure described in the preceding chapter, it can be shown that the following three element inertia shape integrals are required to evaluate the mass matrix of Eq. 88:

$$
\begin{align*}
& \overline{\mathbf{S}}^{i j}=\mathbf{C}^{i j}\left[\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j} d V^{i j}\right] \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j}  \tag{6.90}\\
& \tilde{\mathbf{S}}^{i j}=\mathbf{B}_{1}^{i \mathrm{~T}^{\mathrm{T}}} \overline{\mathbf{C}}^{i \mathrm{~T}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j^{\mathrm{T}}} \tilde{\mathbf{I}} \mathbf{S}^{i j} d V^{i j}\right] \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j}  \tag{6.91}\\
& \mathbf{S}_{f f}^{i j}=\mathbf{B}_{1}^{i j \mathrm{~T}} \overline{\mathbf{C}}^{i j^{\mathrm{T}}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j^{\mathrm{T}}} \mathbf{S}^{i j} d V^{i j}\right] \overline{\mathbf{C}}^{i j} \mathbf{B}_{1}^{i j} \tag{6.92}
\end{align*}
$$

Comparison between the finite-element formulation of the mass matrix of the deformable body presented in this section and the formulation presented in the preceding chapter reveals that the use of the finite-element method substantially reduces the number of inertia shape integrals that are required to formulate the nonlinear mass matrix of the deformable body that undergoes large translational and rotational displacements. This is mainly because, in the finite-element formulation, the position vector in the undeformed state can be expressed in terms of the element shape function that can describe an arbitrary rigid body translation. In the spatial analysis seven shape integrals, given by Eqs. 50 and 61, are defined for each finite element. In the planar analysis, three shape integrals, given by Eqs. 90-92, are defined for each finite element. It was also shown that the body shape integrals can be obtained by assembling the shape integrals of its elements by using a standard finite-element procedure.

### 6.4 GENERALIZED ELASTIC FORCES

In this section, a procedure for defining the stiffness matrix of the deformable body $i$ assuming a linear isotropic material is outlined. For the $j$ th element of the $i$ th body, the virtual work of the elastic forces can be written as

$$
\begin{equation*}
\delta W_{s}^{i j}=-\int_{V^{i j}} \boldsymbol{\sigma}^{i j \mathrm{~T}} \delta \varepsilon^{i j} d V^{i j} \tag{6.93}
\end{equation*}
$$

where $\boldsymbol{\sigma}^{i j}$ and $\varepsilon^{i j}$ are, respectively, the stress and strain vectors. The constitutive equations of the element can be written in the following form:

$$
\begin{equation*}
\boldsymbol{\sigma}^{i j}=\mathbf{E}^{i j} \varepsilon^{i j} \tag{6.94}
\end{equation*}
$$

where $\mathbf{E}^{i j}$ is the matrix of elastic coefficients. The strain displacement relation can be written as

$$
\begin{equation*}
\varepsilon^{i j}=\mathbf{D}^{i j} \overline{\mathbf{u}}_{f}^{i j} \tag{6.95}
\end{equation*}
$$

where $\mathbf{D}^{i j}$ is a spatial differential operator relating strains and displacements.
Using Eqs. 25, 27, and 28, one can write the displacement vector $\overline{\mathbf{u}}_{f}^{i j}$ as

$$
\begin{equation*}
\overline{\mathbf{u}}_{f}^{i j}=\mathbf{N}^{i j} \mathbf{B}_{2}^{i} \mathbf{q}_{f}^{i}=\overline{\mathbf{N}}^{i j} \mathbf{q}_{f}^{i} \tag{6.96}
\end{equation*}
$$

where $\mathbf{N}^{i j}$ is defined by Eq. 26 and the space-dependent matrix $\overline{\mathbf{N}}^{i j}$ is defined as

$$
\begin{equation*}
\overline{\mathbf{N}}^{i j}=\mathbf{N}^{i j} \mathbf{B}_{2}^{i} \tag{6.97}
\end{equation*}
$$

Substituting Eq. 96 into Eq. 95 yields

$$
\begin{equation*}
\varepsilon^{i j}=\mathbf{D}^{i j} \mathbf{N}^{i j} \mathbf{q}_{f}^{i} \tag{6.98}
\end{equation*}
$$

Substituting Eqs. 94 and 98 into Eq. 93 leads to

$$
\begin{equation*}
\delta W_{s}^{i j}=-\mathbf{q}_{f}^{i{ }^{\mathrm{T}}} \mathbf{K}_{f f}^{i j} \delta \mathbf{q}_{f}^{i} \tag{6.99}
\end{equation*}
$$

where $\mathbf{K}_{f f}^{i j}$ is the element stiffness matrix defined as

$$
\begin{equation*}
\mathbf{K}_{f f}^{i j}=\int_{V^{i j}}\left(\mathbf{D}^{i j} \overline{\mathbf{N}}^{i j}\right)^{\mathrm{T}} \mathbf{E}^{i j}\left(\mathbf{D}^{i j} \overline{\mathbf{N}}^{i j}\right) d V^{i j} \tag{6.100}
\end{equation*}
$$

The virtual work of elastic forces of body $i$ can be written as

$$
\begin{equation*}
\delta W_{s}^{i}=\sum_{j=1}^{n_{e}} \delta W_{s}^{i j} \tag{6.101}
\end{equation*}
$$

which, on substituting Eq. 99, yields

$$
\begin{equation*}
\delta W_{s}^{i}=-\mathbf{q}_{f}^{i{ }^{\mathrm{T}}} \mathbf{K}_{f f}^{i} \delta \mathbf{q}_{f}^{i} \tag{6.102}
\end{equation*}
$$

where $\mathbf{K}_{f f}^{i}$ is the assembled stiffness matrix of body $i$, which is defined as

$$
\begin{equation*}
\mathbf{K}_{f f}^{i}=\sum_{j=1}^{n_{e}} \mathbf{K}_{f f}^{i j} \tag{6.103}
\end{equation*}
$$

and the element stiffness matrix $\mathbf{K}_{f f}^{i j}$ is defined by Eq. 100.

According to the partitioning of the generalized coordinates of body $i$ given by Eq. 45 , the virtual work of Eq. 102 can be written in the following matrix form:

$$
\delta W_{s}^{i}=-\left[\begin{array}{lll}
\mathbf{R}^{i \mathrm{~T}} & \boldsymbol{\theta}^{i^{\mathrm{T}}} & \mathbf{q}_{f}^{i \mathrm{~T}}
\end{array}\right]\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{6.104}\\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{K}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{R}^{i} \\
\delta \boldsymbol{\theta}^{i} \\
\delta \mathbf{q}_{f}^{i}
\end{array}\right]
$$

or in a compact matrix form as

$$
\begin{equation*}
\delta W_{s}^{i}=-\mathbf{q}^{i \mathrm{~T}} \mathbf{K}^{i} \delta \mathbf{q}^{i} \tag{6.105}
\end{equation*}
$$

where

$$
\mathbf{K}^{i}=\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{6.106}\\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{K}_{f f}^{i}
\end{array}\right]
$$

Having defined the mass and stiffness matrices for the deformable body $i$, one can then substitute them into the differential equations given by Eq. 133 of the preceding chapter to obtain the differential equations of motion of the deformable body $i$ in the multibody system. In the following two sections, we exemplify the preceding developments by use of two- and three-dimensional beam elements.

### 6.5 CHARACTERIZATION OF PLANAR ELASTIC SYSTEMS

As an illustration of the preceding development in the planar analysis, we consider the two-dimensional beam element shown in Fig. 6. The figure shows element $j$ on a



Figure 6.6 Two-dimensional beam element.
planar body $i$. The element $\mathbf{X}_{1}^{i j}$ axis forms an angle $\beta^{i j}$ relative to the body $\mathbf{X}_{1}^{i}$ axis. The reference coordinates for this body are

$$
\mathbf{q}_{r}^{i^{\mathrm{T}}}=\left[\begin{array}{ll}
\mathbf{R}^{\mathrm{T}^{\mathrm{T}}} & \theta^{i} \tag{6.107}
\end{array}\right]
$$

This set of coordinates defines the location and orientation of the body reference relative to the $\mathbf{X}_{1} \mathbf{X}_{2}$ inertial frame. The elastic generalized coordinates are defined initially with respect to the intermediate element coordinate system $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j}$, which is initially parallel to the element coordinate system and the origin of which is rigidly attached to the body coordinate system. This set of element elastic generalized coordinates is denoted by $e_{i k}^{i j}(k=1, \ldots, 6)$. These coordinates are the nodal coordinates and represent the location of the nodes and slopes of the element axis at these nodes. The location of an arbitrary point $P^{i j}$ on element $i j$ with respect to the $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j}$ frame can be expressed as (Eq. 14)

$$
\begin{equation*}
\mathbf{w}_{i}^{i j}=\mathbf{S}^{i j} \mathbf{e}_{i}^{i j} \tag{6.108}
\end{equation*}
$$

where $\mathbf{S}^{i j}$ is the element shape function, which is assumed to be

$$
\left.\begin{array}{l}
\mathbf{S}^{i j}= \\
{\left[\begin{array}{ccccc}
1-\xi & 0 & 0 & \xi & 0
\end{array}\right]}  \tag{6.109}\\
0
\end{array} 1-3(\xi)^{2}+2(\xi)^{3} \quad l\left[\xi-2(\xi)^{2}+(\xi)^{3}\right] \begin{array}{ll}
0 & 3(\xi)^{2}-2(\xi)^{3} \\
l\left[(\xi)^{3}-(\xi)^{2}\right]
\end{array}\right]^{i j} .
$$

where the superscript $i j$ on the major bracket indicates that all the elements inside this bracket are superscripted with $i j, l^{i j}$ is the element length, and $\xi^{i j}$ is the dimensionless parameter

$$
\begin{equation*}
\xi^{i j}=\frac{x_{1}^{i j}}{l^{i j}} \tag{6.110}
\end{equation*}
$$

where $x_{1}^{i j}$ is the spatial coordinate along the element axis.
A transformation $\mathbf{C}^{i j}$ is employed to define $\mathbf{w}_{i}^{i j}$ with respect to the $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i}$ frame as

$$
\begin{equation*}
\overline{\mathbf{u}}^{i j}=\mathbf{C}^{i j} \mathbf{w}_{i}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \mathbf{e}_{i}^{i j} \tag{6.111}
\end{equation*}
$$

where

$$
\mathbf{C}^{i j}=\left[\begin{array}{cc}
\cos \beta^{i j} & -\sin \beta^{i j}  \tag{6.112}\\
\sin \beta^{i j} & \cos \beta^{i j}
\end{array}\right]
$$

Compatibility conditions between elements on a given body are simpler if the nodal coordinates are defined with respect to the body reference. This can be accomplished by the transformation

$$
\begin{equation*}
\mathbf{e}_{i}^{i j}=\overline{\mathbf{C}}^{i j} \mathbf{e}^{i j} \tag{6.113}
\end{equation*}
$$

where $\mathbf{e}^{i j}$ is the set of nodal coordinates defined with respect to the $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i}$ frame and

$$
\overline{\mathbf{C}}^{i j}=\left[\begin{array}{cc}
\overline{\mathbf{C}}_{1}^{i j} & \mathbf{0}  \tag{6.114}\\
\mathbf{0} & \overline{\mathbf{C}}_{1}^{i j}
\end{array}\right]
$$

in which $\overline{\mathbf{C}}_{1}^{i j}$ is the $3 \times 3$ orthogonal transformation

$$
\overline{\mathbf{C}}_{1}^{i j}=\left[\begin{array}{ccc}
\cos \beta^{i j} & \sin \beta^{i j} & 0  \tag{6.115}\\
-\sin \beta^{i j} & \cos \beta^{i j} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Substituting Eq. 113 into Eq. 111 yields

$$
\begin{equation*}
\overline{\mathbf{u}}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \overline{\mathbf{C}}^{i j} \mathbf{e}^{i j} \tag{6.116}
\end{equation*}
$$

Recall that $\beta^{i j}$ is a constant angle and accordingly the orthogonal transformation matrices $\mathbf{C}^{i j}$ and $\overline{\mathbf{C}}^{i j}$ are constant.

Without any loss of generality and to simplify the derivation, we consider the case of only one element. In this case one can write Eq. 116 as

$$
\begin{equation*}
\overline{\mathbf{u}}^{i j}=\mathbf{N}^{i j} \mathbf{e}^{i j} \tag{6.117}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{N}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \overline{\mathbf{C}}^{i j} \tag{6.118}
\end{equation*}
$$

Element Mass Matrix In the following, the kinetic energy expression is used to develop the mass matrix of the two-dimensional beam element $j$ on body $i$ based on the assumed displacement field defined by Eq. 108.

The global position vector $\mathbf{r}^{i j}$ of an arbitrary point on element $i j$ can then be expressed as

$$
\begin{equation*}
\mathbf{r}^{i j}=\mathbf{R}^{i}+\mathbf{A}^{i} \mathbf{N}^{i j} \mathbf{e}^{i j} \tag{6.119}
\end{equation*}
$$

where $\mathbf{A}^{i}$ is the transformation matrix

$$
\mathbf{A}^{i}=\left[\begin{array}{cc}
\cos \theta^{i} & -\sin \theta^{i}  \tag{6.120}\\
\sin \theta^{i} & \cos \theta^{i}
\end{array}\right]
$$

Differentiating Eq. 119 with respect to time gives

$$
\begin{equation*}
\dot{\mathbf{r}}^{i j}=\dot{\mathbf{R}}^{i}+\dot{\mathbf{A}}^{i} \mathbf{N}^{i j} \mathbf{e}^{i j}+\mathbf{A}^{i} \mathbf{N}^{i j} \dot{\mathbf{e}}^{i j} \tag{6.121}
\end{equation*}
$$

where

$$
\dot{\mathbf{A}}^{i}=\dot{\theta}^{i}\left[\begin{array}{cc}
-\sin \theta^{i} & -\cos \theta^{i}  \tag{6.122}\\
\cos \theta^{i} & -\sin \theta^{i}
\end{array}\right]=\dot{\theta}^{i} \mathbf{A}_{\theta}^{i}
$$

and $\mathbf{A}_{\theta}^{i}$ is the partial derivative of $\mathbf{A}^{i}$ with respect to the reference rotational degree of freedom $\theta^{i}$. Substituting Eq. 122 into Eq. 121 and writing $\dot{\mathbf{r}}^{i j}$ in a partitioned form yields

$$
\dot{\mathbf{r}}^{i j}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{A}_{\theta}^{i} \mathbf{N}^{i j} \mathbf{e}^{i j} & \mathbf{A}^{i} \mathbf{N}^{i j}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{R}}^{i}  \tag{6.123}\\
\dot{\theta}^{i} \\
\dot{\mathbf{e}}^{i j}
\end{array}\right]
$$

The kinetic energy expression for element $i j$ is given by

$$
\begin{align*}
T^{i j} & =\frac{1}{2} \int_{V^{i j}} \rho^{i j} \dot{\mathbf{r}}^{i j} \dot{\mathbf{r}}^{i j} d V^{i j}  \tag{6.124}\\
& =\frac{1}{2} \dot{\mathbf{q}}^{i j \mathrm{~T}} \mathbf{M}^{i j} \dot{\mathbf{q}}^{i j} \tag{6.125}
\end{align*}
$$

where $V^{i j}$ is the element volume, $\rho^{i j}$ is the density of the element material, and $\mathbf{q}^{i j}$ and $\mathbf{M}^{i j}$ are defined as

$$
\begin{align*}
& \mathbf{q}^{i j}=\left[\begin{array}{lll}
\mathbf{R}^{i^{\mathrm{T}}} & \theta^{i} & \mathbf{e}^{i j \mathrm{~T}}
\end{array}\right]^{\mathrm{T}}  \tag{6.126}\\
& \mathbf{M}^{i j}=\int_{V^{i j}} \rho^{i j}\left[\begin{array}{ccc}
\mathbf{I}_{2} & \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i j} & \mathbf{A}^{i} \mathbf{N}^{i j} \\
& \overline{\mathbf{u}}^{i j^{\mathrm{T}}} \overline{\mathbf{u}}^{i j} & \overline{\mathbf{u}}^{i j} \tilde{\mathbf{I}^{i}} \mathbf{N}^{i j} \\
\text { symmetric } & & \mathbf{N}^{i j^{\mathrm{T}}} \mathbf{N}^{i j}
\end{array}\right] d V^{i j} \tag{6.127}
\end{align*}
$$

where the skew symmetric matrix $\tilde{\mathbf{I}}$ is defined in Eq. 89. In deriving the mass matrix of Eq. 127 the orthogonality of the matrices $\mathbf{A}^{i}$ and $\mathbf{A}_{\theta}^{i}$ is used. One may write Eq. 127 in a simpler form as

$$
\mathbf{M}^{i j}=\left[\begin{array}{ccc}
\mathbf{m}_{R R}^{i j} & \mathbf{m}_{R \theta}^{i j} & \mathbf{m}_{R f}^{i j}  \tag{6.128}\\
& \mathbf{m}_{\theta \theta}^{i j} & \mathbf{m}_{\theta f}^{i j} \\
\text { symmetric } & & \mathbf{m}_{f f}^{i j}
\end{array}\right]
$$

Inertia Shape Integrals In the following, we define the components of the mass matrix of Eq. 128 and identify the inertia shape integrals that appear in the nonlinear terms that represent the coupling between the gross motion and the elastic deformation. The matrix $\mathbf{m}_{R R}^{i j}$ associated with the reference translation is given by

$$
\mathbf{m}_{R R}^{i j}=\int_{V^{i j}} \rho^{i j} \mathbf{I}_{2} d V^{i j}=\left[\begin{array}{cc}
m^{i j} & 0  \tag{6.129}\\
0 & m^{i j}
\end{array}\right]
$$

where $m^{i j}$ is the mass of the $i j$ th element. By using Eq. 118, one can write the matrix $\mathbf{m}_{f f}^{i j}$ associated with the elastic deformation of the element as

$$
\begin{equation*}
\mathbf{m}_{f f}^{i j}=\int_{V^{i j}} \rho^{i j} \mathbf{N}^{i j^{\mathrm{T}}} \mathbf{N}^{i j} d V^{i j}=\overline{\mathbf{C}}^{i \mathrm{~T}}\left[\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j^{\mathrm{T}}} \mathbf{S}^{i j} d V^{i j}\right] \overline{\mathbf{C}}^{i j} \tag{6.130}
\end{equation*}
$$

where the orthogonality of the transformation matrix $\mathbf{C}^{i j}$ of Eq. 112 is used. We may, then, write Eq. 130 in the following form:

$$
\begin{equation*}
\mathbf{m}_{f f}^{i j}=\overline{\mathbf{C}}^{i j \mathrm{~T}} \mathbf{S}_{f f}^{i j} \overline{\mathbf{C}}^{i j} \tag{6.131}
\end{equation*}
$$

where, on using the shape function of Eq. 109, one can write the matrix $\mathbf{S}_{f f}^{i j}$ in a more explicit form as

$$
\begin{equation*}
\mathbf{S}_{f f}^{i j}=\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j \mathrm{~T}} \mathbf{S}^{i j} d V^{i j} \tag{6.132}
\end{equation*}
$$

or

$$
\mathbf{S}_{f f}^{i j}=m^{i j}\left[\begin{array}{cccccc}
\frac{1}{3} & & & &  \tag{6.133}\\
0 & \frac{13}{35} & \text { symmetric } & & \\
0 & \frac{11 l}{210} & \frac{(l)^{2}}{105} & & & \\
\frac{1}{6} & 0 & 0 & \frac{1}{3} & & \\
0 & \frac{9}{70} & \frac{13 l}{420} & 0 & \frac{13}{35} & \\
0 & -\frac{13 l}{420} & -\frac{l()^{2}}{140} & 0 & -\frac{11 l}{210} & \frac{(l)^{2}}{105}
\end{array}\right]
$$

Similarly

$$
\mathbf{m}_{R \theta}^{i j}=\int_{V^{i j}} \rho^{i j} \mathbf{A}_{\theta}^{i} \overline{\mathbf{u}}^{i j} d V^{i j}=\mathbf{A}_{\theta}^{i} \int_{V^{i j}} \rho^{i j} \overline{\mathbf{u}}^{i j} d V^{i j}
$$

Substituting Eq. 116 into the above equation, and using the fact that $\mathbf{C}^{i j}$ and $\overline{\mathbf{C}}^{i j}$ are constant matrices and $\mathbf{e}^{i j}$ depends only on time, one gets

$$
\begin{equation*}
\mathbf{m}_{R \theta}^{i j}=\mathbf{A}_{\theta}^{i} \mathbf{C}^{i j}\left\{\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j} d V^{i j}\right\} \overline{\mathbf{C}}^{i j} \mathbf{e}^{i j}=\mathbf{A}_{\theta}^{i} \mathbf{C}^{i j} \overline{\mathbf{S}}^{i j} \overline{\mathbf{C}}^{i j} \mathbf{e}^{i j} \tag{6.134}
\end{equation*}
$$

where the matrix $\overline{\mathbf{S}}^{i j}$ is defined as

$$
\overline{\mathbf{S}}^{i j}=\frac{m^{i j}}{12}\left[\begin{array}{cccccc}
6 & 0 & 0 & 6 & 0 & 0  \tag{6.135}\\
0 & 6 & l^{i j} & 0 & 6 & -l^{i j}
\end{array}\right]
$$

The matrix $\mathbf{m}_{R f}^{i j}$, which represents the dynamic coupling between the reference translation and the elastic deformation of the element, can be expressed as

$$
\begin{align*}
\mathbf{m}_{R f}^{i j} & =\int_{V^{i j}} \rho^{i j} \mathbf{A}^{i} \mathbf{N}^{i j} d V^{i j}=\mathbf{A}^{i} \int_{V^{i j}} \rho^{i j} \mathbf{C}^{i j} \mathbf{S}^{i j} \overline{\mathbf{C}}^{i j} d V^{i j} \\
& =\mathbf{A}^{i} \mathbf{C}^{i j} \mathbf{S}^{i j} \overline{\mathbf{C}}^{i j} \tag{6.136}
\end{align*}
$$

where the matrix $\overline{\mathbf{S}}^{i j}$ is defined by Eq. 135.
The central term in the mass matrix of Eq. 128 is simply given by

$$
\begin{equation*}
\mathbf{m}_{\theta \theta}^{i j}=\int_{V^{i j}} \rho^{i j} \overline{\mathbf{u}}^{i j \mathrm{~T}} \overline{\mathbf{u}}^{i j} d V^{i j}=\mathbf{e}^{i j^{\mathrm{T}}} \mathbf{m}_{f f}^{i j} \mathbf{e}^{i j} \tag{6.137}
\end{equation*}
$$

where the matrix $\mathbf{m}_{f f}^{i j}$ is given by Eq. 131. It is clear that $\mathbf{m}_{\theta \theta}^{i j}$, which reduces to a scalar in this case, is the mass moment of inertia of the element about the $\mathbf{X}_{3}^{i}$ axis of the body reference. This moment of inertia depends on the elastic coordinates of the elements. This can be demonstrated if we write the vector of nodal coordinates as

$$
\begin{equation*}
\mathbf{e}^{i j}=\mathbf{e}_{o}^{i j}+\mathbf{e}_{f}^{i j} \tag{6.138}
\end{equation*}
$$

where $\mathbf{e}_{o}^{i j}$ is the nodal coordinates in the undeformed state and $\mathbf{e}_{f}^{i j}$ is the vector of deformation at the nodal points. Substituting Eq. 138 into Eq. 137 and using the
symmetry of the matrix $\mathbf{m}_{f f}^{i j}$ leads to

$$
\begin{equation*}
\mathbf{m}_{\theta \theta}^{i j}=\mathbf{e}_{o}^{i j^{\mathrm{T}}} \mathbf{m}_{f f}^{i j} \mathbf{f}_{o}^{i j}+2 \mathbf{e}_{o}^{i j \mathrm{~T}} \mathbf{m}_{f f}^{i j}{ }^{i j}+\mathbf{e}_{f}^{i j^{\mathrm{T}}} \mathbf{m}_{f f}^{i j} \mathbf{e}_{f}^{i j} \tag{6.139}
\end{equation*}
$$

where the first term in the right-hand side of the equation can be recognized as the mass moment of inertia if the element were rigid.

Finally, the matrix $\mathbf{m}_{\theta f}^{i j}$ that represents the coupling between the rotation of the body reference and the elastic deformation of the element can be written as

$$
\mathbf{m}_{\theta f}^{i j}=\int_{V^{i j}} \rho^{i j} \overline{\mathbf{u}}^{i j \mathrm{~T}} \tilde{\mathbf{I}} \mathbf{N}^{i j} d V^{i j}
$$

which, with the use of Eqs. 117 and 118, yields

$$
\begin{equation*}
\mathbf{m}_{\theta f}^{i j}=\mathbf{e}^{i j^{\mathrm{T}}} \overline{\mathbf{C}}^{i j^{\mathrm{T}}} \tilde{\mathbf{S}}^{i j} \overline{\mathbf{C}}^{i j} \tag{6.140}
\end{equation*}
$$

where the fact that $\mathbf{C}^{i j^{T}} \tilde{\mathbf{I}} \mathbf{C}^{i j}=\tilde{\mathbf{I}}$ is used and $\tilde{\mathbf{S}}^{i j}$ is the skew symmetric matrix defined as

$$
\begin{align*}
\tilde{\mathbf{S}}^{i j} & =\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j^{\mathrm{T}}} \widetilde{\mathbf{I}}^{i j} d V^{i j} \\
& =\frac{m^{i j}}{60}\left[\begin{array}{cccccc}
0 & 21 & 3 l & 0 & 9 & -2 l \\
-21 & 0 & 0 & -9 & 0 & 0 \\
-3 l & 0 & 0 & -2 l & 0 & 0 \\
0 & 9 & 2 l & 0 & 21 & -3 l \\
-9 & 0 & 0 & -21 & 0 & 0 \\
2 l & 0 & 0 & 3 l & 0 & 0
\end{array}\right] \tag{6.141}
\end{align*}
$$

Element Stiffness Matrix The stiffness matrix for the beam element $j$ on body $i$ can be developed by using the strain energy expression. Using the elementary beam theory and neglecting the shear deformation, the strain energy of element $j$ on body $i$ is given by

$$
\begin{equation*}
U^{i j}=\frac{1}{2} \int_{0}^{i{ }^{i j}}\left[E^{i j} I^{i j}\left(u_{2}^{i j^{\prime \prime}}\right)^{2}+E^{i j} a^{i j}\left(u_{1}^{i j^{\prime}}\right)^{2}\right] d x_{1}^{i j} \tag{6.142}
\end{equation*}
$$

where the primes indicate derivatives with respect to the spatial $x_{1}^{i j}$ element coordinate, $E^{i j}$ is the modulus of elasticity, $I^{i j}$ is the second moment of area, and $a^{i j}$ is the element cross-sectional area.

With the use of Eqs. 117 and 118, Eq. 142 becomes

$$
\begin{equation*}
U^{i j}=\frac{1}{2} \mathbf{e}_{f}^{i j^{\mathrm{T}}} \overline{\mathbf{C}}^{i j^{\mathrm{T}}} \overline{\mathbf{K}}_{f f}^{i j} \overline{\mathbf{C}}^{i j} \mathbf{e}_{f}^{i j} \tag{6.143}
\end{equation*}
$$

where $\mathbf{e}_{f}^{i j}$ is defined in Eq. 138 and $\overline{\mathbf{K}}_{f f}^{i j}$ is the element stiffness matrix, which is symmetric and given by

$$
\overline{\mathbf{K}}_{f f}^{i j}=\frac{E^{i j} I^{i j}}{l^{i j}}\left[\begin{array}{cccccc}
\frac{a}{I} & & & & &  \tag{6.144}\\
0 & \frac{12}{(l)^{2}} & & & & \\
0 & \frac{6}{l} & 4 & & & \\
-\frac{a}{I} & 0 & 0 & \frac{a}{I} & & \\
0 & -\frac{12}{(l)^{2}} & -\frac{6}{l} & 0 & \frac{12}{(l)^{2}} & \\
0 & \frac{6}{l} & 2 & 0 & -\frac{6}{l} & 4
\end{array}\right]
$$

Equation 143 can be written in another form as

$$
\begin{equation*}
U^{i j}=\frac{1}{2} \mathbf{e}_{f}^{i j}{ }^{\mathrm{T}} \mathbf{K}_{f f}^{i j} \mathbf{e}_{f}^{i j} \tag{6.145}
\end{equation*}
$$

where

$$
\mathbf{K}_{f f}^{i j}=\overline{\mathbf{C}}^{i j \mathrm{~T}} \overline{\mathbf{K}}_{f f}^{i j} \overline{\mathbf{C}}^{i j}
$$

is the element stiffness matrix defined with respect to the body coordinate system.

### 6.6 CHARACTERIZATION OF SPATIAL ELASTIC SYSTEMS

Figure 7 shows a three-dimensional beam element $j$ on body $i$. The element has 12 nodal coordinates that describe the translations and slopes of the two nodes. These nodal coordinates defined with respect to the $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ coordinate system are denoted by the vector $\mathbf{e}_{i}^{i j}$, that is,

$$
\mathbf{e}_{i}^{i j}=\left[\begin{array}{llll}
e_{i 1}^{i j} & e_{i 2}^{i j} & \cdots & e_{i 12}^{i j} \tag{6.146}
\end{array}\right]^{\mathrm{T}}
$$

The location of the origin of the $i$ th body reference with respect to the inertial frame is defined by the Cartesian coordinates $\mathbf{R}^{i}$. Let $\mathbf{w}_{i}^{i j}=\left[\begin{array}{lll}w_{i 1}^{i j} & w_{i 2}^{i j} & w_{i 3}^{i j}\end{array}\right]^{\mathrm{T}}$ locate an arbitrary point $P^{i j}$ on element $i j$, relative to the $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ coordinate system, where $w_{i 1}^{i j}, w_{i 2}^{i j}$, and $w_{i 3}^{i j}$ are the $\mathbf{X}_{i 1}^{i j}, \mathbf{X}_{i 2}^{i j}$ and $\mathbf{X}_{i 3}^{i j}$, components, respectively. Following the same procedure as in the previous section, $\overline{\mathbf{u}}^{i j}$ can be written as

$$
\begin{equation*}
\overline{\mathbf{u}}^{i j}=\mathbf{C}^{i j} \mathbf{S}^{i j} \overline{\mathbf{C}}^{i j} \mathbf{e}^{i j} \tag{6.147}
\end{equation*}
$$



Figure 6.7 Three-dimensional beam element.
where $\mathbf{e}^{i j}$ is the vector of nodal coordinates of element $i j$ defined in the body coordinate system and the shape function matrix $\mathbf{S}^{i j}$ is assumed to be

$$
\mathbf{S}^{i j}=\left[\begin{array}{ccc}
1-\xi & 0 & 0  \tag{6.148}\\
6\left[\xi-(\xi)^{2}\right] \eta & 1-3(\xi)^{2}+2(\xi)^{3} & 0 \\
6\left[\xi-(\xi)^{2}\right] \xi & 0 & 1-3(\xi)^{2}+2(\xi)^{3} \\
0 & -(1-\xi) l \zeta & -(1-\xi) l \eta \\
{\left[1-4 \xi+3(\xi)^{2}\right] l \zeta} & 0 & {\left[-\xi+2(\xi)^{2}-(\xi)^{3}\right] l} \\
{\left[-1+4 \xi-3(\xi)^{2}\right] l \eta} & {\left[\xi-2(\xi)^{2}+(\xi)^{3}\right] l} & 0 \\
\xi & 0 & 0 \\
6\left[-\xi+(\xi)^{2}\right] \eta & 3(\xi)^{2}-2(\xi)^{3} & 0 \\
6\left[-\xi+(\xi)^{2}\right] \zeta & 0 & 3(\xi)^{2}-2(\xi)^{3} \\
0 & -l \xi \zeta & -l \xi \eta \\
{\left[-2 \xi+3(\xi)^{2}\right] l \zeta} & 0 & {\left[(\xi)^{2}-(\xi)^{3}\right] l} \\
{\left[2 \xi-3(\xi)^{2}\right] l \eta} & {\left[-(\xi)^{2}+(\xi)^{3}\right] l} & 0
\end{array}\right]
$$

in which

$$
\xi^{i j}=\frac{x_{1}^{i j}}{l^{i j}}, \quad \eta^{i j}=\frac{x_{2}^{i j}}{l^{i j}}, \quad \zeta^{i j}=\frac{x_{3}^{i j}}{l^{i j}}
$$

and $l^{i j}$ is the length of element $i j$ and $x_{1}^{i j}, x_{2}^{i j}$, and $x_{3}^{i j}$ are the spatial coordinates along the element axes.

To perform coordinate transformation from the element coordinate system to the body coordinate system, the rotation matrix $\mathbf{C}^{i j}$ is required. Direction cosines for the $\mathbf{X}_{1}^{i j} \mathbf{X}_{2}^{i j} \mathbf{X}_{3}^{i j}$ axes can be found directly by geometric considerations. An alternate approach involves successive rotations of axes. Let $\left(a_{1}, a_{2}, a_{3}\right)$ and $\left(b_{1}, b_{2}, b_{3}\right)$ be the locations of the nodes of element $i j$. The transformation matrix from the element axes to the body axes is given by (Gere and Weaver 1965)

$$
\mathbf{C}^{i j}=\left[\begin{array}{ccc}
c_{1} & \frac{-c_{1} c_{2}}{\sqrt{\left(c_{1}\right)^{2}+\left(c_{3}\right)^{2}}} & \frac{-c_{3}}{\sqrt{\left(c_{1}\right)^{2}+\left(c_{3}\right)^{2}}}  \tag{6.149}\\
c_{2} & \sqrt{\left(c_{1}\right)^{2}+\left(c_{3}\right)^{2}} & 0 \\
c_{3} & \frac{-c_{2} c_{3}}{\sqrt{\left.\left(c_{1}\right)^{2}+c_{3}\right)^{2}}} & \frac{c_{1}}{\sqrt{\left(c_{1}\right)^{2}+\left(c_{3}\right)^{2}}}
\end{array}\right]^{i j}
$$

where

$$
c_{1}^{i j}=\frac{b_{1}-a_{1}}{l^{i j}}, \quad c_{2}^{i j}=\frac{b_{2}-a_{2}}{l^{i j}}, \quad c_{3}^{i j}=\frac{b_{3}-a_{3}}{l^{i j}}
$$

where the length of the element $l^{i j}$ is given by

$$
\begin{equation*}
l^{i j}=\sqrt{\left(b_{1}-a_{1}\right)^{2}+\left(b_{2}-a_{2}\right)^{2}+\left(b_{3}-a_{3}\right)^{2}} \tag{6.150}
\end{equation*}
$$

It can be verified that the matrix $\mathbf{C}^{i j}$ is orthogonal, a property that is used throughout our development.

The preceding transformation $\mathbf{C}^{i j}$ is valid for all positions of the element, except when the element $\mathbf{X}_{1}^{i j}$ axis coincides with the body $\mathbf{X}_{2}^{i}$ axis. In this case, the transformation matrix $\mathbf{C}^{i j}$ is given by

$$
\mathbf{C}^{i j}=\left[\begin{array}{ccc}
0 & -c_{2} & 0  \tag{6.151}\\
c_{2} & 0 & 0 \\
0 & 0 & 1
\end{array}\right]^{i j}
$$

If the rotations at the nodes with respect to the body axes are infinitesimal, the same matrix $\mathbf{C}^{i j}$ of Eqs. 149 and 151 can be used to transform rotations from the element $i j$ axes to the $i$ th body coordinate system. That is, the matrix $\overline{\mathbf{C}}^{i j}$ of Eq. 147 is given by

$$
\overline{\mathbf{C}}^{i j}=\left[\begin{array}{cccc}
\mathbf{C}^{i j} & \mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{6.152}\\
\mathbf{0} & \mathbf{C}^{i j} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{C}^{i j} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{C}^{i j}
\end{array}\right]^{\mathrm{T}}
$$

Mass Matrix Following the procedure described in the previous sections, it can be shown that the integrals that appear in the expression of the $\overline{\mathbf{S}}^{i j}$ and $\mathbf{S}_{k l}^{i j}$ matrices of Eqs. 50 and 61, respectively, are given by (Shabana 1982)

$$
\int_{V^{i j}} \rho^{i j} \mathbf{S}^{i j^{\mathrm{T}}} d V^{i j}=\left[\begin{array}{ccc}
\frac{m}{2} & 0 & 0  \tag{6.153}\\
l Q_{\eta} & \frac{m}{2} & 0 \\
l Q_{\zeta} & 0 & \frac{m}{2} \\
0 & -\left[\frac{(l)^{2}}{2}\right] Q_{\zeta} & {\left[\frac{(l)^{2}}{2}\right] Q_{\eta}} \\
0 & 0 & \frac{-m l}{12} \\
0 & \frac{m l}{12} & 0 \\
\frac{m}{2} & 0 & 0 \\
-Q_{\eta} l & \frac{m}{2} & 0 \\
-Q_{\zeta} l & 0 & \frac{m}{2} \\
0 & -\left[\frac{l 1^{2}}{2}\right] Q_{\zeta} & -\left[\frac{\left[l 2^{2}\right.}{2}\right] Q_{\eta} \\
0 & 0 & \frac{m l}{12} \\
0 & \frac{-m l}{12} & 0
\end{array}\right]^{i j}
$$

$$
\begin{aligned}
& {\left[\int_{V} \rho \mathbf{s}_{1}^{\mathrm{T}} \mathbf{S}_{1} d V\right]^{i j}=}
\end{aligned}
$$


(6.155)

$\left[\int_{V} \rho \mathbf{S}_{1}^{\mathrm{T}} \mathbf{S}_{2} d V\right]^{i j}=$

$$
\left[\begin{array}{cccccccccccc}
0 & \frac{7 m}{20} & 0 & -\frac{(l)^{2}}{3} Q_{\zeta} & 0 & \frac{m l}{20} & 0 & \frac{3 m}{20} & 0 & -\frac{(l)^{2}}{6} Q_{\zeta} & 0 & -\frac{m l}{30}  \tag{6.157}\\
0 & \frac{l}{2} Q_{\eta} & 0 & -\frac{(l)^{2}}{2} I_{\eta \zeta} & 0 & \frac{(l)^{2}}{10} Q_{\eta} & 0 & \frac{l}{2} Q_{\eta} & 0 & -\frac{(l)^{2}}{2} I_{\eta \zeta} & 0 & -\frac{(l)^{2}}{10} Q_{\eta} \\
0 & \frac{l}{2} Q_{\zeta} & 0 & -\frac{(l)^{2}}{2} I_{\eta} & 0 & \frac{(l)^{2}}{10} Q_{\zeta} & 0 & \frac{l}{2} Q_{\zeta} & 0 & -\frac{(l)^{2}}{2} I_{\eta} & 0 & -\frac{(l)^{2}}{10} Q_{\zeta} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{(l)^{2}}{10} Q_{\zeta} & 0 & -\frac{(l)^{3}}{12} I_{\eta} & 0 & 0 & 0 & -\frac{(l)^{2}}{10} Q_{\zeta} & 0 & \frac{(l)^{3}}{12} I_{\eta} & 0 & \frac{(l)^{3}}{60} Q_{\zeta} \\
0 & -\frac{(l)^{2}}{10} Q_{\eta} & 0 & \frac{(l)^{3}}{12} I_{\eta \zeta} & 0 & 0 & 0 & \frac{(l)^{2}}{10} Q_{\eta} & 0 & -\frac{(l)^{3}}{12} I_{\eta \zeta} & 0 & -\frac{(l)^{3}}{60} Q_{\eta} \\
0 & \frac{3 m}{20} & 0 & -\frac{(l)^{2}}{6} Q_{\zeta} & 0 & \frac{m l}{30} & 0 & \frac{7 m}{20} & 0 & -\frac{(l)^{2}}{3} Q_{\zeta} & 0 & -\frac{m l}{20} \\
0 & -\frac{l}{2} Q_{\eta} & 0 & \frac{(l)^{2}}{2} I_{\eta \zeta} & 0 & -\frac{(l)^{2}}{10} Q_{\eta} & 0 & -\frac{l}{2} Q_{\eta} & 0 & \frac{(l)^{2}}{2} I_{\eta \zeta} & 0 & \frac{(l)^{2}}{10} Q_{\eta} \\
0 & -\frac{l}{2} Q_{\zeta} & 0 & \frac{(l)^{2}}{2} I_{\eta} & 0 & -\frac{(l)^{2}}{10} Q_{\zeta} & 0 & -\frac{l}{2} Q_{\zeta} & 0 & \frac{(l)^{2}}{2} I_{\eta} & 0 & \frac{(l)^{2}}{10} Q_{\zeta} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{(l)^{2}}{10} Q_{\zeta} & 0 & \frac{(l)^{3}}{12} I_{\eta} & 0 & -\frac{(l)^{3}}{60} Q_{\zeta} & 0 & \frac{(l)^{2}}{10} Q_{\zeta} & 0 & -\frac{(l)^{3}}{12} I_{\eta} & 0 & 0 \\
0 & \frac{(l)^{2}}{10} Q_{\eta} & 0 & -\frac{(l)^{3}}{12} I_{\eta \zeta} & 0 & \frac{(l)^{3}}{60} Q_{\eta} & 0 & -\frac{(l)^{2}}{10} Q_{\eta} & 0 & \frac{(l)^{3}}{12} I_{\eta \zeta} & 0 & 0
\end{array}\right]
$$

$\left[\int_{V} \rho \mathbf{S}_{1}^{T} \mathbf{S}_{3} d V\right]^{i j}=$
$\left[\int_{V} \rho \mathrm{~S}_{2}^{\mathrm{T}} \mathrm{S}_{3} d V\right]^{i j}=$
were $\rho^{i j}, l^{i j}$, and $a^{i j}$ are, respectively, the mass density, length, and cross-sectional area of the element $i j$. The variables $Q_{\eta}^{i j}, Q_{\zeta}^{i j}, I_{\zeta}^{i j}, I_{\eta}^{i j}$, and $I_{\eta \zeta}^{i j}$ are defined as

$$
\begin{align*}
& Q_{\eta}^{i j}=\left[\int_{a} \rho \eta d a\right]^{i j}, \quad Q_{\zeta}^{i j}=\left[\int_{a} \rho \zeta d a\right]^{i j} \\
& I_{\zeta}^{i j}=\left[\int_{a} \rho(\eta)^{2} d a\right]^{i j}, \quad I_{\eta}^{i j}=\left[\int_{a} \rho(\zeta)^{2} d a\right]^{i j}  \tag{6.160}\\
& I_{\eta \zeta}^{i j}=\left[\int_{a} \rho \eta \zeta d a\right]^{i j}
\end{align*}
$$

in which

$$
\xi^{i j}=\frac{x_{1}^{i j}}{l^{i j}}, \quad \eta^{i j}=\frac{x_{2}^{i j}}{l^{i j}}, \quad \zeta^{i j}=\frac{x_{3}^{i j}}{l^{i j}}
$$

Stiffness Matrix The stiffness matrix of the three-dimensional straight element of uniform cross-sectional area is given by (Przemineiecki 1968)

$$
\begin{align*}
& \overline{\mathbf{K}}_{f f}^{i j}= \\
& {\left[\begin{array}{ccccccccccc}
\frac{E a}{l} \\
0 & \frac{12 E I_{3}}{(l)^{3}} & & & & & & & & & \\
0 & 0 & \frac{12 E I_{2}}{(l)^{3}} & & & & & & \\
0 & 0 & 0 & \frac{G I_{1}}{l} & & & \text { symmetric } & & \\
0 & 0 & -\frac{6 E I_{2}}{(l)^{2}} & 0 & \frac{4 E I_{2}}{l} & & & & & & \\
0 & \frac{6 E l_{3}}{(1)^{2}} & 0 & 0 & 0 & \frac{4 E I_{3}}{l} & & & & & \\
-\frac{E a}{l} & 0 & 0 & 0 & 0 & 0 & \frac{a E}{l} & & & & \\
0 & -\frac{12 E I_{3}}{(l)^{3}} & 0 & 0 & 0 & -\frac{6 E I_{3}}{(l)^{2}} & 0 & \frac{12 E I_{3}}{(l)^{3}} & & & \\
0 & 0 & -\frac{12 E I_{2}}{(l)^{3}} & 0 & \frac{6 E I_{2}}{(l)^{2}} & 0 & 0 & 0 & \frac{12 E I_{2}}{(l)^{3}} & & \\
0 & 0 & 0 & -\frac{G J_{1}}{l} & 0 & 0 & 0 & 0 & 0 & \frac{G I_{1}}{l} & \\
0 & 0 & -\frac{6 E I_{2}}{(l)^{2}} & 0 & \frac{2 E I_{2}}{l} & 0 & 0 & 0 & \frac{6 E I_{2}}{(l)^{2}} & 0 & \frac{4 E I_{2}}{l} \\
0 & \frac{6 E I_{3}}{(l)^{2}} & 0 & 0 & 0 & \frac{2 E I_{3}}{l} & 0 & -\frac{6 E I_{3}}{(l)^{2}} & 0 & 0 & 0 \\
\frac{4 E I_{3}}{l}
\end{array}\right]^{i j}} \tag{6.161}
\end{align*}
$$

where $E^{i j}$ and $G^{i j}$ are, respectively, the modulus of elasticity and the modulus of rigidity of element $i j$, and $I_{1}^{i j}, I_{2}^{i j}$, and $I_{3}^{i j}$ are, respectively, the second moment of areas about the $\mathbf{X}_{1}^{i j}, \mathbf{X}_{2}^{i j}$, and $\mathbf{X}_{3}^{i j}$ element axes.

### 6.7 COORDINATE REDUCTION

Adequate representation of large-scale nonlinear mechanical systems using the finite-element method may require a large number of nodal coordinates. It is necessary to reduce this number of coordinates if a solution is to be obtained with a reasonable amount of computer time. Substructuring and component mode synthesis techniques have been used extensively in structural dynamics (Craig and Bampton 1968; Meirovitch 1997; Shabana 1997) to reduce the problem dimensionality. In many applications, the number of elastic coordinates is much larger than the number of reference coordinates, and therefore the problem dimension can be significantly decreased if insignificant elastic generalized coordinates are eliminated.

This section is devoted to an outline of the use of substructuring methods to reduce the number of elastic generalized coordinates in mechanical and structural systems in which the reference motion is coupled with the elastic deformation. Even though the component mode technique is considered in this section, application of the condensation techniques is straightforward and follows the same procedure, once the transformation matrix eliminating slave variables is identified.

As pointed out earlier, the problems addressed in this book differ from those commonly occurring in structural dynamics, in the sense that system components undergo finite rotations. This leads to inertia-variant systems, and accordingly the frequency
spectrum is time-dependent. However, by imposing the appropriate reference conditions one can identify a transformation from the space of system nodal coordinates to the space of system generalized modal coordinates of lower dimension. By so doing, the motion of the elastic component can be identified by using three sets of modes: rigid body, reference, and normal modes. Rigid body modes describe translations and large angular rotations of a selected body reference. This set of modes is introduced using the Cartesian coordinates $\mathbf{R}^{i}$ and $\boldsymbol{\theta}^{i}$, which define the large translational and rotational displacements of the selected deformable body reference. Reference modes are the result of imposing the reference conditions and normal modes define the deformation of the body relative to the body reference. The normal modes defined in this section are introduced by using the modal transformation. The method developed in this section is based on solving the eigenvalue problem of the deformable bodies only once.

In the preceding chapter, it is shown that the equations of motion of the constrained body $i$ in the multibody system can be written in a matrix form as

$$
\begin{equation*}
\mathbf{M}^{i} \ddot{\mathbf{q}}^{i}+\mathbf{K}^{i} \mathbf{q}^{i}=\mathbf{Q}_{e}^{i}+\mathbf{Q}_{v}^{i}-\mathbf{C}_{\mathbf{q}^{\mathrm{i}}}^{\mathrm{T}} \boldsymbol{\lambda} \tag{6.162}
\end{equation*}
$$

where $\mathbf{M}^{i}$ and $\mathbf{K}^{i}$ are, respectively, the symmetric mass and stiffness matrices of body $i, \mathbf{Q}_{e}^{i}$ is the vector of externally applied forces, $\mathbf{C}_{\mathbf{q}^{i}}$ is the constraint Jacobian matrix, $\lambda$ is the vector of Lagrange multipliers, and $\mathbf{Q}_{v}^{i}$ is the quadratic velocity vector that arises from differentiating the kinetic energy with respect to time and with respect to the generalized coordinates of body $i$ that can be written in a partitioned form as

$$
\mathbf{q}^{i}=\left[\begin{array}{ll}
\mathbf{q}_{r}^{i^{\mathrm{T}}} & \mathbf{q}_{f}^{i^{\mathrm{T}}} \tag{6.163}
\end{array}\right]^{\mathrm{T}}
$$

where $\mathbf{q}_{r}^{i}=\left[\mathbf{R}^{i \mathrm{~T}} \boldsymbol{\theta}^{i^{\mathrm{T}}}\right]^{\mathrm{T}}$ is the vector of reference coordinates and $\mathbf{q}_{f}^{i}$ is the vector of nodal coordinates resulting from the finite-element discretization. According to the generalized coordinate partitioning of Eq. 163, the equations of motion of the deformable body $i$, given by Eq. 162, can be written as

$$
\left[\begin{array}{cc}
\mathbf{m}_{r r}^{i} & \mathbf{m}_{r f}^{i}  \tag{6.164}\\
\mathbf{m}_{f r}^{i} & \mathbf{m}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\ddot{\mathbf{q}}_{r}^{i} \\
\ddot{\mathbf{q}}_{f}^{i}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{K}_{f f}^{i}
\end{array}\right]\left[\begin{array}{c}
\mathbf{q}_{r}^{i} \\
\mathbf{q}_{f}^{i}
\end{array}\right]=\left[\begin{array}{l}
\left(\mathbf{Q}_{e}^{i}\right)_{r} \\
\left(\mathbf{Q}_{e}^{i}\right)_{f}
\end{array}\right]+\left[\begin{array}{l}
\left(\mathbf{Q}_{v}^{i}\right)_{r} \\
\left(\mathbf{Q}_{v}^{i}\right)_{f}
\end{array}\right]-\left[\begin{array}{c}
\mathbf{C}_{\mathbf{q}_{f}^{i}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{q}_{f}^{i}}^{\mathrm{T}}
\end{array}\right] \lambda
$$

where subscripts $r$ and $f$ refer, respectively, to reference and elastic coordinates, and $\mathbf{m}_{f r}^{i}=\mathbf{m}_{r f}^{i^{\mathrm{T}}}$.

Modal Transformation If the body $i$ is assumed to vibrate freely about a reference configuration, Eq. 164 yields

$$
\begin{equation*}
\mathbf{m}_{f f}^{i} \ddot{\mathbf{q}}_{f}^{i}+\mathbf{K}_{f f}^{i} \mathbf{q}_{f}^{i}=\mathbf{0} \tag{6.105}
\end{equation*}
$$

The stiffness matrix $\mathbf{K}_{f f}^{i}$ is positive definite, because of imposing the reference conditions that define a unique displacement field. A trial solution for Eq. 165 is given by (Clough and Penzien 1975; Shabana 1997)

$$
\begin{equation*}
\mathbf{q}_{f}^{i}=\mathbf{a}^{i} e^{j \omega t} \tag{6.166}
\end{equation*}
$$

The vector $\mathbf{a}^{i}$ represents maximum values, or amplitudes of vibratory motion, $\omega$ is the frequency, $t$ is the time, and $j$ is the complex operator defined as

$$
j=\sqrt{-1}
$$

Substituting Eq. 166 into Eq. 165 results in

$$
-(\omega)^{2} \mathbf{m}_{f f}^{i} \mathbf{a}^{i}+\mathbf{K}_{f f}^{i} \mathbf{a}^{i}=\mathbf{0}
$$

which can be written as

$$
\begin{equation*}
\mathbf{K}_{f f}^{i} \mathbf{a}^{i}=(\omega)^{2} \mathbf{m}_{f f}^{i} \mathbf{a}^{i} \tag{6.167}
\end{equation*}
$$

Equation 167 is the generalized eigenvalue problem that can be solved for a set of eigenvalues $\left(\omega_{k}\right)^{2}$ and the corresponding eigenvectors $\mathbf{a}_{k}^{i}, k=1,2, \ldots, n_{f}$, where $n_{f}$ is the number of elastic nodal coordinates of the deformable body $i$. The eigenvectors are called the normal modes or the mode shapes. A reduced order model can be achieved by solving for only $n_{m}$ mode shapes, where $n_{m}<n_{f}$. A coordinate transformation from the physical nodal coordinates to the modal elastic coordinates can be obtained as follows:

$$
\begin{equation*}
\mathbf{q}_{f}^{i}=\overline{\mathbf{B}}_{m}^{i} \mathbf{p}_{f}^{i} \tag{6.168}
\end{equation*}
$$

where $\overline{\mathbf{B}}_{m}^{i}$ is the modal transformation matrix whose columns are the low-frequency $n_{m}$ mode shapes. The vector $\mathbf{p}_{f}^{i}$ is the vector of modal coordinates. The $n_{m}$ mode shapes should be selected such that a good approximation for the displaced shape can be obtained. With the use of Eq. 168, the reference and elastic generalized coordinates are written in terms of the reference and modal coordinates as

$$
\left[\begin{array}{c}
\mathbf{q}_{r}^{i}  \tag{6.169}\\
\mathbf{q}_{f}^{i}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{I} & \mathbf{0} \\
\mathbf{0} & \overline{\mathbf{B}}_{m}^{i}
\end{array}\right]\left[\begin{array}{c}
\mathbf{p}_{r}^{i} \\
\mathbf{p}_{f}^{i}
\end{array}\right]
$$

or in compact form as

$$
\mathbf{q}^{i}=\mathbf{B}_{m}^{i} \mathbf{p}^{i}
$$

where $\mathbf{p}^{i}$ is the vector

$$
\mathbf{p}^{i}=\left[\begin{array}{ll}
\mathbf{p}_{r}^{i^{\mathrm{T}}} & \mathbf{p}_{f}^{i^{\mathrm{T}}}
\end{array}\right]^{\mathrm{T}}
$$

and the transformation $\mathbf{B}_{m}^{i}$ is defined as

$$
\mathbf{B}_{m}^{i}=\left[\begin{array}{cc}
\mathbf{I} & \mathbf{0} \\
\mathbf{0} & \overline{\mathbf{B}}_{m}^{i}
\end{array}\right]
$$

Dynamic Equations in Terms of the Modal Coordinates A transformation similar to Eq. 169 can be obtained if condensation methods are used. Therefore, the following steps are general, in the sense that they can be applied to all methods of substructuring. Substituting Eq. 169 into Eq. 164 and premultiplying by $\mathbf{B}_{m}^{i^{\mathrm{T}}}$ yields the following system of equations written in terms of a coupled set of reference and
modal elastic coordinates:

$$
\begin{array}{r}
{\left[\begin{array}{cc}
\overline{\mathbf{m}}_{r r}^{i} & \overline{\mathbf{m}}_{r f}^{i} \\
\overline{\mathbf{m}}_{f r}^{i} & \overline{\mathbf{m}}_{f f}^{i}
\end{array}\right]\left[\begin{array}{l}
\ddot{\mathbf{p}}_{r}^{i} \\
\ddot{\mathbf{p}}_{f}^{i}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \overline{\mathbf{K}}_{f f}^{i}
\end{array}\right]\left[\begin{array}{l}
\mathbf{p}_{r}^{i} \\
\mathbf{p}_{f}^{i}
\end{array}\right]} \\
\quad=\left[\begin{array}{l}
\left(\overline{\mathbf{Q}}_{e}^{i}\right)_{r} \\
\left(\overline{\mathbf{Q}}_{e}^{i}\right)_{f}
\end{array}\right]+\left[\begin{array}{l}
\left(\overline{\mathbf{Q}}_{v}^{i}\right)_{r} \\
\left(\overline{\mathbf{Q}}_{v}^{i}\right)_{f}
\end{array}\right]-\left[\begin{array}{l}
\mathbf{C}_{\mathbf{p}_{r}^{i}}^{\mathrm{T}} \\
\mathbf{C}_{\mathbf{p}_{f}^{i}}^{\mathrm{T}}
\end{array}\right] \lambda \tag{6.170}
\end{array}
$$

where

$$
\begin{array}{ll}
\overline{\mathbf{m}}_{r r}^{i}=\mathbf{m}_{r r}^{i}, & \overline{\mathbf{m}}_{r f}^{i}=\overline{\mathbf{m}}_{f r}^{i \mathrm{~T}}=\mathbf{m}_{r f}^{i} \overline{\mathbf{B}}_{m}^{i} \\
\overline{\mathbf{m}}_{f f}^{i}=\overline{\mathbf{B}}_{m}^{i \mathrm{~T}} \mathbf{m}_{f f}^{i} \overline{\mathbf{B}}_{m}^{i}, & \overline{\mathbf{K}}_{f f}^{i}=\overline{\mathbf{B}}_{m}^{i^{\mathrm{T}} \mathbf{K}_{f f}^{i} \overline{\mathbf{B}}_{m}^{i}} \\
\left(\overline{\mathbf{Q}}_{e}^{i}\right)_{r}=\left(\mathbf{Q}_{e}^{i}\right)_{r}, & \left(\overline{\mathbf{Q}}_{e}^{i}\right)_{f}=\overline{\mathbf{B}}_{m}^{i^{\mathrm{T}}\left(\mathbf{Q}_{e}^{i}\right)_{f}} \\
\left(\overline{\mathbf{Q}}_{v}^{i}\right)_{r}=\left(\mathbf{Q}_{v}^{i}\right)_{r}, & \left(\overline{\mathbf{Q}}_{v}^{i}\right)_{f}=\overline{\mathbf{B}}_{m}^{i \mathrm{~T}}\left(\mathbf{Q}_{v}^{i}\right)_{f}
\end{array}
$$

Note that the constraint Jacobian matrix must be evaluated by taking the partial derivative of the constraint equations with respect to the new set of coordinates $\mathbf{p}^{i}$. It is more convenient, however, to express these derivatives in terms of derivatives with respect to physical coordinates. This can be accomplished by using the following relation:

$$
\begin{equation*}
\mathbf{C}_{\mathbf{p}^{i}}=\frac{\partial \mathbf{C}}{\partial \mathbf{p}^{i}}=\frac{\partial \mathbf{C}}{\partial \mathbf{q}^{i}} \frac{\partial \mathbf{q}^{i}}{\partial \mathbf{p}^{i}}=\mathbf{C}_{\mathbf{q}^{i}} \mathbf{B}_{m}^{i} \tag{6.171}
\end{equation*}
$$

Therefore, the Jacobian matrices in Eq. 170 can be written as

$$
\begin{equation*}
\mathbf{C}_{\mathbf{p}_{f}^{i}}=\mathbf{C}_{\mathbf{q}_{i}^{i}}, \quad \mathbf{C}_{\mathbf{p}_{f}^{i}}=\mathbf{C}_{\mathbf{q}_{f}} \overline{\mathbf{B}}_{m}^{i} \tag{6.172}
\end{equation*}
$$

where the modal transformation $\overline{\mathbf{B}}_{m}^{i}$ is defined by Eq. 168.

Remarks In this section a formal procedure is presented for reducing the number of elastic coordinates of deformable bodies in multibody systems. It is important, however, to point out that, in the computer implementation, this procedure is equivalent to transforming the inertia shape integrals to their modal form only once in advance for the dynamic analysis. This transformation can be carried out in a preprocessor computer program. One can show that, once the inertia shape integrals are expressed in their modal form, all the inertia forces including the Coriolis and centrifugal forces are automatically expressed in terms of the modal coordinates. That is, the same computer processor can be used for both cases of the physical and modal coordinates. In other words, the structure of the dynamic equations does not change by changing the set of coordinates as long as the inertia shape integrals are expressed in the proper form. Given the transformation matrix $\overline{\mathbf{B}}_{m}^{i}$ of Eq. 168, one can show that the inertia shape integrals of Eqs. 77 and 80 can be expressed in their modal form as

$$
\begin{align*}
& \left(\overline{\mathbf{S}}^{i}\right)_{m}=\overline{\mathbf{S}}^{i} \overline{\mathbf{B}}_{m}^{i}  \tag{6.173}\\
& \left(\mathbf{S}_{k l}^{i}\right)_{m}=\overline{\mathbf{B}}_{m}^{i^{\mathrm{T}}} \mathbf{S}_{k l}^{i} \overline{\mathbf{B}}_{m}^{i}, \quad k, l=1,2,3 \tag{6.174}
\end{align*}
$$

### 6.8 THE FLOATING FRAME OF REFERENCE AND LARGE DEFORMATION PROBLEM

In the finite-element floating frame of reference formulation presented in this chapter, a set of coordinate systems is introduced to obtain exact modeling of the rigid body inertia. In this formulation four coordinate systems are employed for the finite element:

1. A global coordinate system $\mathbf{X}_{1} \mathbf{X}_{2} \mathbf{X}_{3}$ is fixed in time and forms a single standard for the entire assembly of bodies, and as such serves to express the connectivity of all bodies in the system. Kinematic constraints that represent mechanical joints in the system such as revolute and prismatic joints are formulated in this coordinate system using a set of nonlinear algebraic constraint equations that depend on the system generalized coordinates and possibly on time.
2. A body coordinate system denoted as $\mathbf{X}_{1}^{i} \mathbf{X}_{2}^{i} \mathbf{X}_{3}^{i}$ forms a single standard for the entire assembly of elements in the body $i$ and as such serves to express the connectivity of all the elements in this body. Compatibility conditions between elements are then defined by using a constant Boolean matrix. In the formulation presented in this and the preceding chapter, the body reference need not be rigidly attached to the body. Floating frames of reference are commonly employed to describe the motion of deformable bodies that undergo large angular rotations. The configuration of the body coordinate system is identified by using a set of reference coordinates that define the location and orientation of this rigid frame of reference.
3. For each element $j$ on the deformable body $i$, the element coordinate system $\mathbf{X}_{1}^{i j} \mathbf{X}_{2}^{i j} \mathbf{X}_{3}^{i j}$ is rigidly attached to the element. This coordinate system translates and rotates with the element.
4. The fourth coordinate system is the intermediate element coordinate system $\mathbf{X}_{i 1}^{i j} \mathbf{X}_{i 2}^{i j} \mathbf{X}_{i 3}^{i j}$ whose origin is rigidly attached to the origin of the body coordinate system. This coordinate system, which does not follow the deformation of the element, is initially oriented to be parallel to the element coordinate system.

With the use of these coordinate systems, the location of an arbitrary point on the element can be defined and used to develop the kinematic and dynamic equations of the elements that undergo large reference displacements. By defining the inertia shape integrals of the deformable body using the element shape function, a computer algorithm similar to the algorithm discussed in the preceding chapter can be used. In fact, the same main computer program can be used when classical approximation methods or the finite-element methods are used since in both cases the final forms of the dynamic equations of motion are the same. There is no need also to change the main processor when modal transformations, and/or consistent and lumped masses are used since in these cases one needs to change only the form of the inertia shape integrals.

The intermediate element coordinate system plays a fundamental role in the nonlinear formulation presented in this chapter. As previously pointed out, it is crucial in this formulation that the shape function of the finite element can describe an arbitrary rigid body translation, which is the case for most existing finite-element
shape functions. Using this property of the shape function and the intermediate element coordinate system, one can develop a formulation, as demonstrated in this chapter, that leads to an exact modeling of the rigid body inertia. The concept of the intermediate element coordinate system is similar to the concept of the parallel axis theorem used in rigid body mechanics. Since the shape function can describe an arbitrary rigid body translation, exact modeling of the rigid body inertia in the intermediate element coordinate system can be obtained. Furthermore, since the intermediate element coordinate system has a constant orientation with respect to the body coordinate system, exact modeling of the rigid body inertia in the body coordinate system can be obtained using a constant transformation.

The intermediate element coordinate system is introduced to circumvent the problems associated with the description of large reference rotations using beam, plate, and shell elements. The conventional shape functions of these widely used elements cannot describe an arbitrary rigid body rotation since infinitesimal rotations are used as nodal coordinates. Using these elements, exact modeling of arbitrary rigid body rotations using the conventional element shape function and the vector of nodal coordinates cannot be obtained (Shabana 1996b). This is not, however, the case when other elements that employ only displacement coordinates are used. To demonstrate this fact, we consider the rectangular element shown in Fig. 8. The element has eight nodal coordinates that describe the displacements of the four nodes as shown in the figure. No rotations are used as nodal coordinates for this planar element. Dropping the superscripts that indicate the body and the element number for simplicity, the shape function of this element is defined as (Shabana 1997)

$$
\mathbf{S}=\left[\begin{array}{cccccccc}
N_{1} & 0 & N_{2} & 0 & N_{3} & 0 & N_{4} & 0 \\
0 & N_{1} & 0 & N_{2} & 0 & N_{3} & 0 & N_{4}
\end{array}\right]
$$

where

$$
\begin{array}{ll}
N_{1}=\frac{1}{4 b c}(b-x)(c-y), & N_{2}=\frac{1}{4 b c}(b+x)(c-y) \\
N_{3}=\frac{1}{4 b c}(b+x)(c+y), & N_{4}=\frac{1}{4 b c}(b-x)(c+y)
\end{array}
$$



Figure 6.8 Rectangular element.
and $2 b$ and $2 c$ are the dimensions of the element as shown in Fig. 8. One can verify that

$$
N_{1}+N_{2}+N_{3}+N_{4}=1
$$

If the rectangular element undergoes an arbitrary rigid body displacement defined by the vector

$$
\mathbf{q}_{r}=\left[\begin{array}{lll}
R_{1} & R_{2} & \theta
\end{array}\right]^{\mathrm{T}}
$$

the vector of nodal coordinates of the rectangular element can be defined in the global coordinate system and can be written as

$$
\mathbf{e}=\left[\begin{array}{l}
e_{1} \\
e_{2} \\
e_{3} \\
e_{4} \\
e_{5} \\
e_{6} \\
e_{7} \\
e_{8}
\end{array}\right]=\left[\begin{array}{l}
R_{1}-b \cos \theta+c \sin \theta \\
R_{2}-b \sin \theta-c \cos \theta \\
R_{1}+b \cos \theta+c \sin \theta \\
R_{2}+b \sin \theta-c \cos \theta \\
R_{1}+b \cos \theta-c \sin \theta \\
R_{2}+b \sin \theta+c \cos \theta \\
R_{1}-b \cos \theta-c \sin \theta \\
R_{2}-b \sin \theta+c \cos \theta
\end{array}\right]
$$

Using this vector of the nodal coordinates and the rectangular element shape function, it can be shown that

$$
\mathbf{S e}=\left[\begin{array}{l}
R_{1}+x_{1} \cos \theta-x_{2} \sin \theta \\
R_{2}+x_{1} \sin \theta+x_{2} \cos \theta
\end{array}\right]
$$

where $x_{1}$ and $x_{2}$ are the spatial coordinates of an arbitrary point on the rectangular element defined with respect to the element coordinate system. The preceding equation demonstrates that the rectangular element shape function and the nodal coordinates can describe an arbitrary rigid body motion of the element. As a consequence, there is no problem in using this element in the large rotation and deformation analysis of deformable bodies. In this case, there is no need to use the intermediate element coordinate system, since the element shape function and the nodal coordinates can be used to obtain exact modeling of the rigid body motion of the element. For this reason, elements such as the rectangular elements that do not use rotations as nodal coordinates are not the subject of extensive research because they do not suffer from the problems encountered when beams and plates are used in the large rotation problems. To obtain exact modeling of the rigid body inertia when infinitesimal rotations are used as nodal coordinates, the concept of the intermediate element coordinate system must be used. It is important, however, to point out that since infinitesimal rotations are used to describe the deformation of the element with respect to the deformable body coordinate system, the floating frame of reference formulation can be used only in the large reference rotation and small deformation problems. If this formulation is to be used in the large deformation problems, the deformable body must be divided into small elements, and each of these elements must be treated as a separate body. The elements can then be connected using nonlinear algebraic equations that describe
the rigid joints between the elements. This approach, however, does not lead to an efficient procedure for the large deformation analysis of deformable bodies that undergo large rotations. A more elegant approach for the large deformation analysis of elements such as beams and plates is presented in the following chapter.

## Problems

1. The displacement of a two-dimensional beam element is defined by the following interpolating polynomials

$$
w_{1}=a_{0}+a_{1} x_{1}, \quad w_{2}=a_{2}+a_{3} x_{1}
$$

where $a_{0}, a_{1}, a_{2}$, and $a_{3}$ are the polynomial coefficients. Obtain the element shape function assuming that the element has two nodes, and each node has two translational degrees of freedom.
2. Show that the shape function obtained in the preceding problem can describe an arbitrary rigid body translation.
3. Discuss the relationship between the intermediate element coordinate system introduced in the nonlinear formulation presented in this chapter and the parallel axis theorem used in rigid body dynamics in the case of planar motion.
4. In the case of three-dimensional motion, discuss the relationship between the intermediate element coordinate system and the parallel axis theorem.
5. Using the shape function of Eq. 9 and the intermediate element coordinate system, determine the rigid body inertia matrix of an element displaced by a rigid body translation $\mathbf{c}$ and a rigid body rotation $\theta$.
6. Repeat Problem 5 using the shape function obtained in Problem 1.
7. Using Eq. 13, show that the position vector of Eq. 17 can be written as the sum of the position vector of the arbitrary point on the element in the undeformed state plus the deformation vector.
8. The connecting rod of a slider crank mechanism is modeled using three beam elements, each defined by the shape function of Eq. 9. Obtain the Boolean matrix that describes the element connectivity. Obtain also the matrix of reference conditions if the beam is to be modeled as a simply supported beam.
9. The displacement field of a finite beam element is described using the following functions

$$
w_{1}=(1-\xi) e_{1}+\xi e_{3}, \quad w_{2}=(1-\xi) e_{2}+\xi e_{4}
$$

where $e_{1}$ and $e_{2}$ are the translational coordinates of the first node, $e_{3}$ and $e_{4}$ are the translational coordinates of the second node, and $\xi=x / l$. Define the inertia shape integrals of this element.
10. Using the results obtained in Problem 9, define the mass matrix of the finite element. Identify the mass moment of inertia and discuss its dependence on the elastic coordinates.
11. Obtain the stiffness matrix of the finite beam element defined in Problem 9.
12. Show that the rigid body translational modes $\mathbf{B}_{R}^{i j}$ of an element that can describe an arbitrary rigid body translation must satisfy the following condition:

$$
\mathbf{S}^{i j} \mathbf{B}_{R}^{i j}=\mathbf{I}
$$

where $\mathbf{S}^{i j}$ is the element shape function and $\mathbf{I}$ is the identity matrix. Verify the preceding identity using the element shape function of Eq. 109 and the element shape function given in Problem 9.
13. Use the identity given in Problem 12 to show that two of the inertia shape integrals that appear in the planar analysis are related by the equation

$$
\overline{\mathbf{S}}^{i j}=\mathbf{B}_{R}^{i j{ }^{\mathrm{T}}} \mathbf{m}_{f f}^{i j}
$$

14. Derive the mass matrix of the beam element defined by the shape function of Eq. 109 when the body coordinate system is rigidly attached to the end of the beam (cantilever end conditions).
15. Derive the mass matrix of the beam element defined by the shape function of Eq. 109 when simply supported reference conditions are used.
16. Show that the identity given in Problem 12 holds when the shape function of the threedimensional beam element defined in Eq. 148 is used. Show that the relationship given in Problem 13 also holds in the three-dimensional case.

## 7 THE LARGE DEFORMATION PROBLEM

There are two main concerns regarding the use of the classical finite-element formulations in the large deformation and rotation analysis of flexible multibody systems. First, in the classical finite-element literature on beams and plates, infinitesimal rotations are used as nodal coordinates. Such a use of coordinates does not lead to the exact modeling of a simple rigid body motion. Second, lumped mass techniques are used in many finite-element formulations and computer programs to describe the inertia of the deformable bodies. As will be demonstrated in this chapter, such a lumped mass representation of the inertia also does not lead to exact modeling of the equations of motion of the rigid bodies.

In the preceding chapter, a floating frame of reference formulation that uses classical finite-element methodologies is developed. This formulation, in which infinitesimal rotations can be considered as nodal coordinates, can be used only in the large reference displacement and small elastic deformation with respect to the flexible body reference. Using the concept of the intermediate element coordinate system, which is equivalent to the application of the parallel axis theorem used in rigid body dynamics, a nonlinear formulation that leads to exact modeling of the rigid body motion for elements whose coordinates are defined in terms of infinitesimal rotations can be developed. This floating frame of reference formulation also leads, in the case of lumped masses, to a nonlinear nondiagonal mass matrix as the result of the nonlinear inertia coupling between the reference motion and the elastic deformation.

In this chapter, an absolute nodal coordinate formulation that can be used in the large rotation and deformation analysis of flexible bodies that undergo arbitrary displacements is presented. In this formulation, no infinitesimal or finite rotations are used as the nodal coordinates; instead, absolute slopes and displacements at the nodal points are used as the element nodal coordinates. Crucial to the success of using this new formulation, however, is the use of a consistent mass approach. This is a necessary requirement that guarantees that exact modeling of the rigid body
inertia can be obtained when the structures rotate as rigid bodies. In this chapter, the equivalence of the absolute nodal coordinate formulation and the floating frame of reference formulation that is widely used in flexible multibody simulations is established and used to shed more light on the basic differences between the use of infinitesimal rotations and the use of the slopes as nodal coordinates as well as the differences between the consistent and lumped mass approximations in flexible multibody dynamics.

The method presented in this chapter represents a departure from the classical finite-element formulations used in many engineering applications in the sense that not all the nodal coordinates have a physical meaning. These coordinates, however, can be systematically determined in the undeformed reference configuration using simple rigid body kinematics. The method presented in this chapter is also conceptually different from the floating frame of reference formulation discussed in the preceding two chapters since only absolute coordinates are used to define displacements and slopes at the nodes in a global inertial frame of reference.

The absolute nodal coordinate formulation is also different from the mixed formulations used in the finite-element literature. Despite the fact that displacement gradients are used as nodal coordinates in the mixed formulations, these formulations are often used in the framework of an incremental procedure, thus requiring the transformation of all the element matrices. The mixed formulations also suffer from serious limitations when flexible multibody applications are considered. This is mainly because many of these mixed formulations were developed for static problem applications, and in most cases the shape functions employed do not have a complete set of rigid body modes. As a consequence, exact modeling of the rigid body dynamics has not been a subject of research when the mixed formulations are considered.

### 7.1 BACKGROUND

The finite elements used in the static and dynamic analysis of mechanical and structural systems can be categorized into two main groups. The first group consists of elements that have only displacement coordinates. Most of these elements are of the isoparametric type since the locations of the material points on the elements as well as their displacements can be interpolated using the same shape functions. Examples of these isoparametric elements are the planar triangular and rectangular elements and the spatial solid and tetrahedral elements. These elements can be efficiently used in the large rotation and deformation analysis of flexible bodies since they lead to a constant mass matrix if the nodal coordinates are defined in a global inertial frame of reference. Because these isoparametric elements do not use rotational parameters as nodal coordinates, they are not in general recommended for use in beam, plate and shell applications. Furthermore, the lack of rotational parameters as nodal coordinates can be a source of problems when joint constraints are defined in multibody system applications.

The second group, on the other hand, consists of elements in which displacements as well as infinitesimal rotations are used as nodal coordinates. Examples of these
elements are planar and spatial beam elements as well as plate and shell elements. It can be demonstrated, however, that the use of the infinitesimal rotations as nodal coordinates leads to a linearization of the equations of motion of the rigid body, and as a consequence, classical finite-element formulations do not describe an exact rigid body displacement (Shabana 1996b). Because of this fact, beams and plates are not considered in the finite-element literature as isoparametric elements, since an arbitrary rigid body motion of the element described in terms of infinitesimal nodal rotations does not result in zero strains. This problem can be circumvented if the nodal coordinates are expressed in terms of absolute nodal displacements and slopes. Using this new set of nodal coordinates, an absolute nodal coordinate formulation can be developed for the large deformation and rotation analysis of flexible structures that undergo an arbitrary reference displacement (Shabana 1996b,c). In this absolute nodal coordinate formulation, the nodal coordinates and slopes are defined in the inertial frame, and no infinitesimal or finite rotation coordinates are used in the kinematic description of the motion. Using this method, beams and plates can be treated as isoparametric elements and an arbitrary rigid body motion of these elements produces zero strain. The absolute nodal coordinate formulation leads to a constant mass matrix and a highly nonlinear stiffness matrix. Furthermore, the application of this method does not require the use of an incremental solution procedure.


#### Abstract

Absolute Coordinates In the absolute nodal coordinate formulation, the element nodal coordinates are defined in the inertial frame. These nodal coordinates are used with a global shape function that has a complete set of rigid body modes. Therefore, the global position vector of an arbitrary point on the element can be


 described using the global shape function and the absolute nodal coordinates as$$
\begin{equation*}
\mathbf{r}=\mathbf{S e} \tag{7.1}
\end{equation*}
$$

where $\mathbf{S}$ is the global shape function and $\mathbf{e}$ is the vector of element nodal coordinates. In Eq. 1, no infinitesimal or finite rotations are used as nodal coordinates. The element coordinates are expressed in terms of nodal displacements and slopes that can be determined in the undeformed reference configuration using simple rigid body kinematics. Using this motion description, beams and plates can be treated as isoparametric elements without the need to introduce orientation coordinates to describe the rigid body rotation of the deformable element. Introducing such orientation coordinates leads to a redundant set of rigid body modes since the tangent and normal vectors at an arbitrary point on the deformed center line of the element can be obtained using the derivatives of the position vector with respect to the spatial coordinate. This fact can be demonstrated by considering the beam shown in Fig. 1. Using the Euler-Bernoulli beam assumptions, the orientation of the coordinate system defined by the tangent vector $\mathbf{t}$ and the normal vector $\mathbf{n}$ can be described in the inertial frame using the transformation matrix

$$
\mathbf{A}_{c}=\left[\begin{array}{cc}
\cos \alpha & -\sin \alpha  \tag{7.2}\\
\sin \alpha & \cos \alpha
\end{array}\right]
$$



Figure 7.1 Absolute coordinates of the beam.
where

$$
\begin{equation*}
\cos \alpha=\frac{\frac{\partial r_{1}}{\partial x}}{\sqrt{\left(\frac{\partial r_{1}}{\partial x}\right)^{2}+\left(\frac{\partial r_{2}}{\partial x}\right)^{2}}}, \quad \sin \alpha=\frac{\frac{\partial r_{2}}{\partial x}}{\sqrt{\left(\frac{\partial r_{1}}{\partial x}\right)^{2}+\left(\frac{\partial r_{2}}{\partial x}\right)^{2}}} \tag{7.3}
\end{equation*}
$$

in which $r_{1}$ and $r_{2}$ are the components of the vector $\mathbf{r}$ that defines the global position vector of the arbitrary point as described by Eq. 1 , and $x$ is the coordinate of the point along the beam axis in the undeformed configuration. Using the Frenet frame whose orientation is defined in the inertial frame by the angle $\alpha$, the position and orientation of the beam cross-section in Euler-Bernoulli beam theory can be uniquely defined using the vector $\mathbf{r}$ and the angle $\alpha$ that can be expressed in terms of the position vector gradients.

Rigid Body Motion In the case of an arbitrary planar rigid body motion of the beam, the global position vector of an arbitrary point on the beam element can be written as

$$
\mathbf{r}=\left[\begin{array}{l}
r_{1}  \tag{7.4}\\
r_{2}
\end{array}\right]=\left[\begin{array}{l}
R_{1}+x \cos \theta \\
R_{2}+x \sin \theta
\end{array}\right]
$$

where $R_{1}$ and $R_{2}$ are the global coordinates of the endpoint $O$, and $\theta$ in this case is the angle that defines the beam orientation as shown in Fig. 2. It follows that the slopes in the case of a rigid body motion are defined as

$$
\begin{equation*}
\frac{\partial r_{1}}{\partial x}=\cos \theta, \quad \frac{\partial r_{2}}{\partial x}=\sin \theta \tag{7.5}
\end{equation*}
$$

In this section, we consider cubic polynomials to define the elements of the vector $\mathbf{r}$. It is justified to use the same representation for the elements of this vector since they are both defined in the inertial frame when the absolute nodal coordinate formulation is used. In this case, the global shape function is given by
$\mathbf{S}=$
$\left[\begin{array}{cccc}1-3(\xi)^{2}+2(\xi)^{3} & 0 & l\left(\xi-2(\xi)^{2}+(\xi)^{3}\right) & 0 \\ 0 & 1-3(\xi)^{2}+2(\xi)^{3} & 0 & l\left(\xi-2(\xi)^{2}+(\xi)^{3}\right) \\ & 3(\xi)^{2}-2(\xi)^{3} & 0 & l\left((\xi)^{3}-(\xi)^{2}\right) \\ & 0 & 3(\xi)^{2}-2(\xi)^{3} & 0\end{array} l\left((\xi)^{3}-(\xi)^{2}\right)\right]$


Figure 7.2 Rigid body motion.
and the vector of nodal coordinates is

$$
\mathbf{e}=\left[\begin{array}{llllllll}
e_{1} & e_{2} & e_{3} & e_{4} & e_{5} & e_{6} & e_{7} & e_{8} \tag{7.7}
\end{array}\right]^{\mathrm{T}}
$$

where $\xi=x / l, l$ is the length of the element, and $e_{1}, e_{2}, e_{5}$, and $e_{6}$ are, respectively, the absolute coordinates of the nodes at $O$ and $A$, and

$$
\begin{align*}
& e_{3}=\frac{\partial r_{1}(x=0)}{\partial x}, \quad e_{4}=\frac{\partial r_{2}(x=0)}{\partial x}, \quad e_{7}=\frac{\partial r_{1}(x=l)}{\partial x} \\
& e_{8}=\frac{\partial r_{2}(x=l)}{\partial x} \tag{7.8}
\end{align*}
$$

Using the simple rigid body kinematic equations previously obtained in Eqs. 4 and 5 , one can show that in the case of an arbitrary rigid body motion defined by the translations $R_{1}$ and $R_{2}$ of the endpoint $O$ and the rotation defined by the angle $\theta$, the vector of the nodal coordinates e can be written as

$$
\mathbf{e}=\left[\begin{array}{llllllll}
R_{1} & R_{2} & \cos \theta & \sin \theta & R_{1}+l \cos \theta & R_{2}+l \sin \theta & \cos \theta & \sin \theta \tag{7.9}
\end{array}\right]^{\mathrm{T}}
$$

Using this vector of nodal coordinates, and the shape function of Eq. 6, it can be verified that

$$
\mathbf{S e}=\left[\begin{array}{l}
R_{1}+x \cos \theta  \tag{7.10}\\
R_{2}+x \sin \theta
\end{array}\right]=\left[\begin{array}{l}
r_{1} \\
r_{2}
\end{array}\right]=\mathbf{r}
$$

which demonstrates that the element shape function of Eq. 6 and the vector of absolute nodal coordinates of Eq. 7 can describe an arbitrary rigid body motion.

Example 7.1 In the classical finite-element literature, the deformation of beams is defined with respect to a beam coordinate system. The axial displacement is interpolated using a linear polynomial, while the transverse displacement is interpolated using a cubic polynomial. Such a beam element is not considered an isoparametric element in the classical finite-element literature because
infinitesimal rotations are used as nodal coordinates. While it is not justified to use such a beam element in the absolute nodal coordinate formulation because the displacement components are described using different polynomials, it can be demonstrated that such an element can describe an exact rigid body motion if slopes instead of infinitesimal rotations are used as nodal coordinates. To demonstrate this, we consider the uniform slender beam shown in Fig. 2. The coordinate system of this beam element is assumed to be initially attached to its left end, which is defined by point $O$ as shown in the figure. The conventional shape function of this element is assumed to be

$$
\mathbf{S}=\left[\begin{array}{ccclcc}
1-\xi & 0 & 0 & \xi & 0 & 0  \tag{7.11}\\
0 & 1-3(\xi)^{2}+2(\xi)^{3} & l\left(\xi-2(\xi)^{2}+(\xi)^{3}\right) & 0 & 3(\xi)^{2}-2(\xi)^{3} & l\left((\xi)^{3}-(\xi)^{2}\right)
\end{array}\right]
$$

where $\xi=x / l$ and $l$ is the length of the beam. The vector of nodal coordinates associated with the shape function of Eq. 11 is

$$
\mathbf{e}=\left[\begin{array}{llllll}
e_{1} & e_{2} & e_{3} & e_{4} & e_{5} & e_{6} \tag{7.12}
\end{array}\right]^{\mathrm{T}}
$$

where $e_{1}$ and $e_{2}$ are the translational coordinates at the node at $O, e_{4}$ and $e_{5}$ are the translational coordinates of the node at $A$, and $e_{3}$ and $e_{6}$ are the slopes at the two nodes. An arbitrary rigid body displacement of the beam is defined by the translation $\mathbf{R}=\left[R_{1} R_{2}\right]^{\mathrm{T}}$ of the reference point $O$, and a rigid body rotation $\theta$. As a result of this arbitrary rigid body displacement, the vector of nodal coordinates e can be defined in the global coordinate system using Eq. 4 as

$$
\mathbf{e}=\left[\begin{array}{llllll}
R_{1} & R_{2} & \sin \theta & R_{1}+l \cos \theta & R_{2}+l \sin \theta & \sin \theta \tag{7.13}
\end{array}\right]^{\mathrm{T}}
$$

Using Eqs. 11 and 13, it follows that

$$
\mathbf{S e}=\left[\begin{array}{l}
R_{1}+x \cos \theta  \tag{7.14}\\
R_{2}+x \sin \theta
\end{array}\right]
$$

which demonstrates that the element shape function and the nodal coordinates can describe an arbitrary rigid body displacement provided that the coordinates are defined in the global coordinate system and the slopes are defined in terms of trigonometric functions. Therefore, the conventional finite-element shape function can be used to obtain an exact modeling of the rigid body displacement (Shabana 1996b).

### 7.2 ABSOLUTE NODAL COORDINATE FORMULATION

Assuming that the shape function of the finite element can describe an arbitrary rigid body displacement, the global position vector of an arbitrary point on the element can be defined using Eq. 1. By differentiating this equation with respect to time, the absolute velocity vector can be defined. This velocity vector can be used to define the kinetic energy of the element as

$$
\begin{equation*}
T=\frac{1}{2} \dot{\mathbf{e}}^{\mathrm{T}} \mathbf{M}_{a} \dot{\mathbf{e}} \tag{7.15}
\end{equation*}
$$

where $\mathbf{M}_{a}$ is the constant mass matrix of the element defined as

$$
\begin{equation*}
\mathbf{M}_{a}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \mathbf{S} d V \tag{7.16}
\end{equation*}
$$

where $\rho$ and $V$ are the mass density and volume of the finite element, respectively. Note that this mass matrix is constant, and it is the same mass matrix that appears in linear structural dynamics.

Deformation While in the absolute nodal coordinate formulation the mass matrix takes a simple form, it can be shown using the kinematic description of Eq. 1 that the strain energy is a highly nonlinear function. Since in the absolute nodal coordinate formulation, the shape function can describe an arbitrary rigid body motion, the displacement of the element from a reference configuration defined by the vector of nodal coordinates $\mathbf{e}_{o}$ can be written as

$$
\begin{equation*}
\mathbf{u}_{g}=\mathbf{S}\left(\mathbf{e}-\mathbf{e}_{o}\right) \tag{7.17}
\end{equation*}
$$

where $\mathbf{u}_{g}$ is the global displacement vector defined in an inertial frame. Using this vector, the matrix of displacement gradients can be systematically evaluated, and a continuum mechanics approach as described in Chapter 4 can be used to evaluate the elastic forces (Takahashi and Shimizu 1999, Berzeri and Shabana 2002, Mikkola and Shabana 2003). This will lead to a simpler expression for the stiffness matrix as compared with the expression that might be obtained by using the classical beam and plate theories when the absolute nodal coordinate formulation is used. Furthermore, there is no need in this case to introduce any intermediate element coordinate system to define the deformation since the rigid body motion produces zero strains. However, when Eq. 17 is used in the large displacement analysis, a nonlinear strain-displacement relationship must be used to obtain an accurate solution. This may not be necessary in many applications when the classical beam and plate theories in which the deformations are defined in an element coordinate system are used. In this case, when small elements are used, the deformation in the element coordinate system remains small such that the use of a linear strain-displacement relationship can be justified. For this reason, we consider in the following discussion, as an example, an alternative that employs the beam theory to formulate the strain energy of the element in the absolute nodal coordinate formulation.

Beam Theory Classical beam and plate theories can also be used with the absolute nodal coordinate formulation to define the element stiffness matrix. This is demonstrated in this section using the two-dimensional classical beam theory. In this section, we consider only the case of small deformations for simplicity. In the case of large deformations, one needs only to change the form of the stiffness matrix, which is nonlinear even in the case of small deformations. If we select point $O$ on the beam element as the reference point, the components of the relative displacement of an arbitrary point with respect to point $O$ can be defined in the inertial coordinate system as

$$
\mathbf{u}=\left[\begin{array}{l}
u_{1}  \tag{7.18}\\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
\left(\mathbf{S}_{1}-\mathbf{S}_{1 O}\right) \mathbf{e} \\
\left(\mathbf{S}_{2}-\mathbf{S}_{2 O}\right) \mathbf{e}
\end{array}\right]
$$



Figure 7.3 Beam deformation.
where $\mathbf{S}_{1}$ and $\mathbf{S}_{2}$ are the rows of the element shape function matrix, and $\mathbf{S}_{1 O}$ and $\mathbf{S}_{2 O}$ are the rows of the shape function matrix defined at the reference point $O$. To define the longitudinal and transverse displacements of the beam, one may first define the unit vector $\mathbf{i}_{1}$ along a selected beam axis as

$$
\mathbf{i}_{1}=\left[\begin{array}{ll}
i_{11} & i_{12} \tag{7.19}
\end{array}\right]^{\mathrm{T}}=\frac{\mathbf{r}_{A}-\mathbf{r}_{O}}{\left|\mathbf{r}_{A}-\mathbf{r}_{O}\right|}
$$

A unit vector $\mathbf{i}_{2}$ perpendicular to $\mathbf{i}_{1}$ can be obtained as

$$
\mathbf{i}_{2}=\left[\begin{array}{ll}
i_{21} & i_{22} \tag{7.20}
\end{array}\right]^{\mathrm{T}}=\mathbf{i}_{3} \times \mathbf{i}_{1}
$$

where $\mathbf{i}_{3}$ is a unit vector along the $\mathbf{X}_{3}$ axis. Then, the longitudinal and transverse deformations of the beam can be defined as shown in Fig. 3 as

$$
\mathbf{u}_{d}=\left[\begin{array}{l}
u_{l}  \tag{7.21}\\
u_{t}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{u}^{\mathrm{T}} \mathbf{i}_{1}-x \\
\mathbf{u}^{\mathrm{T}} \mathbf{i}_{2}
\end{array}\right]=\left[\begin{array}{c}
u_{1} i_{11}+u_{2} i_{12}-x \\
u_{1} i_{21}+u_{2} i_{22}
\end{array}\right]
$$

If we assume a linear elastic model, a simple expression for the strain energy $U$ can be written as

$$
\begin{equation*}
U=\frac{1}{2} \int_{0}^{l}\left(E a\left(\frac{\partial u_{l}}{\partial x}\right)^{2}+E I\left(\frac{\partial^{2} u_{t}}{\partial x^{2}}\right)^{2}\right) d x \tag{7.22}
\end{equation*}
$$

where $E$ is the modulus of elasticity, $a$ is the cross-sectional area, and $I$ is the second moment of area. Using the expressions for the deformation components given by Eq. 21 , it can be shown that the strain energy of the finite element can be written as

$$
\begin{equation*}
U=\frac{1}{2} \mathbf{e}^{\mathrm{T}} \mathbf{K}_{a} \mathbf{e} \tag{7.23}
\end{equation*}
$$

where $\mathbf{K}_{a}$ is the stiffness matrix of the element. This stiffness matrix is a highly nonlinear function of the element coordinates even in the case in which a linear elastic model is used.

Zero Strain It can be shown that the use of the absolute nodal coordinate formulation produces zero strain in the case of an arbitrary rigid body motion. Using

Eq. 4, which describes an arbitrary rigid body displacement, it can be shown that unit vectors along and perpendicular to the element axis are defined using Eqs. 19 and 20 as

$$
\mathbf{i}_{1}=\left[\begin{array}{l}
i_{11}  \tag{7.24}\\
i_{12}
\end{array}\right]=\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right], \quad \mathbf{i}_{2}=\left[\begin{array}{c}
i_{21} \\
i_{22}
\end{array}\right]=\left[\begin{array}{c}
-\sin \theta \\
\cos \theta
\end{array}\right]
$$

and

$$
\mathbf{u}=\left[\begin{array}{l}
u_{1}  \tag{7.25}\\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
x \cos \theta \\
x \sin \theta
\end{array}\right]
$$

The deformation gradients can then be evaluated as

$$
\begin{align*}
& \frac{\partial u_{l}}{\partial x}=\frac{\partial u_{1}}{\partial x} i_{11}+\frac{\partial u_{2}}{\partial x} i_{12}-1=\cos ^{2} \theta+\sin ^{2} \theta-1=0  \tag{7.26}\\
& \frac{\partial^{2} u_{t}}{\partial x^{2}}=\frac{\partial^{2} u_{1}}{\partial x^{2}} i_{21}+\frac{\partial^{2} u_{2}}{\partial x^{2}} i_{22}=0 \tag{7.27}
\end{align*}
$$

which show that, in the absolute nodal coordinate formulation, the deformation gradients remain zero under the rigid body motion, and consequently, the strain energy is equal to zero and the vector of elastic forces remains equal to zero.

Example 7.2 It is the objective of this example to demonstrate that the linearization of the slopes and use of them as infinitesimal rotations does not produce zero strain under a rigid body motion. To demonstrate this, the conventional shape function of Eq. 11 is used. If the slopes are linearized, the vector of nodal coordinates of Eq. 13 reduces to

$$
\mathbf{e}=\left[\begin{array}{llllll}
R_{1} & R_{2} & \theta & R_{1}+l & R_{2}+l \theta & \theta \tag{7.28}
\end{array}\right]^{\mathrm{T}}
$$

which defines the following two unit vectors:

$$
\mathbf{i}_{1}=\frac{1}{\sqrt{1+(\theta)^{2}}}\left[\begin{array}{l}
1  \tag{7.29}\\
\theta
\end{array}\right], \quad \mathbf{i}_{2}=\frac{1}{\sqrt{1+(\theta)^{2}}}\left[\begin{array}{c}
-\theta \\
1
\end{array}\right]
$$

Using the preceding two equations and the shape function of Eq. 11, it can be shown that

$$
\mathbf{u}=\left[\begin{array}{l}
u_{1}  \tag{7.30}\\
u_{2}
\end{array}\right]=\left[\begin{array}{c}
x \\
x \theta
\end{array}\right]
$$

and

$$
\mathbf{u}_{d}=\left[\begin{array}{l}
u_{l}  \tag{7.31}\\
u_{t}
\end{array}\right]=x\left[\begin{array}{c}
\sqrt{1+(\theta)^{2}}-1 \\
0
\end{array}\right]
$$

which shows that

$$
\begin{equation*}
\frac{\partial u_{l}}{\partial x}=\sqrt{1+(\theta)^{2}}-1 \tag{7.32}
\end{equation*}
$$

The preceding two equations show the error in the deformation and their gradients when the slopes are treated as infinitesimal rotations in the absolute nodal coordinate formulation. The conventional stiffness matrix used in linear structural
analysis obtained using the shape function of Eq. 11 is

$$
\mathbf{K}_{l}=\frac{E I}{l}\left[\begin{array}{cccccc}
\frac{a}{I} & 0 & 0 & -\frac{a}{I} & 0 & 0  \tag{7.33}\\
0 & \frac{12}{(l)^{2}} & \frac{6}{l} & 0 & -\frac{12}{(l)^{2}} & \frac{6}{l} \\
0 & \frac{6}{l} & 4 & 0 & -\frac{6}{l} & 2 \\
-\frac{a}{l} & 0 & 0 & \frac{a}{I} & 0 & 0 \\
0 & -\frac{12}{(l)^{2}} & -\frac{6}{l} & 0 & \frac{12}{(l)^{2}} & -\frac{6}{l} \\
0 & \frac{6}{l} & 2 & 0 & -\frac{6}{l} & 4
\end{array}\right]
$$

Note that when the vector of nodal coordinates is defined by Eq. 28, one obtains

$$
\begin{equation*}
\mathbf{K}_{l} \mathbf{e} \neq \mathbf{0} \tag{7.34}
\end{equation*}
$$

which indicates that when the slopes are linearized the elastic forces are not equal to zero in the case of a rigid body displacement. The error that results in the inertia as the result of the linearization of the slope was evaluated and can be found in the literature (Shabana 1996b).

### 7.3 FORMULATION OF THE STIFFNESS MATRIX

In the absolute nodal coordinate formulation presented in this chapter, the mass matrix is constant, and it is the same matrix that appears in linear structural dynamics. The stiffness matrix, on the other hand, becomes a nonlinear function of time even in the case of linear elastic problems. It is clear from the analysis presented in the preceding section that the calculations of the stiffness matrix in the case of using linear strain-displacement relationships of beams requires the evaluation of the following stiffness integrals:

$$
\left.\begin{array}{l}
\mathbf{A}_{11}=\frac{E a}{l} \int_{0}^{1}\left(\frac{\partial \mathbf{S}_{1}}{\partial \xi}\right)^{\mathrm{T}}\left(\frac{\partial \mathbf{S}_{1}}{\partial \xi}\right) d \xi, \\
\mathbf{A}_{12}=\frac{E a}{l} \int_{0}^{1}\left(\frac{\partial \mathbf{S}_{1}}{\partial \xi}\right)^{\mathrm{T}}\left(\frac{\partial \mathbf{S}_{2}}{\partial \xi}\right) d \xi \\
\mathbf{A}_{21} \int_{0}^{1}\left(\frac{\partial \mathbf{S}_{2}}{\partial \xi}\right)^{\mathrm{T}}\left(\frac{\partial \mathbf{S}_{1}}{\partial \xi}\right) d \xi,
\end{array} \quad \mathbf{A}_{22}=\frac{E a}{l} \int_{0}^{1}\left(\frac{\partial \mathbf{S}_{2}}{\partial \xi}\right)^{\mathrm{T}}\left(\frac{\partial \mathbf{S}_{2}}{\partial \xi}\right) d \xi \mathrm{E}, \mathbf{B}_{11}=\frac{E I}{(l)^{3}} \int_{0}^{1}\left(\frac{\partial^{2} \mathbf{S}_{1}}{\partial \xi^{2}}\right)^{\mathrm{T}}\left(\frac{\partial^{2} \mathbf{S}_{1}}{\partial \xi^{2}}\right) d \xi, \quad \mathbf{B}_{12}=\frac{E I}{(l)^{3}} \int_{0}^{1}\left(\frac{\partial^{2} \mathbf{S}_{1}}{\partial \xi^{2}}\right)^{\mathrm{T}}\left(\frac{\partial^{2} \mathbf{S}_{2}}{\partial \xi^{2}}\right) d \xi\right\}
$$

Using the element shape function, the explicit form of the matrices and the vectors given in Eq. 35 can be determined. These integrals can also be efficiently evaluated using symbolic manipulations. Despite the fact that in the case of large deformation analysis, the expression for the strain energy becomes more complex and more matrices must be evaluated to define the stiffness matrix, very little can be gained computationally by using the linear strain assumptions.

Using the stiffness integrals of Eq. 35, it can be shown that the strain energy of a beam element as defined by Eq. 22 can be written as

$$
\begin{align*}
U= & \frac{1}{2}\left\{\mathbf{e}^{\mathrm{T}} \mathbf{A}_{11} \mathbf{e}\left(i_{11}\right)^{2}+\mathbf{e}^{\mathrm{T}}\left(\mathbf{A}_{12}+\mathbf{A}_{21}\right) \mathbf{e} i_{11} i_{12}+\mathbf{e}^{\mathrm{T}} \mathbf{A}_{22} \mathbf{e}\left(i_{12}\right)^{2}+\mathbf{e}^{\mathrm{T}} \mathbf{B}_{11} \mathbf{e}\left(i_{21}\right)^{2}\right. \\
& \left.+\mathbf{e}^{\mathrm{T}}\left(\mathbf{B}_{12}+\mathbf{B}_{21}\right) \mathbf{e} i_{21} i_{22}+\mathbf{e}^{\mathrm{T}} \mathbf{B}_{22} \mathbf{e}\left(i_{22}\right)^{2}-2 \mathbf{A}_{1} \mathbf{e} i_{11}-2 \mathbf{A}_{2} \mathbf{e} i_{12}+E a l\right\} \tag{7.36}
\end{align*}
$$

Using this expression for the strain energy, the vector of the element generalized elastic forces can be obtained from

$$
\begin{align*}
\left(\frac{\partial U}{\partial \mathbf{e}}\right)^{\mathrm{T}}= & \mathbf{A}_{11} \mathbf{e}\left(i_{11}\right)^{2}+\left(\mathbf{A}_{12}+\mathbf{A}_{21}\right) \mathbf{e} i_{11} i_{12}+\mathbf{A}_{22} \mathbf{e}\left(i_{12}\right)^{2}+\mathbf{B}_{11} \mathbf{e}\left(i_{21}\right)^{2} \\
& +\left(\mathbf{B}_{12}+\mathbf{B}_{21}\right) \mathbf{e} i_{21} i_{22}+\mathbf{B}_{22} \mathbf{e}\left(i_{22}\right)^{2}-\mathbf{A}_{1}^{\mathrm{T}} i_{11}-\mathbf{A}_{2}^{\mathrm{T}} i_{12} \\
& +\mathbf{e}^{\mathrm{T}} \mathbf{A}_{11} \mathbf{e} i_{11}\left(\frac{\partial i_{11}}{\partial \mathbf{e}}\right)^{\mathrm{T}}+\frac{1}{2} \mathbf{e}^{\mathrm{T}}\left(\mathbf{A}_{12}+\mathbf{A}_{21}\right) \mathbf{e}\left(i_{11}\left(\frac{\partial i_{12}}{\partial \mathbf{e}}\right)^{\mathrm{T}}\right. \\
& \left.+i_{12}\left(\frac{\partial i_{11}}{\partial \mathbf{e}}\right)^{\mathrm{T}}\right)+\mathbf{e}^{\mathrm{T}} \mathbf{A}_{22} \mathbf{e} i_{12}\left(\frac{\partial i_{12}}{\partial \mathbf{e}}\right)^{\mathrm{T}}+\mathbf{e}^{\mathrm{T}} \mathbf{B}_{11} \mathbf{e} i_{21}\left(\frac{\partial i_{21}}{\partial \mathbf{e}}\right)^{\mathrm{T}} \\
& +\frac{1}{2} \mathbf{e}^{\mathrm{T}}\left(\mathbf{B}_{12}+\mathbf{B}_{21}\right) \mathbf{e}\left(i_{21}\left(\frac{\partial i_{22}}{\partial \mathbf{e}}\right)^{\mathrm{T}}+i_{22}\left(\frac{\partial i_{21}}{\partial \mathbf{e}}\right)^{\mathrm{T}}\right) \\
& +\mathbf{e}^{\mathrm{T}} \mathbf{B}_{22} \mathbf{e} i_{22}\left(\frac{\partial i_{22}}{\partial \mathbf{e}}\right)^{\mathrm{T}}-\mathbf{A}_{1} \mathbf{e}\left(\frac{\partial i_{11}}{\partial \mathbf{e}}\right)^{\mathrm{T}}-\mathbf{A}_{2} \mathbf{e}\left(\frac{\partial i_{12}}{\partial \mathbf{e}}\right)^{\mathrm{T}} \tag{7.37}
\end{align*}
$$

This equation shows that when the rotation of the element is equal to zero, the stiffness coefficients reduce to the stiffness coefficients obtained using the linear structural analysis approach.

In general, a simpler expression for the strain energy can be obtained by eliminating the effect of the rigid body motion since such a motion has no effect on the elastic forces. This can be achieved by writing the vector of nodal coordinates $\mathbf{e}$ as

$$
\mathbf{e}=\mathbf{e}_{r}+\mathbf{e}_{f}
$$

where $\mathbf{e}_{r}$ is the vector of nodal coordinates resulting from the rigid body motion and $\mathbf{e}_{f}$ is the vector of nodal coordinates due to the deformation. Using the example of the coordinate system described in the preceding section, Eq. 19, and the coordinates associated with the shape function of Eq. 6, one can show that

$$
\mathbf{e}_{r}=\left[\begin{array}{lllllll}
e_{1} & e_{2} & i_{11} & i_{12} & e_{1}+l i_{11} & e_{2}+l i_{12} & i_{11}
\end{array} i_{12}\right]^{\mathrm{T}}
$$

In this case, the deformation vector of Eq. 21 can simply be written as

$$
\mathbf{u}_{d}=\mathbf{A}_{c}^{\mathrm{T}} \mathbf{S}\left(\mathbf{e}-\mathbf{e}_{r}\right)
$$

where $\mathbf{A}_{c}$ is the transformation matrix

$$
\mathbf{A}_{c}=\left[\begin{array}{ll}
i_{11} & i_{21} \\
i_{12} & i_{22}
\end{array}\right]
$$

It can be shown that the use of the deformation vector defined in the preceding equation leads to simpler expressions for the strain energy and the elastic forces.

Illustrative Example It can be shown using the cubic shape function of Eq. 6 that the explicit forms of the matrices and vectors that appear in Eq. 35 are as follows:
$\mathbf{A}_{1}=E a\left[\begin{array}{llllllll}-1 & 0 & 0 & 0 & 1 & 0 & 0 & 0\end{array}\right]$

$$
\mathbf{A}_{2}=E a\left[\begin{array}{llllllll}
0 & -1 & 0 & 0 & 0 & 1 & 0 & 0 \tag{7.41}
\end{array}\right]
$$

$$
\mathbf{B}_{11}=\frac{E I}{(l)^{3}}\left[\begin{array}{cccccccc}
12 & 0 & 6 l & 0 & -12 & 0 & 6 l & 0  \tag{7.42}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 l & 0 & 4(l)^{2} & 0 & -6 l & 0 & -2(l)^{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-12 & 0 & -6 l & 0 & 12 & 0 & -6 l & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
6 l & 0 & 2(l)^{2} & 0 & -6 l & 0 & 4(l)^{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

$$
\begin{align*}
& \mathbf{A}_{11}=\frac{E a}{l}\left[\begin{array}{cccccccc}
\frac{6}{5} & 0 & \frac{l}{10} & 0 & -\frac{6}{5} & 0 & \frac{l}{10} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{l}{10} & 0 & \frac{2(l)^{2}}{15} & 0 & -\frac{l}{10} & 0 & -\frac{(l)^{2}}{30} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{6}{5} & 0 & -\frac{l}{10} & 0 & \frac{6}{5} & 0 & -\frac{l}{10} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{l}{10} & 0 & -\frac{(l)^{2}}{30} & 0 & -\frac{l}{10} & 0 & \frac{2(l)^{2}}{15} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]  \tag{7.38}\\
& \mathbf{A}_{22}=\frac{E a}{l}\left[\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{6}{5} & 0 & \frac{l}{10} & 0 & -\frac{6}{5} & 0 & \frac{l}{10} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{l}{10} & 0 & \frac{2(l)^{2}}{15} & 0 & -\frac{l}{10} & 0 & -\frac{(l)^{2}}{30} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{6}{5} & 0 & -\frac{l}{10} & 0 & \frac{6}{5} & 0 & -\frac{l}{10} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{l}{10} & 0 & -\frac{(l)^{2}}{30} & 0 & -\frac{l}{10} & 0 & -\frac{2(l)^{2}}{15}
\end{array}\right]  \tag{7.39}\\
& \mathbf{A}_{12}+\mathbf{A}_{21}=\frac{E a}{l}\left[\begin{array}{cccccccc}
0 & \frac{6}{5} & 0 & \frac{l}{10} & 0 & -\frac{6}{5} & 0 & \frac{l}{10} \\
\frac{6}{5} & 0 & \frac{l}{10} & 0 & -\frac{6}{5} & 0 & \frac{l}{10} & 0 \\
0 & \frac{l}{10} & 0 & \frac{2(l)^{2}}{15} & 0 & -\frac{l}{10} & 0 & -\frac{(l)^{2}}{30} \\
\frac{l}{10} & 0 & \frac{2 l^{2}}{15} & 0 & -\frac{l}{10} & 0 & -\frac{l^{2}}{30} & 0 \\
0 & -\frac{6}{5} & 0 & -\frac{l}{10} & 0 & \frac{6}{5} & 0 & -\frac{l}{10} \\
-\frac{6}{5} & 0 & -\frac{l}{10} & 0 & \frac{6}{5} & 0 & -\frac{l}{10} & 0 \\
0 & \frac{l}{10} & 0 & -\frac{(l)^{2}}{30} & 0 & -\frac{l}{10} & 0 & \frac{2(l)^{2}}{15} \\
\frac{l}{10} & 0 & -\frac{(l)^{2}}{30} & 0 & -\frac{l}{10} & 0 & \frac{2(l)^{2}}{15} & 0
\end{array}\right] \tag{7.40}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{B}_{22}=\frac{E I}{(l)^{3}}\left[\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 12 & 0 & 6 l & 0 & -12 & 0 & 6 l \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 6 l & 0 & 4(l)^{2} & 0 & -6 l & 0 & 2(l)^{2} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -12 & 0 & -6 l & 0 & 12 & 0 & -6 l \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 6 l & 0 & 2(l)^{2} & 0 & -6 l & 0 & 4(l)^{2}
\end{array}\right]  \tag{7.43}\\
& \mathbf{B}_{12}+\mathbf{B}_{21}=\frac{E I}{(l)^{3}}\left[\begin{array}{cccccccc}
0 & 12 & 0 & 6 l & 0 & -12 & 0 & 6 l \\
12 & 0 & 6 l & 0 & -12 & 0 & 6 l & 0 \\
0 & 6 l & 0 & 4(l)^{2} & 0 & -6 l & 0 & 2(l)^{2} \\
6 l & 0 & 4 l^{2} & 0 & -6 l & 0 & 2(l)^{2} & 0 \\
0 & -12 & 0 & -6 l & 0 & 12 & 0 & -6 l \\
-12 & 0 & -6 l & 0 & 12 & 0 & -6 l & 0 \\
0 & 6 l & 0 & 2(l)^{2} & 0 & -6 l & 0 & 4(l)^{2} \\
6 l & 0 & 2(l)^{2} & 0 & -6 l & 0 & 4(l)^{2} & 0
\end{array}\right] \tag{7.44}
\end{align*}
$$

If we assume that one of the axes of a selected element coordinate system passes through points $O$ and $A$, unit vectors along the axes of the element coordinate system can be expressed in terms of the nodal coordinates of the element as

$$
\mathbf{i}_{1}=\left[\begin{array}{l}
i_{11}  \tag{7.45}\\
i_{12}
\end{array}\right]=\frac{1}{(d)^{\frac{1}{2}}}\left[\begin{array}{l}
e_{5}-e_{1} \\
e_{6}-e_{2}
\end{array}\right], \quad \mathbf{i}_{2}=\left[\begin{array}{l}
i_{21} \\
i_{22}
\end{array}\right]=\left[\begin{array}{c}
-i_{12} \\
i_{11}
\end{array}\right]
$$

where

$$
\begin{equation*}
d=\left(e_{5}-e_{1}\right)^{2}+\left(e_{6}-e_{2}\right)^{2} \tag{7.46}
\end{equation*}
$$

The partial derivatives of the components of the unit vectors $\mathbf{i}_{1}$ and $\mathbf{i}_{2}$ with respect to the nodal coordinates of the element are given by

$$
\left.\begin{array}{rl}
\frac{\partial i_{11}}{\partial \mathbf{e}} & =\frac{1}{(d)^{3 / 2}} \\
& \times\left[\begin{array}{lllllll}
-\left(e_{6}-e_{2}\right)^{2} & \left(e_{5}-e_{1}\right)\left(e_{6}-e_{2}\right) & 0 & 0 & \left(e_{6}-e_{2}\right)^{2} & -\left(e_{5}-e_{1}\right)\left(e_{6}-e_{2}\right) & 0
\end{array}\right. \\
0
\end{array}\right]
$$

The matrices and vectors presented in Eqs. 38-47 are evaluated using the cubic shape function of Eq. 6 and the associated nodal coordinates. If another shape function is used, another set of matrices and vectors, whose dimensions depend on the number of coordinates employed, must be evaluated.

### 7.4 EQUATIONS OF MOTION

As pointed out in Section 2, the use of the absolute nodal coordinate formulation leads to a constant mass matrix for the finite element. As a consequence, the centrifugal and Coriolis inertia forces are equal to zero. Furthermore, no coordinate transformation is required to determine the global mass matrix of the element. The elastic forces, on the other hand, are nonlinear in the coordinates and they have a more complex form as compared with the form of the elastic forces used in the floating frame of reference formulation. Because of the nonlinearity of the elastic forces in the absolute nodal coordinate formulation, little is to be gained from the use of the small strain assumptions.

Using the results obtained in the preceding two sections, one can show that the matrix equation of motion of the finite element in the case of the absolute nodal coordinate formulation takes the following form:

$$
\begin{equation*}
\mathbf{M}_{a} \ddot{\mathbf{e}}+\mathbf{K}_{a} \mathbf{e}=\mathbf{Q}_{a} \tag{7.48}
\end{equation*}
$$

where $\mathbf{M}_{a}$ is the constant mass matrix, $\mathbf{K}_{a}$ is the nonlinear stiffness matrix, and $\mathbf{Q}_{a}$ is the vector of generalized nodal forces. Since the stiffness matrix is a nonlinear function of the element nodal coordinates, the preceding equation can be written as

$$
\begin{equation*}
\mathbf{M}_{a} \ddot{\mathbf{e}}=\mathbf{Q} \tag{7.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{Q}=\mathbf{Q}_{a}-\mathbf{K}_{a} \mathbf{e} \tag{7.50}
\end{equation*}
$$

Since the element mass matrix is constant, the equation of motion of the element can be written as

$$
\begin{equation*}
\ddot{\mathbf{e}}=\mathbf{M}_{a}^{-1} \mathbf{Q}=\mathbf{b}(\mathbf{e}, \dot{\mathbf{e}}, t) \tag{7.51}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{b}=\mathbf{M}_{a}^{-1} \mathbf{Q} \tag{7.52}
\end{equation*}
$$

Using the preceding element equations, connectivity conditions between the finite elements can be imposed and the equations of the elements can be assembled to obtain the equations of motion of the deformable bodies in the multibody system.

Generalized External Forces If a force $\mathbf{F}$ acts at an arbitrary point on the finite element, the virtual work of this force can be written as $\mathbf{F}^{\mathrm{T}} \delta \mathbf{r}$, where $\mathbf{r}$ is the global position vector of the point of application of the force. The virtual change in the vector $\mathbf{r}$ can be expressed in terms of the virtual changes in the absolute nodal coordinates, thereby defining the generalized forces associated with these absolute nodal coordinates.

In the case of an external moment acting at an arbitrary point on the finite element, one can, in general, define the rotation of the material element at point of application of the moment in terms of the slopes. To demonstrate the procedure for doing this in the case of Euler-Bernoulli beams, we consider the case of a planar beam element. Using

Eqs. 2 and 3, the orientation of a coordinate system whose origin is rigidly attached to the point of the application of the moment can be defined using the following transformation matrix

$$
\left[\begin{array}{cc}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{array}\right]=\frac{1}{(d)^{\frac{1}{2}}}\left[\begin{array}{cc}
\frac{\partial r_{1}}{\partial x} & -\frac{\partial r_{2}}{\partial x} \\
\frac{\partial r_{2}}{\partial x} & \frac{\partial r_{1}}{\partial x}
\end{array}\right]
$$

where

$$
d=\left(\frac{\partial r_{1}}{\partial x}\right)^{2}+\left(\frac{\partial r_{2}}{\partial x}\right)^{2}
$$

Using the elements of the planar transformation matrix defined in the preceding equation, it is clear that

$$
\sin \alpha=(d)^{-\frac{1}{2}}\left(\frac{\partial r_{2}}{\partial x}\right), \quad \cos \alpha=(d)^{-\frac{1}{2}}\left(\frac{\partial r_{1}}{\partial x}\right)
$$

Using these two equations, it can be verified that

$$
\delta \alpha=\frac{r_{1}^{\prime} \delta r_{2}^{\prime}-r_{2}^{\prime} \delta r_{1}^{\prime}}{d}
$$

where

$$
r_{i}^{\prime}=\frac{\partial r_{i}}{\partial x}, \quad i=1,2
$$

If the moment is applied at a node, the spatial derivatives of the displacements can be expressed in terms of the nodal coordinates of this node. For example, if the moment is applied at the second node of a beam element defined by the shape function of Eq. 6, then

$$
\delta \alpha(x=l)=\frac{e_{7} \delta e_{8}-e_{8} \delta e_{7}}{\left(e_{7}\right)^{2}+\left(e_{8}\right)^{2}}
$$

In general, if a moment $M$ is applied at an arbitrary point $x$ on the beam, the virtual work of this moment can be written as $M \delta \alpha(x)$. This virtual work expression can be used to define the generalized forces associated with the absolute nodal coordinates of the element.

In the absolute nodal coordinate formulation, the generalized forces due to the spring-damper-actuator elements take a very simple form as compared with the form used in the floating frame of reference formulation. It is left to the reader as an exercise to derive the simple expressions of these forces when the absolute nodal coordinates are used.

### 7.5 RELATIONSHIP TO THE FLOATING FRAME OF REFERENCE FORMULATION

In the floating frame of reference formulation, the configuration of the body is described using a mixed set of absolute reference and local deformation coordinates.

As a consequence, not all coordinates represent absolute variables. The reference coordinates define the location and the orientation of a selected body coordinate system, and the deformation of the body is described using a set of local shape functions and a set of deformation coordinates defined in the body coordinate system. In the floating frame of reference formulation, it is assumed that there is no rigid body motion between the body and its coordinate system. As described in the preceding two chapters, the reference and deformation coordinates can be used to define the global position vector of an arbitrary point on the finite element of a deformable body as

$$
\begin{equation*}
\mathbf{r}=\mathbf{R}+\mathbf{A} \overline{\mathbf{u}} \tag{7.53}
\end{equation*}
$$

where $\mathbf{R}$ defines the global position vector of the origin of the selected body coordinate system, $\mathbf{A}$ is the transformation matrix that defines the orientation of the selected body coordinate system with respect to the inertial frame, and $\overline{\mathbf{u}}$ is the local position vector of the arbitrary point defined with respect to the origin of the body coordinate system. In Eq. 53, the superscripts that indicate the element and the body numbers are dropped for simplicity. The local position vector $\overline{\mathbf{u}}$ may be represented in terms of local shape functions $\mathbf{S}_{l}$ as

$$
\begin{equation*}
\overline{\mathbf{u}}=\mathbf{S}_{l} \mathbf{q}_{f} \tag{7.54}
\end{equation*}
$$

where $\mathbf{q}_{f}$ is the vector of time-dependent deformation coordinates that can also be used in the finite-element formulation to interpolate the local position as well as the deformation. Here the subscript $l$ is used for the local shape function to distinguish it from the global shape function used in the absolute nodal coordinate formulation. This local shape function has the same meaning as the element shape function used in the preceding chapter. When the kinematic description of Eq. 53 is used, it is assumed that there is no rigid body motion between the element and its coordinate system. As a consequence, it is required that the local shape function matrix $\mathbf{S}_{l}$ contains no rigid body modes. Using Eqs. 53 and 54, the motion of the finite element can be described using the floating frame of reference formulation as

$$
\begin{equation*}
\mathbf{r}=\mathbf{R}+\mathbf{A} \mathbf{S}_{l} \mathbf{q}_{f} \tag{7.55}
\end{equation*}
$$

where the vector $\mathbf{q}_{f}$ describes the local position and the deformation of an arbitrary point, and the vector

$$
\mathbf{q}_{r}=\left[\begin{array}{c}
\mathbf{R}  \tag{7.56}\\
\boldsymbol{\theta}
\end{array}\right]
$$

describes the reference motion. Therefore, the vector of generalized coordinates of the element used in the floating frame of reference formulation can be written in a partitioned form as

$$
\mathbf{q}=\left[\begin{array}{lll}
\mathbf{R}^{\mathrm{T}} & \boldsymbol{\theta}^{\mathrm{T}} & \mathbf{q}_{f}^{\mathrm{T}}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{ll}
\mathbf{q}_{r}^{\mathrm{T}} & \mathbf{q}_{f}^{\mathrm{T}} \tag{7.57}
\end{array}\right]^{\mathrm{T}}
$$

Using Eq. 55 and the coordinate partitioning of Eq. 57 , the mass matrix of the finite element in the case of the floating frame of reference can be written in a partitioned
form, as demonstrated in the preceding chapter, as

$$
\mathbf{M}_{f}=\left[\begin{array}{ll}
\mathbf{m}_{r r} & \mathbf{m}_{r f}  \tag{7.58}\\
\mathbf{m}_{f r} & \mathbf{m}_{f f}
\end{array}\right]
$$

As pointed out in the preceding chapter, this mass matrix is highly nonlinear in the coordinates $\mathbf{q}=\left[\mathbf{q}_{r}^{\mathrm{T}} \mathbf{q}_{f}^{\mathrm{T}}\right]^{\mathrm{T}}$ as the result of the dynamic coupling between the reference coordinates $\mathbf{q}_{r}$ and the deformation coordinates $\mathbf{q}_{f}$.

In the case of planar motion, one has

$$
\mathbf{q}_{r}=\left[\begin{array}{c}
R_{1}  \tag{7.59}\\
R_{2} \\
\theta
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

where $\theta$ is the angle that defines the orientation of the body coordinate system. In this case of planar motion, it can be shown that the nonlinear mass matrix and the Coriolis and centrifugal forces of the finite element can be expressed in terms of the following constant inertia shape integrals:

$$
\begin{equation*}
\overline{\mathbf{S}}=\int_{V} \rho \mathbf{S}_{l} d V, \quad \mathbf{m}_{f f}=\int_{V} \rho \mathbf{S}_{l}^{\mathrm{T}} \mathbf{S}_{l} d V, \quad \tilde{\mathbf{S}}=\int_{V} \rho \mathbf{S}_{l}^{\mathrm{T}} \tilde{\mathbf{I}}_{l} d V \tag{7.60}
\end{equation*}
$$

where $\rho$ and $V$ are the mass density and volume of the element, respectively, and

$$
\tilde{\mathbf{I}}=\left[\begin{array}{cc}
0 & 1  \tag{7.61}\\
-1 & 0
\end{array}\right]
$$

By establishing the relationship between the coordinates used in the floating frame of reference formulation and the coordinates used in the absolute nodal coordinate formulation, the nonlinear mass matrix of Eq. 58 can be obtained using the constant mass matrix of Eq. 16 (Shabana and Schwertassek 1998). Such a coordinate transformation can be used as the basis for developing a systematic procedure for evaluating the inertia shape integrals from the constant mass matrix that appears in the absolute nodal coordinate formulation. The use of such a transformation will be the subject of the following three sections.

### 7.6 COORDINATE TRANSFORMATION

In the absolute nodal coordinate formulation, beams and plates can be considered as isoparametric elements. Using this fact, the equivalence between the floating frame of reference formulation and the absolute nodal coordinate formulation can be demonstrated and used to examine the effect of using the consistent and lumped mass distribution on modeling the inertia of deformable bodies that undergo large reference displacements. To demonstrate the equivalence of the floating frame of reference formulation and the absolute nodal coordinate formulation, the relationship between the absolute and local slopes is first defined and then used to establish the relationship between the coordinates used in the two different formulations. In this chapter, a planar beam element will be used as an example, and cubic polynomials will be used to equally represent the displacement components of the element. The
procedure developed in this section, however, can be applied to other interpolating functions as well as other planar and spatial element types, provided that the global shape function has a complete set of rigid body modes.

Slope Relationship Using Eq. 53, the global position vector of an arbitrary point on the planar beam element can be written as

$$
\mathbf{r}=\left[\begin{array}{l}
r_{1}  \tag{7.62}\\
r_{2}
\end{array}\right]=\left[\begin{array}{l}
R_{1}+\bar{u}_{1} \cos \theta-\bar{u}_{2} \sin \theta \\
R_{2}+\bar{u}_{1} \sin \theta+\bar{u}_{2} \cos \theta
\end{array}\right]
$$

where $\bar{u}_{1}$ and $\bar{u}_{2}$ are the position coordinates of the arbitrary point defined with respect to the beam coordinate system. It follows in the case of a slender beam element that

$$
\left.\begin{array}{l}
\frac{\partial r_{1}}{\partial x}=\frac{\partial \bar{u}_{1}}{\partial x} \cos \theta-\frac{\partial \bar{u}_{2}}{\partial x} \sin \theta  \tag{7.63}\\
\frac{\partial r_{2}}{\partial x}=\frac{\partial \bar{u}_{1}}{\partial x} \sin \theta+\frac{\partial \bar{u}_{2}}{\partial x} \cos \theta
\end{array}\right\}
$$

This slope relationship plays a fundamental role in defining the relationship between the coordinates used in the absolute nodal coordinate formulation and the coordinates used in the floating frame of reference formulation, as will be demonstrated in this section.

In the case of an arbitrary rigid body motion, the global slopes of the beam can be obtained using Eq. 5 as

$$
\left[\begin{array}{c}
\frac{\partial r_{1}}{\partial x}  \tag{7.64}\\
\frac{\partial r_{2}}{\partial x}
\end{array}\right]=\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right]
$$

Using this equation and Eq. 63, it can be shown that, in the case of a rigid body motion, the local slopes are given by

$$
\left[\begin{array}{l}
\frac{\partial \bar{u}_{1}}{\partial x}  \tag{7.65}\\
\frac{\partial \bar{u}_{2}}{\partial x}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right]
$$

which defines the unit tangent vector in the beam coordinate system.
Coordinate Transformation In the remainder of this section, we develop the relationship between the coordinates used in the floating frame of reference formulation and the coordinates used in the absolute nodal coordinate formulation. In the case of the absolute nodal coordinate formulation, we use the global element shape function defined by Eq. 6. In the floating frame of reference formulation, we consider as an example the case in which the origin of the beam coordinate system is rigidly attached to point $O$, as shown in Fig. 4. In this case, the local shape function can be obtained from the global shape function of Eq. 6 as
$\mathbf{S}_{l}=$
$\left[\begin{array}{ccccc}l\left(\xi-2(\xi)^{2}+(\xi)^{3}\right) & 3(\xi)^{2}-2(\xi)^{3} & 0 & l\left((\xi)^{3}-(\xi)^{2}\right) & 0 \\ 0 & 0 & 3(\xi)^{2}-2(\xi)^{3} & 0 & l\left((\xi)^{3}-(\xi)^{2}\right)\end{array}\right]$


Figure 7.4 Floating frame of reference.

Note that this local shape function does not include any rigid body modes. The vector $\mathbf{q}_{f}$ in this case can be defined as

$$
\mathbf{q}_{f}=\left[\begin{array}{lllll}
q_{1} & q_{2} & q_{3} & q_{4} & q_{5} \tag{7.67}
\end{array}\right]^{\mathrm{T}}
$$

where $q_{2}$ and $q_{3}$ are the local coordinates of the node at $A$ defined in the beam coordinate system and

$$
\begin{equation*}
q_{1}=\frac{\partial \bar{u}_{1}(x=0)}{\partial x}, \quad q_{4}=\frac{\partial \bar{u}_{1}(x=l)}{\partial x}, \quad q_{5}=\frac{\partial \bar{u}_{2}(x=l)}{\partial x} \tag{7.68}
\end{equation*}
$$

Using Eq. 63 , the vector $\mathbf{e}$ of Eq. 7 used in the absolute nodal coordinate formulation can be expressed in terms of the components of the vector

$$
\mathbf{q}=\left[\begin{array}{llllllll}
R_{1} & R_{2} & \theta & q_{1} & q_{2} & q_{3} & q_{4} & q_{5} \tag{7.69}
\end{array}\right]^{\mathrm{T}}
$$

of the floating frame of reference formulation as (Shabana and Schwertassek 1998)

$$
\mathbf{e}=\left[\begin{array}{c}
e_{1}  \tag{7.70}\\
e_{2} \\
e_{3} \\
e_{4} \\
e_{5} \\
e_{6} \\
e_{7} \\
e_{8}
\end{array}\right]\left[\begin{array}{c}
R_{1} \\
R_{2} \\
q_{1} \cos \theta \\
q_{1} \sin \theta \\
R_{1}+q_{2} \cos \theta-q_{3} \sin \theta \\
R_{2}+q_{2} \sin \theta+q_{3} \cos \theta \\
q_{4} \cos \theta-q_{5} \sin \theta \\
q_{4} \sin \theta+q_{5} \cos \theta
\end{array}\right]
$$

Using this vector and the global shape function of Eq. 6, it can be shown that

$$
\begin{equation*}
\mathbf{S e}=\mathbf{R}+\mathbf{A} \mathbf{S}_{l} \mathbf{q}_{f}=\mathbf{r} \tag{7.71}
\end{equation*}
$$

This equation demonstrates the equivalence of the kinematic descriptions used in the floating frame of reference formulation and the absolute nodal coordinate formulation. Therefore, the coordinate transformation of Eq. 70 can be used to obtain the nonlinear mass matrix and the inertia shape integrals used in the floating frame of
reference formulation from the constant mass matrix used in the absolute nodal coordinate formulation. This is demonstrated in the following section using the consistent mass formulation.

### 7.7 CONSISTENT MASS FORMULATION

Exact modeling of the rigid body motion can be obtained using the absolute nodal coordinate formulation only when a consistent mass approach is used. It will be demonstrated in this section that, when a consistent mass approach is employed, the nonlinear mass matrix and the inertia shape integrals of the floating frame of reference can be systematically obtained using the coordinate transformation presented in the preceding section. Equally important is that the inertia matrix of the rigid body can also be obtained using a similar transformation. In Section 9, it will be shown that this is not the case when lumped masses are used.

Using the coordinate partitioning of Eq. 57, it can be shown using the analysis presented in the preceding chapters that the mass matrix of the deformable beam element, in the floating frame of reference formulation, can be expressed in terms of the inertia shape integrals of Eq. 60 as

$$
\mathbf{M}_{f}=\left[\begin{array}{ccc}
m \mathbf{I} & \mathbf{A}_{\theta} \overline{\mathbf{S}} \mathbf{q}_{f} & \mathbf{A} \overline{\mathbf{S}}  \tag{7.72}\\
& \mathbf{q}_{f}^{\mathrm{T}} \mathbf{m}_{f f} \mathbf{q}_{f} & \mathbf{q}_{f}^{\mathrm{T}} \tilde{\mathbf{S}} \\
\text { symmetric } & & \mathbf{m}_{f f}
\end{array}\right]
$$

where $\mathbf{I}$ in this equation is a $2 \times 2$ identity matrix, $m$ is the mass of the element, and $\mathbf{A}_{\theta}$ is the partial derivative of the transformation matrix $\mathbf{A}$ with respect to the orientation coordinate $\theta$. The velocity transformation between the coordinates used in the two formulations can be written as

$$
\dot{\mathbf{e}}=\mathbf{B} \dot{\mathbf{q}}=\left[\begin{array}{lll}
\mathbf{B}_{R} & \mathbf{B}_{\theta} & \mathbf{B}_{f}
\end{array}\right]\left[\begin{array}{c}
\dot{\mathbf{R}}  \tag{7.73}\\
\dot{\theta} \\
\dot{\mathbf{q}}_{f}
\end{array}\right]
$$

where $\mathbf{B}$ is a velocity transformation matrix. Let $\mathbf{M}_{a}$ be the mass matrix obtained using the absolute nodal coordinate formulation (Eq. 16); the mass matrix $\mathbf{M}_{f}$ that results from the use of the floating frame of reference formulation can be simply obtained as

$$
\mathbf{M}_{f}=\mathbf{B}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}=\left[\begin{array}{lll}
\mathbf{B}_{R}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}_{R} & \mathbf{B}_{R}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}_{\theta} & \mathbf{B}_{R}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}_{f}  \tag{7.74}\\
& \mathbf{B}_{\theta}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}_{\theta} & \mathbf{B}_{\theta}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}_{f} \\
\text { symmetric } & & \mathbf{B}_{f}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}_{f}
\end{array}\right]
$$

The inertia shape integrals of Eq. 60 can be obtained by comparing Eqs. 72 and 74. The use of this procedure shows that the nonlinear mass matrix and the inertia shape integrals of the floating frame of reference formulation can be systematically evaluated using the constant mass matrix $\mathbf{M}_{a}$ and the velocity transformation matrix $\mathbf{B}$ as demonstrated by the following example.

Cubic Interpolating Polynomials Using the local shape function of Eq. 66 and the definitions of the constant matrices given by Eq. 60, the inertia shape integrals that appear in the nonlinear mass matrix of the floating frame of reference formulation can be evaluated as

$$
\overline{\mathbf{S}}=\int_{V} \rho \mathbf{S} d V=\frac{m}{12}\left[\begin{array}{ccccc}
l & 6 & 0 & -l & 0 \\
0 & 0 & 6 & 0 & -l
\end{array}\right]
$$

$$
\mathbf{M}_{f f}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \mathbf{S} d V=m\left[\begin{array}{ccccc}
\frac{(l)^{2}}{105} & \frac{13 l}{420} & 0 & -\frac{(l)^{2}}{140} & 0  \tag{7.75}\\
\frac{13 l}{420} & \frac{13}{35} & 0 & -\frac{11 l}{210} & 0 \\
0 & 0 & \frac{13}{35} & 0 & -\frac{11 l}{210} \\
-\frac{(l)^{2}}{10} & -\frac{11 l}{210} & 0 & \frac{(l)^{2}}{105} & 0 \\
0 & 0 & -\frac{11 l}{210} & 0 & \frac{(l)^{2}}{105}
\end{array}\right]
$$

$$
\tilde{\mathbf{S}}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \tilde{\mathbf{I}} \mathbf{S} d V=m\left[\begin{array}{ccccc}
0 & 0 & \frac{13 l}{420} & 0 & -\frac{(l)^{2}}{140} \\
0 & 0 & \frac{13}{35} & 0 & -\frac{11 l}{210} \\
-\frac{13 l}{420} & -\frac{13}{35} & 0 & \frac{11 l}{210} & 0 \\
0 & 0 & -\frac{11 l}{210} & 0 & \frac{(l)^{2}}{105} \\
\frac{(l)^{2}}{140} & \frac{11 l}{210} & 0 & -\frac{(l)^{2}}{105} & 0
\end{array}\right]
$$

Differentiating Eq. 70 with respect to time, one obtains

$$
\dot{\mathbf{e}}=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{7.76}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 \\
0 & 0 & -q_{1} \sin \theta & \cos \theta & 0 & 0 & 0 \\
0 & 0 & q_{1} \cos \theta & \sin \theta & 0 & 0 & 0 \\
1 & 0 & -q_{2} \sin \theta-q_{3} \cos \theta & 0 & \cos \theta & -\sin \theta & 0 \\
0 & 1 & q_{2} \cos \theta-q_{3} \sin \theta & 0 & \sin \theta & \cos \theta & 0 \\
0 & 0 & -q_{4} \sin \theta-q_{5} \cos \theta & 0 & 0 & 0 & \cos \theta \\
0 & 0 & q_{4} \cos \theta-q_{5} \sin \theta & 0 & 0 & 0 & \sin \theta \\
\cos \theta
\end{array}\right]\left[\begin{array}{c}
\dot{R}_{1} \\
\dot{R}_{2} \\
\dot{\theta} \\
\dot{q}_{1} \\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4} \\
\dot{q}_{5}
\end{array}\right]
$$

which defines the velocity transformation matrix $\mathbf{B}$ as

$$
\mathbf{B}=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{7.77}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -q_{1} \sin \theta & \cos \theta & 0 & 0 & 0 & 0 \\
0 & 0 & q_{1} \cos \theta & \sin \theta & 0 & 0 & 0 & 0 \\
1 & 0 & -q_{2} \sin \theta-q_{3} \cos \theta & 0 & \cos \theta & -\sin \theta & 0 & 0 \\
0 & 1 & q_{2} \cos \theta-q_{3} \sin \theta & 0 & \sin \theta & \cos \theta & 0 & 0 \\
0 & 0 & -q_{4} \sin \theta-q_{5} \cos \theta & 0 & 0 & 0 & \cos \theta & -\sin \theta \\
0 & 0 & q_{4} \cos \theta-q_{5} \sin \theta & 0 & 0 & 0 & \sin \theta & \cos \theta
\end{array}\right]
$$

The constant matrix $\mathbf{M}_{a}$ that appears in the absolute nodal coordinate formulation (see Eq. 16) can be obtained using the global shape function of Eq. 6 as

$$
\mathbf{M}_{a}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \mathbf{S} d V=m\left[\begin{array}{cccccccc}
\frac{13}{35} & 0 & \frac{11 l}{210} & 0 & \frac{9}{70} & 0 & -\frac{13 l}{420} & 0  \tag{7.78}\\
0 & \frac{13}{35} & 0 & \frac{11 l}{210} & 0 & \frac{9}{70} & 0 & -\frac{13 l}{420} \\
\frac{11 l}{210} & 0 & \frac{(l)^{2}}{105} & 0 & \frac{13 l}{420} & 0 & -\frac{(l)^{2}}{140} & 0 \\
0 & \frac{11 l}{210} & 0 & \frac{(l)^{2}}{105} & 0 & \frac{13 l}{420} & 0 & -\frac{(l)^{2}}{140} \\
\frac{9}{70} & 0 & \frac{13 l}{420} & 0 & \frac{13}{35} & 0 & -\frac{11 l l}{210} & 0 \\
0 & \frac{9}{70} & 0 & \frac{13 l}{420} & 0 & \frac{13}{35} & 0 & -\frac{11 l}{210} \\
-\frac{13 l}{420} & 0 & -\frac{(l)^{2}}{140} & 0 & -\frac{11 l}{210} & 0 & \frac{(l)^{2}}{105} & 0 \\
0 & -\frac{13 l}{420} & 0 & -\frac{(l)^{2}}{140} & 0 & -\frac{11 l}{210} & 0 & \frac{(l)^{2}}{105}
\end{array}\right]
$$

Using this matrix and Eq. 76, it can be shown that

$$
\begin{aligned}
& \mathbf{M}_{f}=\mathbf{B}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}
\end{aligned}
$$

Comparing this matrix with Eq. 72, the shape integrals presented in Eq. 75 can be easily identified, demonstrating the equivalence of the inertia forces used in the two formulations. This example also demonstrates that the nonlinear mass matrix and all the inertia shape integrals of the floating frame of reference formulation can be obtained from the constant consistent mass matrix used in linear structural dynamics.

Rigid Body Inertia In the case of the consistent mass formulation, exact modeling of the rigid body inertia of the beam can be obtained as a special case of the more general development presented in this section. In the case of a rigid body motion, one has

$$
\begin{equation*}
q_{1}=q_{4}=1, \quad q_{2}=l, \quad q_{3}=q_{5}=0 \tag{7.80}
\end{equation*}
$$

In this special case, the transformation of Eq. 76 reduces to

$$
\dot{\mathbf{e}}=\mathbf{B} \dot{\mathbf{q}}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{7.81}\\
0 & 1 & 0 \\
0 & 0 & -\sin \theta \\
0 & 0 & \cos \theta \\
1 & 0 & -l \sin \theta \\
0 & 1 & l \cos \theta \\
0 & 0 & -\sin \theta \\
0 & 0 & \cos \theta
\end{array}\right]\left[\begin{array}{c}
\dot{R}_{1} \\
\dot{R}_{2} \\
\dot{\theta}
\end{array}\right]
$$

Using the velocity transformation matrix in this equation and the mass matrix $\mathbf{M}_{a}$ of Eq. 78, it can be shown that in the case of a rigid body motion the mass matrix of the element reduces to

$$
\mathbf{M}_{f}=\mathbf{B}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}=m\left[\begin{array}{ccc}
1 & 0 & -\frac{l}{2} \sin \theta  \tag{7.82}\\
0 & 1 & \frac{l}{2} \cos \theta \\
-\frac{l}{2} \sin \theta & \frac{l}{2} \cos \theta & \frac{(l)^{2}}{3}
\end{array}\right]
$$

which is the exact mass matrix of the rigid beam in the case of a noncentroidal beam coordinate system.

### 7.8 THE VELOCITY TRANSFORMATION MATRIX

Equation 71, which demonstrates the equivalence of the kinematic relationships used in the floating frame of reference formulation and the absolute nodal coordinate formulation, can be used to develop several interesting matrix identities. For example, by differentiating Eq. 71 with respect to time and using the partitioning of the velocity transformation matrix given by Eq. 73, one can show that the following simple relationships between the global and the local shape functions hold:

$$
\begin{equation*}
\mathbf{S B}_{R}=\mathbf{I}, \quad \mathbf{S B}_{\theta}=\mathbf{A}_{\theta} \mathbf{S}_{l} \mathbf{q}_{f}, \quad \mathbf{S B _ { f }}=\mathbf{A} \mathbf{S}_{l} \tag{7.83}
\end{equation*}
$$

These relationships can be used to obtain other interesting matrix identities. For example, the first identity in Eq. 83 leads to

$$
\begin{equation*}
\mathbf{B}_{R}^{\mathrm{T}} \mathbf{S}^{\mathrm{T}} \mathbf{S} \mathbf{B}_{R}=\mathbf{I} \tag{7.84}
\end{equation*}
$$

Multiplying this equation by the mass density $\rho$ and integrating over the volume, one obtains

$$
\begin{equation*}
\mathbf{B}_{R}^{\mathrm{T}} \mathbf{M}_{a} \mathbf{B}_{R}=m \mathbf{I} \tag{7.85}
\end{equation*}
$$

a relationship previously obtained in Eq. 79.
Equation 71 can also be used to obtain an alternative procedure for formulating the velocity transformation matrix that relates the derivatives of the coordinates used in the floating frame of reference formulation and the absolute nodal coordinate formulation. Differentiating this equation with respect to time, one obtains

$$
\begin{equation*}
\mathbf{S e j}=\mathbf{L} \dot{\mathbf{q}} \tag{7.86}
\end{equation*}
$$

where

$$
\mathbf{L}=\left[\begin{array}{lll}
\mathbf{I} & \mathbf{A}_{\theta} \mathbf{S}_{l} \mathbf{q}_{f} & \mathbf{A} \mathbf{S}_{l}
\end{array}\right], \quad \mathbf{q}=\left[\begin{array}{lll}
\mathbf{R}^{\mathrm{T}} & \theta & \mathbf{q}_{f}^{\mathrm{T}} \tag{7.87}
\end{array}\right]^{\mathrm{T}}
$$

Premultiplying Eq. 86 by the transpose of the global shape function $\mathbf{S}$ and integrating over the volume, it can be shown that

$$
\begin{equation*}
\mathbf{M}_{a} \dot{\mathbf{e}}=\mathbf{M}_{B} \dot{\mathbf{q}} \tag{7.88}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{M}_{B}=\int_{V} \rho \mathbf{S}^{\mathrm{T}} \mathbf{L} d V \tag{7.89}
\end{equation*}
$$

Since $\mathbf{M}_{a}$ is a positive definite matrix, one can write

$$
\begin{equation*}
\dot{\mathbf{e}}=\mathbf{M}_{a}^{-1} \mathbf{M}_{B} \dot{\mathbf{q}}=\mathbf{B} \dot{\mathbf{q}} \tag{7.90}
\end{equation*}
$$

where $\mathbf{B}$ is the velocity transformation matrix defined as

$$
\begin{equation*}
\mathbf{B}=\mathbf{M}_{a}^{-1} \mathbf{M}_{B} \tag{7.91}
\end{equation*}
$$

This equation defines the velocity transformation matrix $\mathbf{B}$ in terms of the inverse of the constant mass matrix $\mathbf{M}_{a}$.

### 7.9 LUMPED MASS FORMULATION

The analysis presented in the preceding sections demonstrates that the absolute nodal coordinate formulation leads to an exact modeling of the rigid body motion provided that the global element shape function has a complete set of rigid body modes and a consistent mass formulation is used to describe the element inertia. This is not, however, the case when the lumped mass approach is used as demonstrated in this section. First, some basic concepts in rigid body dynamics are reviewed.

Rigid Body Mechanics To demonstrate some of the modeling problems that result from the use of the lumped mass formulation, we consider the slender beam shown in Fig. 5a. The beam is assumed to have mass $m$, mass moment of inertia $I_{O}$ about its end point $O$, length $l$, volume $V$, and mass density $\rho$. The motion of the beam can be described using three coordinates: two coordinates $R_{1}$ and $R_{2}$, which describe the global position vector of point $O$, and the angle $\theta$, which defines the orientation of the beam with respect to the inertial frame. In this case of rigid body motion, the vector of the beam generalized coordinates is defined as

$$
\mathbf{q}=\left[\begin{array}{lll}
R_{1} & R_{2} & \theta \tag{7.92}
\end{array}\right]^{\mathrm{T}}
$$

Using this set of generalized coordinates, one can show that the inertia matrix of the beam is defined in the case of rigid body motion by Eq. 82 .

Another model for the beam is shown in Fig. 5b. In this model the distributed inertia of the beam is replaced by two concentrated masses, each equal to $m / 2$, at the two ends of the beam (nodal points). Using this model, one can show that the inertia


Figure 7.5 Lumped and consistent masses.
matrix of the rigid beam obtained using the lumped mass model is given by

$$
\mathbf{M}=\left[\begin{array}{ccc}
m & 0 & -\frac{m l}{2} \sin \theta  \tag{7.93}\\
0 & m & \frac{m l}{2} \cos \theta \\
-\frac{m l}{2} \sin \theta & \frac{m l}{2} \cos \theta & \frac{m(l)^{2}}{2}
\end{array}\right]
$$

Comparing this mass matrix with the mass matrix previously obtained using the distributed inertia of the beam, it is clear that the lumped mass model shown in Fig. 5 b does not lead to exact modeling of the mass matrix of the beam in the case of an arbitrary rigid body motion.

Use of Trigonometric Functions as Generalized Coordinates The equations of motion of the rigid beam can also be formulated in terms of $\sin \theta$ and $\cos \theta$ as coordinates instead of the angle $\theta$. In this case, one has a redundant set of coordinates since the sine and cosine functions of an angle are not independent. Using the trigonometric functions as generalized coordinates, one can write the position vector of an arbitrary point on the slender rigid beam as

$$
\mathbf{r}=\left[\begin{array}{l}
r_{1}  \tag{7.94}\\
r_{2}
\end{array}\right]=\left[\begin{array}{llll}
1 & 0 & x & 0 \\
0 & 1 & 0 & x
\end{array}\right]\left[\begin{array}{c}
R_{1} \\
R_{2} \\
\cos \theta \\
\sin \theta
\end{array}\right]
$$

where $x$ is the spatial coordinate along the beam axis. Using this kinematic equation and a distributed mass model, it can be shown that the mass matrix associated with the new set of coordinates

$$
\mathbf{q}=\left[\begin{array}{llll}
R_{1} & R_{2} & \cos \theta & \sin \theta \tag{7.95}
\end{array}\right]^{\mathrm{T}}
$$

is given by

$$
\mathbf{M}=\left[\begin{array}{cccc}
m & 0 & \frac{m l}{2} & 0  \tag{7.96}\\
0 & m & 0 & \frac{m l}{2} \\
\frac{m l}{2} & 0 & \frac{m(l)^{2}}{3} & 0 \\
0 & \frac{m l}{2} & 0 & \frac{m(l)^{2}}{3}
\end{array}\right]
$$

Note that in this mass matrix, the rotary inertia coefficients associated with the sine and cosine function coordinates are equal. This fact will be used later in this section to define a lumped mass matrix associated with the coordinates used in the absolute nodal coordinate formulation. In the remainder of this section, the approximations that result from the use of the lumped mass formulation in flexible body dynamics will be examined.

Flexible Body Lumped Mass Matrix In the lumped mass approach, we assume, in the case of the absolute nodal coordinate formulation, a diagonal mass matrix in the form

$$
\mathbf{M}_{l}=\left[\begin{array}{cccccccc}
\frac{m}{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{7.97}\\
0 & \frac{m}{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & J_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & J_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{m}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{m}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & J_{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & J_{2}
\end{array}\right]
$$

where $J_{1}$ and $J_{2}$ are rotary inertia coefficients defined, respectively, at the first and second nodes of the beam element. Using the transformation of Eq. 77, it can be shown that the mass matrix obtained for the floating frame of reference formulation using the preceding diagonal mass matrix is given by

$$
\begin{align*}
\mathbf{M}_{f} & =\mathbf{B}^{\mathrm{T}} \mathbf{M}_{l} \mathbf{B} \\
& =\left[\begin{array}{cccccc}
m \mathbf{I} & \mathbf{A}_{\theta}\left[\begin{array}{lllll}
0 & \frac{m}{2} & 0 & 0 & 0 \\
0 & 0 & \frac{m}{2} & 0 & 0
\end{array}\right] \mathbf{q}_{f} & \mathbf{A}\left[\begin{array}{cccc}
0 & \frac{m}{2} & 0 & 0 \\
0 & 0 & \frac{m}{2} & 0 \\
0
\end{array}\right] \\
& =\left[\begin{array}{lllll}
J_{1} & 0 & 0 & 0 & 0 \\
0 & \frac{m}{2} & 0 & 0 & 0 \\
0 & 0 & \frac{m}{2} & 0 & 0 \\
0 & 0 & 0 & J_{2} & 0 \\
0 & 0 & 0 & 0 & J_{2}
\end{array}\right] \mathbf{q}_{f} & m \mathbf{q}_{f}^{\mathrm{T}}\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{m}{2} & 0 & 0 \\
0 & -\frac{m}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & J_{2} \\
0 & 0 & 0 & -J_{2} & 0
\end{array}\right] \\
& & & \\
& & \\
& & \\
& & {\left[\begin{array}{lllll}
J_{1} & 0 & 0 & 0 & 0 \\
0 & \frac{m}{2} & 0 & 0 & 0 \\
0 & 0 & \frac{m}{2} & 0 & 0 \\
0 & 0 & 0 & J_{2} & 0 \\
0 & 0 & 0 & 0 & J_{2}
\end{array}\right]}
\end{array}\right] \tag{7.98}
\end{align*}
$$

Comparing this matrix with Eq. 72, it is clear that the inertia shape integrals can be written in the case of the lumped mass formulation as

$$
\begin{array}{ll}
\overline{\mathbf{S}}=\frac{m}{2}\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right] \\
\mathbf{M}_{f f}=\left[\begin{array}{lllll}
J_{1} & 0 & 0 & 0 & 0 \\
0 & \frac{m}{2} & 0 & 0 & 0 \\
0 & 0 & \frac{m}{2} & 0 & 0 \\
0 & 0 & 0 & J_{2} & 0 \\
0 & 0 & 0 & 0 & J_{2}
\end{array}\right], \quad \tilde{\mathbf{S}}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{m}{2} & 0 & 0 \\
0 & -\frac{m}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & J_{2} \\
0 & 0 & 0 & -J_{2} & 0
\end{array}\right] \tag{7.99}
\end{array}
$$

These shape integrals have a structure significantly different from those integrals previously obtained using the consistent mass formulation that was presented in Eq. 75.

Rigid Body Motion Regardless of the values of the inertia coefficients $J_{1}$ and $J_{2}$, it can be demonstrated that the lumped mass formulation as defined by the diagonal mass matrix of Eq. 97 does not lead to exact modeling of the rigid body inertia when the element rotates as a rigid body. To demonstrate this fact, we consider the simple case of a rigid body motion. Using the transformation of Eq. 81 and the lumped mass matrix of Eq. 97, it can be shown that

$$
\mathbf{M}_{f}=\mathbf{B}^{\mathrm{T}} \mathbf{M}_{l} \mathbf{B}=\left[\begin{array}{ccc}
m & 0 & -\frac{m l}{2} \sin \theta  \tag{7.100}\\
0 & m & \frac{m l}{2} \cos \theta \\
-\frac{m l}{2} \sin \theta & \frac{m l}{2} \cos \theta & J_{1}+J_{2}+\frac{m(l)^{2}}{2}
\end{array}\right]
$$

While the consistent mass formulation leads to exact modeling of the mass matrix in the case of a rigid body motion, the preceding equation demonstrates that the lumped mass formulation does not lead to the mass matrix of the rigid element if both the inertia coefficients $J_{1}$ and $J_{2}$ are assumed to be positive.

### 7.10 EXTENSION OF THE METHOD

As previously pointed out, the floating frame of reference formulation, which was the subject of the preceding two chapters, has been extensively used in many flexible multibody applications. Its use, however, has been limited to the analysis of small deformations of flexible bodies that undergo large reference displacements. This limitation was the result of the use of infinitesimal rotations as nodal coordinates to define the deformation of the element with respect to the selected body coordinate system. The use of infinitesimal rotations as nodal coordinates leads to a linearization of the kinematic equations. As a consequence, only linear modes are often used with the floating frame of reference formulation. The use of the reference coordinates allows one to obtain an exact modeling of the rigid body motion when the elastic deformation is equal to zero. With the mixed set of coordinates used in the floating frame of reference formulation, nonisoparametric elements produce zero strains under an arbitrary rigid body displacement.

To be able to solve large deformation problems in multibody system applications, a conceptually different approach is used in this chapter. In the absolute nodal coordinate formulation presented in this chapter, no infinitesimal or finite rotations are used as nodal coordinates; instead, a mixed set of absolute displacements and slopes is used. The absolute nodal coordinate formulation leads to an exact modeling of the rigid body dynamics and to a constant inertia matrix, and as a consequence, the Coriolis and centrifugal forces are equal to zero.

Other Element Types In the analysis presented in this chapter, a planar beam element is used to demonstrate the use of the absolute nodal coordinate formulation. This formulation can also be systematically developed for other element types as well as spatial elements (Dmitrochenko and Pogorelov 2003, Mikkola and Shabana 2003, Omar and Shabana 2001, Shabana and Yakoub 2001). It can also be applied to multibody system applications by developing a computer library of constraints that describe the joints between the finite elements and the deformable bodies (Sugiyama et al. 2003). Using absolute coordinates, some of these joints take simple forms as compared with the joint formulations used in the floating frame of reference formulation. Also, the formulation of the spring, damper, and actuator forces is much simpler when the absolute nodal coordinate formulation is used. Effects such as rotary inertia in beams can be easily accommodated in the absolute nodal coordinate formulation by modifying the element shape functions (Shabana 1996c, Omar and Shabana 2001).

In the case of spatial elements, a procedure similar to the one presented in this chapter can be used to define the relationship between the local and global slopes (Shabana and Christensen 1997, Shabana and Mikkola 2003). In this case, the following three-dimensional kinematic equation can be used:

$$
\begin{equation*}
\mathbf{r}=\mathbf{R}+\mathbf{A} \overline{\mathbf{u}} \tag{7.101}
\end{equation*}
$$

where all the vectors and matrices in this equation are three-dimensional and are as defined previously in this book and $\mathbf{A}$ is the spatial transformation matrix. This transformation matrix can be defined using any set of the orientation parameters introduced in Chapter 2. Using the preceding equation, the relationship between the absolute and local slopes can be defined as

$$
\begin{equation*}
\frac{\partial \mathbf{r}}{\partial x_{1}}=\mathbf{A} \frac{\partial \overline{\mathbf{u}}}{\partial x_{1}}, \quad \frac{\partial \mathbf{r}}{\partial x_{2}}=\mathbf{A} \frac{\partial \overline{\mathbf{u}}}{\partial x_{2}}, \quad \frac{\partial \mathbf{r}}{\partial x_{3}}=\mathbf{A} \frac{\partial \overline{\mathbf{u}}}{\partial x_{3}} \tag{7.102}
\end{equation*}
$$

where $x_{1}, x_{2}$, and $x_{3}$ are the spatial coordinates of the element. The three-dimensional slope relationships can be used to develop a transformation between the coordinates used in the floating frame of reference formulation and the absolute nodal coordinate formulation. The equivalence of these two formulations is one of the important results obtained in this chapter. The significance of this result stems from the fact that it clearly demonstrates that the use of the floating frame of reference formulation does not imply a separation between the rigid body motion and the elastic deformation. In the floating frame of reference formulation, the reference motion cannot be interpreted as the rigid body motion since different frames of reference can be selected for the deformable body (Shabana 1996a). If slopes, instead of infinitesimal rotations, are used as nodal
coordinates in the floating frame of reference formulation, the equivalence of the simple elastic forces used in that formulation and the highly nonlinear elastic forces used in the absolute nodal coordinate formulation can also be demonstrated (Berzeri and Shabana 2002). As a consequence, the transformations between the coordinates used in the two formulations can also be used to obtain the expressions for the highly nonlinear stiffness forces used in the absolute nodal coordinate formulation from the simple stiffness matrix that appears in the floating frame of reference formulation. By so doing, one can develop an efficient algorithm that utilizes existing finite-element computer programs to evaluate the elastic forces in the absolute nodal coordinate formulation. The coordinate transformations can be developed for other element types using a procedure similar to the one described in this chapter.

Comparison with other Methods The floating frame of reference formulation has been implemented in several commercial and research computer programs and has been widely used in the analysis of many mechanical system applications. Examples of these applications can be found in the References section. To demonstrate the application of the absolute nodal coordinate formulation to multibody systems and compare the obtained numerical results with the results obtained using the floating frame of reference formulation, we consider the slider crank mechanism shown in Fig. 6 (Escalona, et al. 1997). The crankshaft has a length of 0.152 m , a cross-sectional area of $7.854 \times 10^{-5} \mathrm{~m}^{2}$, a second moment of area of $4.909 \times 10^{-10} \mathrm{~m}^{4}$, a mass density of $2.770 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$, and a modulus of elasticity of $1.0 \times 10^{9} \mathrm{~N} / \mathrm{m}^{2}$. The connecting rod is assumed to be a beam of length 0.304 m , and has the same cross-sectional dimensions and material properties as the crankshaft with the exception of the modulus of elasticity, which is assumed to be $0.5 \times 10^{8} \mathrm{~N} / \mathrm{m}^{2}$. The crankshaft of the slider crank mechanism is assumed to be driven by the following torque expressed in $\mathrm{N} / \mathrm{m}$ :

$$
M(t)=\left\{\begin{array}{cl}
0.01\left(1-e^{\frac{-t}{0.167}}\right) & t \leq 0.70 \mathrm{~s} \\
0 & t \geq 0.70 \mathrm{~s}
\end{array}\right.
$$

In the numerical study presented in this section, the crankshaft is divided into three elements, while the connecting rod is divided into eight elements. In the floating frame of reference formulation, the shape function of Eq. 11 is used in the finite-element discretization, and three mode shapes are used for the crankshaft and five mode shapes


Figure 7.6 Slider crank mechanism.


Figure 7.7 Position of the slider block.


Figure 7.8 Deformation of the midpoint of the connecting rod.
are used for the connecting rod. Both links are modeled using simply supported end conditions. In the absolute nodal coordinate formulation, the shape function of Eq. 6 is used. Figure 7 shows the results obtained using the absolute nodal coordinate formulation and the floating frame of reference formulation for the displacement of the slider block. The results presented in this figure show a good agreement. Figure 8 shows the transverse deformation of the midpoint of the connecting rod measured with respect to a line connecting points $A$ and $B$. These results again show excellent agreement between the two methods. Observe the high-frequency oscillations in the
solution obtained using the absolute nodal coordinate formulation. These oscillations are due to the fact that no modal reduction is used in the absolute nodal coordinate formulation. It is important to point out that the excellent agreement between the two methods can be obtained in the case of small deformations. As expected, numerical experimentation showed discrepancy between the solutions obtained using the two formulations in the case of the large deformation analysis.

### 7.11 COMPARISON WITH LARGE ROTATION VECTOR FORMULATION

In the preceding sections, the equivalence of the floating frame of reference and the absolute-nodal-coordinate formulations was demonstrated. The numerical results presented in the preceding section also indicate that there is a good agreement between the numerical solutions obtained using the two formulations when small deformation problems of flexible multibody systems are considered. Since modal reduction techniques are often used with the floating frame of reference formulation, its use has been limited primarily to small deformation problems. In recent years, several attempts have been made to develop finite-element formulations for the large deformation analysis of flexible multibody systems. Among these formulations is the large rotation vector formulation (Simo and Vu-Quoc 1986 a,b). In this formulation, absolute coordinates and finite rotations are used as the nodal coordinates of the finite element. The coordinates of an arbitrary point on the element as well as the finite rotation of the cross-section are interpolated using polynomials with independent coefficients. In this section, some basic concepts used in the kinematic description of deformable bodies are reviewed before the large rotation vector formulation is discussed. These concepts are primarily related to the linear independence of the kinematic variables and are closely related to the definition of the shear used in some finite-element large rotation vector formulations.

Background Consider the two functions $f$ and $g$, which may represent kinematic variables of a two-dimensional beam. These two functions are assumed to depend on the spatial coordinate $x$, which defines the position of an arbitrary point on the beam in the undeformed configuration. Using the Raleigh-Ritz approximation, the functions $f$ and $g$ can be expressed in terms of a finite set of coordinates as

$$
\left.\begin{array}{l}
f=\sum_{i=1}^{m} \phi_{i}(x) q_{i}(t)  \tag{7.103}\\
g=\sum_{i=1}^{m} \phi_{i}(x) q_{i}(t)+\sum_{j=1}^{n} h_{j}(x) p_{j}(t)
\end{array}\right\}
$$

where $\phi_{i}$ and $h_{j}$ are space-dependent shape functions or eigenfunctions, and $q_{i}$ and $p_{j}$ are the time-dependent coordinates. These coordinates are assumed to be independent. The function $g$ in Eq. 103 shows dependence on the function $f$; that is, the change in $f$ is automatically included in $g$. Nonetheless, $f$ and $g$ are independent functions since both of them can be changed arbitrarily. The representation given in Eq. 103 is
conceptually different from the following representation of $f$ and $g$ :

$$
\left.\begin{array}{l}
f=\sum_{i=1}^{m} \phi_{i}(x) q_{i}(t) \\
g=\sum_{j=1}^{n} h_{j}(x) p_{j}(t) \tag{7.104}
\end{array}\right\}
$$

where in this equation $f$ and $g$ remain independent, but the change in $f$ has no kinematic effect on $g$ since the modes of variations of $f$ are not represented in $g$.

The representation of Eq. 104 defines a different model from the representation given by Eq. 103. For instance, if all the $p_{j}$ 's are equal to zero, the result of Eq. 103 states that $f$ and $g$ are equal and there is no need for applying a force to insure this equality. This is not, however, the case when Eq. 104 is used since there is no kinematic relationship between the two variables described in this equation. Note that in Eq. 103 $g$ can be different from $f$ if the $p_{j}$ 's are not all equal to zero. Furthermore, if $f$ and $g$ describe displacements or rotations, the generalized forces resulting from the use of the representations of Eqs. 103 and 104 are completely different. For example, if $f$ and $g$ represent displacements, and $F$ is a force acting in the direction of $g$, then the virtual work due to this force can be written as

$$
\delta W=F \delta g=\sum_{i=1}^{m} F \phi_{i}(x) \delta q_{i}(t)+\sum_{j=1}^{n} F h_{j}(x) \delta p_{j}(t)
$$

which defines generalized forces associated with the coordinates that are used to define $g$ as well as the function $f$. This will not be the case if the representation of Eq. 104 is used.

Large Rotation Vector Formulations In this section, the kinematic description used in the large rotation vector formulations is presented and discussed in view of the simple concepts previously discussed in this section. To this end, a simple two-dimensional beam model is used. As previously pointed out, in the large rotation vector formulations, finite rotations are used as field variables leading to a set of nodal coordinates that consist of displacement coordinates as well as finite rotation coordinates. To explain the basic idea used in the large rotation vector formulations, we consider the two-dimensional beam shown in Fig. 9. In this figure, $\alpha$ defines the orientation of the cross-section without the shear; that is, $\alpha$ defines the direction of the normal to the center line of the beam. The orientation of the coordinate system defined by the tangent vector $\mathbf{t}$ and the normal vector $\mathbf{n}$ can be defined in terms of the angle $\alpha$ using the transformation matrix $\mathbf{A}_{n}$ defined as

$$
\mathbf{A}_{n}=\left[\begin{array}{cc}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{array}\right]
$$



Figure 7.9 Large rotation vector formulation.
where $\cos \alpha$ and $\sin \alpha$ can be expressed in terms of the components $r_{1}$ and $r_{2}$ of the vector $\mathbf{r}$ that defines the location of an arbitrary point on the beam as

$$
\left.\begin{array}{l}
\cos \alpha=\frac{\frac{\delta r_{1}}{\delta x}}{\sqrt{\left(\frac{\delta r_{1}}{\delta x}\right)^{2}+\left(\frac{\delta r_{2}}{\delta x}\right)^{2}}}  \tag{7.105}\\
\sin \alpha=\frac{\frac{\delta r_{2}}{\delta x}}{\sqrt{\left(\frac{\delta r_{1}}{\delta x}\right)^{2}+\left(\frac{\delta r_{2}}{\delta x}\right)^{2}}}
\end{array}\right\}
$$

which show that the angle $\alpha$ is completely defined by the components of the vector r. Note that this angle, in the case of large rotation problems, does not approach zero as the element length decreases since absolute coordinates are used.

The rotation of the cross-section as the result of the shear deformation is defined by the angle $\beta$ as shown in Fig. 9. Therefore, the total rotation of the cross section of the beam $\gamma$ is defined as

$$
\begin{equation*}
\gamma=\alpha+\beta \tag{7.106}
\end{equation*}
$$

In the large rotation vector formulations, the configuration of the finite element is described using the three field variables $r_{1}, r_{2}$, and $\gamma$. Interpolation functions with completely independent coefficients are used to describe these three field variables. As a consequence of this independent representation, there is no kinematic relationship between the two angles $\alpha$ and $\gamma$. That is, the polynomial coefficients that define $r_{1}$ and $r_{2}$ are not represented in the expansion of the angle $\gamma$ that defines the total rotation of the cross-section of the beam. In other words, the modes of variations of the angle $\alpha$ are not included in the polynomial expansion used to describe the angle $\gamma$. This leads to inconsistent representation of the rotations of the cross-section, and such inconsistency can lead to serious modeling problems since the shear angle is assumed to be small.

Solving this inconsistency problem in the large rotation vector formulation is not an easy problem. It is clear from Eq. 105 that the angle $\alpha$ that defines the orientation of the normal to the cross-section depends nonlinearly on the coefficients of the polynomials used to describe $r_{1}$ and $r_{2}$. It follows that appropriate representation of
the angle $\gamma$ as given by Eq. 106 will require the use of highly nonlinear equations in the finite-element kinematic description. For this reason, the use of the finite rotation coordinates is avoided in the absolute nodal coordinate formulation; instead, global slopes are used. A proper representation of the shear deformation can be systematically incorporated in the absolute nodal coordinate formulation. Note also that the description used in the absolute nodal coordinate formulation, when threedimensional elements are used, will always lead to a constant mass matrix. Use of finite rotations as nodal coordinates, on the other hand, leads to a nonlinear mass matrix when three-dimensional elements are used.

## Problems

1. A linear isoparametric displacement field of a beam element is defined as

$$
r_{1}=(1-\xi) e_{1}+\xi e_{3}, \quad r_{2}=(1-\xi) e_{2}+\xi e_{4}
$$

where $\xi=x / l, e_{1}$ and $e_{2}$ are the absolute nodal displacements of the first node, and $e_{3}$ and $e_{4}$ are the absolute nodal displacements of the second node. Show that this isoparametric displacement field can be used to describe an arbitrary rigid body displacement.
2. In the case of a rigid body motion of an element defined by the shape function of Eq. 11, determine the error in the kinetic energy and the mass moment of inertia if infinitesimal rotations, instead of slopes, are used as nodal coordinates.
3. Using the shape function of Eq. 6, determine the error in the rigid body kinematic equations if infinitesimal rotations, instead of the slopes, are used as nodal coordinates.
4. Repeat Problem 2 using the cubic shape function of Eq. 6.
5. Define the components of the unit vectors along the axes of a beam element coordinate system whose origin is rigidly attached to the first node of the element.
6. In Problem 5, define the unit vectors along the axes of the element coordinate system in terms of the nodal coordinates if the shape function of Eq. 6 is used.
7. Repeat Problem 6 using the shape function of Eq. 11.
8. In Example 2, determine the error in the elastic forces in the case of a rigid body motion when infinitesimal rotations are used.
9. Show that when the rigid body motion of the element is equal to zero, the strain energy expression obtained using the absolute nodal coordinate formulation leads to the conventional beam stiffness matrix used in linear structural dynamics.
10. Discuss the physical meaning of the vectors and matrices that appear in the strain energy expression obtained using the absolute nodal coordinate formulation for the beam element. Discuss the significance of these vectors and matrices as the orientation of the element changes.
11. Evaluate the vectors and matrices that appear in Eq. 35 when the shape function of Eq. 11 is used.
12. Using the absolute nodal coordinate formulation, the displacement of the element in a global coordinate system can be defined as

$$
\mathbf{u}_{g}=\mathbf{S}\left(\mathbf{e}-\mathbf{e}_{o}\right)
$$

where $\mathbf{S}$ is the global element shape function, $\mathbf{e}$ is the vector of absolute nodal coordinates, and $\mathbf{e}_{o}$ is the vector of the absolute nodal coordinates in the undeformed reference configuration. Using the global displacement $\mathbf{u}_{g}$ and the shape function of Eq. 6, evaluate the matrix of the displacement gradients as discussed in Chapter 4. Outline the general continuum mechanics procedure for evaluating the stiffness coefficients.
13. In the preceding problem, determine the matrix of the displacement gradients in the case of an arbitrary rigid body displacement.
14. Use Eq. 36 or 37 to write

$$
\frac{\partial U}{\partial \mathbf{e}}=\mathbf{K}_{a} \mathbf{e}
$$

where $\mathbf{K}_{a}$ is the element stiffness matrix. Discuss the nonlinearity of the stiffness matrix and the effect of the element rotation on the form of this matrix.
15. A force vector $\mathbf{F}=\left[\begin{array}{ll}F_{1} & F_{2}\end{array}\right]^{\mathrm{T}}$ acts at the midpoint of a beam element defined by the shape function of Eq. 6. Determine the generalized forces associated with the generalized absolute nodal coordinates of this element due to the application of this force vector.
16. A moment $M$ applies at the second node of the beam element defined by the shape function of Eq. 6. Derive an expression for the generalized forces associated with the absolute nodal coordinates of the element due to the application of this moment.
17. Repeat Problem 16 if the moment applies at the midpoint of the element.
18. Discuss the formulation of the generalized forces due to a spring-damper-actuator element that connects two finite elements using the absolute nodal coordinate formulation.
19. Using the absolute nodal coordinate formulation, define the constraint equations of the revolute joint that connects two finite elements in the planar analysis.
20. Formulate the constraint equations of the spherical joint between two finite elements in the spatial analysis when the absolute nodal coordinate formulation is used.

## Appendix LINEAR ALGEBRA

## A. 1 MATRIX ALGEBRA

In this section, some results from matrix algebra that are useful in our development in this book are summarized. Most of the matrix properties presented in this section are elementary and can be found in standard texts on matrix algebra. Therefore, most of the properties presented below are quoted without proof.

An $m \times n$ matrix $\mathbf{A}$ is an ordered rectangular array that has $m \times n$ elements. This array is written as

$$
\mathbf{A}=\left(a_{i j}\right)=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right]
$$

The element $a_{i j}$ lies in the $i$ th row and $j$ th column of the matrix $\mathbf{A}$. Therefore, the index $i$, which takes the values $1,2, \ldots, m$, denotes the row number, while the index $j$, which takes the values $1,2, \ldots, n$, denotes the column number. A matrix is said to be a square matrix if $m=n$. The transpose of the matrix $\mathbf{A}$, denoted by $\mathbf{A}^{\mathrm{T}}$, is the matrix given by

$$
\mathbf{A}^{\mathrm{T}}=\left(a_{j i}\right)
$$

Thus $\mathbf{A}^{\mathrm{T}}$ is an $n \times m$ matrix.

Matrix Addition The sum of two matrices $\mathbf{A}$ and $\mathbf{B}$, denoted by $\mathbf{A}+\mathbf{B}$, is given by

$$
\mathbf{A}+\mathbf{B}=\left(a_{i j}+b_{i j}\right)
$$

where $b_{i j}$ are the elements of $\mathbf{B}$. To add two matrices $\mathbf{A}$ and $\mathbf{B}$, it is necessary that $\mathbf{A}$ and $\mathbf{B}$ have the same number of rows and columns. It is clear that matrix addition is
commutative, that is,

$$
\mathbf{A}+\mathbf{B}=\mathbf{B}+\mathbf{A}
$$

Example A. 1 The two matrices $\mathbf{A}$ and $\mathbf{B}$ are defined as

$$
\mathbf{A}=\left[\begin{array}{ccc}
2 & 0 & -1 \\
3 & 1 & 5
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{ccc}
0 & -3 & -2 \\
2 & 3 & 7
\end{array}\right]
$$

The sum $\mathbf{A}+\mathbf{B}$ is given by

$$
\mathbf{A}+\mathbf{B}=\left[\begin{array}{ccc}
2 & 0 & -1 \\
3 & 1 & 5
\end{array}\right]+\left[\begin{array}{ccc}
0 & -3 & -2 \\
2 & 3 & 7
\end{array}\right]=\left[\begin{array}{ccc}
2 & -3 & -3 \\
5 & 4 & 12
\end{array}\right]
$$

Matrix Multiplication The product of two matrices $\mathbf{A}$ and $\mathbf{B}$ is another matrix $\mathbf{C}$ :

$$
\mathbf{A B}=\mathbf{C}
$$

The element $c_{i j}$ of the matrix $\mathbf{C}$ is defined by multiplying the elements of the $i$ th row in $\mathbf{A}$ by the elements of the $j$ th column in $\mathbf{B}$ according to the rule

$$
c_{i j}=\sum_{k} a_{i k} b_{k j}
$$

It is evident that the number of columns in $\mathbf{A}$ must equal the number of rows in $\mathbf{B}$. It is also clear that if $\mathbf{A}$ is an $m \times n$ matrix and $\mathbf{B}$ is an $n \times p$ matrix, then $\mathbf{C}$ is an $m \times p$ matrix. We also note that, in general, $\mathbf{A B} \neq \mathbf{B} \mathbf{A}$. That is, matrix multiplication is not commutative. Matrix multiplication, however, is distributive; that is, if $\mathbf{A}$ and $\mathbf{B}$ are $m \times p$ matrices and $\mathbf{C}$ is a $p \times n$ matrix, then
$(\mathbf{A}+\mathbf{B}) \mathbf{C}=\mathbf{A C}+\mathbf{B C}$

Example A. 2 Let

$$
\begin{aligned}
& \mathbf{A}=\left[\begin{array}{lll}
1 & 2 & 1 \\
2 & 1 & 3 \\
3 & 1 & 2
\end{array}\right] \quad \mathbf{B}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0 \\
1 & 2
\end{array}\right] \\
& \mathbf{A B}=\left[\begin{array}{lll}
1 & 2 & 1 \\
2 & 1 & 3 \\
3 & 1 & 2
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
0 & 0 \\
1 & 2
\end{array}\right]=\left[\begin{array}{ll}
1 & 3 \\
3 & 8 \\
2 & 7
\end{array}\right]=\mathbf{C}
\end{aligned}
$$

The product $\mathbf{B A}$ is not defined in this example since the number of columns in $\mathbf{B}$ is not equal to the number of rows in $\mathbf{A}$.

The associative law of matrix multiplication is valid; that is, if $\mathbf{A}$ is an $m \times p$ matrix, $\mathbf{B}$ is a $p \times q$ matrix, and $\mathbf{C}$ is a $q \times n$ matrix, then

$$
(\mathbf{A B}) \mathbf{C}=\mathbf{A}(\mathbf{B C})=\mathbf{A B C}
$$

Definitions A square matrix $\mathbf{A}$ is said to be symmetric if $a_{i j}=a_{j i}$, that is, if the elements on the upper right half can be obtained by flipping the matrix about the
diagonal; for example,

$$
\mathbf{A}=\left[\begin{array}{lll}
5 & 2 & 7 \\
2 & 8 & 4 \\
7 & 4 & 3
\end{array}\right]
$$

is a symmetric matrix.
A square matrix $\mathbf{A}$ is said to be an upper triangular matrix if $a_{i j}=0, i>j$. That is, every element below each diagonal element of an upper triangular matrix is zero. A square matrix $\mathbf{A}$ is said to be a lower triangular matrix if $a_{i j}=0$ for $i<j$. That is, every element above each diagonal element of a lower triangular matrix is zero.

The diagonal matrix is a square matrix such that $a_{i j}=0$ if $i \neq j$; that is, a diagonal matrix has element $a_{i i}$ along the diagonal with all other elements equal to zero. For example,

$$
\mathbf{A}=\left[\begin{array}{lll}
3 & 0 & 0 \\
0 & 5 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

is a diagonal matrix.
The trace of an $n \times n$ square matrix $\mathbf{A}$, denoted by $\operatorname{tr} \mathbf{A}$, is the sum of the diagonal elements of $\mathbf{A}$. The trace of $\mathbf{A}$ can thus be written as

$$
\operatorname{tr} \mathbf{A}=\sum_{i} a_{i i}
$$

The null matrix or the zero matrix is defined to be the matrix in which all elements are zero. The unit matrix or the identity matrix is a diagonal matrix whose diagonal elements are equal to one.

Skew Symmetric Matrices A skew symmetric matrix is a matrix such that $a_{i j}=-a_{j i}$. An example of such a matrix is

$$
\tilde{\mathbf{A}}=\left[\begin{array}{ccc}
0 & -5 & 3 \\
5 & 0 & -2 \\
-3 & 2 & 0
\end{array}\right]
$$

Note that since $a_{i j}=-a_{j i}$ for all $i$ and $j$ values, the diagonal elements should be equal to zero. One may note that $\tilde{\mathbf{A}}^{\mathrm{T}}=-\tilde{\mathbf{A}}$.

Skew symmetric matrices arise in many applications in mechanics. Consider the cross product between two vectors $\mathbf{a}=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3}\end{array}\right]^{\mathrm{T}}$ and $\mathbf{b}=\left[\begin{array}{lll}b_{1} & b_{2} & b_{3}\end{array}\right]^{\mathrm{T}}$, which can be written as

$$
\mathbf{a} \times \mathbf{b}=|a||b| \sin \theta \frac{\mathbf{c}}{|c|}=\mathbf{c}
$$

where $|\mid$ denotes the norm of the vector and $\theta$ is the angle between the two vectors $\mathbf{a}$ and $\mathbf{b}$. From geometry, the vector $\mathbf{c}$ is known to be perpendicular to both $\mathbf{a}$ and $\mathbf{b}$. Another way of evaluating $\mathbf{c}$ is to evaluate the following determinant:

$$
\begin{aligned}
\mathbf{c} & =\mathbf{a} \times \mathbf{b}=\left[\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right] \\
& =\mathbf{i}\left(a_{2} b_{3}-a_{3} b_{2}\right)+\mathbf{j}\left(a_{3} b_{1}-a_{1} b_{3}\right)+\mathbf{k}\left(a_{1} b_{2}-a_{2} b_{1}\right)
\end{aligned}
$$

where $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ are unit vectors in the $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ directions. Thus the vector $\mathbf{c}$ has the following components:

$$
\mathbf{c}=\left[\left(a_{2} b_{3}-a_{3} b_{2}\right),\left(a_{3} b_{1}-a_{1} b_{3}\right),\left(a_{1} b_{2}-a_{2} b_{1}\right)\right]
$$

Using simple matrix manipulations, one can write $\mathbf{c}$ in an alternate form:

$$
\mathbf{c}=\tilde{\mathbf{A}} \mathbf{b}
$$

where $\tilde{\mathbf{A}}$ is the skew symmetric matrix given by

$$
\tilde{\mathbf{A}}=\left[\begin{array}{ccc}
0 & -a_{3} & a_{2} \\
a_{3} & 0 & -a_{1} \\
-a_{2} & a_{1} & 0
\end{array}\right]
$$

One may also note, since $\mathbf{a} \times \mathbf{b}=-\mathbf{b} \times \mathbf{a}$, that

$$
\mathbf{b} \times \mathbf{a}=\tilde{\mathbf{B}} \mathbf{a}
$$

where $\tilde{\mathbf{B}}$ is the skew symmetric matrix

$$
\tilde{\mathbf{B}}=\left[\begin{array}{ccc}
0 & -b_{3} & b_{2} \\
b_{3} & 0 & -b_{1} \\
-b_{2} & b_{1} & 0
\end{array}\right]
$$

One may also note that if $\mathbf{v}$ is any vector and $\tilde{\mathbf{A}}$ is any skew symmetric matrix, then the following relation holds:

$$
\mathbf{v}^{\mathrm{T}} \tilde{\mathbf{A}} \mathbf{v}=0
$$

Any square matrix $\mathbf{A}$ can be written as the sum of a symmetric matrix and a skew symmetric matrix. Define $\mathbf{A}_{1}$ and $\tilde{\mathbf{A}}_{1}$ such that

$$
\begin{aligned}
& \mathbf{A}_{1}=\frac{1}{2}\left(\mathbf{A}+\mathbf{A}^{\mathrm{T}}\right) \\
& \tilde{\mathbf{A}}_{1}=\frac{1}{2}\left(\mathbf{A}-\mathbf{A}^{\mathrm{T}}\right)
\end{aligned}
$$

It is an easy matter to show that $\mathbf{A}_{1}$ is a symmetric matrix while $\tilde{\mathbf{A}}_{1}$ is a skew symmetric matrix and

$$
\mathbf{A}=\mathbf{A}_{1}+\tilde{\mathbf{A}}_{1}
$$

that is, $\mathbf{A}$ is the sum of a symmetric matrix and a skew symmetric matrix.

Inverse of a Matrix A matrix $\mathbf{A}^{-1}$ that satisfies the relationship

$$
\mathbf{A}^{-1} \mathbf{A}=\mathbf{A} \mathbf{A}^{-1}=\mathbf{I}
$$

is called the inverse of $\mathbf{A} ; \mathbf{A}$ has an inverse if and only if $\mathbf{A}$ is a square matrix. Furthermore, if $\mathbf{A}$ and $\mathbf{B}$ are nonsingular square matrices, then

$$
(\mathbf{A B})^{-1}=\mathbf{B}^{-1} \mathbf{A}^{-1}
$$

It can also be verified that

$$
\left(\mathbf{A}^{-1}\right)^{T}=\left(\mathbf{A}^{T}\right)^{-1}
$$

A matrix $\mathbf{A}$ is said to be orthogonal if

$$
\mathbf{A}^{\mathrm{T}} \mathbf{A}=\mathbf{A} \mathbf{A}^{\mathrm{T}}=\mathbf{I}
$$

In this case

$$
\mathbf{A}^{\mathrm{T}}=\mathbf{A}^{-1}
$$

Example A. 3 The rotation matrix in the two-dimensional analysis is an orthogonal matrix defined as

$$
\mathbf{A}=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

It follows that

$$
\begin{aligned}
\mathbf{A}^{\mathrm{T}} \mathbf{A} & =\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right] \\
& =\left[\begin{array}{cc}
\cos ^{2} \theta+\sin ^{2} \theta & 0 \\
0 & \cos ^{2} \theta+\sin ^{2} \theta
\end{array}\right]
\end{aligned}
$$

Using the trigonometric identity

$$
\cos ^{2} \theta+\sin ^{2} \theta=1
$$

it follows that

$$
\mathbf{A}^{\mathrm{T}} \mathbf{A}=\mathbf{I}
$$

where $\mathbf{I}$ is the identity matrix.

## A. 2 EIGENVALUE ANALYSIS

In mechanics we frequently encounter homogeneous algebraic equations of the form

$$
\begin{equation*}
\mathbf{A} \mathbf{x}=\lambda \mathbf{x} \tag{A.1}
\end{equation*}
$$

where $\mathbf{A}$ is a square matrix, $\mathbf{x}$ is an unknown vector, and $\lambda$ is an unknown scalar. Equation 1 can be written as

$$
\begin{equation*}
(\mathbf{A}-\lambda \mathbf{I}) \mathbf{x}=\mathbf{0} \tag{A.2}
\end{equation*}
$$

The system of equations in Eq. 2 has a nontrivial solution if and only if the determinant of the coefficient matrix is equal to zero; therefore, we have

$$
\begin{equation*}
\operatorname{det}(\mathbf{A}-\lambda \mathbf{I})=0 \tag{A.3}
\end{equation*}
$$

This is the characteristic equation for the matrix $\mathbf{A}$. If $\mathbf{A}$ is an $n \times n$ matrix, Eq. 3 is a polynomial of order $n$ in $\lambda$ that can be written in the following general form:

$$
a_{n} \lambda^{n}+a_{n-1} \lambda^{n-1}+\cdots+a_{0}=0
$$

where $a_{k}$ are the coefficients of the polynomial. Solving this equation yields $n$ roots $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. The roots $\lambda_{i}, i=1, \ldots, n$ are called the characteristic values or
the eigenvalues of the matrix $\mathbf{A}$. Corresponding to each of these eigenvalues, there is an associated eigenvector $\mathbf{x}_{i}$, which can be determined by solving the system of equations

$$
\left(\mathbf{A}-\lambda_{i} \mathbf{I}\right) \mathbf{x}_{i}=\mathbf{0}
$$

If $\mathbf{A}$ is a real symmetric matrix, one can show that the eigenvectors associated with distinctive eigenvalues are orthogonal:

$$
\begin{aligned}
\mathbf{x}_{i}^{\mathrm{T}} \mathbf{x}_{j} 0 & \text { if } i \neq j \\
\mathbf{x}_{i}^{\mathrm{T}} \mathbf{x}_{j} \neq 0 & \text { if } i=j
\end{aligned}
$$

Example A. 4 Find the eigenvalues and eigenvectors of the matrix

$$
\mathbf{A}=\left[\begin{array}{lll}
4 & 1 & 2 \\
1 & 0 & 0 \\
2 & 0 & 0
\end{array}\right]
$$

Solution The characteristic equation of this matrix is

$$
\begin{aligned}
|\mathbf{A}-\lambda \mathbf{I}| & =\left|\begin{array}{ccc}
4-\lambda & 1 & 2 \\
1 & -\lambda & 0 \\
2 & 0 & -\lambda
\end{array}\right|=(4-\lambda)(\lambda)^{2}+\lambda+4 \lambda \\
& =-\lambda(\lambda-5)(\lambda+1)=0
\end{aligned}
$$

Therefore, the eigenvalues are

$$
\lambda_{1}=0, \quad \lambda_{2}=5, \quad \lambda_{3}=-1
$$

To evaluate the $i$ th eigenvector, one may use the following equation:

$$
\mathbf{A} \mathbf{x}_{i}=\lambda_{i} \mathbf{x}_{i}
$$

where $\mathbf{x}_{i}$ is the $i$ th eigenvector, or equivalently

$$
\left(\mathbf{A}-\lambda_{i} \mathbf{I}\right) \mathbf{x}_{i}=\mathbf{0}
$$

which yields the following eigenvectors:

$$
\mathbf{x}_{1}=\left[\begin{array}{c}
0 \\
2 \\
-1
\end{array}\right], \quad \mathbf{x}_{2}=\left[\begin{array}{l}
5 \\
1 \\
2
\end{array}\right], \quad \mathbf{x}_{3}=\left[\begin{array}{c}
1 \\
-1 \\
-2
\end{array}\right]
$$

Because the matrix $\mathbf{A}$ in this example is a real symmetric matrix, one can show that the eigenvectors $\mathbf{x}_{1}, \mathbf{x}_{2}$, and $\mathbf{x}_{3}$ are orthogonal. We also observe that the resulting eigenvalues are all real. This did not happen accidentally. In fact, if $\mathbf{A}$ is a real symmetric matrix, then all its eigenvalues and eigenvectors are real.

## A. 3 VECTOR SPACES

It is useful to employ vector notation in studying mechanics because many physical quantities such as displacements, velocities, accelerations, forces, and moments can, in general, be expressed by vectors. For each body in the system, these physical
quantities can be expressed by vectors in three-dimensional space. However, the vectors of system generalized coordinates, velocities, accelerations, and forces are generally expressed by vectors in $n$-dimensional vector space.

Definition A. 1 An $n$-dimensional vector $\mathbf{a}$ is an ordered set

$$
\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)
$$

of $n$ scalars. The scalar $a_{i}, i=1,2, \ldots, n$ is called the " $i$ th component of a." For all $n$-dimensional vectors, $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right), \mathbf{a}=\mathbf{b}$ if and only if $a_{i}=b_{i}$ for $i=1,2, \ldots, n$.

The sum of the vectors $\mathbf{a}$ and $\mathbf{b}$ is the vector

$$
\mathbf{a}+\mathbf{b}=\left(a_{1}+b_{1}, a_{2}+b_{2}, \ldots, a_{n}+b_{n}\right)
$$

The product of a vector a and a scalar $\alpha$ is the vector

$$
\alpha \mathbf{a}=\left(\alpha a_{1}, \alpha a_{2}, \ldots, \alpha a_{n}\right)
$$

The dot, inner, or scalar product of two vectors $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\mathbf{b}=$ $\left(b_{1}, b_{2}, \ldots, b_{n}\right)$ is defined to be the following scalar quantity:

$$
\mathbf{a} \cdot \mathbf{b}=\mathbf{a}^{\mathrm{T}} \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}
$$

Example A.5 The two vectors $\mathbf{a}$ and $\mathbf{b}$ are defined as

$$
\mathbf{a}=(1,3,2,-1), \quad \mathbf{b}=(0,-1,-2,3)
$$

The dot product $\mathbf{a} \cdot \mathbf{b}$ is then given by

$$
\begin{aligned}
\mathbf{a} \cdot \mathbf{b}=\mathbf{a}^{\mathrm{T}} \mathbf{b} & =a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}+a_{4} b_{4} \\
& =(1)(0)+(3)(-1)+(2)(-2)+(-1)(3)=-10
\end{aligned}
$$

Definition A. 2 The length of a vector $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is the nonnegative quantity $\left[\left(a_{1}\right)^{2}+\left(a_{2}\right)^{2}+\cdots+\left(a_{n}\right)^{2}\right]^{1 / 2}$, which is denoted by $|\mathbf{a}|$. A vector with a unit length is called a unit vector. The terms modulus, magnitude, norm, and absolute value of a vector are also used for the length of a vector.

Example A. 6 In the previous example, the length of $\mathbf{a}$ and the length of $\mathbf{b}$ are, respectively, given by

$$
\begin{aligned}
& |\mathbf{a}|=\left[(1)^{2}+(3)^{2}+(2)^{2}+(-1)^{2}\right]^{1 / 2}=\sqrt{15} \approx 3.873 \\
& |\mathbf{b}|=\left[(0)^{2}+(-1)^{2}+(-2)^{2}+(3)^{2}\right]^{1 / 2}=\sqrt{14} \approx 3.742
\end{aligned}
$$

Definition A. 3 A nonempty set of vectors $\mathbf{S}$ is said to be a vector space if, and only if, for all $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ in $\mathbf{S}$

1. $\mathbf{a}+\mathbf{b}$ is a member of $\mathbf{S}$
$\mathbf{S}$ is closed under addition
2. $\mathbf{a}+(\mathbf{b}+\mathbf{c})=(\mathbf{a}+\mathbf{b})+\mathbf{c}$
3. $\mathbf{a}+\mathbf{b}=\mathbf{b}+\mathbf{a}$
4. There exists a unique vector $\mathbf{0}$ in $\mathbf{S}$ such that for every $\mathbf{a}$ in $\mathbf{S}$ $\mathbf{a}+\mathbf{0}=\mathbf{a}$
5. For each $\mathbf{a}$ in $\mathbf{S}$, there corresponds a vector -a in $\mathbf{S}$ such that
$\mathbf{a}+(-\mathbf{a})=\mathbf{0}$
For all $\mathbf{a}, \mathbf{b}$ in $\mathbf{S}$ and the scalars $\alpha, \beta$
6. $\alpha \mathbf{a}=\mathbf{a} \alpha$ is a member of $\mathbf{S}$
7. $\alpha(\mathbf{a}+\mathbf{b})=\alpha \mathbf{a}+\alpha \mathbf{b}$
8. $(\alpha+\beta) \mathbf{a}=\alpha \mathbf{a}+\beta \mathbf{a}$
9. $(\alpha \beta) \mathbf{a}=\alpha(\beta \mathbf{a})$
10. $1 \mathbf{a}=\mathbf{a}$

Commutative law of addition
Existence of the zero vector

Existence of additive inverse
$\mathbf{S}$ is closed under multiplication by a scalar

For example, the set of all real numbers is a vector space. Similarly, the set of all even numbers is a vector space. The set of all odd numbers, however, is not a vector space.

Definition A. 4 The vectors $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}$ are said to be linearly dependent if there exist scalars $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}$, which are not all zeros, such that

$$
\alpha_{1} \mathbf{a}_{1}+\alpha_{2} \mathbf{a}_{2}+\cdots+\alpha_{k} \mathbf{a}_{k}=\mathbf{0}
$$

If the vectors $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{k}$ are not linearly dependent, we say that they are linearly independent.

Example A. 7 Consider the following vectors:

$$
\mathbf{a}_{1}=(1,0,0), \quad \mathbf{a}_{2}=(1,1,0), \quad \mathbf{a}_{3}=(1,1,1)
$$

To check the linear dependence of these vectors, we may write

$$
\alpha_{1} \mathbf{a}_{1}+\alpha_{2} \mathbf{a}_{2}+\alpha_{3} \mathbf{a}_{3}=\alpha_{1}(1,0,0)+\alpha_{2}(1,1,0)+\alpha_{3}(1,1,1)=\mathbf{0}
$$

which yields the following system of equations:

$$
\begin{aligned}
& \alpha_{1}+\alpha_{2}+\alpha_{3}=0 \\
& \alpha_{2}+\alpha_{3}=0 \\
& \alpha_{3}=0
\end{aligned}
$$

One can verify that the solution of this system of equations is

$$
\alpha_{1}=\alpha_{2}=\alpha_{3}=0
$$

This implies that the vectors $\mathbf{a}_{1}, \mathbf{a}_{2}$, and $\mathbf{a}_{3}$ are linearly independent.

Finally, we define the row rank of a matrix to be the number of linearly independent rows in the matrix. In a similar manner, the column rank is defined to be the number of linearly independent columns in the matrix. It can be shown that the row rank of a matrix is equal to the column rank. Therefore, we define the rank of the matrix to be equal to the row or the column rank.

## A. 4 CHAIN RULE OF DIFFERENTIATION

In many applications in mechanics, functions may arise that depend on one or more variables. As an example, the function

$$
f\left(x_{1}, x_{2}, t\right)=\left(x_{1}\right)^{2}+\left(x_{2}\right)^{3}-1
$$

is a function that depends on the variables $x_{1}$ and $x_{2}$ and the parameter $t$. The variables $x_{1}$ and $x_{2}$ may depend on the third variable $t$, that is

$$
\begin{aligned}
& x_{1}=x_{1}(t) \\
& x_{2}=x_{2}(t)
\end{aligned}
$$

and accordingly the function $f$ depends on $x_{1}$ and $x_{2}$ as well as the parameter $t$.
In general, we may have a vector function $\mathbf{f}$, which may depend on the $n$ variables $x_{1}, x_{2}, \ldots, x_{n}$ and the parameter $t$, that is,

$$
\mathbf{f}=\mathbf{f}\left(x_{1}, x_{2}, \ldots, x_{n}, t\right)
$$

The formula of differentiation for this function with respect to the parameter $t$ is

$$
\frac{d \mathbf{f}}{d t}=\frac{\partial \mathbf{f}}{\partial x_{1}} \frac{d x_{1}}{d t}+\frac{\partial \mathbf{f}}{\partial x_{2}} \frac{d x_{2}}{d t}+\cdots+\frac{\partial \mathbf{f}}{\partial x_{n}} \frac{d x_{n}}{d t}+\frac{\partial \mathbf{f}}{\partial t}
$$

which can be written in a matrix form as

$$
\frac{d \mathbf{f}}{d t}=\left[\begin{array}{c}
\frac{d f_{1}}{d t} \\
\frac{d f_{2}}{d t} \\
\vdots \\
\frac{d f_{m}}{d t}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{\partial f_{1}}{\partial x_{1}} & \frac{\partial f_{1}}{\partial x_{2}} & \cdots & \frac{\partial f_{1}}{\partial x_{n}} \\
\frac{\partial f_{2}}{\partial x_{1}} & \frac{\partial f_{2}}{\partial x_{2}} & \cdots & \frac{\partial f_{2}}{\partial x_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_{m}}{\partial x_{1}} & \frac{\partial f_{m}}{\partial x_{2}} & \cdots & \frac{\partial f_{m}}{\partial x_{n}}
\end{array}\right]\left[\begin{array}{c}
\frac{d x_{1}}{d t} \\
\frac{d x_{2}}{d t} \\
\vdots \\
\frac{d x_{n}}{d t}
\end{array}\right]+\left[\begin{array}{c}
\frac{\partial f_{1}}{\partial t} \\
\frac{\partial f_{2}}{\partial t} \\
\vdots \\
\frac{\partial f_{m}}{\partial t}
\end{array}\right]
$$

where $m$ is the number of elements in the vector $\mathbf{f}$, that is,

$$
\mathbf{f}=\left[\begin{array}{llll}
f_{1} & f_{2} & \cdots & f_{m}
\end{array}\right]^{\mathrm{T}}
$$

One may observe that if $\mathbf{f}$ is not an explicit function of the parameter $t$, then $\partial \mathbf{f} / \partial t$ is equal to zero

Example A. 8 Consider the function

$$
f=\left(x_{1}\right)^{2}-\left(x_{2}\right)^{2}+t
$$

then

$$
\frac{d f}{d t}=2 x_{1} \frac{d x_{1}}{d t}-2 x_{2} \frac{d x_{2}}{d t}+1
$$

which can be written as

$$
\frac{d f}{d t}=\left[\begin{array}{ll}
2 x_{1} & -2 x_{2}
\end{array}\right]\left[\begin{array}{c}
\frac{d x_{1}}{d t} \\
\frac{d x_{2}}{d t}
\end{array}\right]+1
$$

## A. 5 PRINCIPLE OF MATHEMATICAL INDUCTION

The induction principle is useful in proving many identities which we encounter in mechanics. We often encounter a situation in which there is associated with each positive integer $n$ a statement $S_{n}$. We wish to verify whether the statement $S_{n}$ is true for every positive integer $n$. The procedure of applying the principle of induction to prove identities is as follows:

1. Prove that the identity is true for $n=1$.
2. Assume that the identity is true for $n=k$ where $k$ is an arbitrary positive integer and use this fact to prove that the identity is true for $n=k+1$.

A proof by making use of the induction principle is called a proof by induction. The use of the induction principle is demonstrated by the following example.

Example A. 9 Let $\mathbf{A}$ and $\tilde{\mathbf{V}}$ be the square matrices

$$
\mathbf{A}=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right], \quad \tilde{\mathbf{v}}=\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Use the induction principle to show that

$$
\frac{\partial^{n} \mathbf{A}}{\partial \theta^{n}}=(\tilde{\mathbf{V}})^{n} \mathbf{A}
$$

Solution To prove this identity by induction, we first prove it for $n=1$. In this case we have

$$
\frac{\partial \mathbf{A}}{\partial \theta}=\left[\begin{array}{ccc}
-\sin \theta & -\cos \theta & 0 \\
\cos \theta & -\sin \theta & 0 \\
0 & 0 & 0
\end{array}\right]
$$

and

$$
\begin{aligned}
\tilde{\mathbf{V}} \mathbf{A} & =\left[\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ccc}
-\sin \theta & -\cos \theta & 0 \\
\cos \theta & -\sin \theta & 0 \\
0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

that is,

$$
\frac{\partial \mathbf{A}}{\partial \theta}=\tilde{\mathbf{V}} \mathbf{A}
$$

The second step in the proof by induction is to assume that the identity is true for an arbitrary positive integer $k$, that is,

$$
\frac{\partial^{k} \mathbf{A}}{\partial \theta^{k}}=(\tilde{\mathbf{V}})^{k} \mathbf{A}
$$

and try to prove that the identity is true for $n=k+1$. Differentiating the above equation with respect to $\theta$ leads to

$$
\frac{\partial^{k+1} \mathbf{A}}{\partial \theta^{k+1}}=(\tilde{\mathbf{V}})^{k} \frac{\partial \mathbf{A}}{\partial \theta}
$$

Since for $n=1$, it was shown that $\partial \mathbf{A} / \partial \theta=\tilde{\mathbf{V}} \mathbf{A}$, one obtains

$$
\frac{\partial^{k+1} \mathbf{A}}{\partial \theta^{k+1}}=(\tilde{\mathbf{V}})^{k} \tilde{\mathbf{V}} \mathbf{A}=(\tilde{\mathbf{V}})^{k+1} \mathbf{A}
$$

This completes the proof.

## Problems

1. Find the sum of the following two matrices

$$
\mathbf{A}=\left[\begin{array}{ccc}
1 & 3 & 4 \\
6 & 7 & 8 \\
10 & 0 & 2
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{ccc}
5 & 3 & 0 \\
0 & 2 & 3 \\
1 & 7 & 9
\end{array}\right]
$$

Also evaluate the determinant and trace of A and B.
2. Find the product $\mathbf{A B}$ and $\mathbf{B A}$, where $\mathbf{A}$ and $\mathbf{B}$ are given in Problem 1.
3. Find the inverse of the following two matrices:

$$
\mathbf{A}=\left[\begin{array}{ccc}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 1
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{ccc}
6 & -2 & 0 \\
-2 & 2 & -3 \\
0 & -3 & 5
\end{array}\right]
$$

4. Find the eigenvalues and eigenvectors of $\mathbf{A}$ and $\mathbf{B}$ given in Problem 3.
5. Show that if $\mathbf{A}$ is a real symmetric matrix, then the eigenvectors associated with distinctive eigenvalues of $\mathbf{A}$ are orthogonal.
6. Show that if $\mathbf{A}$ is a real symmetric matrix, then the eigenvalues of $\mathbf{A}$ are all real.
7. Given two vectors $\mathbf{a}$ and $\mathbf{b}$ as follows:
(i) $\mathbf{a}=\left[\begin{array}{lll}1 & 3 & 5\end{array}\right]^{\mathrm{T}}, \mathbf{b}=\left[\begin{array}{lll}0 & 2 & -3\end{array}\right]^{\mathrm{T}}$
(ii) $\mathbf{a}=\left[\begin{array}{lll}2 & -7 & 0\end{array}\right]^{\mathrm{T}}, \mathbf{b}=\left[\begin{array}{lll}2 & 1 & -9\end{array}\right]^{\mathrm{T}}$
(iii) $\mathbf{a}=\left[\begin{array}{lll}13 & 8 & 0\end{array}\right]^{\mathrm{T}}, \mathbf{b}=\left[\begin{array}{lll}4 & 2 & 1\end{array}\right]^{\mathrm{T}}$

In each case find the skew symmetric matrices $\tilde{\mathbf{A}}$ and $\tilde{\mathbf{B}}$ such that

$$
\mathbf{a} \times \mathbf{b}=\tilde{\mathbf{A}} \mathbf{b} \quad \text { and } \quad \mathbf{b} \times \mathbf{a}=\tilde{\mathbf{B}} \mathbf{a}
$$

8. Given a matrix $\mathbf{A}$

$$
\mathbf{A}=\left[\begin{array}{cccc}
5 & 10 & 20 & -7 \\
-8 & 3 & 5 & 10 \\
11 & 9 & -3 & 0 \\
0 & 2 & 3 & 4
\end{array}\right]
$$

write $\mathbf{A}$ as the sum of two matrices $\mathbf{A}_{1}$ and $\tilde{\mathbf{A}}_{1}$ such that $\mathbf{A}_{1}$ is symmetric and $\tilde{\mathbf{A}}_{1}$ is skew symmetric.
9. Find the rank of the following matrices:

$$
\mathbf{A}=\left[\begin{array}{ccc}
1 & 3 & 4 \\
6 & 7 & 8 \\
10 & 0 & 2
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{cccc}
5 & 3 & 0 & 1 \\
0 & 2 & 3 & -1 \\
1 & 7 & 9 & 2
\end{array}\right]
$$

10. Use the chain rule of differentiation to find the derivative of the following vector function with respect to the parameter $t$ :

$$
\mathbf{f}=\left[\begin{array}{l}
f_{1} \\
f_{2}
\end{array}\right]=\left[\begin{array}{l}
x_{1}-3 x_{2}-x_{3} \\
x_{2}-x_{3}+(t)^{2}
\end{array}\right]
$$

where the variables $x_{1}, x_{2}$, and $x_{3}$ depend on the parameter $t$.
11. Given two vectors $\mathbf{a}=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3}\end{array}\right]^{\mathrm{T}}$ and $\mathbf{b}=\left[\begin{array}{lll}b_{1} & b_{2} & b_{3}\end{array}\right]^{\mathrm{T}}$ show that

$$
\tilde{\mathbf{c}}=\tilde{\mathbf{a}} \tilde{\mathbf{b}}-\tilde{\mathbf{b}} \tilde{\mathbf{a}}
$$

where

$$
\mathbf{c}=\mathbf{a} \times \mathbf{b}
$$
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## Index

Absolute coordinates, 154-155, 311-312
Absolute nodal coordinate formulation, 25, 27, 309, 314-318
Acceleration, 14, 55-57, 245-247
analysis, 55-57, 197-198, 259
angular, 14, 56-57
Coriolis, 57, 198
energy, 154
equations, 55-57, 197-198
function, 154
normal component of, 10, 56, 198
of point on deformable body, 198
tangential component of, 10, 57, 198
Actual forces, 152-153
Actual reactions, 129
Actuator, 113, 217
Algebra
linear, 345-356
matrix, 345-349
Algebraic-differential equations, 244-251
Analytical techniques, 85-158
Angle, joint, 77
Angular acceleration, 14, 56-57
Angular velocity, 14, 48-50
Angular velocity vector, 48-50
Anisotropic linearly elastic material, 179
Appell's equation, 154
Approximation methods
classical, see Rayleigh-Ritz method
finite-element method, see Finite element method
Rayleigh-Ritz method, see Rayleigh-Ritz method
Assumed displacement field, 23, 189-190, 231-233
Augmented formulation, 122, 150
Axial displacement, 269

Axis joint, 1
Axis of rotation, 12

Base function, 189
Base point, 12
Beam theory, 315-316
Body(s), 1
coordinate system, 304
deformable, 15-18, 159-187
fixed-axis, 15
force, 174,175
reference, 85
rigid, 11-15
Boolean matrix, 274
Brachistochrone problem, 132

Calculus of variations, 129-135
Cardan suspension, 67
Cartesian coordinates, 7, 85
Catenary, 135
Cauchy-Green deformation tensor, 170
Cauchy sequence, 190
Cauchy stress formula, 26, 160, 175
Center of mass, 147, 151
Centrifugal force, 226
Chain rule of differentiation, 353
Characteristic equation, 349
Characteristic values, see Eigenvalues
Chasles' theorem, 12, 28, 34
Completeness, 190
Component mode synthesis, 300
Components, 1
Computational algorithms
dynamic analysis, 261-263
kinematic analysis, 258-261
static analysis, 254-258

Computer formulation, 22-25
Computer programs, 251-254
DAMS, 252, 254
PREDAMS, 252, 256
Condensation techniques, 300, 302
CONMOD subroutine, 252
Connectivity conditions, 274-275
Conservation of mass, 184
Conservative force, 138-139
Consistent mass technique, 212, 328-331
Constitutive equations, 160, 178-183
Constrained motion, 19-22, 115
Constraint(s)
between flexible bodies, 219-223
between rigid bodies, 88-94
cylindrical joint, 19, 74
equality, 89
equations, 88, 238-239
force, 128
geometric, 91
ground, 98
holonomic, 26, 85, 88
ideal, 107
inequality, 91
Jacobian matrix, 96
kinematic, 88-94, 219-223
limiting, 91
module, 252
nonholonomic, 26, 85, 90
nonlimiting, 91
nonrestrictive, 91
one-sided, 91
prismatic (translational) joint, 19, 74
restrictive, 91
revolute joint, 19, 74
rheonomic, 88
scleronomic, 88
simple nonholonomic, 90
spherical, 89
two-sided, 91
user-supplied, 253
violations, 274-248, 252
workless, 104
Continuity condition, 184
Continuum mechanics, 1,159
Coordinates
Cartesian, 85
cylindrical, 8
dependent, 96, 248-250
elastic, 188, 191
generalized, 85, 86-94
global, 4, 304
independent, 96, 241-244, 248-250
modal, 302
nodal, 267, 268-270
partitioning, 94-102
reduction, 300-303
redundant, 128-129
reference, 86-88, 188, 191, 267
selection, 22-25
system, 4, 271-273
transformation, 326-328
Coriolis acceleration, 57, 198
Coriolis force, 226
Cycloids, 133
Cylindrical joint, 19, 74
D'Alembert-Lagrange's equation, 117
D'Alembert's principle, 85, 109
Damper, 113, 217
DAMS, 252, 254
Decomposition of displacement, 171-172
Deformable body, 1, 15
assumed displacement field, 23, 231-233
axes, 15,230
constrained motion of, 219-223
dynamics of, 188-266
equations of motion, 223-228
generalized coordinates, 188-193
generalized forces, 213-219
generalized Newton-Euler equations, 226-228
kinematics, 15-18, 160-164, 189-200
kinetic energy, 278-286
linearly elastic, 214
lumped masses, 211-213
mass matrix, 200-202
mechanics of, 159-187
stiffness matrix, 214
undeformed state, 16
virtual work, 183-186, 226
Deformation measures, 170-171
Degrees of freedom, 19, 85, 87, 94-102
Denavit-Hartenberg transformation, 77-80
Dependent coordinates, 96, 248-249
Differential-algebraic equations, 244-251
Dilation, 182
Direction cosines, 12, 59, 68-72
Displacement
axial, 269
field, 23, 189-190, 231-233
transverse, 269
virtual, 95
Divergence theorem, 176
DYNAMC subroutine, 259
Dynamic analysis, 261-263
Dynamic coupling, 147, 228-231
Dynamic equations, 148-150, 244-248
Dynamic equilibrium, 108
Dynamics, 6
Effective force, 11
Eigenfunctions, 190
Eigenvalue analysis, 349-350
Eigenvalue problem, 302
Eigenvalues, 350

## Eigenvectors, 350

Elastic coefficients, 178
Elastic constants, 178
Elastic coordinates, 188, 191
Elastic forces, 214-216, 235-236, 287-288
Elastic limit, 178
Element coordinate system, 271
Elimination of the constraint forces, 125-128
Embedding techniques, 120-122, 250-251
End effector, 89
Energy
kinetic, 148, 200
potential, 137
rotational kinetic, 148
strain, 215
translational kinetic, 148
Equations of equilibrium, 175-178
Equations of motion
for deformable bodies, 223-228, 322-323
for rigid bodies, 142-150
Equilibrium
dynamic, 108
static, 103-107
Equipollent forces, 129
Euler angles, 12, 53, 59, 63-68, 144
relationship with angular velocity, 64-66
relationship with Euler parameters, 66-67
transformation matrix in terms of, 64, 68
Euler-Bernoulli beam theory, 215
Euler equation, 15, 131, 135-142, 153
Euler-Lagrange equation, 136
Euler parameters, 12, 31-33, 144
identities, 32, 58-59
in terms of Euler angles, 66
in terms of Rodriguez parameters, 61
Eulerian strain tensor, 170
Euler's theorem, 12, 32
Exact differential, 138
Exponential form of the rotation matrix, 39-41
External forces, 216, 237-238, 322-323
Extremal, 131
F subroutine, 259
Finite element
assumed displacement field, 23, 268-275
Boolean matrix, 274
connectivity conditions, 274-275
coordinate system, 271-273, 304
formulation, 267-308
generalized forces, 287
inertia shape integrals, 279-283, 291-293
intermediate element coordinate system, 271-274, 304
isoparametric, 267
kinetic energy, 278-279
mass matrix, 279, 290-291, 297-299
methods, 17, 267-308
nodal coordinates, 268-270
reference conditions, 276-278
shape function, 23, 270, 289, 295
stiffness matrix, 287, 293-294, 300, 318-321
Finite rotations, 304
Floating frame of reference, 24, 188-266, 323-325
Force
actual, 152-153
body, 174
centrifugal, 226
conservative, 138-139
constraint, 124, 125-128
effective, 124
elastic, 183-186, 214-216, 235-236, 287-288
equipollent, 124
external, 216, 237-238, 322-323
generalized, 85, 102-115, 213-219
gravitational, 175
inertia, 11, 124
magnetic, 175
module, 252
nonconservative, 137
residual, 255
surface, 173, 175
$4 \times 4$ transformation matrix, $72-81$
Frame of reference, 4
FRCMOD subroutine, 252
Frenet frame, 312
Functional, 129
Galerkin method, 190
General displacement, 33-35, 52-55, 59-58
Generalized coordinate partitioning, 95-97, 248-251
Generalized coordinates, 85, 86-94
for deformable bodies, 188-193
partitioning, 95-97, 248-251
for rigid bodies, 86-94
Generalized forces, 85, 102-115, 213-219, 287-288
Generalized Newton-Euler equations, 226-228
General-purpose programs, 251-254
Geometric constraints, 91
Gimbal
inner, 66
outer, 66
Global frame of reference, 4, 304
Gradient of the displacement vector, 160, 162
Gravitational force, 175
Ground constraints, 98
Gyroscope, 66
Hamilton's principle, 85, 136-138
Holonomic constraints, 85, 88
Homogeneous isotropic material, 182

Homogeneous motion, 171
Homogeneous transformation, 72
Hooke's law, 178

IANL, 254
Ideal constraints, 107
Incremental formulations, 24
Independent coordinates, 96, 241-244, 248-250
Induction principle, 354-355
Inertia
coupling, 288-231
force, 11, 124
mass moment of, 148
product of, 148
shape integrals, 155-156, 188, 228-229, 279-283, 291-293
tensor, 147, 205
Inertial frame of reference, 4
Infinitesimal rotation, 36, 46-47
Inner gimbal, 66
Intermediate element coordinate system, 267, 271, 304
Intermediate joint coordinate systems, 222-223, 228
Interpolating polynomials, 329-330
Inversion constant, 2
Isoparametric property, 267
Isotropic solid, 182

Jacobian matrix
constraint, 96
for deformation, 161, 162
Joint
angle, 77
axis, 1
cylindrical, 19, 74
mechanical, 19
prismatic, 19, 74
revolute, 19, 74
spherical, 89
variables, 241

Kinematic analysis, 143-145, 258-261
Kinematic constraints, 86-94, 219-223
Kinematic equations, 143-145
Kinematics, 6, 28-84
of deformable bodies, $15-18,160-164$, 189-200
of particles, 7-10
of rigid bodies, 13-14, 143-145
Kinetic energy, 137
for deformable bodies, 213
for finite elements, 278-285
for rigid bodies, 146, 149
in spatial motion, 13
Kinetics, 6
Kirchhoff stress tensor, 185
Kutzbach criterion, 19-22

Lagrange multipliers, 122, 244-248
Lagrange's equation, 85,117
Lagrangian, 137
Lagrangian dynamics, 102, 115-122
Lagrangian strain tensor, 165
Lame's constant, 181
Large deformation problem, 304-307, 309-343
Large rotation vector formulations, 24, 339-342
Law of motion, 10
Limiting constraints, 91
Line of nodes, 63
Linear dependence, 352
Linear independence, 352
Linear momentum, 10
Linear structural systems, 202
Linear theory of elastodynamics, 229-230
Link, 74
length, 77
offset, 77
parameter, 77
twist, 77
Local shape function, 324
Lumped mass technique, 156
Lumped masses, 211-213, 332-335

Magnetic force, 175
Main processor, 252
MASMOD subroutine, 252
Mass
center of, 147, 151
conservation of, 184
consistent, 212, 328-331
lumped,156, 211-213, 332-335
matrix, 146, 201, 233-235, 279, 284, 291, 297-300
module, 252
moment of inertia, 148
Material symmetry, 180-181
Mathematical induction, principle of, 354-355
Matrix
addition, 345-346
column rank, 352
diagonal, 347
of elastic coefficients, 178
identity, 347
inverse, 348-349
lower triangular, 347
mass, 146, 201, 233-235, 279, 284, 219,
297-300
multiplication, 346
null, 347
orthogonal, 349
product, 346
rank, 352
row rank, 352
shape, 191
singular, 348
skew symmetric, 347-348
square, 345
stiffness, 214, 288, 293-294, 300, 318-321
symmetric, 346
trace, 347
transpose, 345
upper triangular, 347
zero, 347
Mean axis conditions, 230
Mean rotation, 162
Mean surface traction, 173
Mechanical joints, 19
Mechanics
of deformable bodies, 159-187
of rigid bodies, 11-15
Modal coordinates, 190, 302
Modal transformation, 301, 302-303
Mode shapes, 302
Modulus of rigidity, 182
Moment of inertia, 148
Momentum, 10
Multibody computer programs, 251-254
Multibody systems, 1-3, 85
Multiframe method, 44-45

Newton differences, 252, 256
Newton-Euler equations, 15, 25, 150-154
Newton-Raphson algorithm, 252
Newtonian mechanics, 10
Newton's equations, 15,85
Newton's first law, 10
Newton's second law, 10
Newton's third law, 10
Nodal elastic coordinates, 267, 268-270
Nonconservative generalized forces, 137
Nonholonomic constraints, 85, 90
Nonholonomic multibody systems, 92-94
Nonhomogeneous deformation, 172
Nonlimiting constraints, 91
Nonrestrictive constraints, 91
Normal component of acceleration, 10, 14, 56, 198
Normal modes, 301, 302
Normal strains, 166
Numerical algorithm, 254-263
Numerical module, 252
Numerical procedures, 247-248
NUMMOD subroutine, 252
Nutation, 67

One-sided constraints, 91
Orthogonality of rotation matrix, 35-36
Orthogonal matrix, 349
Outer gimbal, 66
Parallel axis theorem, 267
Partial differential equations of equilibrium, 160, 175-178
Particle dynamics, 10-11
Particle kinematics, 7-10
Particle mechanics, 6-11

Peaucellier mechanism, 2, 21
Physical interpretation of strains, 168-169
Piola-Kirchhoff stress tensor, 183, 185
Planar analysis, 86
Planar motion, 5, 206-211
of deformable bodies, 285-286
of rigid bodies, 32
Poisson's ratio, 182
Position
analysis, 258
coordinates, 192-195
Potential energy, 137
Precession, 67
PREDAMS, 252, 256
Preprocessor, 252
Principle of mathematical induction, 354-355
Principle of virtual work, 104
Prismatic joint, 19, 74
Products of inertia, 148
Properties of the rotation matrix, 35-39
Quadratic velocity vector, 151-152, 225-226, 239-240

Rayleigh-Ritz method, 17, 188, 189-190
Reaction force, 124
Rectangular element, 305
Recursive methods, 154-155, 228, 241
Redundant coordinates, 128-129
Reference frames, 3-6, 190-191
Reference conditions, 232, 267, 276-278
Reference coordinates, 86-88, 188, 191, 267
Reference kinematics, 28-84
Reference modes, 301
Reflection, 180
Relative angular velocity, 55
Relative motion, 74-77
Residual forces, 255
Restrictive constraints, 91
Revolute joint, 19, 74
Rheonomic constraints, 88
Rigid body, 1
dynamics, 14-15
equations of motion, 144-150
inertia, 330-331
kinematics, 13-14
mass matrix, 146
mechanics, 1, 11-15, 332-333
modes, 232, 270-271, 301
motion, 169-172, 312-313, 335
planar motion, 32
Robotic manipulator, 74
Rodriguez formula, 31, 80
Rodriguez parameters, 12, 53, 59-62, 144
relationship with Euler parameters, 60-61
Rolling contact, 92-94
Rolling disk, 92, 140-142
Rolling without slipping, 92

Rotation, 12
finite, 30
infinitesimal, 36, 46-47
matrix, 29-39, 171
mean, 162
successive, 39-47
tensor, 162
Rotational kinetic energy, 148

Scleronomic constraints, 88
SecondPiola-Kirchhoff stress tensor, 185
Selection of coordinates, 22-25
Shape function, 23, 231-233, 268-275, 289, 295
Shape matrix, 191
Shear strains, 166
Simple nonholonomic system, 92-94
Single-frame method, 41-43
Singular configuration, 102
Singularities, 80
Skew symmetric matrix, 347-348
Slider crank mechanism, 20, 97-102, 231-240
Slope relationship, 326
Small strains, 166
Spatial analysis, 87
Spatial motion, 203-206, 294-300
Spherical coordinates, 8
Spherical joint, 89
Spin, 67
Spinning top, 90
Spring, 113, 217
STATIC subroutine, 256
Static
analysis, 254-258
equilibrium, 103-107
Stiffness matrix, 214, 288, 293-294, 300, 318-321
Strain
components, $162,164-168$
energy, 179
physical interpretation, 168-172
small, 166
vector, 166
Strain-displacement relationships, 165
Stress
components, 172-175
Kirchhoff, 185
Piola-Kirchhoff , 183, 185
symmetry, 176-178
tensor, 175, 176
vector, 178
Stress-strain relationships, 178
Stretch tensor, 171
Structural mechanics, 1
Structural systems, 202
Substructures,
Substructuring, 300
Successive rotation, 39-47
Summation convention, 69
Surface force, 173, 175

Surface traction, 173
Symmetry of the stress tensor, 176-178
System Jacobian matrix, 96

Tangential component of acceleration, 10, 14, 57, 198
Tensor double Product, 183-184
Tensor Contraction, 183-184
Trace of matrix, 347
Traction, mean surface, 173
Transform equation, 80
Transformation matrix, 32
Denavit-Hartenberg, 77-80
exponential form, 39-41
$4 \times 4,72-80$
planar, 6, 33
properties of, 35-39
spatial, 32
in terms of direction cosines, 70
in terms of Euler angles, 64, 68
in terms of Euler parameters, 31, 32
in terms of Rodriguez parameters, 60
Translation, 12
Translational joint, see Prismatic joint
Translational kinetic energy, 148
Transpose of matrix, 345
Transverse displacement, 269
Two-sided constraints, 91

Undeformed state, 16

Variational calculus, 129-142
Vector
cross product, 347
dot product, 351
functions, 353
length of, 351
linear dependence of, 352
linear independence of, 352
norm of, 351
spaces, 350-352
unit, 351
Velocity
analysis, 258
angular, 14, 48-50
equations, 195
of point on deformable body, 195-197
of point on rigid body, 52-53
transformation, 14, , 155, 331-332
Volume change, 184
Virtual displacement, 95
Virtual work, 85, 102-115
of elastic forces, 160, 183-186, 214-215

Wehage's algorithm, 142, 248
Workless constraints, 104

Young's modulus, 182


[^0]:    Assumed Displacement Field The displacement field of the connecting rod is assumed to be

    $$
    \overline{\mathbf{u}}_{f}=\mathbf{S}_{b} \overline{\mathbf{q}}_{f}
    $$

