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Preface

The book focuses on the methods of dynamic analysis and synthesis of machines,
comprising cyclic action mechanisms, such as linkages, cams, steppers, etc. This
book presents the modern methods of oscillation analysis in machines, including
cyclic action mechanisms (linkage, cam, stepper, etc.). Basically, the intention is to
build up a bridge between the classic theory of oscillations and its practical
application in dynamic problems for cyclic machines.

Intensification of production processes always requires the growth of operating
speeds, which in turn dictates the need for more in-depth and comprehensive
accounting of the dynamic factors.

Obviously, problems of machine dynamics are discussed in a large number of
textbooks and monographs, since this section of engineering science concerns both
the wide variety of tasks and the various levels of coverage of each problem. The
latter is associated both with the variety of interests pursued by the solution of a
concrete engineering problem and with a large number of conditions and factors
that determine the final outcome. Therefore, ready-made recipes are not very
suitable for the formation of approaches to solve problems of this class.

Experience shows that the solution of scientific and engineering problems of
machine dynamics depends on overcoming certain illusions. One of them is related
to an assumption regarding the classical theory of mechanisms and machines,
which presumes the absolute rigidity of links. Meanwhile, practical experience of
machine operations shows that under modern operating speeds this assumption is
acceptable only as a first approximation, but in some cases even leads to incorrect
orientation in the analysis of complex dynamic processes and the selection of areas
of further machine improvement. For instance, the indisputable influence of the
geometric characteristics of cyclic mechanisms (position function, transfer func-
tions, angles of pressure, etc.) on dynamic processes is sometimes wrongly per-
ceived as the opportunity to solve a dynamic problem by purely geometric means.
In this respect, the wide range of modifications of the so-called optimal laws of
motion, which are credited with the capacity to eliminate the oscillations of the
output links, irrespective of a system’s frequency characteristics, is highly indica-
tive. Thus, it is impossible to design modern machines without due regard to the
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oscillatory processes that in many ways define the productivity, quality of
production, durability, and reliability of the equipment, as well as the working
conditions of a human operator.

Another illusion relates to an exaggeration of the omnipotence of the researcher
equipped with modern computer facilities. Quite often it seems that it is enough to
specify an arbitrary complex system as a model and the computer will take care of
the rest. At the same time the computer’s capacity to “digest” the initial information
and present some results is perceived as the generation of an “accurate” solution to
the problem. Such a formal approach presents the engineer with quite a few far-
reaching dangers. A discussion of various aspects of this still-current problem can
be found in an interesting monograph [10], which is devoted to the special features
of applied mathematics in solving scientific and technical problems. We will only
emphasize that, in addition to potential errors, another hidden danger here is that an
engineer, whose knowledge of dynamics goes just as far as the scope of a computer
user, will quite often lose the ability to challenge, and his sense of responsibility
will be blunted.

The aforementioned tendencies, although diametrically opposed, have common
roots. In either case, there is a propensity to “protect” oneself against ostensibly
extraneous information. As a result, the inviting prospect of complete formalization
of dynamic calculations generally produces a formal result of questionable value.

The modern dynamic analysis of machinery requires the accumulation and
development of knowledge, particular features of the studied object, and should be
based on the reasonable combination of analytical and numerical methods. Of
course the implementation of analytical methods is also impossible without
extensive use of computer, which is reflected in this book.

The analytical emphasis in presenting the material is reflected in the author’s
aspiration to keep simple the presentation of problems and to present the results in a
form that allows the conveyance of physical interpretation and engineering evalu-
ation. However, when working on this book, the author did not set the completely
unrealistic goal of covering all aspects of the dynamics of cyclic machines.

This book is not a textbook, so it requires from the reader a certain level of
knowledge of mathematics, mechanics and general engineering, and technical
subjects. At the same time, in presenting the material, the author tried, as much as
possible, to take into account that in the process of training engineers for jobs in
engineering industries, producing cyclic machines, insufficient attention is paid till
now to problems of dynamics and especially to oscillations. Missing information
can be found in the known textbooks and monographs.

The author is sincerely grateful to Dr. M.V. Preobrazhenskaya for many years of
research collaboration that is reflected in the joint publications, and in this mono-
graph, to Prof. Dr. V.K. Astashev and Prof. Dr. L.S. Mazin for productive dis-
cussion of many problems, outlined in the book, and the careful reading of the
manuscript, as well as to Eng. N.L. Berman for help in preparing the manuscript for
publication.

This book is a supplemented translation of the author’s monograph “Dynamica
cyclovyh mashin,” published in Russian (publishing house “Politechnica,” 2013).
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Apart from additions and reviewing some of the chapters, the bibliographic details
were partially changed, especially the references related to English language
publications.

The author would like to thank Dr. Valery Khitrik and Eng. Raza All Khokhar
for translation and proofreading of the manuscript.

St. Petersburg Iosif Vulfson
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Introduction

Cyclic mechanisms as part of the machine vibrating system have features that
distinguish them as an independent class of dynamic problems. One of the main
qualitative features is that cyclic mechanisms are simultaneously the source of
oscillations and the object of vibration protection. This requires special approaches
to the calculation of vibration activity and dynamic errors and ways to reduce them.
Another feature is the increased complexity of oscillation systems, because the
presence of cyclic mechanisms usually results in the emergence of parametric and
nonlinear effects, caused both by the nonlinear transformation of coordinates and by
the structural factors. In this book, as a main method for the calculation and study of
oscillating systems with variable parameters, we used the method of conditional
oscillator proposed in the study [59]. As is evident from the experience accumulated
over the years, this method is well suited for solving problems of dynamic analysis
and synthesis in systems of the given class.

In this book, methods of solving problems of cyclic machine dynamics, taking
into account the elasticity of links, contained in a number of the author’s mono-
graphs, as well as in reference books and textbooks [58, 62–64, 75, 83], were
further developed. For the relatively long period of time that has elapsed since the
publication of these books, newer problems in this field were solved, which were
published in many articles that require collection and systematization. This par-
ticular task was given precedence by the author, while compiling this book. But at
the same time, we did not consider it possible to repeatedly refer the reader to the
publications that have become a rarity, so the first chapters of this book are devoted
to the concise consideration of the main problems of oscillations of cyclic mech-
anisms and machines.

As examples, the book contains the results of theoretical and experimental
studies and engineering calculations, carried out in regard to the textile machinery,
light industry, printing, and other industrial manufacturing units, in which the role
of cyclic mechanisms is particularly major. A certain amount of attention, while
compiling analysis results, is paid to dynamic forecasting and engineering
recommendations.
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The material in the book is presented in order of increasing complexity of
dynamic problems.

The first chapter contains, in short form, general information about cyclic
mechanisms, methods of synthesis of laws of program motion of executive bodies,
and the simplest criteria for dynamic synthesis of these laws.

Chapters 2 and 3 of the book contain the classification of typical dynamic
models and a summary of the methods of analytical mechanics, applicable to the
problem of their mathematical description.

Chapters 4 and 5 contain descriptions of the basic methods of solution of
problems of dynamics of cyclic mechanisms with constant and variable parameters;
the ways to reduce vibration activity and enhance the accuracy of reproduction of
the given laws of program motion are also presented.

Chapters 6 and 7 are devoted to the methods of evaluations of many nonlinear
factors in the given systems. In particular, Chap. 6 represents the methods of
accounting of nonlinear dissipative forces at the polyharmonic oscillations on the
basis of the limited information obtained through experiments during monohar-
monic excitation. It is to be noted that the material in this chapter is of general
engineering interest and its applicability is not limited to cyclic machines. Chapter 7
provides an analysis of the influence of clearances on the dynamic characteristics of
cyclic mechanisms for the elimination of vibroimpact regimes.

Chapter 8 is devoted to the matrix method of analysis of oscillations in cyclic
mechanisms. Unlike traditional transition matrices, apart from elastic and inertial
elements, the kinematic analog of the cyclic mechanism is included in the matrix.

Chapters 9–12 are devoted to problems of dynamics of regular oscillatory sys-
tems. Let us discuss this issue in more detail. The theory of regular oscillatory
systems with periodic spatial structure is reflected in the works of many prominent
scientists. First of all, the one-dimensional lattice consisting of particles was studied
by Newton when determining the speed of sound. Further studies are associated
with the works of Daniel and Johann Bernoulli, Cauchy, Kelvin, Born, Karman,
Debye, Brillouin, and others [12, 36]. These works formed the basis of the so-called
theory of chains, which helps in analytically describing the dynamics of systems
with many degrees of freedom, based on the analysis of a single structural element
of the system. The main directions of further development of the regular systems
theory are reflected in the monographs [25, 33, 37]. One of the common properties
of regular systems is the spatial localization of energy generated in linear systems
during deviations from strict regularity. This coincides with a local increase in
amplitudes of oscillations in certain parts of the system. The theory of regular
systems, besides physics, is used in chemistry, biology, and a number of other fields
of science. At this time, only few publications are dedicated to solutions of the
technical problems. The most well-known technical application of the chains theory
is the oscillation of power lines. Among the monographs devoted to the regular
systems analysis in the machines that are schematized in the form of models with
constant parameters, we would single out a substantial monograph [7]. Over the last
few decades, the theory of regular systems was developed by the author in relation
to the investigation of dynamics of cyclic machines [63, 64, 72, 75, 77, 79, 85, 91].
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In cyclic machines and automatic lines, we have to deal with regular oscillatory
systems in view of the widespread dynamically identical modules used to imple-
ment similar technological and transport operations. In such cases, due to the
natural tendency of unification and interchangeability of the individual units of the
machine, there is a certain repeatability of the drive blocks of the dynamic models.
With regard to machines with cyclic mechanisms, the theory of regular oscillatory
systems requires additional development. Unlike classical chains, each repeating
element has more complex internal structure and does not represent the point mass,
but the node forming the oscillation subsystems of the branched, ring, and mixed
structures. Apart from that, the need for a separate study of this problem is asso-
ciated with the specific features of the cyclic mechanical systems, among which we
note the nonlinearity of the position function, nonstationary state of dynamic
connections, and the possibility of violation of the kinematic contact in clearances,
etc.

The Appendix provides a summary of the harmonic linearization method, which
is used to solve a number of problems discussed in the book.

The content of the book is divided into chapters, sections, and subsections. The
formulae, figures, and tables are marked by double numbers. The first number
corresponds to the chapter, the second being the number of the formula, figure, or
table within that chapter.
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Chapter 1
Cyclic Mechanisms

1.1 General Information About Cyclic Mechanisms

1.1.1 Functional Features of Cyclic Mechanisms

Cyclic mechanisms are widely used to form nonlinear position functions for output
links in machines and automatic lines (Fig. 1.1). The distinctive feature of cyclic
mechanisms is the nonlinearity of the position functions, transforming the coordi-
nate of “input” into the mechanism, in coordinate of “Output” from the mechanism.
Fig. 1.1 shows the most common varieties of the simplest cyclic mechanisms: the
lever (Fig. 1.1a, b, c), cam (Fig. 1.1d), mechanisms with non-circular wheels
(Fig. 1.1e), steppers, among which are the maltese gears (Fig. 1.1f), ratchet
mechanisms (Fig. 1.1g) and worms (Fig. 1.1h).

There can be various combinations of these mechanisms, for example cam-lever,
lever-step, cam-step etc. Apart from that, in accordance with the solved kinematic
problem, these simple mechanisms may be significantly complicated, using the
well-known method of layering of Assur’s groups [21, 29, 39]. Sometimes the step
type cyclic mechanism can be created on the basis of the mechanism with two
degrees of freedom, implementing summation of uniform rotation with recipro-
cating or oscillating motion. An example of such a mechanism, which integrates the
properties of worm gear and cam or lever mechanisms, is shown in Fig. 1.1h. In this
case, the angular displacement of the worm wheel, caused by uniform rotation of
the worm, is summed with the additional movement from the axial reciprocating
screw motion, which is controlled, for example, with cam mechanism. A similar
problem is solved by a differential mechanism, in which one of the drive wheels
rotates uniformly, while the second acquires the vibration motion from the cam or
lever mechanism.

Thus, all cyclic mechanisms can be divided into two groups: reversible and
irreversible; depending on whether or not the average value of the first transfer
function of the driven member is zero. In the first case, we have a reciprocating or
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oscillating motion, of the links, about a fixed axis (Fig. 1.1a–d). In the second case
the movement of the driven member has a non-zero average velocity (Fig. 1.1d–g),
with a shift of the driven member, by one step, in each cycle.

Functions of link positions, implemented in cyclic mechanisms, can have or not
have dwells (pauses). In accordance with this feature, all the mechanisms can be
divided into two groups: discrete and continuous motion. In addition, you can select
quasi-discrete motion, for the implementation of which multilink linkages with the
approximate dwell of the driven member, are widely used in modern machines.

As per their functional purpose, the cyclic mechanisms may be executive,
transferring, as well as can be used for control, check, adjustment, feeding,
transportation, sorting of products and automatic accounting of products etc.
Regardless of the performed operation, each of these mechanisms can play a very
important role in the machine and can be subject to significant dynamic loads, so
the division of the mechanisms, as per their functional assignment, is usually not
essential from the standpoint of dynamic analysis of mechanisms. Sometimes the
machine’s functionality is labeled with special requirements regarding the per-
missible level of dynamic distortion of the laws of motion, dynamic loads etc.,
which should be taken into account, in the course of synthesis of the mechanism.

Kinematic and structural features of the different types of cyclic mechanisms
were discussed in detail in textbooks about the theory of mechanisms and machines,
[21, 29, 39] as well as in specialized monographs.

The following is the first stage of synthesis of the law of motion, based on a review
of the so-called ideal kinetostatic model, in which clearances and manufacturing

Fig. 1.1 Varieties of cyclic
mechanisms
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errors are not taken into consideration, and all the links are taken as rigid bodies.
Hereinafter these laws will be adjusted to reflect the elasticity of the links (see Chaps.
4 and 5). The possibility of change in laws of programmed motion takes root from the
fact that kinematic requirements for the mechanism usually do not cause rigid laws of
motion of its links and leave open the possibility of their selection, as per some
criteria of dynamic nature. Such a situation arises, in particular, while solving the
positioning problem, when kinematic requirements from the mechanism are reduced
to the need to move the output link (working body) from a given initial to a given final
position.

Regardless of executed operations these mechanisms, usually, play an important
role in the machines, so their reliability and accuracy must correspond to fairly high
levels of requirements.

Problems, arising out of the fulfillment of these requirements, are related to the
fact that the dynamic conditions, with nonlinear position function, are more strained
as compared with linear ones, because the output links of cyclic mechanisms move
with variable velocities, which leads to significant inertial loads. Kinematic
requirements, and hence the associated dynamic characteristics, cannot be imple-
mented in various cyclic mechanisms equally. For example, in the cam mecha-
nisms, we can directly implement the given law of motion, on the output link, by
profiling the working surfaces of cams. In the lever mechanisms geometric char-
acteristics are essentially laid in their scheme, therefore with the rational choice of a
finite number of their parameters, you can just be closer to the specified standard.

If, during the comparison of dynamic parameters of cyclic mechanisms, we
would rely only on the program laws of motion, without taking into account the
possibilities of their practical implementation, the cam mechanisms would have
obvious advantages, because they have great potential in case of synthesis to
account for geometrically caused dynamic factors.

However, in many cases, an important role is played by the dynamic effects,
caused by mechanism manufacturing and assembly errors. Here we have to take
into account that the working surfaces of the elements of the lower kinematic pairs,
used in the lever mechanisms, are very simple and in comparison to the complex
cam profiles, can be made more accurately. On the other hand, it is extremely easy
to carry-out complex laws of motion, using cam mechanisms, which can generally
be implemented, only with a large number of links, when using lever mechanisms.
Thus mass, dimensions and clearances increase, which has an overall adverse effect
on the mechanism dynamics. So, without specifying the problem, we can only say
one thing: the simpler the laws of motion, the more tangible are the benefits of lever
mechanisms over the cam mechanisms.

Since using the cam mechanisms, the law of programmed motion can theoret-
ically be reproduced exactly, we will focus on this class of mechanisms in further
discussion. The laws of motion obtained, can be used as standards for approximate
metric synthesis of lever mechanisms, as well as in solving the problem of posi-
tioning the working bodies using program controls [13, 18, 57].

Movement of the executive parts that ensure the fulfillment of the given tech-
nological or transport operations, is called the programmed motion. These motions
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significantly influence the level of the excited oscillations; therefore the task of
reducing machine vibration activity is closely related to the problem of forming the
optimal laws of motion.

1.1.2 Position Function and Geometric Transfer Functions

We shall take the ideal mechanism as its kinetostatic model with an absolutely
accurate reproduction of desired characteristics, i.e. such an abstract mechanism, in
which the links are not deformed; there are no clearances and no manufacturing
errors. If such mechanism has one degree of freedom, then the position of each link
of the mechanism is uniquely determined as function of the angle of rotation of the
input link u1: For certainty, we will assume that the link performs rotational or
translational motion, described by one coordinate un. Then

un ¼ Pnðu1Þ; ð1:1Þ

where Pn is the position function of the link n.
Let’s see the following functions obtained by differentiation (1.1)

P0
n ¼

dPn

du1
; P00

n ¼
d2Pn

du2
1
; P000

n ¼ d3Pn

du3
1
;

which are respectively called the first, second and third geometric transfer func-
tions, or analogues of the speeds, accelerations and accelerations of the second
order [21, 29, 39]. If u1 corresponds to the angular coordinate, then the dimen-
sionality of the transfer functions coincides with the dimensionality of Pn.

Plane-parallel motion of the link can be described with three functions of
position, which fix the angular coordinate of the link and the position of one of its
point. Connection of geometric characteristics P0

n, P00
n , P000

n with kinematic ones
_un ¼ dun=dt; €un ¼ d2un=dt

2; vun ¼ d3un=dt
3 is defined by the following

relationships:

_un ¼ P0
nðu1Þ _u1;

€un ¼ P00
nðu1Þ _u2

1 þP0
nðu1Þ€u1;

vun ¼ P000
n ðu1Þ _u3

1 þ 3P00
nðu1Þ _u1€u1 þP0

nðu1Þvu1:

9>=
>; ð1:2Þ

The structure of expression (1.2) shows that the use of position and transfer
functions allows us to achieve clear differentiation between geometrical and kine-
matical characteristics, which define the motion of the mechanism under consid-
eration. In the particular case of gear mechanisms with constant transmission ratio
the position function is linear. As it implies as per dependency (1.2), in this case
_un ¼ P0

n _u1; €un ¼ P0
n€u1;

vun ¼ P0
n
vu1; whereas the proportionality factor in this
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case is the first transfer function. Additionally if the input unit moves with constant
speed _u1 = const, then output member will move uniformly. Consequently, the
occurrence of inertial loads in such arrangements can only be due to a violation of
conditions _u1 = const or P0

n = const, due to manufacturing errors or other defects.

1.1.3 Simplest Criteria for Dynamic Synthesis

In case of nonlinear position function, which is typical for cyclic mechanisms (cam,
lever, stepper, etc.), the dynamic functional conditions are more intense as com-
pared to the mechanisms with linear function of position. Even in ideal cyclic
mechanisms, the inertial loads are often very significant. In addition, there is an
unfavorable force connection between the master (input) and slave (output) links.

If, for example, force F is applied to the output member n and which is balanced
with the moment M, applied to the driving member, then in view of the virtual
displacement principle

M ¼ P0
nðu1ÞF: ð1:3Þ

It is obvious that, even when P0
n 6¼ const the constant force F causes the

emergence of variable torque on the input member that can excite the forced
oscillations of the drive.

Another special case is also of interest. Let F be the force of inertia of the driven
member n. Then, assuming for determination that the driven link performs trans-
lational motion, at _u1 = const we have

Fj j ¼ m _u2
1 P00

n

�� ��: ð1:4Þ

Substituting this in (1.3), we obtain

Mj j ¼ m _u2
1 P0

nP
00
n

�� ��: ð1:5Þ

It is easy to verify that P0
nP

00
n ¼ ðm _u3

1Þ�1 dTn
dt ; where Tn is kinetic energy of the

link n, dTn=dt is kinetic power.
Expressions (1.3)–(1.5) show that the geometrical characteristics significantly

affect the dynamics of the mechanism. Therefore, the extreme values of functions
P0j jmax; P00j jmax; P0P00j jmax can be used as simple dynamic criteria, by which a
comparison is made between the different laws of motion, as well as the synthesis
of new laws, having optimum properties in a certain sense.

To control the pulsation of inertial loads on the driven and driving, the following
criteria can be used
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K1 ¼ P00
max þ n1 P00

min

�� ��; K2 ¼ ðP0P00Þmax þ n2 ðP0P00Þmin

�� ��: ð1:6Þ

Here n1 and n2 are some weights reflecting the level of importance of the
components.

Issues related to the determination of the geometric characteristics of mecha-
nisms, are covered in many monographs and textbooks, for example [21, 29, 39, 64].
Here we only emphasize that according to the method of formation of geometric
characteristics of mechanisms, they can be divided into two groups: discrete syn-
thesis and functional synthesis mechanisms.

The first group includes lever-type mechanisms, in which only a finite number of
parameters can be determined with the help of synthesis. Geometrical character-
istics of such mechanisms, in fact, are laid in their scheme, and therefore making a
rational choice of parameters, can only bring close to the specified position func-
tion. The second group includes cam type mechanisms, in which profiling of
working surfaces can help directly implement the given function. This in many
cases significantly enhances the possibility of accounting dynamic factors in case of
synthesis of such mechanisms.

The discussed criteria are based on geometric notions and of course, are limited
and cannot exhaust the dynamic task (see Chaps. 4 and 5). However, their appli-
cation is very useful, especially at the initial stages of solving such problems.

1.2 Program Motion of the Links of Cyclic Mechanisms

1.2.1 Methods for Obtaining Program Motion

In modern machines, there are two ways of forming the laws of motion of units. The
first method is widely used in the cyclic process and energy machines, carrying out
their functions under steady-state operation, when the engine speed x, after a sort of
a transient process reaches an approximately constant value. To implement the
given laws of motion, we use the so-called cyclic mechanisms (lever, cam, maltese
gears, etc.), which help us in the nonlinear transformation of the coordinates at the
“input” u ¼ xt to the corresponding coordinate at the “output”.

In case of use of the second method the formation of the predetermined motions
is provided with the help of the program control: servo motors (so-called “elec-
tronic cams”). In such cases, the mechanical system of the machine usually has
simpler structure, because the mechanisms only perform linear coordinate trans-
formation, as is the case, for example, in gears, with constant gear ratio.

Other undoubted advantages of this method include flexibility in configuration,
reduction in mass and moments of inertia and therefore dynamic loads and
reduction in structural dimensions etc. Typical examples of use of electronic cams
include modern packing, printing and textile machines, automated assembly lines,
woodworking machines etc.
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At the same time, the use of this method is complicated, when the manufacturing
process or the transport operation requires precise cyclic synchronization with other
executive units. Similar tasks, in high-speed machines, are usually more reliably
solved, by setting the input links of cyclic mechanisms on rigid camshaft.

Often the task of program control is solved by a human operator, for example,
while controlling transport machines (cars, cranes, some kinds of industrial robots,
etc.). Thereinafter we mostly restrict ourselves to the analysis of dynamic processes,
implemented directly in the mechanical system.

1.2.2 Structure of Law of Motion. Dimensionless
Characteristics

Regardless of the specific requirements, from the cyclic mechanism and its func-
tionality in a particular machine, it must conform to a number of general dynamic
conditions. Most often it is requirement of smooth motion, which excludes the
possibility of breaking the continuity of the position functions P and the first
geometric transfer function P0.

At the same time it is rather common to have structure of motion with three
intermediate intervals, when themovement of the output link in one direction (forward
or reverse) is considered as a set of three areas envisaged (Fig. 1.2): run-up, uniform
motion 2 and run-out 3. In order to simplify the recording, the indices in geometrical
characteristics that indicate the link’s number, will be omitted in the future.

When synthesizing laws of motion, it is advisable to use the apparatus of
dimensionless parameters. Let us enter the following functions for consideration:

u
u1

¼ s1;
P
P1

¼ h1ðs1Þ ðu 2 0; u1½ �Þ;
uIII � u
uIII � uII

¼ s3;
PIII �P
PIII �PII

¼ h3ðs3Þ ðu 2 uII;uIII½ �Þ:
ð1:7Þ

Fig. 1.2 Graph of position
function
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Functions s1 ¼ 0; h1 ¼ 0 at u ¼ 0; s1 ¼ 1; h1 ¼ 1; at u ¼ u1; s3 ¼ 1; h3 ¼ 1
at u ¼ uII; s3 ¼ 0; h3 ¼ 0; at u ¼ uIII:

Thus, the dimensionless characteristics h1ðs1Þ and h3ðs3Þ, fit into square, with
sides equal to one. If we apply the same type of laws of motion at run-up and run-
out, then the functions h1 and h3 are the same. Position functions and geometric
transfer functions, expressed in dimensionless characteristics, are listed in
Table 1.1.

Obviously the change of functions P; P0 ¼ dP=du; P00 ¼ d2P=du2 is
controlled by functions hi; h0i ¼ dhi=dsi; h00i ¼ d2hi=ds2i ; the remaining
parameters are scale factors. If the introduction of geometric transfer functions
separated the geometric and kinematic factors, then the introduction of the dimen-
sionless characteristics, allowed to separate scale factors uI;uII;uIII;PI;PII;PIII;
from transfer functions; with the help of which dimensionless characteristics of the
motion law are “deformed” along the axis u and P. Hereinafter these scale factors
will be called the structural parameters of the law of motion.

To exclude impact at the beginning and at the end we demand P0ð0Þ ¼ 0 and
P0ðu111Þ ¼ 0; subsequently h0ið0Þ ¼ 0 and P0ðu111Þ ¼ 0 (i ¼ 1; 3). At si ¼ 1
function h0iðsiÞ reaches its maximum value h0max. It is easy to see that the constant
h0max indicates, how much the maximum speed, in the considered area, is more than
the average speed. Function h00i ðsiÞ, depending on the chosen law of motion, can
reach its maximum value at different values of si: The ratio h

00
max=h

0
max indicates, how

many times the maximum acceleration, in the given area, is more than average value.
Table 1.2 shows the calculated dependencies and constants, for widely used in

engineering practice family of dimensionless characteristics, known as the “modified
trapezoid of general form”. For this type of law of motion, the graph of the function
h00ðsÞ is a trapezoid, whose sides are formed by segments of a sine wave (Fig. 1.3).
The projections of the sides are defined by parameters s1 and s2; with which the law
of program motion can be managed effectively. At s1 ¼ 0 and s2 ¼ 0; we have the
so-called law of the rectangular acceleration; with s1 ¼ s2 ¼ 0:5 and with
s1 ¼ 0; s2 ¼ 1—sine and cosine law of acceleration. Widely used is the law of
equilateral trapezoid with s1 ¼ s2 ¼ 0:25 (for details of the impact of the parameters
s1; s2 see Sect. 4.1.3).

Table 1.1 Position functions and geometric transfer functions

Function Run-up
P00 � 0

Uniform motion
P00 ¼ 0

Run-out
P00 � 0

P PIh1ðs1Þ PI þPII �PI

uII � uI
ðu� uIÞ PIII � ðPIII �PIIÞh3ðs1Þ

P0 PI

uI
h0ðs1Þ PII �PI

uII � uI

PIII �PII

uIII � uII
h03ðs3Þ

P00 PI

u2
I
h00ðs1Þ 0 � PIII �PII

ðuIII � uIIÞ2
h003ðs3Þ
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Out of all the possible laws, the smallest value h0max ¼ 2 is for the rectangular law
of accelerations. However, under this law of acceleration, there are discontinuities
(soft shocks), which leads to the excitation of intense vibrations. However, not every
jump, inherent in the function h00; necessarily leads to the soft shock. For example, if
the cam follower is moving without dwell, it is possible to couple accelerations
on the border of the forward and reverse strokes, without requiring the acceleration at
the border to be equal to zero. The final decision about the admissibility and the
merits of a particular law of motion, should be based on the account of characteristics
of a specific vibration system (see Chap. 4).

Table 1.2 Dimensionless characteristics of functions of law of motion

Functions
and
constants

0� s� s1 s1 � s� 1� s2 1� s2 � s� 1

h 2s1
p

h00max s� 2s1
p

sin
ps
2s1

� �
h00max

s2

2
� s1s 1� 2

p

� ��

þ s21
1
2
� 4
p2

� �� h00max
4s22
p2

�
1� sin

p 1� sð Þ
2s2

� �
þ b1 s1 � 1þ s2ð Þ þ b2g

h0 2s1
p h00max 1� cos ps

2s1

� 	
h00max s� s1 1� 2

p


 �� 
h00max b1 þ 2s2

p cos p 1�sð Þ
2s2

h i
h00 h00max sin

ps
2s1

h00max h00max sin
p 1�sð Þ
2s2

h0max; h
00
max h0max ¼

p 2s2 þ b1pð Þ
4s22 þ p2 b1s2 þ b2ð Þ ; h00max ¼

p2

4s22 þ p2 b1s2 þ b2ð Þ ;

h0h00ð Þmax h0h00ð Þmax¼ h00max


 �2 ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b23

p
2s2
p b3 þ b1
� 

;

b1; b2; b3 b1 ¼ 1� s2 � s1 1� 2
p

� �
; b2 ¼ 1� s2ð Þ 1

2
� s2

2
� s1 þ 2s1

p

� �
þ s21

1
2
� 4
p2

� �
;

b3 ¼ 1
4

� p
2s2

b1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2

4s22
b21 þ 8

s !

Fig. 1.3 Graph of dimensionless characteristic h00ðsÞ
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1.2.3 Dimensionless Constants of Laws of Motion

Property 1 Constant h0max is inversely proportional to the value 1� s�, where s� is
abscissa of the Centre of gravity of the area limited with graph h00ðsÞ and axis of
abscissas (see Fig. 1.3). For evidence of this provision we find s�:

s� ¼
R 1
0 sh

00ðsÞdsR 1
0 h

00ðsÞds
¼ h0max � 1

h0max
: ð1:8Þ

As per (1.8) we can see that

h0max ¼ 1=ð1� s�Þ: ð1:9Þ

It is clear that for all symmetric diagrams h0ðsÞ s� ¼ 0:5; and consequently
h0max ¼ 2:

Property 2 Constant h00max is directly proportional to the constant h0max and inver-
sely proportional to the filling coefficient r: We consider the filling coefficient r as
the ratio of the area, limited by the graph h00max and axis of abscissas, to the area of
circumscribed rectangle (see Fig. 1.3). So

r ¼
Z1
0

h00ds=h00max ¼ h0max=h
00
max:

It follows

h00max ¼ h0max=r ¼ ð1� s�Þ�1r�1: ð1:10Þ

Since rmax ¼ 1 the minimum value h00max ¼ 2 is implemented with a rectangular
law of acceleration.

Scope of the solution corresponds to the obvious restrictions
r� 1; h0max [ 1; h00max � 2:

At this point we assume functions hðsÞ as given. We will return to the issues
related to rational choice of the dimensionless characteristics, at the end of this
paragraph and in Sects. 1.2.4 and 4.1.3.

1.2.4 Typical Problems of Synthesis of Motion Law

The above mentioned six parameters cannot be set arbitrarily, because for pre-
vention of shocks, they must be associated with two conditions of continuity of the
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first geometric transfer function P0 on the interval borders, i.e. at u ¼ uI and
u ¼ uII :

PI

uI
h01max ¼

PII �PI

uII � uI
;

PII �PI

u
II
� u

I

¼ PIII �PII

u
III
� u

II

h03max:

ð1:11Þ

At u ¼ 0 and u ¼ u
III
similar conditions are satisfied when h0ið0Þ ¼ 0: Thus to

uniquely solve the problem of motion law synthesis, except for dimensionless
characteristics, it is necessary to set four additional conditions, on the basis of the
specific conditions.

Let’s look at some common problems of synthesis of laws of program motion.
First, we will introduce several dimensionless parameters, characterizing the rela-
tive value of the interval of uniform speed:

fn ¼ ðPII �PIÞ=PIII ; fu ¼ ðu
II
� u

I
Þ=u

III
; ð1:12Þ

and the skewness factor of the law of motion

f ¼ ðuIII � uIIÞ=uI: ð1:13Þ

At f ¼ 1 the duration of run-up and run-out are equal to.

Problem 1 Given is: PIII ; u
III
; f ; fn:

On the basis of (1.11) in view of (1.12) and (1.13), after elementary calculations
we obtain

PI ¼ PIIIð1� fnÞ=ð1þ m1f Þ; u
I
¼ u

III
ð1� fuÞ=ð1þ f Þ;

PII ¼ PIIIð1þ m1f fnÞ=ð1þ m1f Þ; u
II
¼ u

III
ð1þ f fuÞ=ð1þ f Þ; ð1:14Þ

where m1 ¼ h01max=h
0
3max:

Now we need to define the unrecognized parameter fu. After substituting (1.14)
in (1.12):

fn
fu

¼ ð1� fnÞð1þ f Þ
ð1þ m1f Þð1� fuÞ

h01max:

Solving this equation for fu we get

fu ¼ fn
fn þ Uð1� fnÞh01max

; ð1:15Þ

where U ¼ ð1þ f Þ=ð1þ m1f Þ:
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If for run-up and the run-out the same type of law of motion is accepted, then
h01max ¼ h03max; m1 ¼ 1; and consequently U ¼ 1: The expressions (1.14) and (1.15)
uniquely determine the solution of the problem. If instead of parameter f

n
given is

the value of fu; the Eq. (1.15) must be solved relative to fn.
Let’s specify simple dynamic criteria, listed at the beginning of this paragraph,

for the problem under consideration

P0
max ¼

PI

u
I

h01max ¼
PIII �PII

u
III
� u

II

h03max; ð1:16Þ

for run-up

P00
max ¼

PI

u2
I

h001max; P0P00ð Þmax¼
P2

I

u3
I

ðh01h001Þmax; ð1:17Þ

for run-out

P00j jmax¼
PIII �PII

ðu
III
� u

II
Þ2 h

00
3max; P0P00j jmax¼

ðPIII �PIIÞ2
ðu

III
� u

II
Þ3 ðh03h003Þmax: ð1:18Þ

According to formula (1.11), the structural parameters in general also depend on
the dimensionless characteristics constants h01max; h03max; so the nature of their
impact on the given criteria is not as obvious, as it formally looks from (1.16) to
(1.18). In the simplest case, where there is no phase of uniform speed, ðfn ¼ fu ¼ 0Þ
and h01max ¼ h03max ðm1 ¼ 1Þ; we obtain that the considered criteria are proportional
to corresponding dimensionless constants.

With the increase in the interval of uniform speed, value P0
max reduces, and

P00j jmax usually grows. In extreme cases, when u1 ¼ 0; u
II
¼ u

III
ðfn ¼ fu ¼ 1Þ;

we obtain minP0
max ¼ PIII=uIII

; other criteria increase indefinitely. The opposite
type of influence fn (or fu) on P0

max and P00j jmax proves that at certain interval of
uniform velocity, there is a minimum of the criterion P0P00j jmax; which is pro-
portional to the dynamic component of the drive torque.

Let us illustrate this with an example, in which the laws of motion at the run-up
and run-out are accepted as similar and graphs h01 ; h

0
3 are symmetric s� ¼ 0:5ð Þ;

wherein f ¼ 1; h0max ¼ 2; m1 ¼ 1.
On the basis (1.15) we have fu ¼ fn=ð2� fnÞ: Then at the run-up and run-out

P0P00j jmax¼
P2

III
ð2� fnÞ3

8u3
III
ð1� fnÞ

ðh0h00Þmax:

It is easily see that the minimum of this function, under variation of the
parameter fn; has the value fn ¼ 1=2; wherein fu ¼ 1=3: Substituting these values
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in (1.16)–(1.18) shows that due to the introduction of interval of uniform speed, the
value P0P00j jmax decreased by 15.6 %, P0

max decreased by 25 %; P00j jmax increased
by 12.5 %.

The nature of the influence of the skewness factor f will be analyzed, when
considering the following problem.

Problem 2 Given is: PIII ; u
III
; fn or fu


 �
; k ¼ P00

Imax= P00
3

�� ��
max:

We will write the ratio of the extreme values of accelerations at the run-up and
run-out (see Table 1.1):

k ¼ PIðuIII
� u

II
Þ2

ðPIII �PIIÞu2
I

m2; ð1:19Þ

where m2 ¼ h001max=h
00
3max:

According to (1.13), (1.14) we have u
III
� u

II


 �2
=u2

I
¼ f 2; ðPIII �PIIÞ=PI ¼

f m1: After substitution in (1.19)

k ¼ f m2=m1: ð1:20Þ

So the skewness factor f ¼ km1=m2 is uniquely determined by parameter k. In
doing so this problem is reduced to the conditions for the previous one. Equation
(1.20) facilitates the analysis of the impact of the parameter f on P00j jmax: Taking
into account (1.14), (1.17), (1.20), we have

P00
I max ¼ PIIIð1� fnÞð1þ f ÞUh001max

ð1� fuÞ2
; P00

3

�� ��
max¼

m1P
00
Imax

f m2
: ð1:21Þ

With the increase in parameter f the extreme value of the second transfer
function in the run-up increases and in the run-out, it decreases. To select the
optimum value of this parameter, we can use the condition of minimum criterion K1

or K2 [see (1.6)]. So, for example, at m1 ¼ 1; by substituting (1.21) into (1.6) and
selecting for K1 in the expression, the factors depending on f, we write

Uðf Þ ¼ ð1þ f Þ 1þ n1f =ðm2f Þ½ �:

Condition du=df ¼ 0 gives the optimum value of the skewness factor

f1̂€1�o ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
n1=m2;

p
at which pulsation of inertial loads will be minimum.

At m1 6¼ 1 conditions minK1; minK2 are quite cumbersome, so in the general
case for optimization of the parameter f , it is more convenient to use numerical
methods. However, we should note that the coefficient U in (1.21) weakly
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depends on f . Thus, at increase of f from 0 to 1 coefficient Uðf Þ varies monot-
onously from 1 to m�1

1 :

Problem 3 We accept given PIII ; u
III
; k; P0

max:

This problem occurs, when the working body must move in a certain interval
with given uniform speed or at constant ratio of speeds of input and output links.

Examples of such situations include synthesis of the law of motion for sheet
supply mechanisms in printing machines, mechanism for yarn destacking in textile
machinery, mechanisms of tools provision in automated machine tool stations etc.

Figure 1.4a shows the typical drawing of the sheet supply mechanism in printing
machine (pre-gripper).

Track 4, being driven member of the cam-lever mechanism (units 1–4), with its
clappers 6 grasps the sheet 5, which is at rest, accelerates it to the peripheral speed
of the impression cylinder 7 and transmits it to the cylinder clappers. In this case,
the value P0

max ¼ R2=R1 is fixed; where R1; R2 are the radii of the cylinder and
lever, and there is an interval of uniform velocity in the function of position
(Fig. 1.4b).

Since in this problem, contrary to the previous case, the maximum value of the
first geometric transfer function is given, we have to refuse from assignment of the
relative interval of uniform speed determined by the parameters fn or fu: From (1.7)
to (1.8) follows the obvious relation

fn=fu ¼ P0
max=P

0 [ 1; ð1:22Þ

Fig. 1.4 Kinematic scheme and the position function for the stop-gripper mechanism
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where P0 ¼ PIII=uIII is the mean of the first geometric transfer function for the

entire range of motion P
0
\P0

max

� 	
:

By solving the Eqs. (1.15) and (1.22) with respect to fn, we find

fn ¼
h01maxU �P0

max=P
0

h01maxU � 1
: ð1:23Þ

Here function U is defined by formula (1.15) taking into consideration (1.20).
After determining parameter fn as per (1.23), the initial conditions correspond to

problem 2. Conditions for the existence of solutions are determined by the fol-
lowing obvious requirements: 0� fn � 1.

When fn ¼ 0; the interval of uniform speed on the graph PðuÞ (see Fig. 1.4b),
constringes to a point, at fn ! 1 the intervals of running-up and running-out dis-
appear that leads to shock at the beginning and end of the stroke. These conditions
impose following restrictions on the input data

PIII\u
III
P0

max �PIIIUh01max: ð1:24Þ

Rather often the initial conditions of the synthesis of law of motion are such that
along with the given maximum value of the first geometric transfer function P0

max,
in certain way the length of the uniform speed interval is fixed. This additional
requirement can be satisfied, if we exclude from the initial data the stroke of the
working body PIII or the corresponding phase angle u

III
.

On the basis of (1.14) and (1.23) in the first case we find

PIII ¼
1þ fuðh01maxU � 1Þ

h01maxU
P0

maxuIII
; ð1:25Þ

and in the second case

u
III
¼ PIII

P0
max

h01maxU � fnðh01maxU � 1Þ� 
: ð1:26Þ

Formulae (1.25) and (1.26) reduce the cases under consideration to the original
conditions of the problem 3. At the same time the conditions of existence of
solutions, defined by (1.24), remain valid.

On the basis of the considered common tasks of synthesis of laws of program
motion, other tasks can also be solved, where a number of previously fixed
parameters varies in a given interval [64].

In conclusion, we emphasize that for objective comparison of different types of
laws of motion, defined with functions hiðsiÞ, we should express
P0

max; P00
max

�� ��; P0P00j jmax in terms of independent initial conditions of the problem.
As it was already noted, at the same time it is impossible to judge in general case, these
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criteria as per the cognominal dimensionless constants h0max; h00max; ðh0h00Þmax;
because the structural parameters of the law ofmotion, among other factors, according
to (1.11) depend on the constant h0imax. It follows from these equations in particular,
that the laws of motion can be compared directly with the cognominal dimensionless
constants, only with the same values of h0imax.

Apart from above considered method, when synthesizing we operate with one or
several families of laws of motion, comparing them as per the dynamic criteria,
there is another approach, while using which for each case a new type of law of
motion is created. Such an approach is justified for solving the specific problems of
unique types of synthesis.
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Chapter 2
Dynamic Models of Cyclic Mechanical
Systems

2.1 Main Objectives of Machine Vibrations Analysis

The development of modern machinery raises many complicated technical prob-
lems for engineers. One of them is related to the tendency towards the intensifi-
cation of technological and transport operations, which in turn stipulate increased
operating velocities, dynamic loads and level of oscillations (vibrations).

The term “oscillations”, as it is known, denotes the process of alternate increase
and decay of physical values or its derivatives. In the case of mechanical oscilla-
tions such values are the coordinates, speeds, forces (or moments). The subject of
the theory of oscillations is the study of the general laws of oscillatory processes
and development of methods of their research on the basis of the laws of mechanics,
modern mathematical apparatus and outcomes of the experiment.

Study of oscillations in machines, has the following objectives:

1. Elimination of emergency regimes, arising from resonance phenomena or fati-
gue failure of structural elements.

2. Provision of the normal working conditions for the machinery, devices, means
of automation and other equipment. In technological machines cyclic mecha-
nisms are commonly used for actuator’s moving in accordance with given
complex motion laws. In this case the problem of accurate reproducing of the
kinematic characteristics, which substantially depends on oscillations, is very
important.

3. The solution of the environmental problems, associated with machine func-
tioning, to provide dependable staff protection against vibration and noise.

4. Use of oscillatory processes for the fulfillment of technological and transport
operations. As valid examples, we can consider vibration tools, vibratory
transportation, vibratory pile sinkage, vibratory separation of granular mixtures,
etc.

© Springer International Publishing Switzerland 2015
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2.2 Main Stages of Dynamic Analysis

We define the machine, mechanism or process as physical object (PO); Fig. 2.1
shows the diagram of dynamic calculation. Even at the current level of development
of machine mechanics and computers, the full description of dynamic behavior of
an object is not possible and is not necessary. Therefore, the first stage of dynamic
calculation is related to the reasonable simplification of the object, i.e. its
replacement with some schematic or dynamic model, which depicts the most sig-
nificant factors of the problem under consideration.

Thus, the dynamic model (DM) is an idealized image of the considered system,
used during its theoretical study and engineering calculations, that take into
account the objectives and features of the problem Since the number of tasks can be
multiple, one single object depending on the purpose of calculation can correspond
to several dynamic models (for details see Sect. 2.1).

The second stage is to set up the so-called mathematical model (MM), i.e. the
mathematical description of the dynamic model. This term refers to the system of
equations, derived by use the laws of mechanics and, if necessary, experimental
data. Such a necessity arises, for example, for describing resistances of different
physical nature. While designing the models, sometimes we can use some
hypotheses and assumptions, compensating the lack of knowledge or simplifying
future analysis.

The third step of dynamic calculation is solving the equations. At this stage both
analytical methods that give a clear qualitative picture and reliable engineering

Fig. 2.1 Structure of dynamic analysis
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evaluation and numerical methods, based on the great features of modern com-
puting, are used. The numerical-analytical methods, based on a reasonable balance
of both methods, have great prospects.

The fourth stage is the analysis of the obtained solutions, from the point of view
of the given engineering problem. An optimized problem can often be formulated
based on the analysis. In relation to the machines’ oscillation systems, this problem
is of interest, with the objective of reducing the vibration activity of mechanisms or
more effective use of the vibrations, in the technological processes. On the basis of
the fourth phase of calculation, engineering recommendations, for choosing
machine parameters or correction of the initial parameter values, can be made.

The listed stages can be executed on a different level, both, in relation to the
selected dynamic models and methods of their research, and/or to the accuracy of
calculations, depending on the purpose and degree of responsibility. Of course the
degree of reliability of the source information must also be taken into account.

Along with the theoretical methods of machine vibration analysis, sometimes it
is necessary to experiment, to discover new phenomena, set some hypotheses and
assumptions, and sometimes discover a new theory. Alongside natural experiments,
performed directly on the investigated machine, physical modeling, making use of
especially made units, is used for the design of some important mechanisms.
Because of the wide variation of parameters and structure of the system, leading to
large labor costs and expenses, the experiment should be based on the preliminary
results of theoretical studies. At the same time, check of the adopted dynamic
models plays a special role.

2.3 Classification of Mechanical Vibrations

According to the kinematic features mechanical vibrations can be: periodic (steady)
oscillations in which the state of the system is repeated at regular intervals, called
the period of the oscillations (Fig. 2.2a), divergent oscillations, in which the
extreme deviations from the mean value is an increasing function (Fig. 2.2c) and
damped oscillations, in which the extreme deviations from the mean value is a
decreasing function (Fig. 2.2d). The system’s position is characterized by gen-
eralized coordinates and their first derivatives (generalized velocities).

A very common special case of periodic oscillations are harmonic oscillations,
in which the generalized coordinate or its derivative is proportional to the sine
(cosine) with an argument, which is linearly time-dependent (Fig. 2.2b):

q ¼ A sin x t þ að Þ;

where A is the amplitude of the oscillations, i.e. the greatest deviation of the
harmonic oscillation process from the average value; u ¼ xt þ a is the oscillation
phase; a ¼ u 0ð Þ is the initial phase; x ¼ du=dt is the angular frequency. The
angular frequency is related to oscillation period τ at a ratio of x ¼ 2p=s and has
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dimension s−1. The frequency can also be measured in Hertz (Hz), i.e. number of
oscillations per second m ¼ 1=s. Obviously, m ¼ x=ð2pÞ.

As per the nature of disturbance, the oscillations can be attributed to the fol-
lowing types:

Free (natural) oscillations are oscillations that occur without an alternating
external influence and external energy input. In case of free oscillations, the energy
is supplied only in the initial moment, through the so-called initial conditions
[initial deviations from equilibrium and initial speed (Fig. 2.3a)].

Forced oscillations, caused and supported by the force or kinematic excitation.
In case of forced excitation, external time-dependent force or moment is applied to
the system (Fig. 2.3b). In case of kinematic excitation any given point or section of
system is forcibly moved as per the given law of motion (Fig. 2.3c).

Fig. 2.2 Varieties of oscillations as per the kinematic features; types of vibration: a periodic
(steady), b harmonic, c divergent, d damped

Fig. 2.3 Simple examples of
free and forced excitation of
vibrations: a free, b forced,
c forced when kinematic
excitation
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Parametric oscillations, caused and supported by the change in time of one or
more parameters of the system (reduced mass, reduced moment of inertia, stiffness
coefficient, reduced length, etc.).

Self-exciting oscillations are the process, regulated by the system’s motion that
occur in nonlinear systems with non-oscillatory source of energy or when the
frequency of the source of energy differs a lot from the frequency of the self-excited
oscillations. A famous technical example is the self-oscillations of the steam engine,
in which constant steam pressure causes the reciprocating motion of the piston.
Another example is self-exciting oscillations of a clock, because we can wind up
the clock with frequency, incommensurable with the frequency of self-exciting
oscillations.

The longitudinal oscillations are differentiated as per the type of deformations
(tension, compression); torsional vibrations, bending vibrations.

By type of dynamic model (DM): there are dynamic models with distributed and
lumped parameters (see Sect. 2.1).

By type of mathematical model (MM): there are linear oscillations described by
linear differential equations and nonlinear oscillations, described by nonlinear
differential equations. In addition, the coefficients of these equations can be constant
or variable.

2.4 Initial Data and the Principles of Dynamic Model
Creation

As it was noted in Sect. 2.2, the study of dynamic processes, taking place in the
machines, must begin with the drawing-up of the so-called dynamic model, ade-
quate for these processes, i.e. suitable to describe those properties and character-
istics that meet the objectives of the study.

Dynamic model consists of several dynamic models of its functional parts,
namely: a source of energy (the engine) and a mechanical system. In turn, the
dynamic model of the mechanical system consists of dynamic models of its
mechanisms.

The simplest dynamic model is a mechanism with absolutely rigid links (kine-
tostatic model), which was discussed during the classical course of theory of
mechanisms and machines. This model, however, does not allow the determination
of the deformation errors of laws of motion and investigate the elastic oscillations of
elements, which often results in violation of prescribed accuracy, increased wear
and leads to breakdowns.

When taking into account the deformability of the mechanism’s links, the
dynamic model of the mechanism is usually called the mechanism with elastic
links. In this case it is believed that the links are elastic bodies, subordinate to
Hooke’s law. This means that after the removal of the load, causing the deforma-
tion, the original undistorted state is restored.
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An important characteristic of the dynamic model is the number of degrees of
freedom, i.e. the number of independent (generalized) coordinates that uniquely
identify the system position. Since each link may be represented as totality of an
infinite number of masses, connected by elementary “springs”, any mechanism with
elastic links has an infinite number of degrees of freedom. While schematizing the
studied object, you can reflect this if you take advantage of dynamic models with
distributed parameters that are described with systems of partial differential equa-
tions. Usually these types of models are used for a limited number of relatively
simple (though very widespread) elements: rods, shafts, beams, plates, shells, etc.
The analysis of the machine’s drive, on the basis of only such models, is not
considered possible, as well as necessary. So there is a widespread use, in engi-
neering, of the dynamic models with lumped, i.e. discretely presented parameters,
in which the number of degrees of freedom is finite.

The drawing-up of such models is based on the following principles:

1. The inertial properties of the system are reflected through the masses or
moments of inertia, which are concentrated in separate locations or sections.

2. These points or sections are connected to each other by elastic, dissipative and
geometric (or kinematic) constraints, deprived of inertial properties.

The term “dissipative” is used here to point to the accounting of the forces of
resistance that cause dissipation of mechanical energy, i.e. its partial transition into
other forms of energy. The application of these principles means that in kinematic
chain and mechanisms the most massive elements and submissive links (links with
the minimal rigidity) are taken into consideration.

Let us see the diagram of the drive (Fig. 2.4a), which consists of the motor 1,
flexible coupling 2, gear train 3–4 leading into rotation the shaft 5 with drum 6. If all
the links would be considered as absolutely rigid, then the number degrees of freedom
for this drive will be equal to one. Such a model is called kinetostatic. In this case the
number of degrees of freedom is equal to the so-called degrees of motion, used in the
course of theory of mechanisms and machines. Considering the coupling stiffness,
we can represent the design scheme as the dynamic model shown in Fig. 2.4b. The
chain of inertial and kinematic elements, not interrupted by elastic and dissipative
elements, can be replaced by one reduced moment of inertia J (Fig. 2.4c).

With increase in machine operating speeds the frequencies of machine excited
oscillations are also increasing, leading to necessity of complicating the dynamic
model. In these cases usually it is necessary to increase the number of accounted
elastic elements of the machine, thus increasing the number of degrees of freedom
of the studied vibration system.

Hence, for example if in the considered drive, we take into account the torsion
compliance of the area of the shaft 5 between the wheel 4 and the drum 6, the
dynamic model obtains an additional degree of freedom (Fig. 2.4d). Thus the total
number of degrees of freedom H = 3.

Thus, for the study of the same object (machine, drive, mechanism), quite a
different set of dynamic models can be used. This ambiguity of machine models,
with elastic links, of course, complicates the dynamic analysis, because it requires
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the researcher to have clear ideas about the studied oscillatory processes. It often
seems that the greater the number of degrees of freedom, which a dynamic model
has, the smaller is the error expected at the end of problem solution. However, this
statement is valid as long as it is supported by the appropriate level of reliability of
the initial data. Meanwhile, the increasing complexity of the model results in
additional difficulties, associated with the identification of its parameters (primarily
stiffness coefficients and dissipation factors). The inevitable errors in their deter-
mination, lack of information and rough assumptions can negate the refinement that
would be expected due to complexity of the model. Therefore, you should always
choose the simplest dynamic models, capable of reflecting the studied phenomenon.

While conducting preliminary calculations at the stage of conceptual design, it is
common to use a model of the machine with rigid links (kinetostatic model). On the
basis of this model the engine is selected, the inertial loads, at first approximation,
and reactions in the kinematic pairs, are estimated. When taking into account the
dynamic characteristics of the motor on the basis of the kinetostatic model, the non-
uniform rotation of the motor shaft can also be evaluated. Very often, in case of a
small coefficient of irregularity, the input coordinate of the drive can be taken as
u0 ¼ xt; where ω is the angular velocity.

Hereafter, during the stage of technical design, elastic and dissipative elements
are included in the model. In some cases the design features of the investigated
drive allow the formation of one or more dynamic models. Examples of this
approach have been illustrated above. However, in more complex cases, for the
final selection of the successful model, some preliminary calculations are required

Fig. 2.4 To the method of drawing up a dynamic model; a diagram of the drive, b model with one
elastic-dissipative element, c model with one elastic-dissipative element and reduced moment
inertia, d model with two elastic-dissipative elements
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(for example, calculation of stiffness coefficients of some elements), and sometimes
even a search experiment. It is often possible to identify such subsystems (mech-
anisms, drives, units, etc.), which in a first approximation, under certain simplifying
assumptions can be considered separately, which allows the display of local
dynamic processes in more depth.

Depending on the type of the connections of a model’s elements, all models can
be divided in several groups: chain models (see Fig. 2.4d), branched (Fig. 2.5a) and
ring structured models (Fig. 2.5b). The selection of the dynamic model depends on
the set of dynamic tasks and is usually multistage. The experience and skills of the
researcher play an important role in this process.

2.5 Typical Dynamic Models of Cyclic Systems and Their
Classification

Introductory remarks The result of any dynamic analysis is either the determi-
nation of forces at given motion (the first dynamic problem) or laws of motion of
the links for given forces (the second dynamic problem). The first task is the main
for systems with rigid links.

When taking into account the elastic properties of the links, we deal with the
second task of dynamics, based on the solution of the system of differential
equations. In this case, the specifics of cyclic mechanisms manifest not only in
significantly large perturbations, but, as a rule, and in the more complex nature of
the dynamic relations, due to the variability of the system parameters, kinematic
nonlinearities contained in the position functions and other factors. Accordingly
there are qualitatively more complex dynamic effects, which will be discussed later.

Dynamic calculations are carried-out both for solving the problem of analysis of
mechanisms and for their rational synthesis. If for analysis, we answer the question,
what is the dynamic effect of selected parameters of the mechanism, then, one of the
major tasks of dynamic synthesis is the timely identification of rational (and
sometimes, in a sense optimum) values of the parameters and their combinations.

Dynamic synthesis of mechanism is one of the most important and difficult
problems, faced during the design of machine units. In this regard, the importance

Fig. 2.5 Dynamic models with branched and ring structure; a branched structured model, b ring
structured model
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of the first preliminary stage of synthesis should be emphasized, when the layout,
kinematic and dynamic parameters of the designed mechanism, vary across a wide
range. It is well known that this stage of the synthesis, which is still dominated by
the intuitive approach, not sufficiently supported by engineering calculations, sig-
nificantly affects not only the timeframe of design, but also greatly determines the
technical perfection of the machine’s prototype, as well as the volume of extra
expenses, required during the mass production of the machine.

While solving the dynamic problems, the analysis and synthesis are usually
closely connected. In particular, many of the problems of synthesis, which establish
the rational values of the system’s parameters, often base on preliminarily solved
problem of analysis.

One of the most important and urgent tasks, for consideration, is the develop-
ment of the optimization criteria. These criteria should be based on the most sig-
nificant factors of the considered problem and at the same time have the foreseeable
shape, to retain the role of active tool for the dynamic synthesis, when developing
variants of a mechanism.

We have already analyzed some of the criteria identified during the study of the
ideal mechanism. When taking into account the elasticity of links, the question of
criteria, without losing its importance, is further complicated. In this case, in addition
to geometric and kinematic characteristics, other factors, characterizing the frequency
features of the system, level of proximity of working modes to the dynamically
unstable modes, level of additional dynamic loads, caused by oscillations and many
other factors, discussed in detail in following chapters, appear as dynamic criteria.

The choice of the mechanism structure and its design implementation, as one of
the stages of analysis, is not an unambiguous task and, as it is known, largely
depends on the experience and intuition of the designer. However, undoubtedly the
role of objective dynamic parameters, in the choice of the type of mechanism, is
increasing with the passage of time. In some cases it is possible to integrate this task
directly into the algorithm of optimum synthesis. When choosing the schematic
layout of the mechanism, the risk of unilateral estimation of the operational
opportunities of various cyclic mechanisms, should be kept in mind. In this sense,
as it was noted in Chap. 1, the example of “competition” between the lever and cam
mechanisms is very indicative. As it is known, for a long time lever mechanisms
were used only to achieve continuous movement of the driven member. However,
over the decades, there is a tendency of replacement of cam mechanisms with lever
ones, even in the cases where, in accordance with the predetermined cyclic machine
diagram, significantly long dwells of the driven member are needed.

Cam mechanisms have great potential for the optimization of the laws of motion,
but at high operating speeds the decisive role is often played by dynamic effects,
caused by errors of manufacturing and assembly of the mechanism. Joints and
slides, used in the kinematic pairs of lever mechanisms are quite simple to make
and can be made more accurately as compared with complex profiles of the cams.
In the lever mechanism there usually is no need for the forced closing, which
positively affects the dynamics of the drive. These factors speak in favor of the lever
mechanisms. Disadvantages of lever mechanisms are often manifested, when
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operating under complex laws of motion, which require using multiple-link
kinematic chains. This inevitably leads to the decrease in frequency characteristics
of the mechanism, significant increase in dynamic loads, as well as to additional
difficulties in constructing miniature components. It should also be noted that using
lever mechanisms, with large number of kinematic pairs, leads to the increase in the
dynamic errors and vibro-impact intensity, arising due to multiple inter-matings in
the clearances (see Chap. 7). In addition the negative role of the dynamic errors, in
the areas of dwell, related to the approximate nature of the metric synthesis of the
laws of motion in the lever mechanism, is manifested. Often it is the dwells, where
other mechanisms execute important technological operations, requiring heightened
requirements for accuracy of kinematic characteristics. Meanwhile, such problems
can be solved exceptionally easily by using cam mechanisms.

The contradictory character of foregoing considerations indicates that the
mechanism structure by itself is not able to guarantee satisfactory dynamic con-
ditions of the mechanism operations. So the question of applicability of a type of
mechanism should not be decided in general, but only taking into account the
specific terms, such as kinematic and dynamic factors, as well as the technological
possibilities of their manufacture and assembly.

Classification of typical dynamic models of cyclic mechanismsStrictly speaking,
all the mechanisms of the machine unit form a single coherent system, so starting
the classification of dynamic models; we recall once again that each of them has a
limited scope. However, in many cases, the consideration of the dynamics of
machine unit assembly, as a process, as a single model is not possible, even with
modern computing facilities. In fact, there is no special necessity for a global
approach, because due to little connectivity of many vibration contours of machine
unit, retaining sufficient level of accuracy of engineering calculations, they can be
identified as separate models of mechanisms or groups of mechanisms.

For example, in determining non-uniformity of rotation of the driving links, we
can use the dynamic model of the machine set (Fig. 2.6a), presented in the form of
ensemble of the element D, representing the dynamic characteristic of the motor and
the reduced moment of inertia of the machine (for details see Sects. 5.7 and 8.5).
When considering this issue, we can either completely exclude, from consideration,
the elastic and dissipative properties of the links or consider only the most malleable
elements of the motor, such as belts, long transmission, etc. (Fig. 2.6b). The results of
the analysis of this model make it possible to identify the coordinateu0 tð Þ, defining at
first approximation the motion of the driving link of the mechanism. Note that often

Fig. 2.6 Simple models, including the dynamic characteristics of motor; a model with regard to
dynamic characteristics of motor and absolutely rigid drive, b model with regard to dynamic
characteristics of motor and elastic-dissipative elements of the drive
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with small coefficient of irregularity, we can take u0 � x0t, where x0 is the angular
velocity. With this approach some typical dynamic models of cyclic mechanisms
(shown in Table 2.1) can be selected, from the overall system of the machine unit.

In drawing up these models, in addition to the experience of dynamic calcula-
tions, it is also taken into consideration that, as a rule, maximum values of mass and
moments of inertia are associated with the input and output links. To these two
elements it is appropriate to reduce the inertial characteristics of the intermediate
links, whose values, in case of rational design, are relatively small.

According to the structural features, as well as the degree of idealization of real
dynamic processes, the considered models are divided into three classes and a
number of modifications.

To class I, we refer dynamic models of mechanisms, formed by serial connection
of elements. For facilitating of the necessary explanations we use the following
symbolic notation, describing the structure of the dynamic model or its component:
H1 �P� H2, where H1 andH2—number of degrees of freedom of oscillatory
contours, respectively the driving and driven parts of the mechanism.

Among the models of class I, we can highlight four versions or modifications.
To modification I we refer the simplest model with structure formula 0�P� 0. In
this model, all parts are accepted as rigid, so description of dynamic phenomena are
not beyond kinetostatic ideas peculiar to the classical theory of mechanisms and
machines. The kinetostatic model provides background information about the level
of dynamic loading of the mechanism and is often successfully used for the syn-
thesis of the mechanism at the preliminary stage.

However, for high-speed cyclic mechanisms, the results of the analysis of this
model can only serve as “ideal” characteristics, giving an idea not so much about
the actual dynamic loading, as about the level of disturbance causing these loads.

To the modification 2 we refer the dynamic models 0�P� H, for which the
leading part is assumed as absolutely rigid, and the slave is presented as a vibrating
system with H degrees of freedom. In case of linearization of the dissipative forces,
this model is usually described with a system of linear differential equations with
constant coefficients. The transition from modification 1 to modification 2, while
making dynamic calculations, provides very rich material for the rational design of
high-speed mechanisms, in which dynamic loads are dominant. The use of this
material is particularly effective in the dynamic analysis and synthesis of the laws of
motion of the members, driven with the cams. In many theoretical and experimental
studies, it has been shown that the ideal kinematic functions, primarily acceleration,
can be strongly distorted by vibrations, the intensity of which depends on the
properties of the laws of motion (see Chap. 4). At the same time, the ideas about
optimum laws of motion, changed significantly. Due to the rational synthesis of
cam mechanisms, taking into account the elastic and damping properties of the
driven mechanism, the performance of many machines of light, printing, textile and
other industries has been significantly improved.

However, at the same time, a number of significant dynamic phenomena, being
observed during the functioning of machines and limiting their performance, does
not fit into the framework of modification model 2. Such phenomenon first of all
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Table 2.1 Classification of the typical dynamic models of cyclic mechanisms
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include various parametric phenomena, associated with the variability of the driving
members, taking into account the elastic properties of the motor and variability of
the reduced moments of inertia.

The simplest type of the model, capable of identifying these characteristics, is
related to modification 3. In this and subsequent cases, the system of differential
equations, strictly speaking, proves to be nonlinear and in some acceptable simpli-
fications, can be reduced to a system of linear differential equations with variable
coefficients. In addition toH �P� 0, themodels with several successive cyclic-type
mechanisms 0�P1 � 1�P2 � 1 type can also be assigned to this modification.

The most general type of models of class one, is related to modification 4.
Several versions of such models are given in Table 2.1. In the first case we talk
about mechanisms, whose calculative schematic includes oscillation contours of
driving and driven links, connected to the mechanism through nonlinear position
functions. In addition, this modification also includes the models of transfer
mechanisms, consisting of several simple kinematic groups, linked with sufficiently
malleable links 0�P1 � 1�P2 � 1.

The model with one degree of freedom, taking into account the elastic and
dissipative properties of the drive and inertial, elastic and dissipative properties of
the driven member, is obtained from this scheme, in the absence of the first
mechanism P1ð Þ, and relatively small moment of inertia of the intermediate sub-
system. This extreme case is contingently marked as 1=2�P� 1=2.

Dynamic models of modifications 4, allow us to take into account, more com-
plex oscillatory phenomena, arising out of the mutual influence of contours, cou-
pled with nonlinear position function.

Class II includes dynamic models of cyclic mechanisms, formed by serial-
parallel connections of the members (modification 1) and models with closed loops
(modification 2).

Camshaft with cyclic mechanisms can serve as an example of the first modifi-
cation model.

Closed circuits of the cyclic mechanisms are widely used to drive massive
operating tools, such as machines for textile and light industry (see Chaps. 8–12).

Class III includes dynamic models, in which the leading or driven parts of the
mechanism, or both of them, are presented with subsystems with distributed
parameters.

While making classification dynamic models of cyclic mechanisms, we delib-
erately excluded from consideration, the standard calculation schemes of beams and
frames, used in the calculation of bending vibrations of links, keeping in mind that
the bending vibrations, as a rule, are more local in nature. These models will be
discussed in Chaps. 11 and 12.

Along with the structural classification of dynamic models of the cyclic mech-
anisms, at a certain level of dynamic analysis, a greater role is assigned to the
classification, related to the nature of the corresponding differential equations and
methods of their exact or approximate solutions. Here, first of all, we should note
the linear and nonlinear models, models with stationary and non-stationary con-
nections (see Chaps. 4–7).
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It is to be noted that this model classification does not only present methodo-
logical interest, but also contains valuable information about the principal capability
of certain vibration processes (e.g., self-oscillation in nonlinear models, the para-
metric resonances in systems with periodically varying parameters, etc.).

To select an effective method of analysis of systems, with non-stationary con-
nections, very significant specifics of the model, is associated with the character of
parameter changes. In this sense, it is possible to differentiate between models with
slow and quick change of parameters (see Chap. 5).

Of course, when considering all aspects of the dynamic problem, any classifi-
cation feature is in a sense conventional and, in any case, is limited. At the same
time, taking into account the complexity of the problems and the need to obtain
foreseeable engineering solutions, the use of the given classification facilitates the
differentiated approach, to the choice of the method of dynamic analysis.

2.6 Elements of the Dynamic Model and Their Reduction

2.6.1 Inertial Characteristics

While determining the reduced mass and moments of inertia the kinetic energy of
the system should be constant. If the reduction is not connected to the change of
degrees of freedom, then the conditions for the balance of kinetic energy can be
fulfilled accurately. Thus, for reduction of the inertia moment J3 to the input link
(see Fig. 2.1b, c) it is sufficient to maintain the balance of kinetic energy of the
elements J2 and J3 before and after reduction

0:5J2 _u
2
2 þ 0:5J3 _u

2
3 ¼ 0:5J _u2

2;

where _u2; _u3 are angular velocities of the elements J2 and J3.
In general, instead of the square of gear ratio the reduction factor is the square of

the first geometric transfer function P0 ¼ dP=du, where φ is input coordinate.
Further we will look into the example, when reduction can be done only approx-
imately. For the purpose let us consider torsional vibrations of the shaft (Fig. 2.7a).

Fig. 2.7 By reducing the inertial characteristics; a initial model with distributed parameters,
b model with lumped parameters
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First, we assume that the disk J0 is motionless. Reduce the distributed along the
length of the shaft inertia moment J1, to the cross section of the right disk; thus the
transition to a simplified dynamic model, in which the disk with still unknown
given inertia moment JB is connected to restraint with weightless elastic element
(Fig. 2.7b).

Select an elementary interval dx of the shaft with kinetic energy equal to

dT1 ¼ J1
2 l

_u2 x; tð Þdx; ð2:1Þ

where _u x; tð Þ is the angular velocity in the section x.
Integrating (2.1) we get

T1 ¼ J1
2‘

Z l

0

_u2 x; tð Þdx:

Therefore, the total kinetic energy is equal to

T ¼ 0:5 ½J1
l

Z l

0

_u2ðx; tÞdxþ J2 _u
2ðl; tÞ�: ð2:2Þ

On the other hand, referring to the model shown in Fig. 2.7b, we get

T ¼ 0:5JÂ _u2 l; tð Þ: ð2:3Þ

Hence, by equating (2.2) and (2.3)

JÂ ¼ J1
l

Z l

0

½ _uðx; tÞ
_uðl; tÞ�

2dxþ J2: ð2:4Þ

Until now, calculations were rigorous. However, to obtain the final result we
have to use some approximate assumptions. We assume for the relationship
f ¼ _uðx; tÞ= _uðl; tÞ, some believable law of distribution over x, which would not
contradict with the true boundary conditions at x = 0 and x = l, for example f ¼ x=l.
Then on the basis of (2.4) JB ¼ J1=3þ J2. (Note that in the discussed, relatively
simple example, it is possible to get an exact solution of the problem, considering
the shaft as a system with distributed parameters.)
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In this example the kinetic energy is related only to the oscillatory process. If the
disc J0 in program movement makes angular displacements as per a given law
u 0; tð Þ ¼ u� tð Þ, then

T ¼ 0:5½J0 _u2
� þ

J1
l

Z l

0

_u2ðx; tÞdxþ J2 _u
2ðl; tÞ�: ð2:5Þ

On the other hand, for model with lumped parameters we get

T ¼ 0:5 JA _u2
� tð Þ þ JÂ _u2 l; tð Þ� �

: ð2:6Þ

Here JA; JÂ are reduced inertia moments on the left and right ends of the shaft.
The absolute angular velocity in an arbitrary section of the shaft _u x; tð Þ consists

of two components: “programed” _u� tð Þ and vibrating D _u x; tð Þ.
We require that the kinetic energy of the original system and the model should

be equal in both extreme cases: at D _u ¼ 0 (rigid system) and at _u� ¼ 0 (the disk J0
is motionless). Then, by equating (2.5) and (2.6) for these cases, and retaining the
velocity distribution law, accepted in the previous example, we get JB ¼ J1=3þ J2:

JA þ JÂ ¼ J0 þ J1 þ J2; JB ¼ J1=3þ J2:

Then JA ¼ J0 þ 2J1=3.
It is rational to perform reduction to cross-sections, which host the bodies with

relatively large inertia moments. For longitudinal vibrations all the above holds true
for the procedure of reduction of masses.

2.6.2 Characteristics of Elastic Elements

An important characteristic of any element, in case of longitudinal elastic defor-
mation x, is the stiffness c ¼ dF=dxj j, where F is the restoring force, and in case of
torsion deformations c ¼ dM=duj j, where M is the resorting moment, φ is the
angular deformation. In the first case stiffness factor has dimensionality of N/m, and
in the second N m Inverse value e ¼ c�1 is called the coefficient of compliance.

The typical graphs of the restoring force F xð Þ are represented in the Fig. 2.8a, to
which graphs c xð Þ shown in Fig. 2.8b, correspond. Obviously, for a linear char-
acteristic, c ¼ F=x ¼ const. The function c xð Þ is determined by the material and the
design of the elastic element.

For example, in the working range of stresses, metals typically obey the con-
ditions of the Hooke’s law (curve 1), whereas for rubber “hard” characteristic is
inherent (curve 2), and for many polymers, it is the “soft” characteristic (curve 3).
However in structures consisting only of metal components the occurrence of
nonlinear restoring forces is also possible. In particular, it is observed in case of a

32 2 Dynamic Models of Cyclic Mechanical Systems



point or line contact of the two surfaces, which is typical for the elements of higher
kinematic pairs.

In such cases, the contact stiffness increases with increase in stress. In addition to
the mentioned causes, violation of linearity of the elastic characteristics of the
restoring force can also occur due to the use of specially selected nonlinear elastic
elements (conical springs, nonlinear couplings), connection or disconnection of
some elements of the kinematic chain, the presence of clearances in the kinematic
pairs, the installation of the stoppers, clamps and other factors.

Often, however, the nonlinear factors, in the overall stiffness balance, are
unimportant. Furthermore, in case of study of small oscillations, occurring in the
vicinity of a steady state of system x0, nonlinear elastic characteristics can be
linearized. Indeed, let x ¼ x0 þ Dx where Δx equals small oscillations about the
position x0 (see Fig. 2.8a). Then, expanding the function F x0 þ Dxð Þ into Taylor
series, we have

Fðx0 þ DxÞ ¼ Fðx0Þ þ dF
dx

x0ð ÞDxþ 0:5
d2F
dx2

x0ð ÞDx2 þ � � �

Having restricted to first two terms of the series, we get c ¼ dF
dx x0ð Þ. This means

that the non-linear characteristic in the neighborhood of point N we replace
approximately by tangent at this point. Of course, to make such a change justified, it
is necessary that function F xð Þ in the neighborhood of point N should be continuous
and differentiable. While this condition is not met, the elastic characteristics are
called essentially nonlinear.

It is worth noting here that the need to take into account the nonlinearities is
usually associated with the consideration of such dynamic processes, which cause
significant deformation of elastic elements, or in the cases where the subject of the
study are specific effects, specific only to nonlinear systems (see Chaps. 6 and 7).

Reduction of the elastic characteristics is generally aimed at simplifying the
model, which enables us to use the known solution of the problem. Let’s, for
example, reduce the parallel connected elastic elements (Fig. 2.9a) to one elastic
element c� (Fig. 2.9b). The unique property of parallel connection is the equality of

Fig. 2.8 To determination of the coefficients of stiffness; a graphs F(x), b graphs c(x)
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absolute values of deformation: x1j j ¼ x2j j ¼ � � � ¼ xnj j ¼ xj j. In case of reduction,
the system’s potential energy should remain constant. For element i at deformation
xi restoring force equals Fi ¼ �cixi then potential energy is

Vi ¼ �
Zxi
0

Fidxi ¼
Zxi
0

cixidxi ¼ 0:5cix2i :

Therefore 0:5
Pn
i¼1

cix2i ¼ 0:5c�x2; so

c� ¼
Xn
i¼1

ci: ð2:7Þ

In case of serial connection (Fig. 2.9c), we have the equality the of absolute
values of forces Fij j ¼ Fj j. Similarly, we obtain

e� ¼
Xn
i¼1

ei; ð2:8Þ

where e� ¼ c�1
� ; ei ¼ c�1

i :
Note that the visible signs of the type of connection are sometimes misleading.

For example, the connection shown in Fig. 2.9d may be taken by mistake as a serial
connection; meanwhile with any moving mass m, the absolute elastic deformation

Fig. 2.9 To determination of the reduced stiffness coefficients; a model with parallel connection
of elastic-dissipative elements (type 1), b model with reduced elastic-dissipative elements, c model
with serial connection of elastic-dissipative elements, d model with parallel connection of elastic-
dissipative elements (type 2), e the belt drive, f model of belt drive
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of both elements is identical, and therefore, the connection is parallel, thus
c� ¼ c1 þ c2.

In parallel connection the decisive role is played by the most rigid elements, and
in serial connection it is the most compliant ones.

Sometimes the dimension of the stiffness may change while reducing. We
perform, for example, the reduction of the elastic characteristics of the belt drive
(Fig. 2.9e), which in case of transition to the design scheme is equivalent to elastic
shaft rotating at an angular velocity same as of the driven pulley (Fig. 2.9f).

If the stiffness factor of one branch of the belt drive is c, then, considering both
branches stretched, we can determine the potential energy as v ¼ cx2; where x is the
deformation of one branch of the belt.

Next, we introduce an additional angle of rotation of the second shaft Δφ,
corresponding to deformation x. Obviously, Du ¼ x=R2 where R2 is the radius of
the driven pulley, and as V ¼ cx2 ¼ 0:5c�Du2 we finally have c� ¼ 2cR2

2. Since
there is a transition from linear deformation to angular, changed accordingly is the
dimension of the stiffness factor from N/m to N m.

2.6.3 Parameters of Dissipation

Graphs of restoring forces in Fig. 2.8a are idealized, since in their formation, the
deformable elements were accepted as perfectly elastic, i.e. deprived of dissipative
properties. If we take into account the forces of inelastic resistance, which are
opposite to the direction of the strain rate, the corresponding graph will have two
branches, where the upper (curve 1) will correspond to load, and the bottom (curve
2)—to unloading (Fig. 2.10).

The area of the figure, demarked by branch 1 and the X-axis, corresponds to the
work done during deformation and the area of the figure demarked on the top by
branch 2, shows the work done by the elastic element during unloading. At the
same time the selected area, whose outline is called the hysteresis loop, is

Fig. 2.10 The hysteresis loop
of the mechanical system
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proportional to the work done per cycle to overcome the inelastic resistance. The
ratio of the dissipated energy to the work, done during deformation, is called the
coefficient of dissipation and is denoted by W. The value and character of depen-
dence of this parameter, on various factors, is first of all determined by the nature of
the dissipative forces, which can be called into action due to different causes.

In mechanisms the forces of resistance are often the forces of friction, occurring
in kinematic pairs and immobile joints of components. In the latter case we are
talking about the so-called structural damping, arising in case of oscillations, on the
area of joints, such as the junction, thread etc.

Sometimes the nature of the resistance forces is associated with type of damping
device, specifically designed to increase the dissipative properties of the system.
Such devices may be frictional, hydraulic or pneumatic.

In addition to these types of resistance forces, we should also note the internal
friction forces in the material, which arise due to the deformation of elastic ele-
ments. In dynamics of mechanisms, these forces play a relatively minor role for
metal parts, but for the parts made of plastics, rubber and other non-metallic
materials, the forces of internal friction can be comparable with the other forces of
resistance.

A large number of dissipative factors, the complexity and diversity of the pro-
cesses, accompanying the oscillatory phenomena, lead to the fact that for solution
of engineering problems we have to use the parameters obtained by experiment. In
some cases, the experiment determines the coefficient of dissipation of individual
structural elements or joints, and in the other cases, some reduced values, inherent
to the whole mechanism, assembly, etc. Dissipation parameters are usually deter-
mined for mono-harmonic (i.e. single-frequency) oscillations in the mode of
damped free vibrations or resonance mode, in case of forced oscillations. In the first
case we have a decaying process (see Fig. 2.2d), for which the dissipation coeffi-
cient can be defined as

W ¼ 1� A2=A1ð Þ2; ð2:9Þ

where A1 and A2 are two successive amplitude values, separated by a single period.
0 ¼ lnðA1=A2Þ is called the logarithmic decrement, whereinW ¼ 1� exp �20ð Þ.

For smaller values of 0 we have W ¼ 20.
In the most general case, parameters W and 0 are not constant, but may depend

on the oscillation amplitude and frequency. However, the analysis of many
experimental materials shows that in the dynamics of mechanisms the dependence
of dissipation parameters on the frequency practically does not appear or manifests
very weakly. Strictly speaking, the parameters W and 0 do not depend on the
amplitude only if the energy dissipated is proportional to the square of the
amplitude, which occurs, for example, in case of linear resistance force or resistance
force, proportional to the amplitude in the first degree. In more complex cases the
coefficients W or 0 may be averaged within one or more oscillation periods. At the
same time the function W Að Þ or 0 Að Þ can be obtained from the experiment.
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In the dynamic calculation, the dissipation coefficients allow us to establish
certain energy equivalent, which takes into account the forces of resistance in the
system of differential equations. Here we only point out that the most effective
approach to accounting the dissipative forces, in engineering problems, is associ-
ated with the so-called equivalent linearization, in which the non-linear resistance
force is replaced by the conditional linear force, maintaining the same amount of
scattered energy per cycle. With this approach, the linearized resistance force can be
expressed as R ¼ �b _x where b is the coefficient of proportionality (for details see
Chap. 6).

Let us define the reduced value of the dissipation coefficient W� in parallel
connection of the elastic elements having dissipative properties (see Fig. 2.9a). To
move to the schematic, shown in Fig. 2.9b, it is enough to record the condition of
dissipated energy balance

W�
Xn
i¼1

Vi ¼
Xn
i¼1

WiVi; ð2:10Þ

where Wi;Vi is the coefficient of dissipation and maximum potential energy of
considered element i.

On the basis of (2.10) for parallel connection with x1j j ¼ � � � ¼ xnj j ¼ xj j and
taking into account Vi ¼ 0:5 cix2i ; V ¼ c�x2, we get

W� ¼
Xn
i¼1

Wici=c�:

Similarly, the relationship for W� can be obtained for a series connection of
elastic elements with dissipative properties:

W� ¼
Xn
i¼1

Wic�=ci:

In case of parallel connection the value W� is usually close to the values Wi

corresponding to the most rigid members, and in series to the most compliant.
Analysis of data, obtained for many mechanisms for textile, printing machines,

and machine for other light industries, show that the reduced dissipation coefficient
is usually in the range of values 0:3\W�\0:7. These results as a guideline can be
used in those cases, where there is no possibility to get specific information through
preliminary calculations. More complex cases of dissipation accounting are in
Chap. 6.

It should be noted that the mapping of dissipative properties of mechanical
systems involves a number of issues, still unresolved, which has attracted the
attention of many researchers.
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Example Let’s make a simple model of slider-crank mechanism (Fig. 2.11a), in
which the axial compliance of the connecting rod is taken into account. We make an
approximate replacement of the rod mass m2 with two masses mA2 and mB2 at the
points A and B with subsequent inclusion of these masses in the inertial charac-
teristics of the crank 1 and slider 3.

For the purpose, we can use, the well-known, from course on the theory of
mechanisms and machines, the so-called static displacement of the masses, in
which the total mass of the unit and the position of its center of mass remains
unchanged, but the moment of inertia is slightly distorted (mA2 ¼ m2BS2=AB;
mB2 ¼ m2AS2=AB; S2 is the center of link 2 mass).

Now we present the model of the mechanism in the form of a crank with
weightless coupler 20 and the slider 30 (kinematic analog of the “ideal” mechanism)
with an attached block cx; Wx; m (Fig. 2.11b), taking into account reduced values of
elastic, dissipative and inertial parameters of the system.

A more concise image of this dynamic model is presented in Fig. 2.11c. Here
elementP corresponds to the transformation of the angle of the rotation of the input
link φ into the motion of the link 30, i.e. xB� ¼ PðuÞ.

To determine reduced values cx andWx we present the current coordinate of the
slider as function of two variables xB ¼ xB u; Lð Þ, where φ is the angle of the input
link rotation; L is the length of the connecting rod, which consists of constant
component L� corresponding to the non-deformable connecting rod and deforma-
tion ΔL. Next, we expand xB in Taylor series at interval ΔL, restricting ourselves to
the consideration of the first two terms:

xB ¼ xB� þ oxB
oL

� �
�
DL:

Here asterisk corresponds to DL ¼ 0.

Fig. 2.11 To definition of reduced rigidity of the coupler; a slider-crank mechanism, b model with
reduced characteristics, c generalized model of the mechanism
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Obviously, the function xB corresponds to the ideal position function, i.e. ana-
logue of the “ideal” mechanism, formed with units 1, 20; 30, (see Fig. 2.11b), and
the elastic element forms dynamic error DxB ¼ ðoxB=oLÞ�DL caused by deforma-
tion of the connecting rod ΔL.

We use the condition of potential energy balance again 0:5cDL2 ¼ 0:5cxDx2B.
Hence

cx ¼ cðDL=DxBÞ2 � cðoL=oxBÞ2�: ð2:11Þ

On the basis of cosine theorem we have L2 ¼ r2 þ x2B � 2rxB cosu: Differenti-
ating this relation along xB we get

2L � ðoL=oxBÞ� ¼ 2xB � 2r cosu;

ðoL=oxBÞ� ¼
xB � r cosu

L

h i
�
¼ cos c�; cx ¼ c cos2 c�;

where c�, has sense of contact angle.
Since c� ¼ c�ðuÞ then stiffness cx, strictly speaking, is variable, but for small

values of c� we have cx ¼ c. The condition of balance of dissipated energy before
and after reduction has the form 0:5WcDL2 ¼ 0:5WxcxDx2B. Taking into account
(2.11) we have Wx ¼ W.

It is to be noted here that similarly we may select some “reference” links in any
mechanism, which are connected via the kinematic pairs with frame and move
translationally or perform angular movements about a fixed axis. Such units typi-
cally have the greatest masses and moments of inertia. Having this characteristic,
the intermediate links, without appreciable loss in accuracy can be reduced to the
reference links, as it is done in our example. With such a principle of modeling, we
can achieve that the position of each inertial element is characterized by a single
coordinate.
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Chapter 3
Mathematical Model

3.1 Some Information About Analytical Mechanics,
Applicable to the Analysis of Vibrations in Cyclic
Mechanisms

Composition of the systems of differential equations (the so-called mathematical
models) is one of the most important steps of any dynamic analysis. It should be
borne in mind that if the equations are written incorrectly, then all the power of
modern computers can’t help. One of the methods of composing the systems of
differential equations is based on using the general theorems of the dynamics that
are based directly on Newton’s laws. When we use these theorems with respect to
non-free mechanical systems, which include mechanisms and machines, we have to
dismember the systems, introducing the reactions of links as additional unknowns.
In this case, the number of equations increases, accordingly.

Analytical mechanics, based on the fundamental works by G. Leibniz, L. Euler,
J. Lagrange, provides general methods, using which we can compose differential
equations of motion, without entering reactions of ideal connections. Methods of
analytical mechanics have proven to be very fruitful in solving applied problems of
machine dynamics. Along with these methods, for some systems, we use the so-
called inverse method based on the D’Alembert’s principle.

3.1.1 Constraints, Implemented in Mechanisms

Types of constraints Any mechanism can be considered as a mechanical system,
subordinate to the so-called constraints i.e. limiting conditions of geometric or
kinematic character. If the constraint equation can be written in general form as a
function, which does not contain derivatives of the coordinates, then such constraint
is called holonomic. In particular, an example of the holonomic constraint equations
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can be the position function un ¼ Pn u0ð Þ, connecting coordinates of the input and
output links, with finite dependence. Some kinematic dependencies can be reduced
to holonomic connections. Suppose, for example, the gear ratio of the gears con-
necting two shaft is set u21 ¼ x2 /x1. Then this connection equation can be inte-
grated into a general form

u2 � u2� ¼
Zu1

u1�

u21 du1 ¼ u21ðu1 � u1� Þ: ð3:1Þ

Here the asterisks denote the initial values of the coordinates u1 and u2.
However u21 in some mechanisms (for example, variable-speed drive) may be an

explicit function of time. Since Eq. (3.1) cannot now be integrated in general form,
it must be written as u21ðtÞ ¼ _u2= _u1. In such cases, when the derivatives of the
coordinates cannot be excluded from constraint equation, the corresponding con-
nection is called non-holonomic.

The constraint is called non-stationary if the constraint equation explicitly
includes time, otherwise it is called stationary. The position function, according to
this definition, can be attributed to stationary connections. However if we can
significantly consider that u1 has a component, which depends on time, in a given
way, then such a connection proves to be nonstationary, for example u2 ¼
P2ðxt þ DuÞ where xt characterizes the current ideal angle of the input link, and
Du describes oscillations of the input link.

In this and in many other cases, non-stationary connection in the problems of
dynamics of mechanisms occurs as a result of idealization, caused by the desire to
reduce the number of degrees of freedom of the oscillatory system. According to
some methodological considerations in such cases, during the stage of composition
of the system of differential equations, it is more convenient not to use this ideali-
zation and operate with fixed-link equations. It can be easily done at this stage if we
do not reveal the functional relationship of the corresponding coordinate with time.

Constraints are called ideal if the sum of works of these constraints, for any
possible displacements, is zero. In the real mechanisms, there always is a tangential
component of the constraint reaction, which is equal to the force of friction;
therefore any constraint is practically non-ideal. However, in practice it is possible
to use the idea of the perfect constraints, if we introduce friction into the corre-
sponding equations as the active forces. At the same time we should take into
account, the additional relations, which are determined by the laws of friction,
identified experimentally. With this approach, the use of the ideal constraints
concept becomes quite multi-purpose. However, there is a wide class of so-called
self-locking mechanisms, for which the possibility of movement, under the given
external forces, is essentially dependent on the direction of transfer of the forces.

As per the nature of constraints, all systems are divided into holonomic and non-
holonomic, as well as scleronomous systems (with fixed constraints) and rheon-
omous (with time-varying constraints).
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Generalized and redundant coordinates As it was already mentioned, one of the
most important features of any model is the number degrees of freedom, which, for
holonomic systems, is determined by the number of independent coordinates, fully
describing the position of each point of the system. These coordinates are called
generalized and are designated by q1; . . .; qH , where H is the number of degrees of
freedom. Thus, the number of generalized coordinates is also the minimum number
of coordinates, which embrace all the possible positions of the holonomic system.

The first and second derivatives of the generalized coordinates are respectively
called the generalized velocity and generalized acceleration.

In addition to the generalized coordinates, it is advisable, for the analysis of
dynamics of mechanisms, to use some auxiliary coordinates, associated with the
generalized coordinates of the coupling equations. The coordinates of this kind are
called redundant or superfluous. It is obvious that the number of superfluous
coordinates must correspond to the number of additional constraint equations.

3.1.2 Presentation of Kinetic and Potential Energy
in the Quadratic Forms

Based on the above remarks about accounting for non-stationary links, kinetic
energy can be represented by the following positive-sign quadratic form of gen-
eralized velocities with inertial coefficients Aik which are, in general, the functions
of the generalized coordinates [34]:

T ¼ 0:5
XH
i¼1

XH
k¼1

Aik _qi _qk; ð3:2Þ

where Aik ¼ Aki ¼
PN
s¼1

msðo~rs=oqiÞðo~rs=oqkÞ; ms is mass, ~rs is radius vector (for

practical definition, see below).
Often you may see that Aik ¼ aik ¼ const. We would come to approximately the

same result if we assume that all the generalized coordinates are small. In this case
aik corresponds to the first term of series of expansions of function Aik in Maclaurin
series as per the powers of the generalized coordinates.

In expanded view, the quadratic form is somewhat reminds of the square of a
polynomial. For example, for H ¼ 3; Aik � aik.

T ¼ 0:5ða11 _q21 þ a22 _q
2
2 þ a33 _q

2
3 þ 2a12 _q1 _q2 þ 2a13 _q1 _q3 þ 2a23 _q2 _q3Þ: ð3:3Þ

Unlike gear units, with fixed transmission, for cyclic mechanisms we have
oT = oqj 6¼ 0 (see below).
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In the mechanisms, the potential energy, involved in the formation of oscillatory
processes, mainly forms due to the elastic deformations of the system’s elements. In
case of small oscillations in the vicinity of the stable equilibrium position, the
potential energy can be presented as a positive-sign quadratic form of generalized
coordinates:

V ¼ 0:5
XH
i¼1

XH
k¼1

cikqiqk ðcik ¼ ckiÞ; ð3:4Þ

where cik ¼ ðo2V = oqioqkÞ0 are quasi elastic coefficients (for practical definition,
see below); ð Þ0 means that q1; . . .; qH ¼ 0. The structure of (3.4) in expanded form
coincides with (3.3) if we replace aik with cik and _qi; _qk with qi; qk .

3.1.3 Lagrange Equations of the Second Kind

Lagrange equations of the second kind have the form

d
dt

oT
o _qj

� �
� oT
oqj

¼ Qj ðj ¼ 1;HÞ:

The generalized force Qj is defined as the dimensional coefficient in terms of the
sum of elementary works on the virtual displacement dqj:

dW ¼
XH
j¼1

Qjdqj:

Thus depending on whether qj corresponds to the linear or angular coordinate Qj

has force or torque dimension.
The generalized force Qj is composed of the potential QV

j and non-potential
(nonconser vative) Q�

j components. In this case, QV
j ¼ �oV = oqj where V is the

potential energy. Non-potential generalized forces in particular may be time
dependent, generalized velocities and coordinates.

Then

d
dt

oT
o _qj

� �
� oT
oqj

þ oV
oqj

¼ Q�
j : ð3:5Þ

Herein after asterisk in the generalized non-conservative force Q�
j will be

omitted.
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In case of Aik ¼ aik ¼ const after substituting (3.2) and (3.4) in (3.5) we obtain
the following system of differential equations:

XH
k¼1

ajk€qk þ
XH
k¼1

cjkqk ¼ Qj ðj ¼ 1;HÞ:: ð3:6Þ

In the inertial and quasi-elastic coefficients, in the system of Eq. (3.6), the first
index j corresponds to the number of the equation, and the second k to the number
of generalized acceleration or generalized coordinate. Unlike the gear mechanisms,
with a constant gear ratio, in the presence of cyclic mechanisms within the oscil-
latory circuit oT = oqj 6¼ 0, so the system of equations becomes more complicated
(see below).

3.1.4 Special Form of the Second-Kind Lagrange Equations
with Redundant Coordinates

When preparing the systems of differential equations, for the models with cyclic
mechanisms, coefficients Aik in the expression for kinetic energy cannot mostly be
assumed as constant, since one or more of the generalized coordinates are not small
quantities (see above).

Such a coordinate, for example, is the coordinate of the given program motion of
the system’s input link u0ðtÞ. In the case of Aik 6¼ const, when substituting (3.2) in
(3.5) we need to perform differentiation of complex expressions and produce
cumbersome conversions, as in this case, the left side of each equation is com-
plemented with summands.

1
2

XH
k¼1

XH
m¼1

oajk
oqm

þ oajm
oqk

� oakm
oqj

� �
_qk _qm ðj ¼ 1;HÞ ð3:7Þ

The expression in parentheses in (3.7) is equal to twice the functional, called the
first kind Christoffel symbol of the coefficient matrix of the quadratic form T
(abbreviation ½k; m ; j�). This addition extremely complicates calculations and in fact
often nullifies the above mentioned advantages, associated with the use of quadratic
forms of the kinetic and potential energies. However, through the specific choice of
the generalized coordinates, it is possible to make sure that in expression of the
kinetic energy, summands with variable coefficients would have the form
T ¼ 0:5akk _q2k . Then ½k; m ; j� ¼ ðoajj = oqjÞ _q2j .

Substantial simplification can be achieved by introducing redundant coordinates,
eliminating the need for preliminary expression of all coordinates of the system in
terms of independent generalized coordinates. Suppose that except for H general-
ized coordinates q1; . . .; qH we use n redundant coordinates qHþ1; . . .; qHþn.
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Lagrange equations with redundant coordinates for holonomic and ideal constraints
are [40]

d
dt

oT
o _qj

� �
� oT
oqj

þ oV
oqj

¼ Qj þ
Xn
i¼1

oUi

oqj
K i ðj ¼ 1;H þ nÞ; ð3:8Þ

where Ki are Lagrange multipliers; U i ðq1; . . .; qHþnÞ are constraint equations given
in implicit form.

The physical meaning of the terms with the Lagrange multipliers is associated
with the appearance of additional reactions for ideal constraints, which in contrast
to (3.5) in this case are not completely excluded from the second-kind Lagrange
equations, because the number of coordinates H þ n exceeds the number of degrees
of freedom H.

We choose redundant coordinates in such a way that for all coordinates
oT = oqj ¼ 0, wherein for all combinations i and k we have Aik ¼ aik ¼ const.
Consequently, for linear elastic characteristics the expressions for kinetic and
potential energies, with respect to all coordinates, including redundant, again
convert to quadratic forms of (3.2) and (3.4). A corresponding system of differential
equations can be written similar to (3.8)

XHþn

k¼1

ajk€qk þ
XHþn

k¼1

cjkqk ¼ Qj þ
Xn
i¼1

oUi

oqj
Ki ðj ¼ 1;H þ nÞ: ð3:9Þ

Lagrange multipliers can be expressed from any H þ n of the equations of
system (3.9), but the simplest way of their definition is, when we adopt indexing
coordinates from last n equations.

3.1.5 Generation of the Appell’s Differential Equations
for Holonomic Systems

Appell coined the conditional term of “energy of accelerations” U, which denotes
the dependence, matching by the form to kinetic energy and differing only in that
the velocities are replaced with accelerations. The Appell equations for systems,
with holonomic constraints, have the form

oU
o€qj

þ oV
oqj

¼ Q�
j ðj ¼ 1; . . .;HÞ: ð3:10Þ

When determining energy of accelerations U it is sufficient to consider the terms
that depend on the generalized accelerations €qj, since other members become null
after differentiation.
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3.1.6 Generation of Differential Equations by Using
the Inverse Method

When composing the system of differential equations for bending oscillations of
beams and shafts, with concentrated masses, preferential is the so-called inverse
method, based on the principle of d’Alembert. We illustrate its application through
the example of a beam with two masses (Fig. 3.1a). Confining ourselves to the
consideration of the bending vibrations in the vertical plane only, we go first to the
weightless elastic “skeleton” of the beam (Fig. 3.1b). To do this the connection
should be applied with (in this case, the weightless elastic beam), except for
external forces F1 and F2, also inertial forces �m1€y1; �m2€y2 according to the
principle of d’Alembert, where y1ðtÞ; y2ðtÞ are the oscillations of corresponding
masses. Thus we have reduced the problem to standard beam, exposed to the action
of forces P1 ¼ F1 � m1€y1 and P2 ¼ F2 � m2€y2 i.e. to the problem considered in the
course “strength of materials”. Thus,

y1 ¼ e11P1 þ e12P2;
y2 ¼ e21P1 þ e22P2;

�
ð3:11Þ

where ej k is the compliance coefficient, which is numerically equal to the defor-
mation in section j under the action of a unit force applied in the section
k ðejk ¼ ekjÞ.

The matrix of the compliance coefficients is equal to the inverse matrix of quasi-
elastic coefficients, included in the quadratic form (3.4). Table 3.1 shows the for-
mulae for calculation of the compliance coefficients (influence coefficients),
depending on the type of shaft’s support.

In this case, the following conventions are accepted: E is the modulus of elas-
ticity of the shaft’s material (for structural steel E ¼ 2:1� 1011 N/m2); I ¼ d4=64p
is the axial moment of inertia of the shaft’s cross-section, m4; d is the diameter of
the shaft, m.

Fig. 3.1 Model of an elastic
beam with lumped masses
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After substituting P1 and P2 in (3.11) we have

e11m1€y1 þ e12m2€y2 þ y1 ¼ e11F1 þ e12F2;

e21m1€y1 þ e22m2€y2 þ y2 ¼ e21F1 þ e22F2;

)
ð3:12Þ

or in the general case,

XH
k¼1

ejk mk €yk þ yj ¼
XH
k¼1

ejkFk ðj ¼ 1; . . .;HÞ; ð3:13Þ

where j is the number of the equation.

3.2 Specifics of Composition of Differential Equations
for Drives with Cyclic Mechanisms

Use of the special form of the second-kind Lagrange equations Practical ways
to use the methods of analytical mechanics (see Sect. 3.1) are illustrated with the
help of the example of the dynamic model of a machine’s drive, shown in Fig. 3.2,

Table 3.1 The compliance coefficients for the typical beams

Scheme e11 e22 e12

a3

3EI
b3

3EI
a2

2EI
ðb� a

3
Þ

a2b2

3EIl
c2d2

3EIl

ad
6EIl

ðl2 � a2 � d2Þ

a3

3EI
½1� að2lþ bÞ2

4l3
� c3

3EI ½1� cð2lþdÞ2
4l3 � a2

2EI ½c� a
3 � 3c2

2l3 ðl� a
3Þðl� c

3Þ�

a3b3

3EIl3
c3d3

3EIl3
ad

6EIl3
½bcðlf þ 2adÞ � l2f 2�

a2b2

3EIl
c2

3EI
ðlþ cÞ � abcðlþ aÞ

6EIl

a3

3EI
½1� að2lþ bÞ2

4l3
� c3

3EI
ð1þ 3l

4c
Þ � ca2

2EI
½3
2
ð1� a

3l
Þ � 1�
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in which shafts 3 and 4 are connected to each other by means of a cam mechanism,
and the shafts 1–2, 2–3 and 4–5 by means of gears. We will accept the following
notation: D is the motor, Ji are the gear’s moments of inertia, uij are the gear ratios,
cij are the stiffness coefficients of elastic shafts, J is the reduced moment of inertia
of the actuator, P is the position function of the cam mechanism.

For simplification of calculations we reduce the model to the form shown in
Fig. 3.3. Thus inertial and elastic elements at the “input” are reduced to the shaft 3
and at the “output” to the shaft 4. Using the conditions of balance of the kinetic and
potential energies in both models, we obtain J11 ¼ J1u�2

31 þ J2u�2
32 ; J12 ¼ J3u�2

32 þ
J4; J21 ¼ J5 þ J6u254; J22 ¼ Ju254; c

�
1 ¼ c1u�2

32 ; c�2 ¼ c2u254:
In addition to the generalized coordinates q1 ¼ u11; q2 ¼ u12 � u11; q3 ¼

u22 � u21 we take one redundant coordinate q4 ¼ u21: Thus we have one addi-
tional constraint equation ðn ¼ 1Þ q4 ¼ Pðq1 þ q2Þ; that can be rewritten as

U 1 ¼ Pðq1 þ q2Þ � q4 ¼ 0: ð3:14Þ

Fig. 3.2 Dynamic model of a drive with cam mechanism

Fig. 3.3 Simplified form of the dynamic model
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Let us set up the system of differential equations for the model considered in the
form (3.8). While determining the coefficients of quadratic forms and the gen-
eralized forces, with redundant coordinates, should be treated in the same way, as
the generalized ones. In our case we have

T ¼ 1
2
ðJ11 _u2

11 þ J12 _u
2
12 þ J21 _u

2
21 þ J22 _u

2
22Þ

¼ 1
2
½J11 _q21 þ J12ð _q1 þ _q2Þ2 þ J21 _q

2
4 þ J22ð _q4 þ _q3Þ2�;

V ¼ 1
2
½c�1ðu12 � u11Þ2 þ c�2ðu22 � u21Þ2� ¼

1
2
ðc�1q22 þ c�2q

2
3Þ:

9>>>>>=
>>>>>;

ð3:15Þ

Then a11 ¼ J11 þ J12; a22 ¼ J12; a33 ¼ J22; a44 ¼ J21 þ J22; a12 ¼ J12; a34 ¼ J22;
c22 ¼ c�1; c33 ¼ c�2: The remaining coefficients are zero. Further, we find

oU1

oq1
¼ P0;

oU1

oq2
¼ P0;

oU1

oq3
¼ 0;

oU1

oq4
¼ �1:

After substituting in system (3.9), we finally have

ðJ11 þ J12Þ€q1 þ J12€q2 ¼Q�
1 þP0 K1;

J12€q1 þ J12€q2 þ c�1q2 ¼Q�
2 þP0 K1;

J22€q3 þ J22€q4 þ c�2q3 ¼Q�
3;

J22€q3 þ ðJ21 þ J22Þ€q4 ¼Q�
4 � K1:

9>>>=
>>>;

ð3:16Þ

From the last equation of this system, we can directly express the Lagrange
multiplier K1 and substitute it in the previous equations.

€q4 ¼ ½P00ðq1 þ q2Þ�ð _q1 þ _q2Þ2 þ ½P0ðq1 þ q2Þ�ð€q1 þ €q2Þ: ð3:17Þ

However, it should be noted that in many cases of the system analysis, it is
advisable to keep the Lagrange multipliers and derivatives of the redundant coor-
dinates. Apart from the purely computational aspects of the problem, it often
facilitates the evaluation of the degree of connectedness of the individual oscillation
contours.

Application of Appell’s equations To illustrate the application of Appell equa-
tions we use the dynamic model shown in Fig. 3.3. We will write expression for the
energy of accelerations and will express it through the generalized coordinates
and their derivatives from generalized coordinates, as before, will be q1 ¼ u11;
q2 ¼ u12 � u11; q3 ¼ u22 � u21 (variant 1).
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U ¼ 0:5ðJ11€u2
11 þ J12€u

2
12 þ J21€u

2
21 þ J22€u

2
22Þ

¼ 0:5fJ11€q12 þ J12ð€q1 þ €q2Þ2 þ J21½ð _q1 þ _q2Þ2 P00

þ ð€q1 þ €q2ÞP0�2 þ J22½ð _q1 þ _q2Þ2P00 þ ð€q1 þ €q2ÞP0 þ €q3�2g:
ð3:18Þ

Here we have taken into account that

€u21 ¼ P00 _u2
12 þP0€u12 ¼ ð _q1 þ _q2Þ2P00 þ ð€q1 þ €q2ÞP0:

Substitute function U and potential energy V in the Appell equation (3.10):

J11€q1 þ J12ð€q1 þ €q2Þ þ J21P
0½ð _q1 þ _q2Þ2P00

þ ð€q1 þ €q2ÞP0� þ J22P
0½ð _q1 þ _q2Þ2P00 þ ð€q1 þ €q2ÞP0 þ €q3� ¼ Q1;

J12ð€q1 þ €q2Þ þ J21P
0½ð _q1 þ _q2Þ2P00 þ ð€q1 þ €q2ÞP0�

þ J22P
0½ð _q1 þ _q2Þ2P00 þ ð€q1 þ €q2ÞP0 þ €q3� þ c1q2 ¼ Q2;

J22½ð _q1 þ _q2Þ2P00 þ ð€q1 þ €q2ÞP0 þ €q3� þ c2q3 ¼ Q3:

9>>>>>>>=
>>>>>>>;

ð3:19Þ

Of course, in view of (3.17) the systems of Eqs. (3.16) and (3.19) coincide, and Eqs.
(3.19) contain only generalized coordinates. Analyzing the resulting system of dif-
ferential equations (3.19) or (3.8), we note that under variant 1 of the generalized
coordinates, the second derivatives are included in several members of some equa-
tions. This, in case of using some numerical methods of calculation, leads to certain
inconveniences, because of the need to preserve in each equation only one member
with the highest derivative. Therefore, in such cases it is preferable to use variant 2 of
assignment of generalized coordinates, where all generalized coordinates, except the
first (cyclic) are the dynamical errors, i.e. these errors are deviations from ideal
values, which are equal to the difference between the absolute element motion, taking
into account its elasticity and absolute motion without elasticity. This method of
assignment of generalized coordinates allows us to get rid of the “foreign” second
derivative of the generalized coordinate in each of the differential equations of the
system, which simplifies the procedure of numerical solution and analysis of the
results. Thus u11 ¼ u3 ¼ q1 is the rotation angle of shaft 3 (input link of cam
mechanism) in case of an absolutely rigid system, q1 is the first generalized coor-
dinate; _u11 ¼ _q1 ¼ x €u11 ¼ €q1 ¼ 0 ; u12 ¼ u11 þ q2 ; q2 is the second general-
ized coordinate, equal to the dynamic error at the mechanism’s “input”, which in
this case coincides with shaft 2 deformation, reduced to the third shaft. Thus, _u12 ¼
xþ _q2; €u12 ¼ €q2; u21 ¼ P u12ð Þ which is the rotation angle of shaft 4 taking into
account the deformation of shaft 2; _u21 ¼ P0 u12ð Þ _u12 ¼ P0 u12ð Þ xþ _q2ð Þ; €u21 ¼
P00 u12ð Þ xþ _q2ð Þ2þP0 u12ð Þ€q2; q3 ¼ u22 �P u11ð Þ is the dynamic error of the
element J, reduced to shaft 4. Hereu22 is the reduced to shaft 4 absolute coordinate of
the element J taking into account all of the deformations;P u11ð Þ is the ideal absolute
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coordinate of the element J21 without elasticity. Thus, the kinematic characteristics of
the output link are determined with the following relationships:

u22 ¼ P u11ð Þ þ q3; _u22 ¼ _q3 þP0 u11ð Þx; €u22 ¼ €q3 þP00 u11ð Þx2:

We will again use the Appel’s equations. For convenience we use the following
notation: P � ¼ P u11ð Þ; P ¼ P u12ð Þ

Energy of accelerations:

U ¼ 1
2

J11€u
2
11 þ J12€u

2
12 þ J21€u

2
21 þ J22€u

2
22

� �

¼ 1
2

J12€q2
2 þ J21½P00 xþ _q2ð Þ2þP0€q2�2 þ J22ð€q3 þP00

�x
2Þ2

� �
:

ð3:20Þ

Potential energy:

V ¼ 1
2

c�1 u12 � u11ð Þ2þc�2 u22 � u11ð Þ2
� �

¼ 1
2

c�1q
2
2 þ c�2 q3 � P0

�q2
� �2� �

:

Substituting these expressions into the Appel’s equation, after some transfor-
mations we finally obtain:

J12 þ J21P
02� �

€q2 þ c�1 þ c�2P
02
�

� �
q2 � c�2P

0
�q3 ¼ Q2 � J21P

0P00 xþ _q2ð Þ2;
J22€q3 þ c�2q3 � c�2P

0
�q2 ¼ Q3 � J22P

00
� x

2:

(

Thus, using theAppel’s equationswe can, in the least cumbersomeway, get a set of
equations, describing oscillations and dynamic errors in the drive of the cyclic
machine, with the additional requirement: each equation should include just one
corresponding to the equation number generalized acceleration. As it was already
noted, such form of equation corresponds to themost convenientmethod for computer
modeling of the studied system, since using this form, without any additional pro-
cedures, a transition can be made to the system of differential equations, offirst order.

Accounting of Coulomb friction The above mentioned mathematical model is
valid for systems with ideal connections. Nevertheless for low frictional forces, we
can, on the basis of this model, determine normal reactions with sufficient accuracy
and then enter the corresponding frictional forces in the equations as active forces.
However, in those cases, where the frictional forces are not small and strongly
dependent on the dynamic process, such an approach may lead not only to quan-
titative errors, but also to the significant loss of quality. In particular, it is possible at
the stage of the mathematical description of the system, to forcibly exclude from
consideration such an important thing as self-locking.

(3.21)
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We will illustrate the method of taking the imperfect constraints into account,
based on a single artificial method, in which we enter additional degrees of freedom
and corresponding fictitious coordinates. Let us consider the problem of the
dynamics of the elastic cam follower, the model of which is shown in Fig. 3.4.

In this case the following conventions are accepted: m1;m2 are the reduced
masses of the driving and driven links; c is the stiffness of the elastic cam follower;
P is the external force; R is the reaction of the cam on the cam follower (the reaction
is assumed to be bilateral); a is the contact angle; Ni; Fi ði ¼ 1; 2Þ are the normal
and tangential reactions in the sliding guides [the direction of these reactions in the
scheme (Fig. 3.4) coincides with the positive direction of the reference; the true
direction will become clear in the course of the calculation].

We will accept the following generalized coordinates: q1 ¼ y1; q2 ¼ y2 � y1. To
determine the reactions N1 and N2 we will introduce two additional fictitious
coordinates: x1 ¼ q3a�r ¼

PH
i¼1

PH
j¼1 airajraij; and x2 ¼ q4 which are equal to the

fictitious displacement, at the intersection of support points of the cam follower
along the line of action of normal reactions. This technique allows us to operate
with reactions Ni as with external forces, as it is done, for example, in solving the
problems of statics, using the method of virtual displacements.

Further, to obtain such “extended” system, we write the second-kind Lagrange
equations considering the friction forces Fi as conventionally known. Applying the
abovementioned method of determining the inertial and quasi-elastic coefficients,
we write: T ¼ 0:5 ½m1 _q21 þ m2ð _q1 þ _q2Þ2�;V ¼ 0:5 cq22: In the expression for kinetic
energy the terms depending on the fictitious generalized velocities _q3 and _q4 are

Fig. 3.4 To the accounting of
non-ideal constraints
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omitted since in the source system q3 ¼ x1 ¼ const; q4 ¼ x2 ¼ const: Thus
a11 ¼ m1 þ m2; a22 ¼ m2; a12 ¼ m2; c22 ¼ c; other coefficients become zero.

The works equation for the virtual displacements has the form:

dW ¼ �Pdðq1 þ q2Þ þ R cos a dq1 þ N1dq3 þ N2dq4 þ F1dq1 þ F2dðq1 þ q2Þ
� R sin a d xR ;

where dxR is the elementary displacement of the roller’s center, corresponding to
the virtual displacements of the supports dq3; dq4 (the direction of the friction forces
F1 and F2 is taken into account in the mathematical description of these forces).

Taking into account that dxR ¼ dq4 þ ðdq3 � dq4Þðlþ sÞ=l ¼ ð1þ s=lÞdq3 �
ðs=lÞdq4; we have

Q�
1 ¼ �P1 þ F1 þ F2 þ R cos a; Q�

2 ¼ �Pþ F2;
Q�

3 ¼ N1 � ð1þ s=lÞR sin a; Q�
4 ¼ N2 þ sR sin a=l:

Further we write the system of differential equations of the form (3.9)

ðm1 þ m2Þ€q1 þ m2€q2 ¼ �Pþ R cos aþ F1 þ F2;

m2€q1 þ m2€q2 þ cq2 ¼ �Pþ F2;

0 ¼ N1 � ð1þ s = lÞR sin a;

0 ¼ N2 þ sR sin a = l:

9>>>=
>>>;

ð3:22Þ

On the basis of (3.22)

m2€q2 þ c2q2 ¼ �m2€q1ðtÞ � P� fsl�1R sin aj j sign( _q1 þ _q2Þ:

Assuming the given program movement is q1 ¼ P ðuÞ, we get

R ¼ ðm1 þ m2Þ€q1 þ m2€q2 þ P
cos a� f sin a sl�1sign( _q1 þ _q2Þ þ ð1þ sl�1Þsign _q1½ �j j : ð3:23Þ

Dependence (3.23) gives evidence of the possibility of self-braking, accompa-
nied by jamming of the cam follower, when the denominator of this expression
vanishes. To eliminate this phenomenon (with some reserve) the condition
ctan a maxj j[ f ð1þ s� = ‘Þ; should be satisfied, where s� is the value at which
a ¼ amax.

Let us note that for the solution of real problems in dynamics of mechanisms,
sometimes we need to take into account not only the elastic properties of the links,
but other properties of the supports, joints, guides, etc. We particularly need to
resort to such complication of model for statically undeterminable systems. Obvi-
ously in such cases the above-introduced additional coordinates q3 and q4 lose their
fictitious character, being transformed into generalized coordinates, implementing
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additional degrees of freedom. Frequently occurring errors in the signs of reactions
and frictional forces, can be avoided with the help of the given method.

Mathematical model of the flexural-torsion oscillations of the drive with cyclic
mechanisms Let us consider quite a general dynamic model (Fig. 3.5) that shows
the camshaft, which moves N planar mechanisms, with nonlinear position func-
tions, when each of them will be presented as multi-mass oscillatory contour. It is
assumed that the camshaft can undergo both torsion and bending oscillations along
the planes x0y and x0z.

Let us accept the following notation: i ¼ 1;N is the number of the mechanism;
mi; Ji is the mass and moment of inertia in the section i of the camshaft; mij; Ji is
the mass and moment of inertia relative to the center of masses for link j, belonging
to mechanism i ; ui; zi; yi are the current coordinates of the corresponding section
of the camshaft; ui j; zi j; yi j are the current coordinates characterizing the link’s
rotation angle and the center of mass position for link j ; Pij is position function.

In many practical applications the most significant inertial elements of the model
commit translational or rotational (or oscillatory) motion. In such cases element ij
can be described by a single coordinate instead of three coordinates—linear or
angular, and in the latter case Ji j corresponds to the moment of inertia relative to the
axis of rotation.

Fig. 3.5 Dynamic model of
the branched flexural-torsion
system
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We will use a combination of two methods for producing the mathematical
model. One of the methods is based on the use of the second-kind Lagrange
equations, with redundant coordinates and the second is based on the inverse
method (see Sects. 3.1.4 and 3.1.6).

Temporarily we will exclude from consideration, the bending vibrations of the
camshaft. Then kinetic energy T ¼ T� can be described as follows:

T� ¼ 1
2

XN
i¼1

Ji _u
2
i þ

Xl i
j¼1

Jij _u
2
i j þ mi j _z

2
i j þ mi jy

2
i j

� �" #
; ð3:24Þ

where li ¼ max j; here and below the asterisk indicates the exception of bending
contour.

Let us choose n redundant coordinates so that the condition oT� = oqs ¼ 0 was
satisfied for all coordinates. Then no matter how small are q1; . . .; qH1þn , the kinetic
energy T� can be represented as quadratic form with Akr ¼ akr ¼ const (H1 is the
number of generalized coordinates without bending vibrations, i.e. assuming
mi ¼ 0).

In our case the abovementioned condition is satisfied if the functions uij; zij; yij:
are accepted as redundant coordinates. Differential equations for the considered
subsystem can be written in the form

XH 1þn

s¼1

ars€qs þ
XH 1þn

s¼1

crsqs ¼ Qr þ
Xn
m¼1

oUm

oqr
Km ðr ¼ 1; . . .;H1þnÞ: ð3:25Þ

In Sect. 3.1.4 it was mentioned that group of summands, related to the Lagrange
multipliers Km, acts as the constraints’ reaction, which in this case cannot be
excluded from the equations due to the excess of the number of coordinates, as
compared to the number of degrees of freedom.

Equations of the connection Um ¼ 0 in this case can be written on the basis of the

following considerations. Suppose for example uij ¼ qs when uij ¼ f ðuÞij ðq1; . . .;
qH1þn ; z1; . . .; zN ; y1; . . .; yN : Then the corresponding constraint equation can be
written as

Um ¼ f ðuÞij ðq1; . . .; qH1þn; z1; . . .; zN ; y1; . . .; yNÞ � qs ¼ 0: ð3:26Þ

Similarly the constraint’s equations are written on the basis of the known rela-

tionships for zi j ¼ f ðxÞi j and yi j ¼ f yi j . All coordinates, including redundant coordi-
nates and coordinates describing bending vibration of the leading links, can be used

as arguments of the functions f ðzÞij and f ðyÞij as well as for f ðuÞij . Let us note here that

the functions f ðzÞij and f ðyÞij , in essence, are the functions of position of relevant
transformed mechanisms, which are used, for example, for studying problems
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related to mechanism accuracy [16]; at the same time the driving link in these
mechanisms (mass mi) performs translational motion along the axis z and y.

Now we turn to the subsystem, which performs bending vibrations and use the
abovementioned inverse method to describe it. It should be borne in mind that in
each cross-section i, applied, except for the external forces Fix; Fiy, are the reactions
Riz; Riy, which are defined as follows:

Rix ¼
Xn
m¼1

oUm

ozi
Km; Riy ¼

Xn
m¼1

oUm

oyi
Km: ð3:27Þ

The system of differential equations, describing bending vibrations, can be
written on the basis of (3.13) and (3.27) as follows:

PN
i¼1

ezsimi€zi þ zs ¼
PN
i¼1

ezsiðFiz þ
PN
m¼1

oUm
ozi
KmÞ;

PN
i¼1

eysimi€yi þ ys ¼
PN
i¼1

eysiðFiy þ
PN
m¼1

oUm
oyi
KmÞ

9>>=
>>;
: ð3:28Þ

ðs ¼ 1; . . .;NÞ

The Eqs. (3.25) and (3.28) are connected to a single system by the constraints’
reactions. The total number of degrees of freedom of the oscillating system is equal
to H ¼ H1 þ 2N.

Let us consider the dynamic model, in which, for simplification, we assume,
when conducting analysis of bending vibrations that massesm1 andm2 move only in
the vertical plane (Fig. 3.6). The model consists of two subsystems, corresponding to
the torsion-longitudinal (Fig. 3.6a) and bending oscillations (Fig. 3.6b, c). Let’s
accept q1 ¼ u1; q2 ¼ u2 � u1; q3 is the elastic deformation of the element with
stiffness coefficient c2. To express the functions T� and V� as quadratic forms and to

Fig. 3.6 Dynamic model of the cam mechanism drive
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satisfy the conditions oT� = oqs ¼ 0, in such cases, the coordinates of driven masses
in absolute motion, should be accepted as redundant. In our case we denote q4 as the
absolute coordinate of the mass m3.

Then:

T� ¼ 1
2

J1 _q
2
1 þ J2ð _q1 þ _q2Þ2 þ m3 _q

2
4

h i
;

V� ¼ 1
2
ðc1q22 þ c2q

2
3 þ c3q

2
4Þ:

Hence,

a11 ¼ J1 þ J2; a22 ¼ J2; a44 ¼ m3; a12 ¼ J2; c22 � c1; c33 ¼ c2; c44 ¼ c3:

The rest of the inertial and quasi-elastic coefficients are zero. The equation of the
constraint (3.26) has the form

U1 ¼ Pðq1 þ q2Þ þ y2 þ q3 � q4 ¼ 0: ð3:29Þ

Therefore

oU1

oq1
¼ P0;

oU1

oq2
¼ P0;

oU1

oq3
¼ 1;

oU1

oq4
¼ �1;

oU1

oy1
¼ 0;

oU1

oy2
¼ 1:

To determine Qr the equation of elementary works on the virtual displacements
is to be recorded without taking into account the contour of bending vibrations

dW ¼ M1dq1 � F3dq4:

Thus, Q1 ¼ M1; Q4 ¼ �F3; Q2 ¼ Q3 ¼ 0.
After substitution into (3.25) and (3.28) we obtain

ðJ1 þ J2Þ€q1 þ J2€q2 ¼ M1 þP0K1;

J2€q1 þ J2€q2 þ c1q2 ¼ P0K1;

c2q3 ¼ K1;

m3€q4 þ c3q4 ¼ �F3 � K1;

e11m1€q1 þ e12m2€q2 þ y1 ¼ e11F1 þ e12ðF2 þ K1Þ;
e21m1€q1 þ e22m2€q2 þ y2 ¼ e21F1 þ e22ðF2 þ K1Þ:

9>>>>>>>>>=
>>>>>>>>>;

ð3:30Þ

(Index y under the coefficients of influence and external forces, is omitted
everywhere).

Since we excluded from consideration the oscillations in the plane x0z the total
number of degrees of freedom is H ¼ H1 þ N ¼ 3þ 2 ¼ 5: In order to exclude the
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Lagrange multiplier K1 from the system (3.30), we use the third equation, and for
excluding redundant coordinate q4 we use the equation of constraint (3.29).

Wherein

q4 ¼ Pðq1 þ q2Þ þ y2 þ q3;

€q4 ¼ ð _q1 þ _q2Þ2 P00ðq1 þ q2Þ½ � þ ð€q1 þ €q2Þ P0ðq1 þ q2Þ½ � þ €q2 þ €q3:

The considered method of mathematical description, of such dynamic models, is
particularly effective in more complex multiply connected systems.

Generating the systems of differential equations for dynamic models of
mechanisms, which consist of elements with distributed parameters In engi-
neering practice, there often are cases when some of the working parts or other parts
of the mechanism are massive and at the same time have considerable compliance.
In these cases an attempt to represent the mechanism through a dynamic model,
with a finite (but large) number of degrees of freedom, usually leads to the greater
complexity of calculations, than the use of less-idealized calculation scheme, in
which the corresponding element is represented as a subsystem with distributed
parameters.

The composition of the mathematical model of such systems is illustrated with
the help of the model shown in Fig. 3.7, in which the following notations are
accepted: J0; J1; J2 are the lumped moments of inertia; J is the moment of inertia of
shaft 2 and rigidly associated parts; c1; w1 are the stiffness coefficients and dissi-
pation coefficients of shaft 1; u0ðtÞ; u1ðtÞ; u2ðx; tÞ are the absolute coordinates
respectively for J0; J1 and cross section x of shaft 2. In this case, u2ð0Þ ¼ P ðu1Þ;
where P is the mechanism’s position function.

Let’s accept q1 ¼ u0 ; q2 ¼ u1 � u0 as generalized coordinates. With cross
section x ¼ 0 we divide the model into subsystems with lumped and distributed
parameters. It is obvious that two reaction momentsM� and Mþ, which are equal in
value and opposite in direction, i.e.Mþ ¼ �M� must apply to the truncated parts in
this section. However to avoid the possible errors in the choice of the sign of the
reactive moment it is advisable to use the following rule: reactive torque at the
“exit” of the element (in this case on the right) is considered positive if its direction
coincides with the positive direction of the indication of the angle u2; for the
reactive moment at the “input” of the element (in our case on the left) the sign rule is
opposite. This rule, which we also use here, allows us to consider M� ¼ Mþ ¼ M;
and at the same time we can skip in calculations, the specification of the part of the
system, to which the moment is attached. For external moments the rule of signs is
set as for the reaction moment at the “exit”.

For subsystem with lumped parameters the mathematical model can be com-
posed as per one of the abovementioned methods, taking M� as an external torque,
applied to the driven link. We use, for example, the second-kind Lagrange’s
equation, which leads to the system of Eq. (3.8). We accept q3 ¼ u2ð0Þ ¼ P ðu1Þ
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as redundant coordinate. Kinetic and potential energies of the considered subsystem
can be expressed as follows:

T ¼ 1
2

J0 _q
2
1 þ J1ð _q1 þ _q2Þ2 þ J2 _q

2
3

h i
; V ¼ 1

2
c1q

2
2:

Hence a11 ¼ J0 þ J1; a22 ¼ J1; a33 ¼ J2; a12 ¼ J1; c22 ¼ c1; the rest of the
inertial and quasi elastic coefficients are equal to zero. The constraint equation has
the form U1 ¼ P ðq1 þ q2Þ � q3 ¼ 0: Thus oU1=oq1 ¼ P0; oU1=oq3 ¼ �1:

After substitution into (3.8) we have

J0€q1 þ J1€q2 ¼ Q1 þP0K1;

J1€q1 þ J1€q2 þ c1q2 ¼ Q2 þP0K1;

J2€q3 ¼ Q3 � K1:

9>=
>; ð3:31Þ

To determine the generalized forces Qj; as it was shown above, we should use
the equation of works on virtual displacements. It is easy to see that Q3 ¼ M� ¼ M.

Let us now turn to the subsystem with distributed parameters. Let us select on
shaft 2 an elementary segment of length dx (Fig. 3.7) with moment of inertia equal
to q ¼ oJ

ox dx.
In general case q ¼ q ðx; tÞ: If J denotes the variable reduced moment of

inertia, which is also unequally distributed along the x axis, we might see that
q ¼ q ðx; tÞ; when JðtÞ ¼ const, we have q ¼ q ðxÞ. At uniform mass distribution
q ¼ J=l ¼ const, where l is the length of shaft 2 (see Fig. 3.7).

Fig. 3.7 Dynamic model with lumped and distributed parameters
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For the selected segment we use the theorem of the angular momentum change,
according to which the derivative of kinetic moment as per time is equal to attached
external moments:

o
ot
ðq ou2

ot
Þdx ¼ �M þ ðM þ dMÞ þ l dx; ð3:32Þ

where dM ¼ oM
ox dx is an increment of the moment M on the segment dx ; lðx; tÞ; is

the distributed moment applied to shaft 2.
The elementary angular deformation du2 can be expressed in the following way:

du2 ¼
M

GIðxÞ dx; ð3:33Þ

where G is shear modulus; IðxÞ is the polar moment of inertia of the shaft, which in
general case is variable.

Hence,

dM ¼ G
o
ox

ðIðxÞ ou2

ox
Þdx:

After substituting this dependence in (3.32) we have

o
ot
ðq ou2

ot
Þ � G

o
ox

ðI ou2

ox
Þ ¼ l ðx; tÞ: ð3:34Þ

Using (3.32) we find

Q3 ¼ M� ¼ GIð0Þ ou2

ox
ð0Þ: ð3:35Þ

Then we exclude Lagrange multiple K1 from (3.31):

J0€q1 þ J1€q2 þP0 J2€q3 � GIð0Þ ou2

ox
ð0Þ

	 

¼ Q1;

J1€qþ J1€q2 þ c1q2 þP0 J2€q3 � GIð0Þ ou2

ox
ð0Þ

	 

¼ Q2:

9>>>=
>>>;

ð3:36Þ

The system (3.31) must be solved together with the differential equation in
partial derivatives (3.34), with next boundary conditions:

u2ð0; tÞ ¼ q3 ¼ Pðq1 þ q2Þ;
MðlÞ ¼ GIðlÞ ou2

ox
ðlÞ ¼ 0:

ð3:37Þ
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Furthermore it must be taken into account in (3.31) that

€q3 ¼ P00ðq1 þ q2Þ½ � _q1 þ _q2ð Þ2 þ P0ðq1 þ q2Þ½ � €q1 þ €q2ð Þ:

If q ¼ const and I ¼ const (3.34) takes the form:

q
o2u2

ot2
� GI

o2u2

ox2
¼ lðx; tÞ: ð3:38Þ

It is often more convenient to solve the equations and conduct the subsequent
calculations using the coordinates, which correspond to small deviations caused by
the elasticity of the links.

With reference to (3.32) the transition to the relative coordinates can be done as
follows:

u2 ¼ u�
2ðtÞ þ cðx; tÞ; ð3:39Þ

where u�
2 is the ideal rotation angle of shaft 2 (Fig. 3.7), realized with absolutely

rigid links of the mechanisms; c is the angle error, i.e. deviation of the angle
coordinate u2 from this value.

After substitution of (3.39) in Eq. (3.38) we have

q
o2c
ot2

� GI
o2c
ox2

¼ lðx; tÞ � q €u�
2ðtÞ: ð3:40Þ

It should be taken into account that in (3.31) and boundary conditions (3.37)
ou2 = ox ¼ oc = ox; yð0; tÞ ¼ Pðq1 þ q2Þ �P1ðq1Þ: If we consider u0 ¼ q1 as the
given program motion, then the solution is determined from second equation of
system (3.31) and equation for system with distributed parameters. The first
Eq. (3.30) in such cases as it was shown above is selected for determination of the
driving moment.

For large cyclic systems, including a lot of mechanisms and subsystems with
distributed parameters, the methods of matrix analysis are developed. These
methods allow us to combine the composition of mathematical model and its
solution (see Chaps. 8–12).
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Chapter 4
Dynamic Models with Constant
Parameters

4.1 Models with One Degree of Freedom

4.1.1 General Solution

The dynamic models, under consideration in this chapter, include models 0�P�H
(see Table 2.1), to which a lot of modifications of the mechanisms can be associated.
To facilitate and specify the consideration, without restricting generality, we define
this model concretely for cam mechanisms with elastic cam follower (Fig. 4.1).

We write the differential equation for the given model having constant angular
velocity of the input link x (Fig 4.1a):

mq
:: þ b _qþ ðcþ csÞq ¼ �F � mx

::�csx� Fs; ð4:1Þ

where q is the deformation; m; c are the reduced mass and stiffness coefficients for
the cam follower; b is the coefficient of the equivalent linear resistance (in details
see Sect. 6.1); x ¼ PðuÞ is the law of the program motion, F is the external force;
cs; FS is the coefficient of stiffness and the preliminary force of the closing spring;
u ¼ xt is the rotating angle of the input link.

If the output link of the mechanism is a balancing arm, with angular displace-
ment around a fixed axis (Fig. 4.1b), then the mass is to be replaced with moment of
inertia J, and the longitudinal stiffness is to be replaced with the torsional stiffness.

Dividing all the terms of the Eq. (4.1) by m, we write:

q
::þ 2n _qþ k2q ¼ WðtÞ; ð4:2Þ

where 2n ¼ b=m; k2 ¼ ðcþ csÞ=m:
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The right part of the Eq. (4.2), which will be called the excitation function, can
be written as:

WðtÞ ¼ � P00x2 þ k2sPþ h
� �

: ð4:3Þ

Here k2s ¼ cs=m; h ¼ ðF þ FsÞ=m; P00 ¼ d2P=du2 is the second geometric
transfer function.

Having a linear position function P, implemented, for example, in gearing-rack
train, as well as in cam mechanisms at the constant velocity intervals (see Sect. 1.2),
the first summand of the formula (4.3) is absent, because P0 ¼ const and P00 ¼ 0:

Suppose for some time interval of functions P, W and their derivatives have
discontinuities. Then the solution for Eq. (4.2) looks like:

q ¼ e�ntðC1 cos k1t þ C2 sin k1tÞ þ YðtÞ: ð4:4Þ

Here k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � n2;

p
YðtÞ is the particular solution of the nonhomogeneous

equation; C1; C2 are the integration constants, which can be determined from
initial conditions when t ¼ 0 : qð0Þ ¼ q0; _qð0Þ ¼ _q0:

Parameter k1 is called the frequency of free oscillations or natural frequency.

Since k1 ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2;

p
and the coefficient d ¼ n=k in case of the absence of the

special damping devices it usually does not exceed the value of 0.1, we can accept
k1 � k: Thus, the influence of the resistance forces on the natural frequency can be
neglected. Moreover, as cs � c; k � ffiffiffiffiffiffiffiffiffiffi

c=m:
p

After determining C1 and C2 we get

q ¼ e�ntðq0 cos kt þ _q0 þ nq0
k

sin ktÞ � e�nt Yð0Þ cos kt þ
_Yð0Þ þ nYð0Þ

k
sin kt

� �

þ YðtÞ:
ð4:5Þ

The first group of terms describes the free oscillations, whose amplitude depends
on the initial conditions. The amplitudes of the free oscillations, in case of the linear

Fig. 4.1 Cam mechanisms
with elastic cam follower
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force of resistance, form an infinitely decreasing geometric progression, whose
denominator e�nT (where T ¼ 2p=k is the period of oscillations) is called the
decrement of oscillations, and the value 0 ¼ nT is called the logarithmic decrement.
This parameter is equal to the absolute value of the natural logarithm of the ratio of
the two adjacent amplitudes, separated with the period.

The second group defines the so-called accompanying oscillations, the fre-
quency of which is also equal to the natural frequency k, however, unlike free
oscillations, their amplitude does not depend on the initial conditions and is
determined with discontinuities of the particular solution and its derivatives at
t ¼ 0: Finally, the third summand corresponds to the forced oscillations. The kind
of the particular solution is determined by the type of the excitation function
(see below). The integral form of the particular solution is sometimes called the
Duhamel’s formula:

Y0ðtÞ ¼ 1
k

Z t

0

WðuÞ exp �nðt � uÞ½ � sin kðt � uÞdu: ð4:6Þ

When using (4.6) the second group of terms in (4.5) is explicitly absent, as in
this case Y0ð0Þ ¼ 0; _Y0ð0Þ: In this case accompanying oscillations are detected
after the procedure of integration.

4.1.2 Solving for Steady Regimes

Harmonic excitation The right-hand side of the differential equation (4.2) reflects
the dual nature of vibration excitation—kinematic and forced. In case of kinematic
excitation, some point or section forcibly moves according to the given law of
program motion; such point in this case is the inlet section of the cam follower,
making contact with the cam profile. In case of forced excitation the oscillations are
excited with time-varying driving force F(t).

Let us first consider the case, where F ¼ const and the law of motion is
described with harmonic function P ¼ 0:5xmaxð1� cosuÞ: Then function of
excitation (4.3) takes the form

W ¼ W0 þW1 cosxt; ð4:7Þ

where W0 ¼ � 0:5ðx2 þ k2s Þxmax þ h
� �

; W1 ¼ �0:5xmaxðx2 � k2s Þ:
In case of absence of discontinuities of functions P andW , as was shown above,

for steady regime t!1ð Þ q! Y . We find the particular solution Y of the
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nonhomogeneous differential equation (4.2) as the sum of the constant component
and harmonic function:

Y ¼ A0 þ Ac cosxt þ As sinxt ¼ A0 þ A cosðxt � cÞ; ð4:8Þ

where

A0 ¼ W0=k
2;

A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
c þ A2

s

q
¼ 0:5xmaxjkðzÞ;

c ¼ arctan½2dz=ð1� z2Þ�ðc 2 ½0; p�Þ:
ð4:9Þ

Here z ¼ x=k is the coefficient of frequency mismatch; d ¼ n=k; jkðzÞ is
dynamicity factor in case of kinematic excitation, defined as:

jk ¼
z2 � z2s
		 		ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� z2Þ2 þ 4z2d2
q : ð4:10Þ

Here z2s ¼ k2s =k
2:

The dynamic magnification factor jk is the dimensionless amplitude-frequency
characteristic (AFC). According to (4.9) it is the ratio of the amplitude of oscil-
lation A to the amplitude of kinematic excitation 0:5xmax:

The typical graph of AFC is shown in the Fig. 4.2a. When z 2 ½0; zs� the
function jkðzÞ changes from value z2s to zero, increasing after that to its maximum
value jkmax. Using the conditions of extremum djk=dz ¼ 0; we find that the value
jkmax corresponds to

z� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� z2s ð1� 2d2Þ
1� z2s � 2d2

s
: ð4:11Þ

Fig. 4.2 Dynamicity factor in case of kinematic and forced excitations
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Usually z2s � 1 and d� 1; so z� � 1 and jkmax � 1=2d: The value z ¼ 1 ðx ¼ kÞ
corresponds to the resonance. In the beyond-resonance zone (z[ 1) the dynamicity
factor decreases, asymptotically approaching the value jk ¼ 1.

Significantly interesting is the regime z ¼ zs, in case of which x ¼ ks. In this
mode W1 ¼ 0, therefore q! A0 ¼ const. It is easy to see that in case of discon-
tinuity of the kinematic connections, between the output and input links, the natural
frequency of the system is equal to ks. In case of x ¼ ks, the harmonic component
of the restoring force in the terminating spring and the inertial force of the trans-
lational motion are equal in value and opposite in direction. This interesting effect
and its use is discussed in Sect. 4.3.

In a similar way in case of the impact of the harmonic disturbing force qþ1 ¼
q�i � Dxi; _qþ1 ¼ _q�i � D _xi F ¼ F1 cosðxt þ aÞ we get q ¼ B cosðxt þ a� cÞ;
with

B ¼ B10jF ; ð4:12Þ

where B10 ¼ F1=c; jF ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� z2Þ2 þ 4z2d2

q
: Here B0 is the so-called static

amplitude, equal to the deformation of the system under the influence of the peak
value of the driving force, applied under static conditions; jF is the dynamicity
factor in case of the forced excitation (Fig. 4.2b).

From dependence (4.9) it is clear that forced oscillations on the phase have offset
relative to the excitation function at the value c.

Dependencies cðxÞ or cðzÞ are called the phase-frequency characteristic (PFC).
Figure 4.3 shows a group of curves cðzÞ, corresponding to the dependence (4.9). In
case of z� 1 we have c � 0, in case of z ¼ 1 (resonance) c ¼ p=2, in case of
z!1 the oscillations occur in the opposite phase c! pð Þ:
Determination of the solution for arbitrary periodic excitation functions using
the method of harmonic analysis Here above we have analyzed the forced
oscillations due to harmonic driving force, which is a special case of a periodic
driving force. Getting into the consideration of this more general case, relative to a
system with one degree of freedom, we recall that with the help of the normal
(global) coordinates (see Sect. 4.2.2) the method described in this and the following
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Fig. 4.3 Phase-frequency
characteristic
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paragraphs can be easily extended to a system with a finite number of degrees of
freedom.

Now the differential equation looks like:

a€qþ b _qþ cq ¼ FðtÞ; ð4:13Þ

where FðtÞ ¼ Fðt þ sÞ is the periodic driving force; s is the period (Fig. 4.4).
Let us represent the function FðtÞ as a Fourier series:

FðtÞ ¼ F0 þ
X1
j¼1
ðFjc cos jxt þ Fjs sin jxtÞ; ð4:14Þ

where x ¼ 2p=s; F0;Fjc;Fjs are Fourier coefficients, defined as follows:

F0 ¼ s�1
Zs

0

FðtÞdt; Fjc ¼ 2s�1
Zs

0

FðtÞ cos jxtdt; Fjs ¼ 2s�1
Zs

0

FðtÞ sin jxtdt:

ð4:15Þ

For many typical cases F0;Fjc;Fjs are given in the references; additionally, there
are standard software to find the Fourier coefficients, for certain number of values of
the function FðtÞ.

When solving (4.13), we use the principle of superposition that is valid for linear
systems. With respect to this problem, it means that the oscillations arising from the
sum of forces can be determined as the sum of the oscillations from each individual
force. Since the oscillations, in case of the harmonic driving force, were discussed
above the problem can be considered solved basically.

Let us represent (4.14) as follows:

FðtÞ ¼ F0 þ
X1
j¼1

Fj sinðjxt þ ajÞ; ð4:16Þ

where Fj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2
jc þ F2

js

q
; cos aj ¼ Fjs=Fj; sin aj ¼ Fjc=Fj:

Fig. 4.4 Periodic changes of the driving force
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Each member of (4.16) is called the harmonic j. The deformation under constant
component F0 is equal to A0 ¼ F0=c. Harmonic oscillations from the harmonic j of
the driving forces are determined on the basis of (4.9) and (4.10)

qj ¼ Aj sinðjxt þ aj � cjÞ; ð4:17Þ

where Aj ¼ Aj0jj; jj ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� j2z2Þ2 þ 4j2z2d2

q
; z ¼ x=k; Aj0 ¼ Fj=c is the

static amplitude of the harmonic j; k ¼ ffiffiffiffiffiffiffi
c=a

p
; cj ¼ arctan½2djz=ð1� j2z2Þ� is phase

frequency characteristic. (In case of the kinematic excitation, we need to use (4.9),
(4.10) replacing z with jz).

So we finally have

q ¼ F0=cþ
X1
j¼1

qj: ð4:18Þ

When j z ¼ 1 ðjx ¼ kÞ the resonance of the harmonic j occurs; while
jj� ¼ 1=ð2dÞ.

The solution (4.18) is mathematically accurate, but as the number of the sum-
mands in the Fourier series has to be limited to a finite number of harmonics jmax;
therefore from the engineering perspective, it is an approximation. When choosing
jmax we can take into account the following considerations. First of all, the most
significant terms of the expansion Fj are to be considered. Secondly, to avoid
severing the resonant mode, we should require jmax [ k=xþ ð1� 2Þ.

Let us also note that the desire to maintain a large number of harmonics in
Fourier series often creates an illusion of improvement in accuracy, as the accuracy
of the determination of the higher harmonics is usually not much. Therefore this
method of calculation of the forced oscillations is advisable for use in the problems
of dynamics of the mechanisms without shocks, as well as in case of continuous
and differentiable position functions, which have increased “smoothness”. It is
particular, for example, for the simple lever mechanisms and the cams, when during
calculations you can limit yourself to a small number of harmonics.

The closed form of the solution In case of steady-state conditions t!1ð Þ, in
accordance with (4.5), the free oscillations, due to the exponential factor, decay
rapidly. At first glance, the same conclusion can be made about the accompanying
oscillations. However, the latter is true only under the condition that the functions
P and W , and their derivatives do not have discontinuities. Otherwise accompa-
nying oscillations are excited not only at t ¼ 0, but also at times corresponding to
these discontinuities.

Generalized coordinate q characterizing the oscillation process, in the example
under consideration, directly describes the dynamic error of the output link, since
the absolute coordinate of the output link is defined as y ¼ xþ q; accordingly, we
have the dynamic errors in speed _q and acceleration €q.
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The dynamic error q in this case, simultaneously characterizes the vibration
activity of the mechanism, determined with reactive moment M � cqP0, trans-
mitted to the input link (here and below the prime means the derivative as per the
angle of the input link u).

Hereunder, we consider a number of typical cases of the determination of the
dynamic errors.

Let us divide the time axis into segments, within which the functions x ¼ PðuÞ
and WðtÞ are continuous and differentiable. Then, for each section, the dependen-
cies of type (4.4) are valid.

For example, for segment iþ 1

qi ¼ e�nðt�tiÞ C1i cos kðt � tiÞ þ C2i sin kðt � tiÞ½ � þ Yiþ1ðtÞðt[ tiÞ: ð4:19Þ

To determine the constants C1i and C2i, we use the conditions that the absolute
coordinate y ¼ xþ q and its derivative _y ¼ _xþ _q, preserve continuity on the bor-
ders of the intervals. Then

x�i þ q�i ¼ xþi þ qþi ; _x�i þ _q�i ¼ _xþi þ _qþi :

Here, the index “þ” corresponds to the time moment ti þ e (e is the infinitesi-
mal), and the index “−” to ti � e: Thus, the conditions of the joining of solutions on
the boundaries of the intervals can be written as follows:

qþi ¼ q�i � Dxi; _qþ1 ¼ _q�i � D _xi; ð4:20Þ

where Dxi ¼ xþi � x�i ; D _xi ¼ _xþi � _x�i ¼ xðP0þi � P0�i Þ:
In order to identify the dynamic effects, associated with these discontinuities, we

use the form of solutions in the shape of the series of derivatives of the perturbation
function W, which is of particular interest in the problems of the synthesis of the
laws of motion of the cam mechanisms. If we write the particular solution Y in
integral form (4.6) and subject it to successive integration by parts, we get

Y� �
X1

m¼1; 3; 5...
ð�1Þ0:5ðm�1ÞwmðtÞ; ð4:21Þ

where

wm ¼ 1
kmþ1

dm�1W
dtm�1

: ð4:22Þ

Here Y� is the new form of the particular solutions, from which the accompa-
nying oscillations are completely eliminated (hereinafter the asterisk is omitted).

70 4 Dynamic Models with Constant Parameters



Using (4.20) and (4.21), we express the constants C1i and C2i:

C1i ¼ � Dxi þ
P1

m¼1;3...
ð�1Þ0:5ðm�1ÞDwim

" #
;

C2i ¼ � D _xi
k þ

P1
m¼2;4...

ð�1Þ0:5m�1Dwim

" #
;

ð4:23Þ

where Dwim ¼ wmðti þ 0Þ � wmðti � 0Þ:
With (4.22) we get

qi ¼ Di exp½�nðt � tiÞ� sin½kðt � tiÞ þ ai�; ð4:24Þ

where Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1i þ C2

2i;
p

sin ai ¼ C1i=Di; cos a1 ¼ C2i=Di.
Hereinafter, for reasons of simplicity, we will call the amplitude Di as jump.
In case of x\ k series as per m (4.21), (4.23) usually converge rapidly. In

particular if the function WðtÞ is represented as a polynomial, these series have a
finite number of members. The sources of the accompanying oscillations, is clearly
identified in these dependences, which enables us, during dynamic synthesis, to
take measures for decreasing vibration activity.

Apart from the described analytical method of establishing a solution (4.24), we
can also perform the integration of the original differential equation (4.2) using
numerical methods (such as the Runge-Kutta method) with mandatory adherence to
the conditions of (4.20).

Analyzing the formula (4.19), it is easy to see that on the one hand, the system is
periodically excited by external disturbances and on the other hand, there is a
constant outflow of energy due to the dissipative forces that reduce the level of
oscillations. When x ¼ const, as a result of the impact of these two factors (strictly
speaking, when t!1, and practically fast enough) there is some steady oscilla-
tory mode, which we need to describe.

The most natural way to determine the dynamic errors in this case, at first glance,
is the integration of the original differential equation until reaching the steady state.
However, such approach, while using the numerical methods, usually leads to
significant accumulated errors and increased working time for the calculation.
Therefore we use the more accurate and economical method for composing the
closed form of the solution.

Let us investigate the behavior of the oscillating system in an arbitrary period
s ¼ 2p=x. Taking as zero the beginning point for given period, we represent the
solution of (4.22) as follows

q ¼ q0ðC1; C2; tÞ þ Y0ðtÞ; ð4:25Þ

where q0 ¼ e�ntðC1 cos kt þ C2 sin ktÞ; Y0ðtÞ is particular solution with zero initial
conditions.

We should note that in this case we do not know the initial conditions, since the
given period, under steady regime, is preceded by an infinite number of periods.
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Integrating the original differential equation (4.2), with zero initial conditions, on
the basis of (4.5) we obtain YðtÞ ¼ Y0ðtÞ (here, as well as using the Duhamel’s
formula Y0ð0Þ ¼ 0; _Y0ð0Þ ¼ 0; with q0ð0; 0; tÞ ¼ 0).

When in transition to the next cycle, due to the conditions of periodicity yð0Þ ¼
YðsÞ and _yð0Þ ¼ _yðsÞ; therefore on the basis of dependencies (4.23) and (4.25) we
have

q0ðC1;C2; 0Þ ¼ q0ðC1;C2; sÞ þ Y0ðsÞ � Dx0;
_q0ðC1;C2; 0Þ ¼ _q0ðC1;C2; sÞ þ _Y0ðsÞ � D _x0:

ð4:26Þ

As the values of Y0ðsÞ and _Y0ðsÞ are already known, we only need to solve the
resulting system of algebraic equations with respect to the two unknowns C1; C2.

To better illustrate this procedure, we first take n ¼ 0. In this case the system
(4.26) becomes

C1 ¼ C1 cos kt þ C2 sin kt þ Y0ðsÞ � Dx0;

kC2 ¼ �C1 sin kt þ C2k cos kt þ _Y0ðsÞ � D _x0:
ð4:27Þ

After solving this system of equations, we get

C1 ¼ Y0ðsÞ � Dx0
2

þ
_Y0ðsÞ � D _x0

2k
cot

ks
2
;

C2 ¼
_Y0ðsÞ � D _x0

2k
þ Y0ðsÞ � Dx0

2
cot

ks
2
:

ð4:28Þ

At ks = 2 ¼ jp ðj ¼ 1; 2; . . .Þ that corresponds to jx ¼ k, we get
C1 !1; C2 !1:

When n 6¼ 0 after similar, though more cumbersome, conversions and some
simplifications, we get

C1 ¼ ½Y
0ðsÞ � Dx0�ð1� e�0N cos 2pNÞ þ ½ _Y0ðsÞ � D _x0�k�1e�0N sin 2pN

1� 2e�0N cos 2pN þ e�20N
;

C2 ¼ ½
_Y0ðsÞ � D _x0�k�1ð1� e�0N cos 2pNÞ � ½Y0ðsÞ � Dx0�e�0N sin 2pNÞ

1� 2e�0N cos 2pN þ e�20N
;

ð4:29Þ

where N ¼ k=x; 0 is the logarithmic decrement.
Thus the initial conditions, corresponding to the steady oscillatory regime, are

found:

q0 ¼ C1; _q0 ¼ C2k � C1n ¼ kðC2 � C1dÞ � kC2ðd ¼ n=k � 1Þ: ð4:30Þ

Repeating the procedure of integration with these initial conditions, we find the
final solution qðtÞ, determining the dynamic error.
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In accordance with (4.29), the amplitude of the accompanying oscillations, in the
beginning of the cycle, is equal to:

D0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
1 þ C2

2

q
¼ l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½Y0ðsÞ � Dx0�2 þ k�2½ _Y0ðsÞ � D _x0�;

q
ð4:31Þ

where l is the coefficient of accumulation of disturbances, determined as follows:

l ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2e�0N cos 2pN þ e�20N
p : ð4:32Þ

The family of curves lðN; 0Þ, where N ¼ k=x0; 0, is the logarithmic decrement,
shown in Fig. 4.5. The coefficient l can either be greater than one (the growth of the
oscillations) or less than one (the attenuation of the oscillations).

The maximum value of lþ lies in the vicinity of integers N, and the minimum
value of l�, when 2N is an odd number. From formula (4.32), it follows that:

lþ ¼ ½1� expð�0NÞ��1; l� ¼ ½1þ expð�0NÞ��1: ð4:33Þ

The coincidence of phase of the earlier excited oscillations and the oscillations in
the considered cycle correspond to the value lþ; in case of l ¼ l� these oscilla-
tions are in the opposite phase. The analysis of this important dynamic criterion is
presented below.

Let us highlight the important feature of this method, associated with the pos-
sibility of the rational combination of numerical and analytical methods: numerical
integration is used here only to determine the particular solution for the limited
period of time; the conditions that correspond to the approach to the steady regime
are found analytically. The last one significantly affects the accuracy of the solution.
Of course, in case of relatively simple excitation functions, the closed form of the
solutions can be obtained without using the numerical methods, directly using

Fig. 4.5 Factors of
accumulation of disturbances
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solution (4.5) taking into consideration (4.29) and the analytical form of particular
solution. The use of the combination of the numerical and analytical methods is
especially useful in cases, where the geometric transfer functions or external forces
have discontinuities, which is usually characteristic for the cam mechanisms.

4.1.3 Vibration Activity and Dynamic Errors

Preliminary notes The vibration activity of the mechanism is defined by the
vibration load transmitted from the mechanism to the machine drive and through
the supports to the body. A decrease in the vibration activity of the mechanical
systems and dynamic errors is one of the central problems of dynamic synthesis, the
solution of which significantly determines the productivity and technical perfection
of the machine equipment. The study of this problem is developed in several
directions. One of the first such directions is related to the rational synthesis of the
laws of motion, which display optimum properties, on the basis of selected dynamic
criterion (see Sect. 1.3).

Initially the dynamic criteria were totally based on the kinetostatic model that
does not take into account the elasticity of the links and the related oscillatory
processes. In this case the dynamic task was completely reduced essentially to a
geometric one. With the growth of the operating speeds of machines, the limitations
of this approach began to surface. Indeed, as follows from (4.1), (4.2), the char-
acteristics of the laws of motion are included in the right-hand side of the equations
and they largely define the excitation function WðtÞ and consequently, the excited
oscillations. A decrease in the excitation function can also be achieved through the
installation of special unloading devices (see Sect. 4.3).

Another line of dynamic synthesis is associated with the reduction of the
dynamic errors, through the focused change of the parameters of the oscillating
system.

We should keep in mind that the solution for any of the particular problems of
reduction in vibration activity often has a local character and sometimes is asso-
ciated with an increase in vibrations in the other parts of the system. So, for
example, the balancing of the mechanism with counterweights increases the vari-
able portion of the inertial moment with all the associated negative consequences.
Therefore it is very important for the engineer to adopt the integrated approach to
the solving the problem, enabling in each case to find a compromise of a solution.

Sources of excitation of the accompanying oscillations First we define the
accompanying oscillations associated with discontinuities of the functions x ¼
PðuÞ; _x ¼ P0ðuÞx; W at the moment in time t ¼ ti on the border of the two
intervals i and iþ 1. As it was stated above, the oscillations on the interval iþ 1 in
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this case are described with (4.19). The maximum value of additional accelerations
caused by the jump Di is equal to

D qi
::j jmax¼ k2Di: ð4:34Þ

The influence of the discontinuities of the geometric characteristics on the values
of D; a D q

::		 		
max is determined using (4.21)–(4.24). For the cyclic mechanisms the

most important jumps are specified in the Table 4.1 (here and hereafter the index i is
omitted). Each row in the table corresponds to the discontinuities of only one
response; while other functions are assumed to be continuous. Following are some
explanations regarding the considered in Table 4.1 typical cases.

Discontinuity of the position function DP This case in pure form may not be
implemented, but it is close to the case of the stepped cam profile, occurring due to
errors of fabrication. As the maximum additional acceleration is proportional to the
square of the natural frequency, even a small jump of DP can cause significant
distortion of the given law of change in acceleration of x

:: ¼ P00ðu1Þx2
0. The observed

effect, in this case, is similar to the effect of driving on a cobblestone street.

Discontinuity of the first geometric transfer function DP0 (“hard impact”)
Dynamic effects of the hard impact increase with increase in the angular velocity of
the input link x0 and the value of the natural frequency. Hard impacts occur not
only with the abrupt change of the functionP0, but with impacts, accompanying the
adjustment of the clearances, connections of kinematic circuits with couplings, in
case of locking of actions of some intermediate positions of the output link and in a
number of other cases.

Discontinuity of the second geometric transfer function DP00 (“soft impact”)
(Fig. 4.6a) In this case the maximum of the additional accelerations, caused by the
jump in DP00, is approximately equal to the value of this jump, which leads to the
significant distortion of the given program characteristics. For example Fig. 4.7
shows the accelerations of x

::ðtÞ, changing in the program motion under the cosine
law (curve 1) and y

::ðtÞ ¼ x
::ðtÞ þ q

::ðtÞ taking into consideration the excited vibrations
(curve 2).

Table 4.1 Discontinuities of the geometric characteristics of the cyclic mechanism

Type of jump D D€qj jmax a1 a2

DP 6¼ 0 DPj j k2 DPj j 3p=2 p=2

DP0 6¼ 0 x DP0=kj j kx DP0j j p 0

DP00 6¼ 0 x2 DP00j j=k2 x2 DP00j j p=2 3p=2

DP000 6¼ 0 x3 DP000j j=k3 x3 DP000j j=k 0 p

Note If the considered value of DP; DP0; DP00; or DP000 is positive, then a ¼ a1; otherwise
a ¼ a2:
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Discontinuity of the third geometric transfer function DP000 In this case there is
a jump of the derivative vxðtÞ ¼ x3

0 P
000, called the second-order acceleration or jerk.

Since the maximum additional acceleration unlike the case of the “hard” impact is
inversely proportional to the natural frequency k; therefore the increase in rigidity
leads to a positive effect.

The abrupt change in the function P00 (the equivalent jump) We will discuss
this problem using an example of the abrupt jump in acceleration of program
motion €x ¼ P00x2

0 as per the linear fashion (Fig. 4.6b). We will show that for
sufficiently small value of Dt ¼ tiþ1 � ti the system will respond to the changes in €x
in much the same manner, as in case of the abrupt change of this function. First we
will determine the accompanying oscillations q�, caused at the interval t[ tiþ1 by
the two jumps DP000 when t ¼ ti and t ¼ tiþ1, using (4.24):

q� ¼ Dqi þ Dqiþ1 ¼ Di exp½�nðt � tiÞ� sin½kðt � tiÞ þ ai�
þ Diþ1 exp½�nðt � tiþ1Þ� sin½kðt � tiþ1Þ þ aiþ1�:

ð4:35Þ

In accordance with the formulae of Table 4.1

Di ¼ Diþ1 ¼ Dvx
		 		=k3 ¼ x�

::
=ðk3DtÞ; ai ¼ 0; aiþ1 ¼ p:

Hence, assuming ti ¼ 0 we have

q� ¼ x�
:: ðk3DtÞ�1 exp½�nðt � DtÞ�½expð�nDtÞ sin kt � sin kðt � DtÞ�:

Since nDt is small, for the purpose of simplification, we accept expð�nDtÞ � 1.

Fig. 4.6 Analysis of the effects of discontinuity of geometric characteristics

Fig. 4.7 Distortion of the ideal accelerations under the harmonic law of motion
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Then

q� ¼ x�
:: ðk3DtÞ�1 exp½�nðt � DtÞ�½sin ktð1� cos kDtÞ þ cos kt sin kDt:

Omitting the elementary transformations, we obtain

q� ¼ D� exp½�nðt � DtÞ� sinðkt þ aÞ:

Here D� is the equivalent jump defined as follows:

D� ¼ x�
::
j0ðmÞ=k2; ð4:36Þ

where j0ðmÞ ¼ sin pmj j=ðpmÞ; m ¼ Dt=T; T ¼ 2p=k. Hence when t[ tiþ1,

q�
::j jmax� k2D� ¼ x�

::
j0ðmÞ: ð4:37Þ

When m ¼ 0, we have j0 ¼ 1, which corresponds to the soft stroke. When m[ 0
accordingly j0ðmÞ\1. So this parameter is the measure of the softening of the
dynamic effect, as compared to the soft stroke.

In the graph j0ðmÞ (Fig. 4.8) the curve d ¼ 0 corresponds to the considered case
that matches the above accepted assumption expð�nDtÞ � 1. This means that
within the period of time Dt we have neglected the damping of oscillation. When
d ¼ 0=ð2pÞ 6¼ 0 (0 is the logarithmic decrement), the curves j0ðmÞ are located
below with the exception of the small areas in the vicinity of integers m. This
indicates that the resistance forces generally soften the dynamic effect of the abrupt
change in the ideal acceleration x

::
.

From the graphs j0ðmÞ it also follows that in case when m� 0:25, the dynamic
effect of the continuous change of the transfer function is practically equivalent to
the effect of the jump. It is illustrated in Fig. 4.9 with some graphs €yðtÞ in case of the

Fig. 4.8 Cushioning factor
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soft impact i.e. at m ¼ 0 (Fig. 4.9a) and in case of abrupt change of the x
::ðtÞ

ðm ¼ 0:25Þ for the three cases: x
::ðtÞ varies linearly Fig. 4.9b; according to x

::ðtÞ ¼
xmax
::

sin 0:5pt=Dt (Fig. 4.9c) and in accordance with the law x
:: ¼

xmax
::

0:5 1� cos pt =Dtð Þ (Fig. 4.8).
This effect once again manifests the impossibility of reducing the dynamic

problem to the geometric one. In other words, it is impossible to suggest a law of
motion, which would be the optimum in all cases, regardless of the frequency
characteristics of the mechanism.

In case of large values of m the coefficient j0ðmÞ decreases abruptly
(j0� 1=ðpmÞ). The points m ¼ jp ðj ¼ 1; 2; . . .Þ, in which j0 � 0 are of interest, in
the graph j0ðmÞ. These modes, corresponding to the so-called quasi-static loading,
arise due to the mutual compensation of oscillations, caused by both the jumps of
DP000. The presence of the force of resistance, however, only leads to their partial
compensation.

As per the current law of acceleration (“modified trapezoid”), there are no jumps
of accelerations (see Sect. 1.2.2). Thus DP00 ¼ 0, however, DP000 6¼ 0: It can be
shown that in this case

€q�j jmax� Dw�j0ðmÞ; ð4:38Þ

where Dw� ¼ wj jmax is the maximum value of the drop in acceleration in the pro-
gram motion, m ¼ DuiN=ð2pÞ;N ¼ k=x;Dui ¼ siui (see Sects. 1.2.2 and 1.2.3).

According to (4.38) the function j0ðmÞ determines the maximum value of the
additional accelerations from one “equivalent jump.” At m ¼ 0 we have j0 ¼ 1,
which corresponds to the soft impact. In case of m[ 0 accordingly j0ðmÞ\1,
therefore this parameter is the index of the cushioning of the dynamic effect, as
compared to the soft impact (see the example). For the law of motion called
“modified trapezoid”

j0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 16m2 � 8m sin 2pm
p

1� 16m2j j : ð4:39Þ

Fig. 4.9 Dynamic effect in case of abrupt changes in the program accelerations
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The analysis of the graph of the function j0ð0Þ (Fig. 4.10) shows that when
0\0:25 � 0:3 the value of j0 is not very different from one, and when 0	 2 it
does not exceed 0.13. This condition can be used to rationally choose the param-
eters sj and N.

Taking guide from the above considerations, the reduction of the maximum
acceleration in the cam mechanism can be achieved to some extent through the
adjustment of the law of motion. For one period 2p the second transfer function P00

contains eight intervals, the relative value of which is determined by the parameter mj.
When we define the condition mj	 ½m� ¼ 2� 3 (see Fig. 4.10), then in accor-

dance with (4.38)

N	Nm ¼ 2p
½m�

Duisj
: ð4:40Þ

Here Dui are the angles of rotation of the input link, corresponding to the
intervals of run-in and run-out at the direct and reverse strokes.

Thus, the conditions of (4.40), eliminate the possibility of significant vibration
excitation in each cycle. This can be achieved by correcting the law of motion
(parameter sj) and the frequency criterion N. At the same time we should keep in
mind that at each interval s1 þ s2� 1.

If the given conditions cannot be implemented on the basis of the law of motion,
it is necessary to decrease x (i.e. the machine’s productivity) or increase its natural
frequency.

For lever mechanisms the physical prerequisites for the excitation of the
accompanying oscillation are the same as described above, but suppression of
vibration is difficult, because of the limited capacity for the synthesis of the law of
motion. At the same time, the laws of motion for the links of the lever mechanisms
are described with “smoother” functions, so the accompanying oscillations often
occur due to collisions in the clearances (see Chap. 7).

Restricting the accumulation of disturbances As the kinematic characteristics
have the period s ¼ 2p=x0, where x0 is the angular velocity of the input link (cam),

Fig. 4.10 Graph j0ðmÞ for
law of acceleration “modified
trapezoid”
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the sum of the oscillations, excited by the identical jumps, must also be a periodic
function. Therefore to evaluate the resulting mode, we can again use the closed
form of solution, based on the conditions of the periodicity (see Sect. 4.1.2). Thus
in accordance with (4.31) and (4.33) taking into account the jumps in the preceding
cycles leads in the considered cycle to the jump D1 transforming into lD1, where l
is the coefficient of the accumulation of disturbances and the maximum additional
acceleration, caused by this abrupt jump is determined as follows:

X1
i¼1

D q1
::j jmax¼ k2lD1: ð4:41Þ

In case of dynamic synthesis, to restrict the level of the accompanying oscilla-
tions, it is advisable to accept l\½l�, where ½l� is the allowable value of the
coefficient of accumulation of disturbances. Then on the basis of (4.32)

1� 2 expð�0NÞ cos 2pN þ expð�20NÞ\½l��2: ð4:42Þ

This inequality should be solved with respect to the frequency criterion N. For
more evident results let us take ½l� ¼ 1. Then

0:5 expð�0NÞ\ cos 2pN: ð4:43Þ

In case of 0N ! 0 the inequality (4.43) is satisfied when N\E � 1=6 or when
N[E þ 1=6, where E is an integer. In another limiting case, where, N\E � 1=4
or N[E þ 1=4.

The resulting frequency tuning is practically effective only for smaller values of
N (approximately N\4� 6). Let us illustrate this with a simple example. Let
k ¼ 170 s�1; x ¼ 20 s�1.Thus N ¼ k=x ¼ 8:5. This value corresponds to l� \ 1.
However, when to reduce the speed of rotation just about to 1.1 s�1 (which is quite
possible in the real conditions), such as N ¼ 9; for integer values of N we have
l ¼ lþ[ 1, therefore the level of vibrations is increased. Thus in this case the
frequency criterion was not a reliable one. In such cases it is more appropriate to
require lþ\½l�, taking ½l� ¼ 1þ ½Dl�, where ½Dl� is the small positive addition
(for example, ½Dl�\0:05� 0:1). Then on the basis of (4.33) we get

N[ 0�1 ln
1þ ½Dl�
½Dl� : ð4:44Þ

At 0N[ 3 we have 0:96\l\1:04; it means that excited accompanying oscil-
lations are practically damped for the duration of one revolution of the input link.

Let us note here that the limiting conditionl\½l� is highly desirable even in case of
elimination of the obvious reasons of excitation of the accompanying oscillations,
because the periodic disturbances, caused by random factors, are always there.
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These disturbances are not included in the engineering calculations, which in case of
having large values of l can significantly increase the intensity of oscillations.

Engineering recommendations for dynamic synthesis of the cam mechanisms,
taking into account the excited oscillations Based on the above mentioned
analysis, the following conditions, which exclude the possibility of significant
distortion of the kinematic characteristics of the given program motion, can be
summarized as follows:

1. The discontinuities in position function PðuÞ and in first and second transfer
functions P0ðuÞ ¼ dP0=du and P00ðuÞ ¼ d2P=du2 should be eliminated.

2. Since in case of small values of m ¼ Dt = T ðm\0:25Þ the smooth change in
acceleration is practically equivalent to soft impact, acceptable should be (with
allowance) Dt[ ð2� 3ÞT , where T ¼ 2p = k is the period of free oscillations.

3. In order to restrict the dynamic effect of oscillations, excited during the previous
cycles of motion, the maximum value of the coefficient of accumulation of dis-
turbances lþ should be restricted. In particular, when ½l�\1:1, it is necessary to
require that N ¼ k=x0 [ 2:40�1. If, for example, 0 ¼ 0:2, then the natural fre-
quency k should be at least 12 times higher than the angular velocity of the camx .

During the process of rational dynamic synthesis of the laws of motion, taking
into account the oscillations, there occurs a problem with opposite tendencies of
effect of duration of transitional sector of the diagram of acceleration, determined
by parameter sj. On the one hand in case of an increase in sj the value of P00j jmax
increases due to the reduction in the fill factor (see Sect. 1.2.3), on the other hand,
the average j0ð0Þ decreases. In such cases we can decisively select this parameter,
providing the minimum value of P00j jmaxð1þ lj0Þ:

It should be noted, however, that the range of possible control by setting the
parameter sj is relatively small ðsj � 0:15. . .0:35Þ. Relying on (4.34) we can for-
mally conclude that in the acceleration function of the output link, we should
eliminate the jump of derivatives of the highest possible order. We know various
laws of motion, described by polynomials, which satisfy this requirement for
derivatives of up to the fifth order and above. However, the practical use of these
laws poses at least two risks. First of all, the elimination of the jump of derivatives
does not exclude the possibility that the equivalent effect can remain in case of an
abrupt change of the derivative; it can be reflected in corresponding value of the
equivalent jump (see above). In addition, the higher the order of the derivative of
the function PðuÞ, which is converted to zero at the beginning and end of the phase
of motion, the more the levels of the graph of function PðuÞ “spread” when
approaching the extreme points (Fig. 4.11).

Let us assume that the accuracy of manufacturing determines some strips of
width D, within the limits of which the value of the function P is not guaranteed.
Then in principle it is possible that the angle of rotation, corresponding to the
working stroke, can be reduced from ux to u�x . This can lead to the substantial
increase in the value of P00max, as it is inversely proportional to the square of the
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corresponding phase angle. Furthermore there can be impacts at the beginning and
the end of the cycle. We can accordingly conclude: the smoother the curve PðuÞ
approaching towards the extreme values or, in other words, the higher the order of
the derivative, converting at these points into zero, the stricter should be the
technological requirements for reproduction of the given characteristics. Otherwise
we create a false and harmful illusion of an optimum solution of the dynamic
problem. This example is another clear demonstration of the importance of a
comprehensive approach to solving the modern problems of machines’ mechanics.

The mechanisms with unilateral constraints are widely used in modern
machines, in which for the prevention of the loss of contact in the kinematic pairs
the forced closure is used, which is implemented by means of springs. The spring
closures are mostly seen in cam mechanisms, however, the terminal springs are
often installed in links of lever, cam-lever and other mechanisms to partially or
completely prevent the inter-mating of the working surfaces of the kinematic pairs,
taking place during the changeovers in the clearances. This problem will be dis-
cussed in detail in Sect. 5.6.

4.2 Forced Vibrations of the Systems, with Finite Number
of Degrees of Freedom

4.2.1 Harmonic Excitation

Discarding the dissipative forces, we get the system of differential equations, which
looks like:

a€qþ cq ¼ F cos xt; ð4:45Þ

where a; c are the square matrices of the inertial and quasi elastic coefficients;
q; �q;F are vector-functions of the generalized coordinates, generalized accelerations
and amplitudes of harmonic generalized forces. Accepting q ¼ A cosxt, where A is

Fig. 4.11 To the analysis of
dynamic characteristics in the
vicinity of dwells
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the amplitude vector, after substitution in (4.45) we obtain the linear system of
algebraic equations

ðc� ax2ÞA ¼ F: ð4:46Þ

The roots of which are the sought-for amplitudes of the forced oscillations.
Let us recall here that Eq. (4.46), when F ¼ 0, describes the free oscillations.
Hence when A 6¼ 0 and replacing x with the “natural” frequency k, the condition
detðc� k2aÞ ¼ 0 or next matrix equation ða�1c� k2EÞ¼0; where E is the identity
matrix; a�1 is the inverse matrix of inertial coefficients, should be satisfied. As per
the theory of matrix, it follows that the parameters k21; . . .; k

2
H are the eigenvalues of

the matrix a�1c, and shape factors are the eigenvectors of this matrix. When x ¼ kr
without taking into account the dissipation, A!1 (resonance).

In order to clarify the features of the forced vibrations of the systems with finite
number of degrees of freedom, we will consider the machine’s drive (Fig. 4.12).
The drive consists of the motor D, connected using an elastic coupling with the
main shaft, out of which S mechanisms branch-out. Each mechanism is displayed
as a sub-system with one degree of freedom. The harmonic forcing moment
M ¼ M1 cosxt is applied to the main shaft.

We will write the expressions for kinetic and potential energies, taking the
deformations of the elastic elements as the generalized position coordinates
qi ði ¼ 1; . . .;HÞ.

Let us exclude, the cyclic coordinate q0 ¼ x0t, equal to the angle of rotation of
motor, from consideration during the analysis of steady oscillations (see item 3.2).

T ¼ 0:5½J1 _q21 þ
PH
j¼2

Jjð _q1 þ _qjÞ2�;

V ¼ 0:5
PH
i¼1

ciq2i :

Then a11 ¼
PH

i¼1 Ji; a1j ¼ Jj; ajj ¼ Jj when j ¼ 2; . . .;H; cii ¼ ci (the
remaining coefficients are zero). The system of differential equations has the form

Fig. 4.12 Dynamic model with the finite number of degrees of freedom
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a11€q1 þ
PH
j¼2

a1j€qj þ c11q1 ¼ M1 cosxt;

a21€q1 þ a22€q2 þ c22q2 ¼ 0;
. . .
aH1€q1 þ aHH€qþ cHHqH ¼ 0:

9>>>>=
>>>>;

ðj ¼ 2; . . .;HÞ: ð4:47Þ

After substitution of solution qi ¼ Ai cosxt in (4.47) we get

ðc1 � x2a11ÞA1 � x2
XH
j¼2

a1jAj ¼ M1;

. . .

� x2aj1A1 þ ðcj � ajjx
2ÞAj ¼ 0

9>>>>=
>>>>;

ðj ¼ 2; . . .;HÞ: ð4:48Þ

From the last H � 1 equations we express Aj in terms of A1

Aj ¼ x2aj1
cj � ajjx2 A1 ð4:49Þ

and substituting (4.49) in the first equation of the system (4.48), we determine A1

A1 ¼ M1 c1 � x2
XH
i¼1

Ji þ
XH
j¼2

Jjx2

cj � Jjx2

" #( )�1
; ð4:50Þ

According to (4.50) A1 !1, when the denominator converts to zero; at the
same time x ¼ kr i.e. to the “natural” frequencies of the system that corresponds to
the resonant modes. In case of cj � Jjx2 ¼ 0, (i.e. when the frequency of the
driving force is equal to the partial frequency x ¼ pj ¼

ffiffiffiffiffiffiffiffiffi
cj=Jj

p
) the denominator of

the expression (4.50), enclosed in curly braces, increases indefinitely. This case,
where A1 ! 0, is called anti-resonance.

The typical AFC is shown in Fig. 4.13. Let us observe here that for the identical
mechanisms ðcj ¼ c; Jj ¼ JÞ, the considered drive has two distinct natural

Fig. 4.13 Amplitude-frequency characteristic
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frequencies and H � 2 identical natural frequencies kr ¼ p ¼ ffiffiffiffiffiffiffi
c=J

p
, which in case

of H[ 3, turnout to be multiples.
However, the multiplicity of the frequencies, due to the structure of the quadratic

forms, does not lead in this case to the anomalous solutions, associated with the
emergence of the so-called “secular” members, whose amplitude increases infi-
nitely. Although in this case the number of distinct roots, in the working frequency
range reduces, the multiple frequencies often give the negative effect, as in this case
there is an occurrence of beats and the overall vibration activity of the drive
increases.

4.2.2 Normal Coordinates

Let us consider the oscillation system with two degrees of freedom, and shift from
the original generalized coordinates q1 and q2 to the new coordinates h1 and h2.
Then after substituting in the second-kind Lagrange equations with H ¼ 2 and
Aik ¼ aik ¼ const we have

T ¼ 0:5 ½a11ð _h1 þ _h2Þ2 þ a22ðb1 _h1 þ b2 _h2Þ2 þ 2a12ð _h1 þ _h2Þðb1 _h1 þ b2 _h2Þ�
¼ 0:5 ða1 _h21 þ a2 _h

2
2 þ 2a� _h1 _h2Þ;

V ¼ 0:5 ½c11ðh1 þ h2Þ2 þ c22ðb1h1 þ b2h2Þ2 þ 2c12ðh1 þ h2Þðb1h1 þ b2h2Þ�
¼ 0:5 ðc1h21 þ c2h

2
2 þ 2c�h1h2Þ:

9>>>>>=
>>>>>;
ð4:51Þ

It is assumed here that:

a1 ¼ a11 þ 2b1a12 þ b21a22;

a2 ¼ a11 þ 2b2a12 þ b22a22 ;

c1 ¼ c11 þ 2b1c12 þ b21c22;

c2 ¼ c11 þ 2b2c12 þ b22c22:

9>>>>=
>>>>;

ð4:52Þ

a� ¼ a11 þ ðb1 þ b2Þa12 þ b1b2a22;
c� ¼ c11 þ ðb1 þ b2Þc12 þ b1b2c22:



ð4:53Þ

Let us assume the coefficients b1 and b2 as two unknown parameters in the
system of equations obtained from (4.53) when a� ¼ 0 and c� ¼ 0. To solve this
system of equations we use the substitution of b1 þ b2 ¼ y1; b1b2 ¼ y2. Then,
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y1 ¼ a22c11 � a11c22
a12c22 � a22c12

; y2 ¼ a11c12 � a12c11
a12c22 � a22c12

:

On the basis of the Viet formulae, we write the following quadratic equation
b2 � y1bþ y2 ¼ 0; the roots of which are the sought-for values b1 and b2. We can
show that these roots are the form factors.

Next substituting (4.51) in the Lagrange Eq. (3.5), we have

a1€h1 þ c1h1 ¼ P1;

a2€h2 þ c2h2 ¼ P2:

)
ð4:54Þ

The new dependencies for the generalized forces are easily determined from the
balance of works on the virtual displacements: dW ¼ Q1dq1 þ Q2dq2 ¼
ðQ1 þ b1Q2Þdh1 þ ðQ1 þ b2Q2Þdh2:

Hence,

P1 ¼ Q1 þ b1Q2; P2 ¼ Q1 þ b2Q2: ð4:55Þ

In the new coordinates h1 and h2, called normal or principal; each of these h1
and h2 can be determined from the corresponding differential equation of the second
order, not from the system of equations, which, of course, is much easier:

ai hi
::

þ cihi ¼ Pi ði ¼ 1;HÞ:

According to (4.54), the “natural” frequencies are equal to ki ¼
ffiffiffiffiffiffiffiffiffiffi
ci=ai

p
.

In case of transition to the normal coordinates for the systems with H degrees of
freedom, it is convenient to use the matrix form of solution. In this case the inertial
and quasi-elastic coefficients ar and cr are defined as follows:

½b�T½a�½b� ¼ diag a1; . . .; aHf g;
½b�T½c�½b� ¼ diag c1; . . .; cHf g; ð4:56Þ

and the new generalized forces as

Pr ¼
XH
i¼1

Qibir: ð4:57Þ

After solving the differential equations of type (4.54), the original generalized
coordinates are defined as follows:

qi ¼
XH
r¼1

birhr: ð4:58Þ
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In conclusion we will emphasize that the normal coordinates with rare excep-
tions, have no physical meaning, i.e. do not correspond in the general to the actual
movement of the elements of the system. Their use is just a convenient way to
transform the original system of equations, facilitating the analysis and engineering
calculations. In particular using the normal coordinates we can more accurately take
into account the hysteretic dissipative forces (see Chap. 6).

4.3 Dynamic Unloading

General information about the unloading devices As it was noted above, one of
the ways to reduce or redistribute the forces, acting on the links or reactions in the
kinematic pairs, is associated with the installation of special unloading devices. It
was shown above that the main source of vibrations are the variable driving forces
that are caused not only by the performed technological process, but by the large
inertial loads, arising out of the given program motion of the links. With the help of
the unloading devices, we attempt to reduce, or at least to “smoothen” the per-
turbation function. The use of such devices, as the engineering practice shows, is
often a very effective method for reducing the vibration activity and wear and tear
of the parts of the kinematic pairs, which in turn increases the durability and
longevity of the machine [39, 51, 58, 64, 81].

In the simplest case the role of the unloader can be performed by an ordinary
spring. This is easily seen from the following example. Let the output link of the
mechanism with mass m move according to the law of motion yðtÞ ¼ y0 cosxt
(Fig. 4.14).

If we set the spring between the output link and the body, then m€y ¼ R� c0y,
where c0 is the spring’s stiffness coefficient; R is the projection of reaction from the
mechanism’s side, acting as the driving force. After substituting yðtÞ, we have
R ¼ ðm€yþ c0yÞ ¼ ðc0 � mx2Þy0 cosx t: It is obvious that R ¼ 0 when x ¼ x� ¼ffiffiffiffiffiffiffiffiffiffi

c0=m
p

. We have already come across the similar effect in the example of the cam
mechanism, with the spring closure (see Sect. 4.1.2), when it turned out that at a
certain frequency of rotation x ¼ ks, the cam is subjected to the action of the

Fig. 4.14 Reactions in case
of dynamic unloading
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constant component of the closing force; whereas the variable harmonic component
is balanced by the force of inertia of the cam follower during its program move-
ment. The graphs of the maximum reactions R0

max, Rmax in the absence of the
unloading device (curve 1) and after its installation (curve 2) are shown in Fig. 4.15.
When x ¼ x� ¼

ffiffiffiffiffiffiffiffiffiffi
c0=m

p
, we have R0

max ¼ 0. It is to be noted here that x� is not
equal to the “natural” frequency k ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðc0 þ cÞ=mp

, where c is the reduced coef-
ficient of stiffness of the mechanism. Usually x� � k and only when the output link
is disconnected from the drive ðc! 0Þ, we have x� ! k.

The point of intersection of the two curves, determines the frequency interval
x[x0 ¼ x�=

ffiffiffi
2
p

, at which the installation of the unloader has a positive effect. At
start-up RmaxðxÞ ¼ c0y0 ¼ mx2

�y0; therefore the installation of the unloading device
leads to an increase in the starting torque. This is a drawback, which can be
eliminated, by using an unloading mechanism with frequency tuning [18, 64].

Regardless of the design features, the unloading device is usually an accumulator
of potential or kinetic energy. In the first case we use the springs or pneumatic
devices (Fig. 4.16); whereas in the second case, we use the inertial links, driven by
special balancing mechanisms, which in most cases are lever and cam mechanisms
with significantly massive output links. For the first type of unloading devices, the

Fig. 4.15 Determination of
the x0

Fig. 4.16 Drawings of the dynamic unloading devices
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counteracting force is the position function and does not depend on the velocity,
whereas the counterbalanced dynamic loads are proportional to the square of the
angular velocity of the input link. Therefore these devices should be tuned for a
given velocity regime. In the devices of the second type, the unloading forces are
also proportional to the square of the angular velocity; therefore with respect to
dynamic components of the loads they are the followed load. In more advanced
unloading devices there is always a program carrier, which usually comprises of a
cyclic mechanism, such as a cam or lever mechanism.

To improve the efficiency of the unloader and to eliminate the possibility of
additional excitation of vibrations in the system, its place of installation should be
as close to the source of the oscillations as possible. As per the given point of view,
it is advisable to attach it directly to the output link of the basic mechanism. In
Fig. 4.17 we can see various types of the unloading devices, which consist of a
simple lever mechanism and a spring (in Fig. 4.17b, c only the output link of the
basic mechanism and the loader are represented).

To compensate the inertial loads of the output link, the unloader must store energy
during run-out and return it during the run-in period. This is achieved by the change of
sign of the unloading moment during the transition from a run-into a run-out.

Methods of calculation In general, the absolute value of the reaction from the
working part on the machine’s drive is equal to

Rj j ¼ R� þ Uj j; ð4:59Þ

where R� is the reaction in the absence of the unloading device; U is an additional
component of the reaction after the installation of the unloading device.

If we use the spring based unloader (see Fig. 4.14b) then

U ¼ u0 þ u1y; ð4:60Þ

where u0 is the preliminary deformation of the spring; u1 ¼ c0 is the stiffness
coefficient of the spring. The function R�ðyÞ in general case may not be equal for the

Fig. 4.17 Spring based dynamic unloading devices
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direct and the reverse stroke. Following the method of least squares, we determine
the parameters u0 and u so as to provide the minimum of at the functional

W ¼
I
ðR� þ UÞ2dy! min: ð4:61Þ

Let R�ðyÞ be two-valued function, namely ~R�ðyÞ for the direct stroke and R
 
� for the

reverse stroke. Then the condition of (4.61) is met by

oW
oui
¼ 2

Zymax

0

ð~R� þ UÞ oU
oui

dyj j þ
Zymax

0

ðR � þ UÞ oU
oui

dyj j
2
4

3
5 ¼ 0 ði ¼ 0:1Þ: ð4:62Þ

If y ¼ PðuÞ, where u is the rotation angle of the input link, then
dyj j ¼ P0ðuÞj jdu, where P0ðuÞ is the first geometric transfer function of the
mechanism. Taking into account that in accordance with (4.60) oU=ou0 ¼ 1 and
oU=ou1 ¼ y; on the basis of (4.62) we obtain the system of the two linear algebraic
equations with respect to u0 and c0

2Pmaxu0 þPmaxc0 ¼ S1;

P2
maxu0 þ

2
3
P3

maxc0 ¼ S2;

9=
; ð4:63Þ

where S1 ¼ �
R 2p
0 R�ðuÞ P0ðuÞj jdu; S2 ¼ �

R 2p
0 R�ðuÞPðuÞ P0ðuÞj jdu.

If the function R�ðuÞ is defined by a table, chart, or with the complex analytic
form, then S1 and S2 can be determined with any method of the numerical inte-
gration. On the basis of (4.63) we have

u0 ¼ ð2S1Pmax � 3S2Þ=P2
max; c0 ¼ 3ð2S2 �PmaxS1Þ=P3

max: ð4:64Þ

In Fig. 4.18 the typical graphs R�ðyÞ, UðyÞ and the graph of the resulting reaction
after the installation of the unloader R1ðyÞ ¼ R�ðyÞ þ UðyÞ are represented as an
illustration. From the graphs it follows that in this example the maximum reaction

Fig. 4.18 To analysis of the
efficiency of dynamic
unloading
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on the output link is reduced by about 4 times. In case of the harmonic movement of
the working part (see above) the graph of the dynamic component of the reaction
R�ðyÞ degenerates into a straight line, and UðyÞ into its mirror image. At the same
time for the specified frequency x� the graph R1ðyÞ coincides with the horizontal
axis, i.e. we have absolute dynamic unloading.

In case of use of the unloading devices we should, however, take into account
the possibility of the substantial reduction of the reactions in the kinematic pairs,
that can lead to the arising of the vibration activity in the clearances of the kine-
matic pairs (see Chap. 7). Additionally, when using the spring type unloaders, it is
necessary to check the level of the spring’s oscillations (see Sect. 5.6).

4.4 Synthesis of the Cyclic Oscillatory Systems
with Quasi-Constant Amplitude-Frequency
Characteristic

This section is dedicated to the synthesis of one type of the cyclic mechanisms, for
which we can make a significant qualitative transformation of the traditional fre-
quency response with the appropriate selection of parameters. The detected anomaly
of this characteristic can be used to create the mechanisms with the nearly constant
amplitude of oscillations of the actuators regardless of the frequency of excitation.
Apart from that, in case of resonance ratio of frequencies and effect of linear
resistance, discovered is, at first glance, a paradoxical behavior of the oscillating
system, when the dissipation of the resonant amplitude approaches zero [60, 70].

Such mechanisms may find application in technological and transport operations
that require high-frequency displacements of actuators and in robotic systems,
because of the small power requirements and the possibility of relatively simple
regulation of the parameters of movement.

4.4.1 Dynamic Model and Its Modifications

Let us consider the dynamic model of the cyclic mechanism, mounted on the
movable platform 0 with mass m0, for showing which we have illustrated a lever
mechanism in Fig. 4.19a.

The center mass of the crank 1 with the mass m1 is displaced relative to the axis of
rotation at a distance O1S ¼ R. Installed between the platform and the frame is an
elastic element with stiffness coefficient c0 and dissipation coefficient w0. The output
link is represented in the form of oscillatory system m2 � ðc1; w1Þ � m3 � ðc2;w2Þ–
frame, where mi; ci wi are the reduced values of mass, stiffness and dissipation
coefficients. Let the input link rotate with constant angular velocityx. Taking as
generalized coordinates, the movement of the platform y1 ¼ q1ð Þ, displacement of
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the mass m3 y3 ¼ q2ð Þ and temporarily omitting the dissipative terms, we write the
system of differential equations as follows:

M€q1 þ ðc0 þ c1Þ q 1 � c 1 q2 ¼ �c1 r0 sinx t þ m 1x
2R sinx t þ m2x

2 r0 sinx t þ Q1;

m 3€q2 � c1q1 þ ðc 1 þ c 2Þ q 2 ¼ �c 1r0 sinx t þ Q2;




ð4:65Þ

where r0 ¼ O1D; M ¼ m0 þ m1 þ m2; Q1;Q2; are non-conservative generalized
forces (force of gravity can be excluded from the equations, as the measurement
reference of the generalized coordinates is made from the position of static
equilibrium).

4.4.2 Systems with One Degree of Freedom

Let y3 
 0; then the system has a single degree of freedom and is described with the
differential equation

Mq
::þv _qþ ðc0 þ c1Þq ¼ �½c1r0 � x2ðm1Rþ m2r0Þ� sinx t; ð4:66Þ

where v is the reduced coefficient of linear resistance; here and below only kine-
matic excitation is retained ðQi ¼ 0Þ:

If we accept c1r0 ¼ x2ðm1Rþ m2r0Þ, then there occurs an instance of dynamic
unloading, when at a certain frequency x� the kinematic excitation is completely
compensated with the restoring force of the elastic element c1 (see Sect. 4.3).
However, in this case we are faced with another problem to provide for the
oscillation of platform with an amplitude, which is independent (or the weakly

Fig. 4.19 Dynamic models
of the mechanisms with
anomalous characteristics
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dependent) of the changes in x. In accordance to (4.66) the amplitude of forced
oscillations is determined as follows:

A ¼ c1r � x2 m1Rþ m2r0ð Þ		 		
ðc0 þ c1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� z2Þ2 þ 4d2z4

q ; ð4:67Þ

where z ¼ x=p is the coefficient of the frequency detuning; p �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðc0 þ c1Þ=M
p

; d ¼ w� is the dissipation coefficient; w� is the reduced dissipation
coefficient.

In case of dynamic synthesis of the system, we will define additional conditions:

c1r= m1Rþ m2r0ð Þ ¼ p2: ð4:68Þ

Taking into account (4.68) on the basis of (4.67) we have

A ¼ A� ¼ c1r0=ðc0 þ c1Þ: ð4:69Þ

For clearer physical understanding of the investigated problem, let us first
consider a special case, in which the crank 1 is balanced (R ¼ 0) and there are no
dissipative forces (d ¼ 0). Then formula (4.67) takes the form

A ¼ r0
1� x2=k2
		 		

ð1þ fÞ 1� x2=p2j j ; ð4:70Þ

where k ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
c1=m2

p
; f ¼ c1=c0.

The expression dA
dx ¼ 0 leads to the obvious condition k ¼ p; therefore c1=c0 ¼

m2=ðm1 þ m0Þ and according to (4.70)

A ¼ r0=ð1þ fÞ ¼ const: ð4:71Þ

This result indicates the non-trivial situation, when the “amplitude-frequency
characteristic” (AFC) does not depend on the frequency of excitation. It is easily
seen that the “natural” frequency of the system p is equal to the “natural” fre-
quencies of the two subsystems, obtained in case of disconnection of the kinematic
connection in the joints D (see Fig. 4.19). This means that in case of “hard”
connection of the two subsystems, the “natural” frequency remains unchanged.

Further we shall return to the consideration of the general case corresponding to
the initial model. Then

A ¼ c1r0 � x2 m2r0 þ m1Rð Þ		 		
ðc0 þ c1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� z2Þ2 þ 4d2z4

q ¼ r0k2 ½1� x2ð1þ ql1Þ=k2�
		 		

p2ð1þ fÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� z2Þ2 þ 4d2z4

q ; ð4:72Þ

where q ¼ R=r0 ; l1 ¼ m1=m2.
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In case of satisfying the condition k2=ð1þ qlDÞ ¼ p2 on the basis of (4.72) we
have

A ¼ r 1� z2
		 		

ð1þ fÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� z2Þ2 þ 4d2z4

q : ð4:73Þ

Taking into account that on the other hand p2 ¼ k2ð1þ fÞ=lR, where
lR ¼ 1þ l0 þ l1, li ¼ mi=m2, we have the additional equation of the connection
between the dimensionless parameters:

f ¼ lR= ð1þ ql1Þ � 1[ 0: ð4:74Þ

We note that in case of the given additional condition the dimensionless natural
frequency ~p ¼ p=k depends only on the product of ql1 (Fig. 4.20).

In dimensionless form the final dependence, describing the amplitude-frequency
characteristic (AFC), has the form

a ¼ a�jðz; dÞ: ð4:75Þ

where a ¼ A=r0; a� ¼ ð1þ fÞ�1 ¼ ð1þ ql1Þ=M is the amplitude of the forced
vibrations of the platform and the “static” amplitude; jðz; dÞ is the factor of
dynamicity, defined as

j ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4d2z4=ð1� z2Þ2

q
: ð4:76Þ

(here and below the term “dimensionless” is omitted).

Fig. 4.20 Graph of the
dimensionless “natural”
frequency
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Then we will determine the oscillations of the output link:

y2=r0 ¼ sinxt � a sinðxt � cÞ; ð4:77Þ

where c ¼ arctan½2dz=ð1� z2Þ�.
Using (4.76), we can show that

b ¼ max ðy2=rÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� a cos cÞ2 þ a2 sin2 c

q
; ð4:78Þ

where b is the amplitude of the output link 2.
The family of quasi-constant amplitude frequency characteristics aðzÞ of the

platform 1 and bðzÞ for the driven member 2, obtained on the basis of (4.74)–(4.77),
is represented in the Fig. 4.21. The following input data are used for making graphs:
l0 ¼ 2; lD ¼ 0:5; d ¼ 0:03: Double indexation of the curves corresponds to
a� q; b� q (the numbers correspond to the numerical value of the parameter
q ¼ R=r).

Chart analysis reveals the following features of frequency response (AFC):

• With the exception of the narrow frequency range, in the vicinity of the reso-
nance zone z ¼ 1, the amplitude of forced oscillations of the platform (link 0)
and the output link 2 practically remains constant.

• In case of resonance ðz ¼ 1Þ, the amplitude of the platform turns to zero (anti-
resonance) and for the output link 2, it takes the value
b ¼ 1 ðA2 ¼ maxðy2Þ ¼ r0Þ, which corresponds to resonance.

When q ¼ 0; q ¼ 1 we have a\ b and when q ¼ 3 the amplitude of the
platform exceeds the amplitude of the output link. Of utmost interest is the extreme
case a ¼ b. Accepting in case of the absence of dissipation in (4.78),

Fig. 4.21 Family of the
amplitude-frequency
characteristics
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b ¼ a; ðc ¼ 0 ;pÞ, we obtain a ¼ b ¼ 0:5. As in this case a ¼ a�, the extreme
value of q ¼ q� is determined as

q� ¼ 0:5ðl0 � 1Þ=l1: ð4:79Þ

Thus, if q\q�, we have a\b and a[ b when q[ q�. In particular, for the
above set parameters we obtain q� ¼ 1:5. For a more detailed study of the behavior
of the system directly in the resonance zone in Fig. 4.22a the relevant frequency
range is selected. Apart from the modes shown in Fig. 4.22b, the frequency
response (AFC) for the regime q� ¼ 1:5 is presented (a—curve 1, b—curve 2).

The analysis of the graphs shows that when q\q� the platform and output link’s
phase of the oscillations, when entering the resonance zone, remains unchanged
(curves a� 0 ; b� 0), and on the contrary, when q[ q� it reverses (curves
a� 3 ; b� 3). When q ¼ q� and some distance from the resonance region, as
might be expected, a � b � a�. This regime is illustrated in Fig. 4.5b (a—curve 1;
b—curve 2). Let us note here that the similar situation arises in case of dynamic
dampening, when at a certain frequency the response of the unloader, on the subject
of vibration protection, “balances” the external excitation.

In our case, however, there are significant differences. First of all, the dynamic
damper along with the protected object, form an oscillating system, with many
degrees of freedom, but at least two, while the considered system has one degree of
freedom. From the given point of view, this effect is closer to the so-called dynamic
unloading (see Sect. 4.3). Secondly, in case of the dynamic dampening, the
accounting of the dissipation leads to some finite value of the amplitude of oscil-
lations, which is different from zero and dependent on the level of dissipation. In the
given system, when z ¼ 1 the amplitudes are a ¼ 0; b ¼ 1, regardless of the level
of dissipation.

The graphs y1ðtÞ; y2ðtÞ obtained by computer simulation using q ¼ q� ¼ 1:5
(for remaining data see above) are represented in the Fig. 4.23. In the non-resonance
zoneðz ¼ 0:7; Fig. 4.23a) the amplitudes of oscillations correspond to the above-
obtained values (see Fig. 4.22b) and phases of oscillations of the links 0 and 3 are

Fig. 4.22 Amplitude-frequency characteristics in resonance zone
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displaced on p. In the resonance zone (z ¼ 0:997; Fig. 4.23b) the amplitude of the
platform tends to zero, while the amplitude of the driven link tends to one.
(Accepted value of z is slightly different from one, to illustrate the phase shift, close
to the value p=2, at which curve 1 degenerates into a straight line.)

It should be noted that in case of intersection of the resonance zone the system
usually does not have time to enter the steady state. However, the decrease in the
amplitude of the platform’s oscillations, in the resonant zone, appears quite clearly
(Fig. 4.24).

The oscillations y1ðtÞ; y2ðtÞ in case of change in coefficient of frequency de-
tuning z ¼ x=p in the range 0\ z\ 2 for the two cases, are represented in the
Fig. 4.25 fulfilment of the conditions of quasi-constant frequency response (AFC)
(curves 1) and in case of the traditional kinematic excitation (y�1; y

�
2, curves 2). The

graphs clearly show the significant differences in both the modes.
For the slider-crank mechanism (Fig. 4.19b) the position function with sufficient

accuracy can be described by the bi-harmonic function

PðuÞ ¼ r0ðsinuþ 0:25k sin 2uÞ;

where r0 is the radius of the crank; k ¼ r0=‘; ‘ is the length of the coupler.

Fig. 4.23 Oscillations in the
non-resonance and resonance
zones: 1 y1ðtÞ; 2 y2ðtÞ

Fig. 4.24 Transition across
the resonance zone
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We will require that for the main harmonic j ¼ 1, the condition (4.69) should be
satisfied. Then when z ¼ 1 ðx ¼ pÞ we have Aj ¼ 0; and when z ¼ 0:5 ðx ¼ 0:5pÞ
we get

A1 � A1�; A2 ¼ 0:125kA1�=ðl1qdÞ: ð4:80Þ

It is assumed that the mass of the connecting rod is statically substituted with
lumped masses in the joints D and B. It follows from (4.80) that in the balancing of
the crank (R ¼ 0) at the resonant frequency in the second harmonic x ¼ 0:5pð Þ.

4.4.3 Systems with Two Degrees of Freedom

Let us turn to the dynamic model with two degrees of freedom, which corresponds
to the system of differential equations (4.65). Without narrowing the scope of
generality in the formulation of the problem, we perform parametric synthesis of the
oscillating system with anomalous properties in the case of monoharmonic exci-
tation (see Fig. 4.19a).

In the absence of dissipation (d ¼ 0) and R ¼ r the amplitude of forced vibra-
tions of the platform is defined as follows:

A1 ¼ �r0 c1c2 � ½c1m3 þ ðc1 þ c2Þm�1�x2 þ m�1m3x4

m3ðm0 þ m�1Þx4 � ½ðm0 þ m�1Þðc1 þ c2Þ þ m3ðc0 þ c1Þ�x2 þ c0c1 þ c0c2 þ c1c2
:

ð4:81Þ

where m�1 ¼ m1 þ m2:

Fig. 4.25 Comparison of the oscillation regimes
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We introduce the following notation: c0=c1 ¼ f0 ; c2=c1 ¼ f2 ; m0=m�1 ¼ l0 ;
m3=m1 ¼ l2 ; c1=m1 ¼ X2 ; x=X ¼ z: It can be shown that dA1=dx vanishes when

l22ðf0 � l0Þz4 � 2l2½f0ð1þ f2Þ � l0f2�z2 þ f0l2 þ ð1þ f2Þ½f0ð1þ f2Þ � f2l0� ¼ 0:

ð4:82Þ

Condition (4.82) shows that the frequency factor z can be eliminated from the
equation only when l2 ¼ 0, i.e. for a system with one degree of freedom. So in this
case the point is not the constant amplitude, but the condition of extreme. At the
same time, this condition characterizes the level of the derivative dA0=dx; therefore
its small values can be used to obtain the quasi constant amplitudes of the forced
oscillations. For this purpose we take relatively small values of l2 and introduce
one of the additional requirements of the form:

f0ð1þ f2Þ � l0f2 ¼ 0; ð4:83Þ

f0l2 þ ð1þ f2Þ½f0ð1þ f2Þ � l0f2� ¼ 0: ð4:84Þ

In the first case, corresponding to the condition (4.83), the coefficient at z2

vanishes, and under the condition (4.84) vanishes the free term. As shown in
analysis, from the point of view of the specified problem, the preferable condition is
(4.84). At the same time there are two extremes: when zext ¼ 0 and
zext ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2f0=½l0 þ l2f0f2ð1þ f2Þ�

p
.

It can be shown that these extremes are “weak”, which manifests itself in small
changes of the derivative dA0=dx in the vicinity of these values. The latter, of
course, indicates the quasi-constant character of the variations in amplitudes.

Observing the conditions of (4.83) and wi ¼ 0 zext ¼
ffiffiffi
4
p

f2=l2: Interestingly, in
this case the amplitudes of the forced vibrations when z ¼ 0 and when z!1
coincide.

Further, for the correct accounting of the frequency-independent dissipation that
is typical for the actual mechanisms, we make the transition to the normal coor-
dinates gi according to the expressions

q1 ¼ g1 þ g2; q2 ¼ b1g1 þ b2g2: ð4:85Þ

Here b1 and b2 are the form factors, determined as the roots of the
following quadratic equation b2 � S1bþ S2 ¼ 0, where S1 ¼ f0 þ 1� ð1þ l0Þ
ð1þ f2Þl2 S2 ¼ �ðl0 þ 1Þ=l2.

After equivalent linearization of the dissipative forces it can be written as follows
(see Sect. 6.1.2)

aI€g1 þ vI _g1 þ cIg1 ¼ �r0½c1ð1� b1Þ � m�1x
2�;

aII€g2 þ vII _g2 þ cIIg2 ¼ �r0½c1ð1� b2Þ � m�1x
2�; ð4:86Þ
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where aI ¼ m0 þ m�1 þ b21m3; aII ¼ m0 þ m�1 þ b22m3; cI ¼ c0 þ c1 � 2b1c1 þ b21
ðc1 þ c2Þ; cII ¼ c0 þ c1 � 2b2c1 þ b22ðc1 þ c2Þ; vI; vII are the reduced to the cor-
responding form coefficients of the equivalent linear resistance.

On the basis of (4.86), the amplitude of the forced oscillations is determined as
follows:

A1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
1 þ B2

2 þ 2B1B2 cos ðc1 � c2 � a1 þ a2Þ
q

;

A2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b21B

2
1 þ b22B

2
2 þ 2b1b2B1B2 cos ðc1 � c2 � a1 þ a2Þ

q
:

9>=
>; ð4:87Þ

Here

B1 ¼
c1ð1� b1Þ � m1x2
		 		
cI

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� z21Þ2 þ 4d21z

2
1

q ; B2 ¼
c1ð1� b2Þ � m1x2
		 		
cII

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� z22Þ2 þ 4d22z

2
2

q ;

ci ¼ arctan
2dizi
1� z2i

; ai ¼ 0 ; when Qi [ 0 ; ai ¼ p; when Qi\0 ;

9>>>>=
>>>>;

ð4:88Þ

where zi ¼ x=pi; di ¼ wi=ð4pÞ; Qi is the right side of the corresponding
Eq. (4.86); wi is the reduced coefficient of dissipation.

Figure 4.26 shows the amplitude-frequency characteristic A1ðzÞ=r; where
z ¼ x=X; X ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

c1=m�1
p

, that corresponds to the following source data:
l0 ¼ 2; l2 ¼ 0:4; f0 ¼ 1; f2 ¼ 1; di ¼ 0:05.

The analysis of the graph shows that, except for the resonance zones the
amplitude of the forced oscillations remains relatively stable. In the zone of the first
resonance the amplitude decreases abruptly and is close to zero, and in the area of
the second resonance it has a slight splash in value, with subsequent stabilization.

When l2 ¼ 0:2 the deflection of the amplitudes in this area does not exceed
16 % of the mean value. It is to be noted that for smaller values l2 ¼ 0:2 the
amplitude when x!1 is close to the static amplitude, i.e. when x ¼ 0. Thus with
the accepted input data these amplitudes differ only by 6.6 %.

Fig. 4.26 Amplitude-
frequency characteristic
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If required, as well as for the model with one degree of freedom, in the zone of
the first resonance the condition A1 ¼ 0 can be achieved by selecting the parameter
q ¼ R=r0 (earlier it was taken as q ¼ 1). Analyzing (4.81), we can see that when
q 6¼ 1 the numerator should be m�1 ¼ m2 þ qm1, while the denominator remains
unchanged. This indicates that the parameter q affects only the frequency detuning
of the function of perturbations, without affecting the values of the “natural”
frequencies.
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Chapter 5
Dynamic Models with Variable
Parameters

5.1 Linearization of the Geometric Characteristics
of the Cyclic Mechanism in the Vicinity of the Program
Motion

Let us consider the simplest dynamic model of the mechanism, with nonlinear
position function, in which the drive is represented as an oscillatory contour with
one degree of freedom, and the output links are accepted as absolutely rigid
(Table 5.1, model 1). In this model the kinematic analog, which is represented with
nonlinear position function x ¼ PðuÞ, is “embedded” between the inertial elements
J and m. This model allows us to determine, in the first approximation, the dynamic
errors, occurring due to the torsional vibrations of the shaft, gears and other ele-
ments of the drive.

Let us accept the following notation: q is the angular deformation of the drive,
reduced to the input link; u� ¼ x0t is the “ideal” rotation angle of the input link;
u ¼ u� þ q is the angle of rotation of the input link taking into account the tor-
sional vibrations; F is the external force applied to the output link, which will be
taken as dependent on the time t and the angle u; c0; w are the coefficients of
stiffness and dissipation of the drive part of the mechanism.

Using the outlined in Chap. 3 method of mathematical description of models, we
can write the following differential equation

Jq
:: þ b0 _qþ c0q ¼ �P0ðuÞðmx:: þ FÞ; ð5:1Þ

where x
:: ¼ P00ðuÞðxþ _qÞ2 þP0q

::
.

In Eq. (5.1), the reduced dissipative moment, which is proportional to the
velocity _q is also taken into account [the relation between the coefficient of pro-
portionality b0 and coefficient of dissipation w see Sect. 6.1, formula (6.3)]. The
differential equation (5.1) is nonlinear, since the generalized coordinate and its
derivatives are included as arguments of nonlinear functions.
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Let us show that this equation, with the unimportant for dynamics simplifications
can be reduced to the form of a linear differential equation with variable coeffi-
cients. Preliminarily we divide the phase angle of turn 2p, which corresponds to the
total turnover of the input link, into time intervals, within which the functions
PðuÞ, Fðu; tÞ and some of the first derivatives of these functions on u do not have
discontinuities. Then expanding these nonlinear functions in Taylor’s series as per
the powers of the small values of q we have

P0ðuÞ � P0ðu�Þ þP00ðu�Þq;
P00ðuÞ � P00ðu�Þ þP000ðu�Þq;
Fðu; tÞ � Fðu�tÞ þ oF

ou ðu�tÞq:
ð5:2Þ

Let us call this procedure the linearization in the vicinity of the program motion.
We should not mix this procedure with such linearization, when in the selected
interval the nonlinear function is replaced with a linear one. In this case when we
have relatively large argument u� ¼ xt all the functions have maintained their
nonlinear properties and only the small angular deformations q are included into the
corresponding expressions as linear. In particular, according to the first dependency
(5.2) that can be interpreted as follows: in the small vicinity of the current value of
u� the curve P

0ðuÞ can be replaced by a tangent with variable slope P00ðu�Þ. This
simplification allows us to use the principle of superposition (see Sect. 4.1.2) valid
only for linear systems. After substituting (5.2) into (5.1), preserving in the
resulting expressions the linear members relative to the coordinate q and its
derivatives, we obtain

aðtÞq:: þ bðtÞ _qþ cðtÞq ¼ QðtÞ; ð5:3Þ

where

a tð Þ ¼ J þ mP02
� ; b tð Þ ¼ b0 þ 2mxP0

�P
00
� ;

c tð Þ ¼ c0 1þ c�1
o mx2 P002

� þP0
�P

000
�

� �þ c�1
0 ½P00

�F� þP0
�ð
oF
ou

Þ��
� �

;

Q tð Þ ¼ �P0
� mx2P00

� þ F
� �

:

:

Here the functions with argument u� are marked with an asterisk. In expression cðtÞ
the value of the function in the curly brackets is usually not much different one, so
c � c0 ¼ const:

For elastic shaft line, with variable reduced moment of inertia JðuÞ (see
Table 5.1, model 2), the differential equation is reduced to the form (5.1) when

a ¼ J�; b ¼ b0 þ J 0�x; c ¼ c0½1þ x2J 00=ð2c0Þ þM0
�=c0�;

QðtÞ ¼ �0:5x2J 0� þM�:
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Here M� ¼ Mðu�;tÞ is the external moment; J� ¼ Jðu�Þx; c0 is the coefficient of
stiffness of the drive; ð Þ0 ¼ d=du.

Let us pay attention to the double origin of the coefficient b, in which the first
summand corresponds to the dissipative factors and the second is equal to da=dt,
i.e. related to the change in the inertial coefficient. Another important factor,
determining the variability of the parameters of the dynamic model, is the change in
time of the reduced stiffness. It is often related to the variability of the angles of
pressure (see Sect. 2.6.3).

In Table 5.1 for a number of typical dynamic models with one degree of freedom
and variable parameters, the coefficients of the linearized differential equations and
absolute dynamic errors, i.e. deviation of the appropriating coordinate from the
ideal values in the absence of vibrations, are also given. In a number of coefficients,
the function v � 1, allowing to simplify the dependencies for calculation, is
highlighted.

5.2 Method of the Conditional Oscillator

5.2.1 General Information About the Method
of the Conditional Oscillator

To solve the differential equations, with variable coefficients, there are various
approximate analytical methods [11, 20, 31, 40], the choice of which mostly
depends on the specifics of the studied system and the goal of dynamic analysis.
Provided hereunder is the information about the method of the conditional oscillator
[59, 61–64, 75, 83], which can be attributed to the group of asymptotic methods of
analysis of linear time-varying systems, containing the “large” parameter.

This method is based on one analogy between the parametric variations of the
source system and forced oscillations of some auxiliary model, called the condi-
tional oscillator. The method is well adapted to the specific tasks of the dynamics of
mechanisms.

In particular, maintaining the unity of the approach, we can use this method to
investigate the parametric effects, associated with the loss of the dynamic stability
of the system and finding of the approximate solutions in both cases of “slow” and
“fast” changes of the parameters.

Let us consider the following differential equation, which describes the systems
with one degree of freedom

q
:: þ 2nðtÞ _qþ k2ðtÞq ¼ wðtÞ; ð5:4Þ

where q is the generalized coordinate; wðtÞ is the function of perturbations;
k2ðtÞ; nðtÞ are some functions of time, the first one of which is in the interval
t0; t�½ � and should be continuous, and the second one is continuously differentiated.
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Using the generalized Euler substitution, we introduce the new variable

y ¼ q exp �
Z t

0

nðtÞdt
24 35; ð5:5Þ

and reduce (5.4) to the following form:

y
:: þ p2 tð Þy ¼ W tð Þ; ð5:6Þ

where p2ðtÞ ¼ k2ðtÞ � n2ðtÞ � _nðtÞ; WðtÞ ¼ wðtÞ exp Rt
0
nðtÞdt

	 

:

Here and below by analogy with the term, used for systems with constant
parameters, the function pðtÞ is named as the “natural” frequency. In accordance
with the method of the conditional oscillator we find the solution for (5.6) as:

y ¼ DðtÞ cosUðtÞ: ð5:7Þ

Thus,

y
:: ¼ ðD:: � D _U2Þ cosUðtÞ � ð2 _D _Uþ D€UÞ sinUðtÞ: ð5:8Þ

Let us substitute (5.7) and (5.8) in (5.6) and equate the coefficients in case of cosU
and sinU in both parts of the equality:

2 _DXþ D _X ¼ 0; ð5:9Þ

p2 � X2 þ D
::
=D ¼ 0: ð5:10Þ

Here, XðtÞ ¼ dU=dt:
The condition (5.9) is the first order differential equation with separable variables

dD
D

¼ �0:5
dX
X

:

Hence,

D ¼ D0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X0=XðtÞ

p
; ð5:11Þ

where D0 ¼ Dð0Þ; X0 ¼ Xð0Þ.
Substituting (5.11) into (5.7) and coming back with the help of (5.5) to the

original variable q, we obtain
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q ¼ D0 exp½�
Z t

0

nðtÞdt�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X0=XðtÞ

p
cos½

Z t

0

XðtÞdt þ a�; ð5:12Þ

where D0 and a are determined on the basis of initial conditions.
The relationship between function XðtÞ and “natural” frequency pðtÞ is given by

Eq. (5.10). Having taken z ¼ lnðX=X�Þ, where X� is an arbitrary parameter with the
dimension of the frequency, acting as a normalizing multiplier and taking into
account (5.11), we give this equation the following form

z
:: � 0:5 _z2 þ 2X2

�e
2z ¼ 2p2ðtÞ: ð5:13Þ

The differential equation (5.13) corresponds to some fictitious oscillatory system
with the “hard” nonlinear characteristic, called the conditional oscillator. The role
of the driving force is played by the function, which is proportional to the square of
the “natural” frequency.

It is enough to have a particular solution for this equation, to transform (5.12)
into the calculation dependence, describing the oscillatory process.

As a “convenient” positive property of conditional oscillator, we would note that
its parameters, displayed in the left-hand side of the equation, are of a general
nature and do not depend on the parameters of the system.

Relation (5.7) can be reduced to the following form

q ¼ D0 exp½�
Z t

0

nðtÞdt � 0:5 ðz� z0Þ� cos X�
Z t

0

ezdt þ c

24 35; ð5:14Þ

where z0 ¼ zð0Þ:
The dependencies (5.12) and (5.14) correspond to the accurate solution. Their

approximate character only associates with the functions X or z (see below).
The analysis of the coefficient n ¼ b�=ð2a�Þ shows, that it can be represented as

a sum n ¼ n0 þ n1, where n0 � w p=ð4pÞ characterizes the dissipative component,
and n1 ¼ 0:5 _a�=a� characterizes the gyroscopic component, whenZ t

0

n1dn ¼ ln
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�ðtÞ=a�ð0Þ

p
:

Hence for the solution of (5.13) we should accept

exp �
Z t

0

nðnÞdn
24 35 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�ð0Þ=a�ðtÞ

p
exp �

Z t

0

n0ðnÞdn
24 35: ð5:15Þ
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In accordance with (5.15), in case of the periodic variation of the inertial coefficient,
the first multiplier in the period turns to one. As expected the attenuation of the
oscillations in the period is due only to the dissipative component, since the work of
the gyroscopic forces over the period is equal to zero. In case of the instantaneous
change of the inertial coefficient a�ðtÞ, this factor also changes abruptly. The
function qðtÞ, however, remains continuous, and the speed _q changes as well as at
the impact pulse _qjþ ¼ a�j� _qj�=a

�
jþ, where plus corresponds to the moment tj þ 0,

and minus to tj � 0. Thus the phase jump of the solution is equal to

Dcj ¼ arccos
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�jþ=a

�
j�

q
cosðUj þ cj�Þ

h i
� ðUj þ cj�Þ;

where Uj ¼
Rtj
0
XðnÞdn.

Having the particular solutions of the homogeneous linear differential equation,
to obtain the particular solution of nonhomogeneous differential equations, we can
use the method of variation of the arbitrary constants.

Taking into account (5.15), we finally obtain

q ¼A0 exp �
Z t

0

n0dt

24 35 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
að0ÞXð0Þ
aðtÞXðtÞ

s
cos

Z t

0

Xdt þ c

24 35
þ 1ffiffiffiffiffiffiffiffiffi

XðtÞp Z t

0

WðuÞffiffiffiffiffiffiffiffiffiffi
XðuÞp exp �

Z t

u

nðnÞdn
24 35 sin

Z t

u

XðnÞdn
24 35du

ð5:16Þ

Depending on the kind of changes in the function p2ðtÞ, we can determine the
approximate and in some cases, the exact solution of Eq. (5.13) . A detailed analysis
of the equation of the conditional oscillator is given in the monographs [59, 62–64].
Here, we will only consider several important special cases.

Slow changes in the parameters In this case the change of the model’s parameters
in the average period of free oscillations can be considered small as compared to
their average values for this period (this case should not be confused with the case
of small changes of parameters relative to their average values over a long period of
time, for example, the kinematic cycle of the mechanism). The inequality
2:5p

::
=p3 � 3:75ð _p=p2Þ2 � 1 can serve as the quantitative criterion for this case.

At the same time p � X and the solution of (5.14) and (5.16) coincides with the
WKB approximation of the first order [20].

Stepped change of the “natural” frequency Let the function p2ðtÞ change
abruptly from value p20 up to p21. Introducing the dimensionless time s ¼ 2p0t, we
write the differential equation of the conditional oscillator:
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z
::00 � 0:5 z02 þ 0:5 e2z ¼ 0:5 m2 sð Þ; ð5:17Þ

where m ¼ p
p0

; z0 ¼ d z
ds

; z00 ¼ d2z
ds2

:

In case of m ¼ const, taking z02 ¼ x, we represent the Eq. (5.17) as follows:

dx
dz

� x ¼ m2 � e2z
� �

; ð5:18Þ

The solution of which is

x ¼ Cez � m2 � e2z
� �

:

After determining the arbitrary constant C and transition to the original variable z,
we obtain

z0 ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz020 þ m2 þ e2z0Þez�z0 � ðm2 þ e2zÞ

q
: ð5:19Þ

Let us test this dependence for the phase plane z0ðzÞ. We take X� ¼ p1. Then
m0 ¼ p0=p1, m ¼ m1 ¼ 1. Further, assigning X0 ¼ p0 and _X0 ¼ 0 we have z0 ¼
ln m0 and z00 ¼ 0, therefore in case of z0 ¼ � ln m0 in accordance with (5.19) z0

vanishes. These values correspond to the extremes of z. In Fig. 5.1, we can see a
number of closed curves, symmetric with respect to the axis of abscissa and
intersecting this axis at two points, situated at an equal distance from the start of the
coordinate. The phase trajectory s� ¼ 0 corresponds to the abrupt change of p; other
curves correspond to the monotonous variation of p at the given interval of the
dimensionless time s� ¼ 2p0t� [intervals N1Nj ðj ¼ 2; . . .; 5Þ]. The curves z0ex,
limiting the extreme values of the phase trajectories along the Y-axis, are plotted in
the phase plane. In case of increase in s� have zmin ! 0; this extreme case corre-
sponds to the slow change of parameters.

The nature of these curves indicates that we are dealing with a specific kind of
steady-state oscillation mode, in which for the area z0\0 the damping of oscilla-
tions takes place, and for z0 [ 0 it’s the buildup. In general the level of the energy of
the oscillatory process, per cycle, remains constant. In other words the conditional
oscillator behaves, in this case, as an autonomous conservative system. It can be
shown that time period of a full cycle of a closed phase trajectory is equal to
Tz ¼ p=p1. Thus the main “natural” frequency of the conditional oscillator is found
to be 2p1, which in case of the periodic frequency oscillation of the original system
corresponds to the zone of principal parametric resonance. Later we will discuss
this interesting and quite “natural” result, in more details.

Harmonic pulsation of the function p2 ¼ p20 1� 2e cos xPt þ cð Þ½ �. We find the
approximate solution of the conditional oscillator equation (5.13) in the form
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z ¼ a0 þ a cosðxtÞ. Using the method of harmonic linearization (see Appendix)
we get

a ¼ ek20 að Þ
k20 að Þ � ½xP=ð2p0Þ�2
�� �� aI0 2að Þ

I1 2að Þ ; a0 ¼ 0:5 ln
p20 þ 0:125x2

P

p20I0 2að Þ : ð5:20Þ

Here the function k0ðaÞ corresponds to the “natural” frequency of the conditional
oscillator and is determined as follows

k20 að Þ ¼ I1 2að Þ
a I0 2að Þ � 0:5a I1 2að Þ½ � ;

where Ik 2að Þ ¼ i�kJk 2aið Þ; i ¼ ffiffiffiffiffiffiffi�1
p

; Jk is the Bessel function of the first order in
case of imaginary argument 2a i.

In Fig. 5.2, We can see the amplitude-frequency characteristics of the condi-
tional oscillator with fixed values of the depth of pulsation e ¼ 0:2; 0:4; . . .; 1 (thin
lines). With increase in e the curves became estranged from the skeleton curve
(thick line). As the analysis shows, when z� 1, which corresponds to an almost
three-fold change in X, the deviation of the backbone curve (thick line) from the

Fig. 5.1 Phase portrait of the
conditional oscillator
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unit does not exceed 3.5 %. This allows, in the given case, to linearize the coef-
ficients of Eq. (5.17), after which it takes the form

z
:: þ 4p2z ¼ 2ðp2 � p2Þ; ð5:21Þ

where p2 ¼ X2
� is the average value of the function p2ðtÞ.

We can see, in the Fig. 5.3, the phase trajectories for exact (solid line) and
approximate solution (dotted line), which confirm the efficiency of linearization.

Let us illustrate the effect of parametric excitations in the zone of the main
parametric resonance. Suppose, for example, there is a pulsation of the function

Fig. 5.2 Amplitude-frequency characteristic of the conditional oscillator

Fig. 5.3 Phase portraits for exact and approximate solutions
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p
2ðtÞ around the mean value p2: p2 ¼ p2ð1� e cosxPtÞ; where e is the depth of

pulsation. Then on the basis of (5.20) z
:: þ 4p2z ¼ �2e cosxPt. Obviously the

conditional oscillator resonates at xP ¼ 2p that corresponds to the main parametric
resonance of the original system. The buildup of conditional oscillator is the nec-
essary, though not sufficient, condition for the dynamic instability of the original
system. On the other hand, we can confirm that the limitation of the variable
amplitude in the first summand of the solution (5.16) is sufficient (but not neces-
sary) to ensure dynamic stability (see below).

Family of the exact solutions If the function p2ðtÞ is piecewise constant, then the
equation of the condition oscillator (5.13) has an exact analytical solution. There-
with the accurate solutions can be constructed for many families of function p2ðtÞ,
having certain properties. Further we consider the method of forming the exact
solution. We use the earlier considered method of determining the parameters of
free and forced vibrations under monotonous and rather abrupt change of function
p2ðtÞ [62]. Let’s consider the monotonous change of p2ðtÞ 2 p20; p

2
�

 �
at a certain

period of time t 2 0; t�½ �. The particular solution z� is given in the form of some
family of the functions with free parameters b1; . . .; bm

z� ¼ ~zðt; b1; . . .; bmÞ: ð5:22Þ

After the substitution of (5.22) in (5.14) we get some function ~p2ðt; b1; . . .; bmÞ;
defined as follows

~p2ðt; b1; . . .; bmÞ ¼ 0:5€~z� 0:25 _~z2 þ X2
�e

2~z: ð5:23Þ

Further we write the differential equation

u
:: þ ~p2ðt; b1; . . .; bmÞu ¼ WðtÞ: ð5:24Þ

It is obvious that Eq. (5.24) has an exact analytical solution, defined with depen-
dencies (5.17), (5.18) and (5.20)–(5.22).

We can choose the free parameters bi in such a way as to provide sufficient
proximity between functions ~p2ðtÞ and p2ðtÞ: In particular in case of minimization
of the quadratic deviation we get

Zt�
0

p2
o ~p2

o bi
dt ¼

Zt�
0

~p2
o ~p2

o bi
dt: i ¼ 1; . . .; mð Þ:

Often in case of monotonous variation of these functions, satisfactory accuracy is
achieved, if we limit ourselves to their equality on the boundaries of the interval.

It is interesting that when z ¼ �2 lnðb1p0t þ b2Þ, then the sum of the two first
summands on the right side of the Eq. (5.26) is equal to zero. Then X ¼ p0 exp~z ¼
~p; i.e. it is defined similarly in the first WKB-approximation, applied for slow-
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changing parameters. The slow character of change in pðtÞ is not stated explicitly,
however, the exact solution, obtained using this method, imposes certain restric-
tions on the form of the function pðtÞ.

It can be shown that the homogeneous differential equation obtained from (5.24),
with given method of forming ~p2ðtÞ, is the modified Bessel equation of the fol-
lowing form [31]

u
:: þ 1

2
U
...

_U
� 3
4

€U
_U

� �2

þð1
4
� k2Þ

_U
U

� �2" #
u ¼ 0;

when k ¼ 1=2.

The solution of this equation is u ¼ ZkðUÞ
ffiffiffiffiffiffiffiffiffiffi
U= _U

q
, where ZkðUÞ ¼ C1JkðUÞ þ

C2YkðUÞ: Jr; Yk are Bessel functions of the first and second order; C1; C2 are the
arbitrary constants.

This result, with some modification of the arbitrary constants, completely
coincides with the solution of the homogeneous equation, shown above.

5.2.2 Analytical Method of Solving for Steady-State Regimes

Let’s introduce the dimensionless time U ¼ �p
Rt
0
ez dt, where �p2 is the mean value of

p2ðtÞ, and the new variable

v ¼ q exp[
Z t

0

n1ðtÞdt þ 0:5 z�: ð5:25Þ

In the new coordinates, (5.25) takes the form of a differential equation with constant
coefficients:

d2v

dU2 þ 2d
dv
dU

þ ð1þ d2Þv ¼ LðUÞ; ð5:26Þ

where d ¼ n0p; L ¼ Wp�2 exp½Rt
0
n1ðtÞdt � 1:5z�:

In the non-resonant modes, the function n1ðtÞ and the forced oscillations of the
conditional oscillator zðtÞ, are the periodic functions of the period s ¼ 2p=x; where
x is the average value of _q0 . It is obvious that in this case the function LðUÞ is also
periodic, with the dimensionless value of time for this function being equal to
UðsÞ ¼ ps ¼ 2pp=x: The dimensionless time U is a monotonously increasing
function of time, as dU=dt ¼ XðtÞ ¼ pez [ 0:
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As noted above, in practical calculations, usually the condition zj j\1 is satis-
fied; therefore the forced oscillations of the conditional oscillator can be determined
from the simple equation (5.24). Therewith in many cases, the additional simpli-
fication is related to the possibility of replacing ez in the integrand for UðtÞ with
several members of expansion of the Maclaurin series: ez � 1þ zþ 0:5 z2.

Let us represent the periodic function LðUÞ in the form of a Fourier series with
respect to the argument U

LðUÞ ¼ L0 þ
X1
j¼1

ðLcj cos j~xUþ Lsj sin j~xUÞ; ð5:27Þ

where

L0 ¼ 1
UðsÞ

ZUðsÞ
0

LðUÞ dU ¼ p
UðsÞ

Zs

0

LðtÞezðtÞ
dt;

Lcj ¼ 2
UðsÞ

ZUðsÞ
0

LðUÞ cosðj~xUÞ dU ¼ 2p
UðsÞ

Zs

0

LðtÞezðtÞ cos½j~xUðtÞ� dt;

Lsj ¼ 2
UðsÞ

ZUðsÞ
0

LðUÞ sinðj~xUÞ dU ¼ 2p
UðsÞ

Zs

0

LðtÞezðtÞ sin½j~xUðtÞ� dt;

~x ¼ 2p=UðsÞ � 2p=ðpsÞ:

Having solved the differential equation (5.26), taking into account (5.25) and
(5.27), we obtain

q ¼ exp½�
Z t

0

n1ðtÞdt � 0:5 z� L0 þ
X1
j¼1

Lj sinðj~xUðtÞ þ aj � DjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� j2~x2Þ2 þ 4j2~x2d2

q
264

375; ð5:28Þ

where d ¼ n0=�p ðd2 � 1Þ; Lj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2cj þ L2sj

q
; sin aj ¼ Lcj=Lj; cos aj ¼ Lsj=Lj;

Dj ¼ arctanð2j~xd=ð1� j2~xaÞÞ; j~x 6¼ 2.
This method is especially useful for sufficiently smooth functions pðtÞ and WðtÞ,

which are usually used in the lever mechanisms, when during the expansion of the
periodic functions into the Fourier series, we can restrict the process to a small
number of members.

In case of abrupt changes of functions WðtÞ, as well as for the laws of motion
with dwells, for the implementation of which we usually use the cam or step
mechanisms, it is more preferable to use the closed form of solutions (see 4.1.2).
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In clause 4.1.3 we showed the analytical method of solution formation, on the
basis of expansion of the particular solution into series, with respect to its deriv-
atives. The advantage of this method is in the clear identification of the sources of
vibration activity. When analyzing we can also use the combined numerical and
analytical method, which is described hereunder.

5.2.3 Numerical-Analytical Method of Solving
for Steady-State Regimes

When calculating the steady-state regimes, the use of the purely numerical methods
of calculation often lead to significant accumulated errors, due to the large number
of steps of integration. In this case we can use the numerical and analytical way of
solving the problem, which is devoid of the marked disadvantages and consists of
several stages.

1. Numerical integration of the differential equation of the conditional oscillator
(5.14) with zero initial conditions over the period s ¼ 2p=x0. The average for
the cycle s value of the “natural” frequency pðtÞ i.e. X� ¼ �p is conveniently
taken as the normalized value of X�. At this stage we calculate zðsÞ; _zðsÞ;
UðsÞ ¼ p

Rs
0
ezdt; XðtÞ ¼ p ezðsÞ.

2. The determination of the particular solution Y with the help of the numerical
integration of the original differential equation (5.4) with zero initial conditions:
Herein we find YðsÞ and _YðsÞ: When performing numerical integration in the
case of the discontinuity of moment tj of the inertial factor a� for joining of the
solution, we should accept as follows qðtj � 0Þ ¼ qðtj þ 0Þ; a�ðtj � 0Þ _qðtj � 0Þ ¼
a�ðtj þ 0Þ _qðtj þ 0Þ:

3. Analytical determination of the initial conditions corresponding to the

steady state regime. We first find n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 þ n22;

q
where n1 ¼ YðsÞ,

n2 ¼ X�1ðsÞ _YðsÞ þ 0:5 _zðsÞYðsÞ �
:

Furthermore we determine the factor of accumulation of perturbations l,
taking into account the oscillations, excited during the previous cycles (see
Sect. 4.2)

l ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2e�0N cos 2pN þ e�20N

p ; ð5:29Þ

where N ¼ �p=x; 0 is the logarithmic decrement (the graph of the factor l is
represented in Fig. 4.5).
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The final expressions for the initial conditions in an arbitrary cycle of the steady
motion regime are:

q0 ¼ ln sin c0; _q _0 ¼ ln �pezðsÞ cos c0; ð5:30Þ

where c0 ¼ cþ arcsin le�0N sin 2pN
 �

; sin c ¼ n1=n; cos c ¼ n2=n:
4. The numerical integration of the original differential equation with initial

conditions of (5.30).

Using the given method of numerical integration, only some intermediate
functions are determined, calculated for a limited period of time; the conditions of
periodicity of the solution are embedded in solution analytically, using the method
of conditional oscillator. This method significantly affects the accuracy of the
solution and also enables the achievement of effective engineering evaluations. In
particular, formula (5.29) allows us to determine the highest and lowest effects due
to oscillations, excited during the previous cycles. It is easy to see that for integer
values of N l ¼ lmax ¼ ð1� e�0NÞ�1; if 2N is an odd number, then l ¼ lmin ¼
ð1þ e�0NÞ�1 (see Fig. 4.5).

If the system’s parameters are slowly changing, we can use some simplification
of the described method. In this case, there is no need to integrate the conventional

oscillator’s differential equations, as X ¼ pez � p; U ¼ Rs
0
pdt; z ¼ ln p=p;

N ¼ p=x:

5.2.4 Systems with Many Degrees of Freedom

As noted above, the parameter n in the problems of dynamics of mechanisms usually
influences the “natural” frequency p very little and at the same time significantly
influences the amplitudes of oscillations. A similar picture emerges from the anal-
ysis of the systems with variable parameters, displayed with the help of the models
with many degrees of freedom. Then in the case of discretely assigned parameters,
after linearization in the vicinity of the program motion, the frequency and the modal
analysis are based on the system of the homogeneous differential equations

aðtÞq:: þ cðtÞq ¼ 0; ð5:31Þ

where aðtÞ; cðtÞ are the square matrices of inertial and quasi-elastic coefficients; q
is the vector of the function of the generalized coordinates.

It can be shown that for up to the terms first order of smallness the kinetic and
potential energies are defined accurately with dependencies T ¼ 0:5

PH
r¼1

a�r _g
2
r ; V ¼ 0:5

PH
r¼1 c

�
rg

2
r ; where gr are the quasi-normal coordinates; H is the

number of the degrees of freedom of the oscillatory system [40]. At the same time
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the variable “natural” frequencies in the first approximation can be determined on
the basis of the formal frequency equation, in which time acts as a parameter

det cijðtÞ � aijpðtÞ2
� �

¼ 0: ð5:32Þ

The relation between pr and Xr , as earlier, is described by the equation of the
conditional oscillator

z
::
r � 0:5 _z2r þ 2X2

�re
2zr ¼ 2p2r ðtÞ;

where zr ¼ lnðXr=X�rÞ.
In the quasi-normal coordinates the system of the equations takes the following

form

a�r ðtÞ€gr þ ½b�r ðtÞ þ _a�r ðtÞ� _gr þ c�r ðtÞgr ¼ MrðtÞ: ðr ¼ 1; HÞ ð5:33Þ

Here MrðtÞ ¼
PH

i¼1 airQ
�
ir; Q

�
ir is the non-conservative generalized force from the

external loads and kinematic excitation; b�r ðtÞ is the factor of the equivalent linear
resistance reduced to the form r.

a�r ¼
PH

i¼1

PH
j¼1 airajraij; c

�
r ¼

PH
i¼1

PH
j¼1 airajrcij; where ai j are non-station-

ary shape factors.
In matrix form, we have

aTa a ¼ diag a�1; . . .a
�
H

� �
; aTc a ¼ diag c�1; . . .c

�
H

� �
: ð5:34Þ

With the above mentioned method of determination of the quasi-normal coordinates of
the form of oscillations, based on the physical assumptions, are accepted to be the
slowly changing functions; as for the rest their determination doesn’t differ from the
similar procedure as for the case of constant parameters. Elimination of the “fast”
components of the factors of the mode is not an obstacle for the analysis of the fast
components p2r ðtÞ in the equation of the conditional oscillator. This is due to the
relatively low sensitivity of the “natural” frequencies towards the changes of the modes
of oscillations. This is the base feature, in particular, for the methods of Rayleigh,
Galerkin and a number of other effective approximate methods of frequency analysis.

5.3 Dynamic Synthesis of Cyclic Mechanisms with Slow
Changing Parameters

Manifestation of vibrations in systems with slowly varying parameters is suffi-
ciently diverse and in each specific case it is reflected in the functions qiðtÞ, cor-
responding to the relative dynamic errors (see Sect. 4.1.3). In turn the absolute
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dynamic errors, i.e. the deviations of the kinematic characteristics of the links from
the “ideal” values, corresponding to the program motion, depend on them.

The most significant effects in these models are usually associated with the
oscillations of the input links of the mechanisms, since these lead to the violation of
the linear relation between the angle of rotation of the input link and time (see also
Chap. 7 and Sect. 8.5). We can see in Fig. 5.4a the illustration, where the experimental
record, produced on the cam mechanism for the given symmetric sinusoidal law of
accelerations of the cam follower and significant oscillations of the input link, is
shown. As it can be seen from the oscillogram the velocity (curve 1) and acceleration
(curve 2) of the cam follower have undergone significant distortion. In particular, there
was redistribution between the intervals of run-in and run-out, which led to a sharp
asymmetry of the law of motion and very large values of the accelerations in the run-
out phase. Here we will focus on the main directions of the dynamic design of the
mechanisms; this term means the rational management of the dynamic parameters of
the system, at the design stage, on the basis of the specified dynamic criteria.

5.3.1 Stability Within an Arbitrary Time Interval

Section 5.2.1 showed the possibility of the buildup of the system in the areas of
parametric resonance, when for accepted model, for arbitrarily small initial condi-
tions, the amplitude of the free oscillations increases indefinitely (see details in
Sect. 5.4). However apart from these cases in the systems with variable parameters,
even when they change slowly, the violations of the conditions of dynamic stability in
the finite time interval.

We can clearly see the corresponding dynamic effect in the experimental record
(Fig. 5.4b).

Fig. 5.4 Experimental records of the kinematic characteristics; a symmetry violation of the initial
kinematic characteristics, b violations of the conditions of dynamic stability in the finite time
interval
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The zone of increase in oscillations alternates with the zone of attenuation,
forming specific amplitude modulation of the oscillations, which is significantly
manifested in the level of the system’s vibration activity.

Dynamic model with one degree of freedom For the analysis of the issue under
consideration, we use the solution (5.16), in which we select the variable compo-
nent of the amplitude of the accompanying vibrations.

Z ¼ ½a�ðtÞp�ðtÞ��0:5exp½�
Z

n0ðtÞdt�: ð5:35Þ

To eliminate the possibility of increase in the accompanying oscillations, we will
require dZ=dt\0 for any moment in time. Then the condition of dynamic stability,
on an arbitrary interval of the kinematic cycle, takes the form [64]

~0 ¼ �p0�1p�1ð _a�=a� þ _p=pÞ\1; ð5:36Þ

where 0 is the logarithmic decrement.

Similar conditions for the vibration velocity and acceleration have the form

~0 ¼ pp�10�1ð _p=p� _a�=a�Þ\1; ~0 ¼ pp�10�1ð3 _p=p� _a�=a�Þ\1: ð5:37Þ

It is interesting that these conditions can also be obtained in case of the arbitrary
character of the changes pðtÞ on the basis of the direct Lyapunov’s method, which
establishes sufficient conditions for the asymptotic stability [62]. In the considered
case of slow change of parameters this condition on the level of the accepted
approximate solution, turns out to be necessary as well.

If the variability of the parameters is determined by a single function P0 6¼ const
then the inequalities (5.36) and (5.37) can comfortably be represented, with some
allowance, as follows:

~0 ¼ px00
�1p�1

min P00
max

�� �� m1bp þ m2ba
�� ��

max
\1; ð5:38Þ

where bp ¼ p�1dp=dP0; ba ¼ ða�Þ�1da�=dP0; for oscillation displacement m1 ¼
m2 ¼ 1; for oscillation velocity m1 ¼ 1; m2 ¼ �1; for oscillation acceleration m1 ¼ 3;
m2 ¼ �1:

In particular for the dynamic model 1 (see Table 5.1) we obtain

~0 ¼ � pð2 sþ 1ÞP0
�P

00
�x0

0k0q2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðP0

�=qÞ2
q \1; ð5:39Þ
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where s ¼ 0 corresponds to the condition (5.36), and s ¼ 1; 2 to the conditions
(5.41); q ¼ ffiffiffiffiffiffiffiffiffi

J=m
p

; k0 ¼
ffiffiffiffiffiffiffi
c=J

p
.

As it follows from (5.39) the increase of the amplitudes should be expected in
run-out areas of the driven link, when the kinetic power, proportional to the product
of P0

�P
00
� , is negative. In this case the determining factor is the condition recorded

for the accelerations of oscillations (s ¼ 2). The function ~0 can be used as a
comprehensive criterion that characterizes the level of the dynamic load of the
tested mode. This criterion increases with the increase in the P0

�P
00
� and angular

velocity x0, and decreases with the increase in k0 ¼
ffiffiffiffiffiffiffi
c=J

p
, q and the logarithmic

decrement 0:
As the amplitude growth is seen to increase for the time interval, equal to the

period T � 2p=pðtÞ, therefore the given conditions can be relaxed if it is approx-
imate to express the derivatives, in terms of finite increments in a period. In this
case, condition (5.36) takes the following form

~0 ¼ 0:5 0�1 ln½a��p�=ða�þpþÞ�\1; ð5:40Þ

where plus corresponds to the time moment t þ 0:5 T , and minus to t � 0:5 T : It
follows from (5.40) that the risk of the violation of dynamic stability occurs when
a�þpþ\a��p� and when a� = const the increase in the amplitudes is possible when
pþ\p� and when c� ¼ const if pþ [ p�: Thus in general, it is impossible to make
conclusions on the basis of the changes in the “natural” frequency only.

Dynamic model with many degrees of freedom As it is shown in Sect. 5.2.4,
after the transition to the quasi-normal coordinates, the problem is reduced to the
analysis of H differential equations of the second order with variable coefficients
(5.37). After performing similar calculations, we obtain the conditions of dynamic
stability in the form

0r [ pp�1
r ðn _pr=pr � _a�r=a

�
r Þ ðr ¼ 1; HÞ; ð5:41Þ

where n ¼ �1 corresponds to the coordinate gr; n ¼ 1 corresponds to the velocity
_gr; n ¼ 3 corresponds to the accelerations €gr. As under these conditions the system
loses its most dangerous unsteady properties, they can be treated as quasi-stationary
conditions. In some cases, corresponding to certain modes of oscillations, such
conditions are realized because of the structure of the drive or the introduction of
specific correcting chains.
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5.3.2 Ways to Vibration Activity Reduce and Some Dynamic
Criteria

Elimination of the jumps and abrupt changes of function WðtÞ Just as in the
mechanisms, depicted by dynamic models with constant parameters, the level of
accompanying oscillations largely depends on the degree of smoothness of the
function W (see formulae of Table 4.1). To eliminate the discontinuities of this
function and its derivative, the conditions of the smoothness must be required from
P0

�; P
00
� . P

000
� ; F. Furthermore we should eliminate the equivalent jumps, when

calculating with formulae, shown in Sect. 4.1.3, taking the average values of the
“natural” frequency p for the considered time interval Dt. This requirement is met,
in the first approximation, by the following correlation

Nr min [ ½Nr�j;

where Nr min ¼ pr min=x0; ½Nr�j ¼ 6p=Du�; Du� is the ideal angle of the rotation of
the input link, corresponding to the interval of abrupt change of the function Wr.
Special attention should be paid, while taking into account the torsion compliance
of the drive, to the value of the interval Du�, embosomed between the extreme
points of ðP0

�P
00
�Þmax and ðP0

�P
00
�Þmin. As the perturbation function Wr, in the

problems of dynamics of mechanisms, greatly depends on the laws of motion, the
dynamic factors must necessarily be taken into account when conducting the
synthesis of the mechanisms. In case of the slowly varying parameters the dynamic
errors mainly depend on the pulse of the function Wr=p2r , describing the coordinate
of the instantaneous position of the dynamic equilibrium of the system. This
function can also be used as the minimized dynamic criterion [62].

Limitation of the coefficient of the accumulation of perturbations ~lr Using the
formula (4.44) we obtain the following condition

Nrmin [ ½Nr�l;

where ½Nr�l ¼ 0�1
r lnðl�r=ðl�r � 1Þ; l�r is allowable value for the coefficient of

accumulation of perturbations ðl�r � 1:05� 1:1Þ:

Reduction in the vibration activity of the drives of cyclic mechanisms using
unloading devices: Apart from the indicated methods, to reduce the dynamic errors,
we can use the special unloading devices, whose approximate calculations can be
performed using averaging values of the parameters (see Sect. 4.3). In this case,
however, one should not overlook the dynamic characteristics of the unloader itself,
as otherwise, contrary to its intended purpose it may become the source of addi-
tional perturbations.
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5.4 Conditions of Dynamic Stability in the Areas
of Parametric Resonances

5.4.1 General Information About the Parametric Resonance

We have already mentioned the parametric resonance, associated with the certain
pulse of the system parameters, such as reduced moment of inertia, or the reduced
stiffness. The engineer, much more often, has to deal with the force-resonance,
caused by the action on the system of the periodic driving force, than with the
parametric resonance, arising in case of sufficiently precise frequency tuning.
Because of this, the parametric resonance is sometimes regarded as an unlikely and
insignificant side effect. Meanwhile in some cases it is not only a source of dis-
ruption of normal functioning of machinery, but also can lead to accidents,
threatening the safety of operating personnel.

As the parametric resonance is the manifestation of the instability of motion (or
particularly—the equilibrium state), we will give a brief explanation associated with
the term “stability of the movement”. If the motion with the changed initial con-
ditions is taken as perturbed motion, then the stability can be regarded as follows:
when initial perturbations are arbitrarily small, then the perturbed motion differs
arbitrarily small from the unperturbed motion.

Moreover, when at t ! 1, the motion tends to the undisturbed motion, it is said
to be asymptotically stable. Let ujðtÞ be the investigated decision, nj be the per-
turbation. Then according to A.M. Lyapunov the solution of ujðtÞ will be stable if
for any arbitrarily small number e[ 0 we can find a positive number gðeÞ such that
for njðt0Þ

�� ���g for any t[ t0 inequality njðtÞ
�� ��\e will be satisfied. When in case of

t ! 1 the movement tends to the unperturbed, i.e. condition lim
t!1 njðtÞ

�� �� ¼ 0 is

satisfied, then the solution will be asymptotically stable. Initial perturbation, nec-
essary apart from the other factors to arouse parametric resonance, are always
present in the real system.

For example, the swaying of a swing would have been impossible in case of
strictly zero initial conditions. We should note here that the studied dynamic model
is not entirely adequate for its physical original; differences between them are
substantially equivalent to the disturbances of the analyzed system. Providing the
conditions of dynamic stability, as a rule, is one of the most important objectives of
the design of machines. These conditions gain particular significance, when using
cyclic mechanisms, which predetermine the variability of the parameters of the
oscillatory system. It should be taken into consideration that the unstable motion is
essentially uncontrollable, and therefore, any random disturbance for a sufficiently
large period of time can lead to emergency consequences.

The problem of motion stability has been studied in an extensive number of
papers. With regard to the problems of parametric excitation of mechanisms these
issues are discussed in the following works: [15, 16, 58, 62–64, 83] etc.
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We will illustrate the excitation of parametric resonance with the example of the
changes in the coefficient of reduced stiffness, which we have already encountered
during the analysis of the slider-crank mechanism (see Sect. 2.6.1). Similarly the
reduced bending stiffness of the needles of textile and sewing machines or the
spindle of the machine tool can change (Fig. 5.5a). In such cases the task is reduced
to the analysis of the dynamic model, shown in Fig. 5.5b. Quite often, the change in
the coefficient of reduced stiffness can be approximated using the harmonic function
of the form cðtÞ ¼ c0 � Dc sinxPt, where c0, Dc are the mean values and amplitude
of the variable part of the coefficient of stiffness. Hence we can write the differential
equation (5.3) as follows

my
:: þ b_yþ c0ð1� e sinxPtÞy ¼ 0: ð5:42Þ

The ratio e ¼ Dc=c0 is called the depth of pulsation; xP is the frequency of the
parametric excitation, s ¼ 2p=xP is the period of parametric excitation.

According to (5.42) occurring is the pulse of the square of the “natural” fre-
quency with respect to the mean value k20 ¼ c0=m (minor influence of dissipation is
not taken into account)

k2ðtÞ ¼ k20ð1� e sinxPtÞ; ð5:43Þ

As it was shown in Sect. 5.2.1, the conditional oscillator is subjected to the exci-
tation �2ek20 sinxPt and consequently, it resonates at xP ¼ 2k0, which corresponds
to the main parametric resonance. A more detailed analysis shows that in addition
to this resonant frequency the areas of dynamic instability are located in the vicinity
of the values

xP� ¼ 2k0=s; ð5:44Þ

where s ¼ 1; 2; 3; . . .;1.
These areas are marked, on the coordinate plane e; xP=k0, with hatching

(Fig. 5.6). The methods of determination of the boundaries of these areas is shown
in many monographs, textbooks and reference books. From an engineering point of
view, the minima of the instability regions are of greater interest (see below).

Fig. 5.5 Examples of systems with variable stiffness; a initial scheme, b dynamic model
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Suppose, for example e ¼ e1, which corresponds to a line in the diagram, parallel to
the X-axis. The points of intersection of this line with the boundaries of the areas of
dynamic instability restrict the range of critical frequencies DxP which host para-
metric resonance.

5.4.2 Methods of Elimination of the Parametric Resonance

Let us use the diagram, shown in Fig. 5.6, to outline the two principal possibilities
of elimination of parametric excitation. The first method is related to frequency
detuning from the critical areas, in which the values xP are sufficiently removed
from xP�. The second method is illustrated in Fig. 5.6, with a straight line e ¼ e2.
Obviously if e2\e�, where e� is the critical depth of pulsation, then the line e2 does
not intersect any of the regions of instability, and therefore, regardless of the
frequency of the parametric excitation, the system is dynamically stable over the
whole frequency range. The second method is more reliable, because when using
actual input data, the boundaries of the areas are located in the small vicinity of the
critical zones. To determine the critical pulse depth we will use the energy method.
Let us represent Eq. (5.42) as follows:

my
:: þ c0y ¼ �b _yþ ec0y sinxPt: ð5:45Þ

Multiplying both sides of this equation by dy ¼ _ydt, we get dE ¼ Q _ydt; where E is
the total energy; Q is the right side of the Eq. (5.3). Hence

Fig. 5.6 Areas of dynamic instability
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DE� ¼ �b
ZT
0

_y2dt; DEþ ¼ ec0

ZT
0

y _y sinxPt dt;

where DE�;DEþ are withdrawn and supplied energies for a single period of
oscillation T � 2p=k0 ðk0 ¼

ffiffiffiffiffiffiffiffiffiffi
c0=m

p Þ. We approximately take within the single
period of oscillation y � A sinðk0t þ aÞ, where A is the average value of the
amplitude for the given period. Then

DE� ¼ 0:5wc0A2;

DEþ ¼ ec0k0A2
RT
0
sinxPt sinðk0t þ aÞ cosðk0t þ aÞdt:

Let xP ¼ xP� ¼ 2k0, which corresponds to the main parametric resonance. In this
case after integration we obtain DEþ ¼ 0:5 ec0A2p cos 2a. The phase shift a ¼ 0
corresponds to maximum input energy. Thus,

DE ¼ DEþ � DE� ¼ 0:5 pc0eA2 � 0:5wc0A2: ð5:46Þ

DE\0 corresponds to the attenuation of oscillations. Then on the basis of (5.46),

e\e� ¼ w=p: ð5:47Þ

Thus, a certain level of dissipative forces serves as an energy barrier that prevents
parametric excitation. The correlation e�=e determines the stability allowance of the
system.

If instead of linear force of resistance, the system is subjected to the force of dry
friction H, then DE� ¼ 4 Hj jA, and condition DEþ � DE�\0 when X ¼ 2k0 takes
the form

A\A� ¼ 8H=ðpc0eÞ: ð5:48Þ

This means that under constant force of resistance, there exists a critical value of the
amplitude A�, below which the conditions of dynamic stability are provided for. In
case of A[A�, in the area of main parametric resonance, the amplitudes of
oscillations will increase. In case of the violation of the conditions of dynamic
stability, the amplitudes increase very rapidly. Therefore even a short interval of
time in the critical zone may cause an accident. Hence to ensure trouble-free and
reliable operation of high-speed mechanisms, the implementation of the condition
e\e� is more justified than the frequency detuning of the operating modes from the
closer critical zones (for details see Sects. 6.3.5 and 6.3.6).
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5.4.3 Estimation of Resonant Amplitudes Under the Joint
Action of the Disturbing Force and Parametric
Excitation

In the differential equation (5.4) we will accept k2 ¼ k20ð1� e sinx2tÞ and W ¼
h sinðx1t � c1Þ when x2 ¼ 2k0 ¼ 2x1 that corresponds to the “forced” resonance
and simultaneously to the main parametric resonance. Let us write the expression
that determines the energy increment for the period T1 ¼ 2p=x1:

DE ¼
ZE2

E1

dE ¼
ZT1
0

½h _q sinðx1t � c1Þ � 2n _q2 þ ek20q _q sinx2t�dt:

In the steady regime DE ¼ 0. Hence, taking as an approximate solution
q ¼ A sinðx1t � c2Þ, after integration we obtain

A ¼ pk�2
0 h sinðc2 � c1Þ=ð0� 0� cos 2c2Þ; ð5:49Þ

where 0� ¼ 0:5 pe.
In case of resonance c2 � c1 ¼ p=2. Thus the amplitude of resonance A on the

basis of (5.49) corresponds to the conditional system without parametric excitation,
but with the changed level of dissipation corresponding to 01 ¼ 0� 0� cos 2c2.
Depending on the phase shift c2 this parameter takes value in the range
01 2 ½0� 0�; 0þ 0��, so amplitude A may be either higher or lower than the value
obtained, when e ¼ 0. Of course, with 0\0� the question of the maximum
amplitude is meaningless, as in this case the system is dynamically unstable. Thus,
the above identified conditions for the asymptotic stability of equilibrium remain
valid in case of forced oscillations, however, in this case they do not show atten-
uation of oscillations, but indicate the asymptotic approximation of the perturbed
motion to the tested mode.

When analyzing parametric resonance in multi-masses systems, we can take
advantage of the transition to quasi-normal coordinates for the averaged values of
the coefficients of the forms.

Of course the different modes of oscillations of the rheonomous systems are
interconnected, which leads to errors in calculation. Therewith “averaging” the
shapes of oscillations, we thereby exclude the inertial components, which arise in
case of change of the earlier. Usually, however, the connectivity of the systems in
this class of problems is rather weak. At the same time, the forced separation of
modes, into the main areas of the parametric excitation, usually, enhances the
allowance of stability.

These considerations allow us to assume that the zones of parametric resonance,
in the first approximation, correspond to the vicinity of the frequencies, for which
the relation ix ¼ �pr=j is valid; where j ¼ 1=2; 1; 3=2; 2; . . . are the averaged, for
the period, values of the roots of the formal frequency equation (5.32). In the
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quasi-normal coordinates the differential equations have the form of (5.33), so the
technique to study these modes and methods of suppressing parametric resonances
are no different from those used above in the study of systems with one degree of
freedom. However, the use of this approach involves qualitative loss of sorts.

The fact is that apart from the parametric resonances, the system can be excited
by the so-called combination resonances, when ix is equal to the linear combi-
nation of several averaged “natural” frequencies. In the simplest of cases
ix ¼ �pr2 � �pr1, where the minus sign corresponds to the “difference”, and plus to
the “total” combination resonance; �pr1, �pr2 are the two values of �pr. The analysis of
the conditions, ensuring the suppression of the combination resonances in cyclic
mechanical systems is given in [18]. Here we will merely note that when the
stability conditions are performed with a certain allowance in the areas of the main
parametric resonances the combination resonances are also supposed to be
suppressed.

5.5 Parametric Impulse

In oscillatory systems with cyclic mechanisms, the short splash of the “natural”
frequency sometimes takes place, with subsequent recovery of the initial value. Let
us call such behavior of change of the system’s parameters as the parametric
impulse. The occurrence of such modes may be associated as much with the change
in the elastic as inertial characteristics. Parametric impulses are observed in the
cyclic mechanisms, described with models 1, 2, 3 (see Table 5.1) in case of pulsed
nature of the variation of the first transfer function P0. The latter in particular is
typical for mechanisms, in which the kinematic cycle consists of large areas of
uniform motion of the output link and the small transition intervals of reverse, as,
for example, it is true for traverse mechanisms of the textile machines, automatic
machine tools, flat-bed printing machines etc.

5.5.1 Single Parametric Impulse

Let us consider the following initial conditions. Let (Fig. 5.7a)

p ¼
p0 t\0; interval I

p1; t\t\t1; interval II

p0 t[ t1; interval III:

8><>:
As shown by analysis, for small values of the length of time t1 the above repre-
sentation of pðtÞ as a piecewise constant function can be used not only in the
mechanisms of variable structure, but as a fairly good approximation of the
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corresponding functions, obtained for mechanisms with smooth variation of the
“natural” frequency.

To describe the amplitudes of oscillations we use the exact solution of the
conditional oscillator for piecewise constant characteristics of pðtÞ set out in
Sect. 5.2. First we investigate the behavior of the system in the phase plane of the
conditional oscillator z0ðzÞ. Let us accept X� ¼ p0; s ¼ p0t.

The values of zmin, which determine the maximum amplitude of the function y�ðtÞ
are of most interest on the phase trajectories (Fig. 5.7b; points Mi; i ¼ 1; 2; 3).

Amax ¼ A0 exp �0:5 zmin � z0ð Þ½ �; ð5:50Þ

where A0 ¼ A 0ð Þ:
While solving the problem of the parametric impulses, m ¼ p=p0 as the dimen-

sionless frequency, is more preferable. Then in the first and third intervals m ¼ 1,
whereas m ¼ m1 in the second interval.

Case 1 At the first interval z ¼ z0 ¼ lnðp=p0Þ ¼ 0; which corresponds to the origin
of coordinate (point 0). In the second interval, the phase trajectory, on the basis of
(5.21), is described as:

z ¼ ln
2m2m0

m2 þ m20 þ m2 � m20
� �

cos 2m s� s0ð Þ ;

z0 ¼ � 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:25 z020 þ m 2 þ e 2z0

� �
e z�z0 � m 2 þ e 2z� �q

:

ð5:51Þ

Here s0; m0 correspond to the values at the end of previous interval. In this case, we
should accept m0 ¼ 1; m ¼ m1; s0 ¼ 0; z0 ¼ z00 ¼ 0:

Assuming the current values of s, with (5.51) we can draw up the phase trajectory
(Fig. 5.7b, curve 3). Switching point Ni, corresponding to the border of the areas II

Fig. 5.7 To the analysis of parametric impulse; a graph p2ðtÞ, b phase trajectories, c graphs of the
factor of increase in amplitude
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and III, is determined at s ¼ s1 ¼ p0t1: There can be two outcomes: If s1 ¼
p0t1\p=2m1; then switching will take place in point N1, hence function z does not
reach the minimum on the second interval. When s1 [ p=2m1, the switching point
will be N2, so the minimum value zmin ¼ 2 ln m1 is located on the second interval.

On the interval III the phase trajectory (curve 1) is defined with the same
dependencies (5.51), if we accept m0 ¼ m1; s0 ¼ s1; z0 ¼ zðs1Þ ¼ z1; z00 ¼ z0ðs1Þ ¼
z01: The value zmin is determined as less than the root of the next quadratic equation,
obtained from (5.51) when z0 ¼ 0:

e2zmin � ezmin 1þ m21 þ 1� m21
� �

e�z1
 �þ 1 ¼ 0: ð5:52Þ

The points M1;M0
2 on the phase plane of the conditional oscillator correspond to the

value zmin.

Case 2 m1 ¼ p1=p0 [ 1: This case can also be analyzed with the help of depen-
dence (5.51). In this case the phase trajectory passes along curve 2 from point 0 to
point N3; whereupon it passes along curves of the family 1 (see Fig. 5.7a). This case
differs from the above mentioned one, because the minimum value of the function z
is equal to zero in the interval II. It means that within this interval A�A0. However
increase of the amplitude in the interval III can be very considerable and depends on
value of zmin (point M3).

Using (5.52) we will determine the factor of increase in amplitude j ¼ A�
max=A0,

where A�
max is the maximum possible value of the amplitude outside the parametric

impulse zone. It can be shown, that

j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 � 16m41
� �qr
2m1

2664
3775
m

;

where H ¼ 1þ m21
� �2� 1� m21

� �2cos 2m1s1; m ¼ signðm1 � 1Þ:
The analysis of the function jðm1s1Þ (Fig. 5.7c), shows that the amplitude of free

vibrations, during the passage through the zone of single parametric impulse, is
limited by the following inequality j� mm1 . Thus, even under the most unfavorable
phase shifts within the same period Tx we get

qmax �A0j exp �
ZTx
0

ndt

24 35: ð5:53Þ

Thus, the above mentioned technique allows to get the very concise engineering
estimation, which is used to determine the highest level of possible dynamic
aftereffect. This method can be applied to the more complex forms of parametric
impulse. So, if the parametric impulse has the form as shown in Fig. 5.8a, then the
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phase trajectory consists of three sections and has two switching points N1 and N2

(Fig. 5.8c, curve 1). The values of z1 and z01 are determined with (5.51).
To find the parameters, corresponding to the second point of shift, we can use

the same dependencies if we accept z0 and z00 as the initial values in the given
interval (i.e. in our case z0 ¼ z1 and z00 ¼ z01) and the value of m0 as the value of m on
the previous interval (i.e. in our case m0 ¼ m1). The issue of the minimum value of z
is solved in a similar fashion as for the cases considered above, and does not require
additional calculations.

The parametric impulse consisting of four sections is shown in Fig. 5.8b, which
correspond to the following segments of the phase trajectory (Fig. 5.8c, curve 2):
0� N 0

1 ðm ¼ m1Þ; N 0
2 � N 0

3 ðm ¼ m2Þ; N 0
3 �M0 � . . . ðm ¼ 1Þ:

Let us note that the above mentioned phase trajectories are used only to illustrate
the calculations and their compilation isn’t required while solving a particular
problem, since all the characteristic points of the phase plane are determined as per
the derived final analytical functions.

Fig. 5.8 To the analysis of the parametric impulses with many switching points; a parametric
impulse consisting of three sections, b parametric impulse consisting of four sections, c phase
trajectories
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5.5.2 Dynamic Effect Due to Action of Periodic
Parametric Impulses

In case of periodic repeatability of the parametric impulses, the maximum value of
the amplitude of free oscillations, after one period of the kinematic cycle, can reach

A1 ¼ A0 exp �
Zs

0

n tð Þdt
24 35Ys

i¼1

ji; ð5:54Þ

where s is the number of parametric impulses in one period.
Equations (5.53) and (5.54) show that the dynamic effect of parametric impulses

can be equivalent to the decrease in dissipation level of the system. When
A1=A0 [ 1 there is a possibility of occurrence of parametric resonance. The suffi-
cient condition of the dynamic stability has the form

exp �
Zs

0

n tð Þ
24 35Ys

i¼1

ji\1: ð5:55Þ

5.6 Cyclic Mechanisms with Force Closure

5.6.1 The Influence of the Drive’s Vibrations on Conditions
of Force Closure

In modern machines, mechanisms with unilateral constraints, using the force clo-
sure consisting of springs, to prevent the loss of contact in the kinematic pairs, are
widely used. It is the cam mechanisms, in which we most commonly encounter
spring closure, however, quite often the closing springs are installed on links of
lever, cam-lever and other mechanisms for the partial or complete elimination
of inter-mating of the working surfaces, arising from the relining in the clearances,
of the kinematic pairs. The reliable operation of the closing system can be impaired
due to various reasons, among which the oscillations of the springs and the
oscillations of the mechanism’s links, excited among others, by the closing force,
are the most important ones. If dynamic loads are predominant, then the condition
F ¼ n Pij jmax, where Pi is the inertial force; F is the closing force, n[ 1 is the
safety factor, should be observed. During the oscillations the closing force and the
force of inertia, defined on the basis of kinetostatic model, can vary substantially.
The latter fact may lead to the breach of the forced closure, irremovable by
increasing the closing force. This effect is due to the non-stationary character of the
kinematic connections, because of which in case of the nonlinear position function,
even the constant component of the closing force transforms into variable torque
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M0 ¼ P0F0, acting on the drive. In this case the forced oscillations of input link are
additionally excited, causing the increment of inertial loads on the output unit.

We can see in Fig. 5.9, the two oscillograms, obtained when recording accel-
erations of the cam follower on the experimental stand of the cam mechanism with
the spring closure [62]. Input data for the recording of these oscillograms is
identical, except the forces of the preliminary deformation, which in the second case
(Fig. 5.9b) as compared to the first (Fig. 5.9a) was increased by 1.5 times. As a
result, the maximum acceleration of the cam follower increased by about 40 %.

Let F ¼ F0 þ c0P, where c0;F0 are the coefficient of stiffness and force from
preliminary deformation of the closing spring, P is the position function of the
output link.

There is a functional connection Pij jmax¼ WðF0Þ between Pij jmax and F0. Let us
give some increment to the force F0, equal to DF0. Then, restricting to linear
approximation, we have

Pi
�� ��

maxþDPi � WðF0Þ þ oW
oF0

ðF0ÞDF: ð5:56Þ

Let us introduce the notion of the ideal increment of the factor of allowance
Dn0 ¼ DF= Pij jmax in case of absolutely rigid drive, i.e. when DP

i ¼ 0. Using (5.56)
we can show that when taking into account the drive’s elasticity Dn ¼ f Dn0, where

f ¼ ð1� hÞ=ð1þ h dn0Þ: ð5:57Þ

Here h ¼ oW
dF0

ðF0Þ; dn0 ¼ Dn0=n.

The graph fðhÞ clearly shows three distinct modes of operation of the closing
system (Fig. 5.10). For small values of h the coefficient f is close to unity. This
means that increment in the factor of allowance Dn is only slightly below its ideal
value Dn0.When h � 1 we have f � 0. This corresponds to the case where an
increase of the closing force does not lead to any noticeable change of the initial

Fig. 5.9 To the analysis of the dynamic effect resulting from the increase in the closing force;
a initial value of the closing force, b an enlarged value of the closing force
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value of factor of allowance n. At last, when h[ 1 we have f\0. In this mode it
can be expected that increase in the closing force leads to increase in the intensity of
the discontinuities of the kinematic connections and the further deterioration of the
mechanism’s operation. This means that the attempt to eliminate the discontinuities
of the kinematic contact by increasing the closing force, will fail, and the locking
system completely loses sensitivity to the installation and operating regulations, that
is, in fact, it turns out to be uncontrollable.

As it can be seen from the represented graphs, on the real range of variation
Dn0 ¼ Dn0=n\1, this parameter has relatively weak influence on the value of f.
We now turn to some of the “preventive” measures, which eliminate the possibility
of the operation of the mechanism in the dead zone of the closing system. We
restrict the change of the parameter f to some admissible value f\½f�. When
choosing the value of ½f� it should be taken into account that the closing force,
which prevents the disclosing of the system in run-down, is a very significant
additional load on the links and kinematic pairs of the mechanism during the run-in,
which can lead to increased wear and tear, as well as decreased the mechanism’s
efficiency, durability and reliability. Therefore it seems reasonable to accept
½f� � 0:8. This limit, taking into account (5.57) can be written as follows

h\½h� ¼ ð1� ½f�Þ=ð1þ dn0Þ: ð5:58Þ

To eliminate the effect of uncontrollability of the locking force, remaining within
the limits of the dynamic model 1-П-1 (see item 2.3), we can ensure that in the first
approximation

h � 3	 4ð Þ Pi
�r

2
�P

00
max

r2� � 1
� �

c1

�����
�����: ð5:59Þ

Here c1 is the reduced torsion stiffness of the drive; r� ¼ p2=p1, where p1; p2 are
the partial frequencies of the driving and driven subsystems of the mechanism; Pi

� is
the ideal force of inertia (or moment of inertia forces) in the area of possible
discontinuity of the kinematic chain.

From (5.59) it follows that marked phenomenon cannot be eliminated by
changing the parameters of the closing spring and is defined by the dynamic
characteristics of the drive and in the first place its reduced stiffness, which must
satisfy the following condition:

c1 [ c�1 �
20r2

�ð1þ dn0Þ
r2� � 1
�� �� P00j jmaxP

i
�n:

When c1 ! 1, according to (5.59) we have h ! 0; thus the actual increment of the
factor of safety coincides with ideal value, i.e. f ! 0 (see Fig. 5.10).
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5.6.2 Longitudinal Oscillations of the Closing Springs

Thus, the increase of the closing force to overcome the inertial loads of the output
link under certain conditions may not be effective, since at the same time the force
of inertia caused by this force increases. This leads to the lack of controllability of
the closing system and to the increase in the vibration activity of the system.
Furthermore we consider this problem in conjunction with the analysis of the
oscillations in the closing spring itself that makes possible a more complete
assessment of the considered phenomenon and the relative engineering recom-
mendations. Let us turn to the dynamic model (Fig. 5.11), which shows the cyclic
mechanism in the form of a consecutive chain of inertial elements ðJ0; J1;mÞ and
elastic and dissipative ðc1;w1Þ elements.

The input part of mechanism J is separated from the output part т with element
P that simulates the transformation of the input coordinate u0 þ q to the output
coordinate s ¼ Pðu0Þ. The angular velocity of the element J0 is assumed to be
constant x0. The closing spring attached to the output link at the point N1 is, strictly
speaking, the spatial curve beam, however at relatively small lifting angles of the
helix the spring, as it is known, can be replaced with a straight beam [56]. When
determining the frequency response of the system the dissipation can be neglected.
Let us write the homogeneous differential equation of the schematized spring

Fig. 5.10 Graph fðhÞ: 1� dn0 ¼ 1; 2–3–dn0 ¼ 0

Fig. 5.11 Model of the cyclic mechanism with spring closing
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o2u
ox2

� g�2
0

o2u
ot2

¼ 0; ð5:60Þ

where uðx; tÞ is the displacement of the section x; g20 ¼ ES=l0; ES; l0 are the
stiffness of the section of the equivalent “rod” and mass per unit length; E is the
modulus of elasticity; S is the cross-sectional area of the rod.

Assuming that the length of the equivalent rod is equal to the average height of
the spring l, for cylinder helix spring made of steel wire of round section we have
ES ¼ 8
 1010d4‘=8D3n; g0 ¼ 2:264
 103d‘=ðpD3nÞ, where d is the diameter of
the wire; D is the average diameter of the spring; n is the number of active coils. As
the parameters of the real mechanisms are slowly varying functions of time, one of
the boundary conditions of (5.60) also has a non-stationary character. According to
the method of conditional oscillator the particular solution of (5.60) can be written
as u ¼ Xðx; sÞWðtÞ where s is slow time. Then Eq. (5.60) corresponds to the fol-
lowing ordinary differential equation describing the time-varying oscillation form

X 00 þ k2ðsÞX ¼ 0; ð5:61Þ

where ð Þ0 ¼ o=ox; k2ðsÞ ¼ l0p
2ðsÞ=ðESÞ; pðsÞ is the varying “natural” frequency.

Approximate solution of (5.61) can be written as

X ¼ a cos kxþ sin kx: ð5:62Þ

As Xð0; sÞ � 0 we have a ¼ 0. Furthermore, normalizing the form in such a way
that Xð‘; sÞ � 1 we represent (5.62) as

X ¼ sin h= sin h�; ð5:63Þ

where h ¼ kx; h� ¼ k‘:
The second unused boundary condition is defined on the basis of the equality of

the amplitude values of the forces in the cross section N1, taking into account
u ¼ �s ¼ �PðuÞ:

‘X 0ðh�Þ=Xðh�Þ ¼ �R=c0; ð5:64Þ

where c0 ¼ ES=‘ is the stiffness coefficient of the spring; R is the dynamic stiffness
of the mechanism. On the basis of (5.63) and (5.64) after determining the dynamic
stiffness of the mechanism the formal frequency equation can be written as follows:

tan h�
h�

h2�g
2
0ðJ þ mP02

� Þ
c1‘2

� 1

" #
¼ c0P02

�
c1

: ð5:65Þ
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Equation (5.65) has an infinite number of roots h� rðsÞ r ¼ ð1; 1Þ: The variable
“natural” frequency is determined as prðsÞ ¼ g0h� rðsÞ=‘. In view of the specific
conditions of the considered problem, it is usually not necessary to solve the
transcendental equation (5.65). The point is that in the right-hand of the equation
there is a member e ¼ c0P02

� =c1, that characterizes the relation of stiffness of the
spring to the stiffness of the link (reduced values). Obviously, when using the actual
values of parameters, generally e � 1. If we accept as the first approximation
e ¼ 0, then (5.72) splits into two equations, the roots of which can be found from
simple relations:

h�r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c1=ðJ þ mP02

� Þ;
q

h� rþ1 ¼ rp; ðr ¼ 1; 1Þ: ð5:66Þ

Thus in this model practically only one frequency (usually the first one) varies in
time, and the rest do not depend on time or on the parameters of the mechanism. We
will use this circumstance in determining the forced oscillations of the system.

So, the performed frequency analysis provides the basis for a separate exami-
nation of the forced oscillations of the spring, i.e. for decomposition of the original
system. The law of motion for the spring’s end is u ¼ �Pðu0 þ qÞ � �Pðu0Þ�
P0ðu0Þq:

However, in case of small oscillations P0q � Pmax, so we can assume that the
section x ¼ ‘ moves as per the ideal law of motion, which is represented by Fourier
series:

uð‘; tÞ ¼ b0 þ
X1
j¼1

bj sinðjxt þ cjÞ: ð5:67Þ

In solving this problem, we cannot directly use the Fourier method, since the
boundary conditions are not uniform. This difficulty is eliminated by the substitu-
tion u ¼ u1 þ w, where w ¼ j1ðtÞ þ j2ðtÞ � j1ðtÞ½ �x=‘; j1 ¼ uð0; tÞ; j2ðtÞ ¼
uð‘; tÞ (in our case j2 ¼ 0). For the new variable u1 we have zero boundary
conditions u1ð0; tÞ ¼ 0; u1ð‘; tÞ ¼ 0; but the equation becomes nonhomogeneous:

o2u1
ox2

� g�2
0

o2u1
ot2

¼ x
g20‘

d2j2
dt2

: ð5:68Þ

We find solution as follows:

u1 ¼
X1
j¼1

vjðxÞ sinðjxt þ cjÞ: ð5:69Þ

After substituting (5.69) into (5.68), taking into account the boundary conditions
and the transition to the original variables, we finally obtain:
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u ¼
X1
j¼1

bj sinðjxt þ cjÞ sinðjxx=g0Þ= sinðjx‘=g0Þ þ b0x=‘: ð5:70Þ

The closing force in this case is determined as к F ¼ ðESÞ0
ou
ox

ð‘Þ: Thus

F ¼ v1x
X1
j¼1

jbjcotðjx‘=g0Þ sinðjxt þ cjÞ þ v2b0; ð5:71Þ

where, for the spring made of steel wire v1 ¼ 1; 387
 107d3=D kg/s; v2 ¼
1010d4=ðD3nÞ kg/s2; n is the number of volutes.

The conditions of forced closing will be met if for the whole kinematic cycle
F\0 for compression springs and F[ 0 for tension springs, which is equivalent to
the requirement

v1x
X1
j¼1

jbj cot(jx‘=g0Þj j\v2 b0j j: ð5:72Þ

When jx‘=g0 ¼ ps ðs ¼ 1; 1Þ and assuming the absence of dissipation, there is an
infinite increase on the left side of this inequality that corresponds to the resonant

frequency jx ¼ k ¼ s
pg0
‘

¼ 2:264
 103
d

D2n
. However, the normal operation of

the closing device is violated even on the verge of the resonance zone. Thus, when
we have monoharmonic nature of the law of motion ðj ¼ 1Þ; taking b0j j ¼ nb1;
where n[ 1 is the original coefficient of allowance, we obtain the condition

n[ v1x cot(x‘=g0Þj j=v2: ð5:73Þ

If x ! 0, after evaluation of interminate form, the formula (5.73) gives the result
n[ 1. Further, with the growth of x, the right-hand side decreases reaching zero at
x‘=g0 ¼ p=2. This increase of the safety factor is due to the effect of dynamic
unloading (see Sect. 4.3). With further increase in x, as we approach the resonance
mode x ¼ pg0=‘, the right-hand side of the inequality increases, which ultimately
leads to the violation of the condition (5.73). This indicates that then spring no
longer performs the forced closing.

If we assume that in the cyclic mechanism the dynamic load, associated with
non-uniform mass m movement, dominates, then to exclude the unlocking in
section N2 (see Fig. 5.11) the condition (5.73) must be stricter

F0 [ v1x0

X1
j¼4

j cot(jx0‘=g0Þj j � mw; ð5:74Þ

where w is the acceleration of the mass m, which depends on both the acceleration
of the program motion and oscillations q of the input link F0 ¼ v0 b0j j.
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To determine qðtÞ we can use the truncated model, based on the revealed-above
possibility of system decomposition. This model, which shows the oscillatory
system of the drive with variable moment of inertia J þ mP02

� , is described by the
following linear differential equation with variable coefficients:

ðJ þ mP02
� Þq

:: þ ðbþ 2mx0P
0
�P

00
�Þ _qþ c0q ¼ P0

�½FðtÞ � mx2
0P

00�; ð5:75Þ

where b is the equivalent coefficient of linear resistance; asterisk corresponds to the
argument u0 ¼ x0t; FðtÞ is given by formula (5.71).

Further on we assume that the parameters of the system correspond to the
conditions of dynamic stability, both in the areas of parametric resonance and in the
finite segment of the kinematic cycle (see Sects. 5.3.1 and 5.4.2). A sufficient
condition for dynamic stability is reduced to the form b[ p1ðJ þ mP02

� Þ � dp1=dt:
The approximate analytical solution of Eq. (5.75), obtained using the method of

conditional oscillator, is given in Sect. 5.2. When we have the known solution qðtÞ
the acceleration is described by the relation:

w ¼ P00x2
0ð1þ _q=x0Þ2 þP0q

::
; ð5:76Þ

After which inequality (5.74) can be checked for any moment of current time.
Violation of this inequality is primarily expected to be in the vicinity of the rotation
angles u0, corresponding to the minimum of the second geometric transfer function
P00: According to (5.71) and (5.74) in case of increase in F0 the driving force also
increases and hence the extreme values of acceleration wðtÞ of the cam follower
also increases.

Along with the above test, during the synthesis of the closing system, it is
desirable to have the estimated conditions, which could serve as the guideline for
the design and as material for further clarification. For the purpose, using the
principle of superposition, we select from solution qðtÞ the component, which is
proportional to the average value of the closing force

q ¼ q0 þ F0

X1
j¼1

Dj cosðjx0t þ aÞ: ð5:77Þ

As shown by the analysis, the “strongest” harmonics at some distance from the
resonance zones Dj � jjjbj=c1; where jj � ½1� ðjx0=p1Þ2��1; �p1 is the average
frequency p1:

Further, taking into account that in real mechanisms _q=x0\0:1 we perform the
linearization of the function (5.76)

w � P00
�x

2
0ð1þ 2 _q=x0Þ þP0

�q
::
: ð5:78Þ
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Hence, according to (5.74), (5.77) and (5.78) we get with certain factor of margin

F0 ¼
v1x0

P1
j¼1 jbj cot(jx0‘=g0Þj j � KP00

minx
2
0m

1� 2 P00
min

�� ��x2
0m

P1
j¼1 j

2Djð1þ 0:5 jNÞ ; ð5:79Þ

where K ¼ w0
min=ðP00

minx
2
0

�� ��; w0 ¼ wðq0Þ; N ¼ P0
��=P

00
min

�� ��; P0
�� is the value of the

function P0, corresponding to the position at which P00 ¼ P00
min. If we keep in the

function P0 and P00 one dominant harmonic m, D _q � �F0mbmjmx0c�1
1 sinðmx0t þ amÞ;

Dq
:: ’ F0m2bmjmx2

0c
�1
1 cosðmx0t þ amÞ, where Dq ¼ q� q0:

In this case, we get

F0 [
v1x0

P1
j¼1 jbj cot(jx0‘=g0Þj j � KP00

minx
2
0m

1� jmm2b2mx
2
0mc

�1
1

: ð5:80Þ

In case of substantial reduction of the denominator in (5.79) and (5.80) the mean
value of the force F0, required for reliable closing, significantly increases and if the
denominator is equal to zero, the effect of absence of the controllability of the
closing system appears, the physical meaning of which was explained above.

To exclude the possibility of this effect, it is necessary to ensure through the
choice of the coefficient of torsion stiffness c1 the satisfaction of the condition,
under which the denominators in these formulae remained close to unity (one). For
example, in the particular case, corresponding to the formula (5.80), it should be
required that c1  jmm2b2mx

2
0m: We can consider the reciprocal value of the

denominator as the criterion, characterizing the increase in the inertial forces due to
the increase in the mean value of the closing force.

5.6.3 Transverse Vibrations of Closing Springs

System of differential equations. When calculating the transverse oscillations of the
spring it is also replaced by the equivalent rod. However, in this case, we have to
take into account not only the bending in the plane of the volute of the spring, but
also the torsional and longitudinal deformation of the volute element. Taking into
account the shifts, the rotational inertia of the cross sections and longitudinal loads,
the system of differential equations, which describes the transverse vibrations of the
springs, has the form [56]

o2y
ox2

� m
S2

o2y
ot2

� ð1� F
S2
Þ oh
ox

¼ 0;

o2y
ox2

� q
S1

o2h
ox2

þ S2
S1

ð1� F
S2
Þðoy
ox

� hÞ ¼ 0;

ð5:81Þ

where y is the transverse displacement; h is the average angle of rotation of the
cross section; m; q are mass and moment of inertia of the equivalent rod of unit
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length; F is the longitudinal load (F[ 0 is stretching; F\0 is compression); S1, S2
are the bending and shear stiffness of the section of the equivalent rod. For springs
made of round wire

m ¼ q0
p2Dd2n

4l
; q ¼ q0

p2D3d2n
32l

; S1 ¼ 2‘EI
pDnð2þ lPÞ

; S2 ¼ 8‘EI
pD3n

;

where D is the diameter of the wire; ‘ is the height of the spring under average load;
d is the diameter of the wire; q0 is the density of the material; E is the elastic
modulus; I ¼ pd4=64 is the moment of inertia of the section; lP is Poisson’s ratio
(for steel lP ¼ 0:3); n is the number of the working volutes.

When using the springs for forced closing of the kinematic pairs, its ends are
often attached to the movable links. In this case, the boundary conditions are given
as functions of time.

Let yð0; tÞ ¼ jIðtÞ; yð‘; tÞ ¼ j2ðtÞ ðjI � ‘; j2 � ‘Þ: We could also require
hð0; tÞ ¼ j3ðtÞ; hð‘; tÞ ¼ j4ðtÞ: However, when designing the mechanisms, spe-
cial measures are taken to ensure that the bearing surfaces would not “break out”
the spring, so the presence of such boundary conditions indicates the taking of an
unsatisfactory constructive decision. In other words when using the movable ends
of the closing spring, the possibility of the self-aligning of the plane of the ends
should be provided for, which corresponds to the absence of bending moments in
these sections, i.e. to pivoted support. Let us introduce the substitution

y ¼ ðx; tÞ ¼ y1ðx; tÞ þ wðx; tÞ; ð5:82Þ

where wðx; tÞ ¼ j1ðtÞ þ ½j2ðtÞ � j1ðtÞ�x=‘.
Then wð0; tÞ ¼ j1 ðtÞ; wð‘; tÞ ¼ j2ðtÞ; y1ð0; tÞ ¼ y1ð‘; tÞ ¼ 0 and the system of

differential equations is reduced to the form

o2y1
ox2

� m
S2

o2y1
ot2

� ð1� f Þ oh
ox

¼ m
S2

d2j1
dt2

þ ðd
2j2
dt2

� d2j1
dt2

Þ x
‘

	 

;

o2h
ox2

� q
S1

o2h
ot2

¼ � S2
S1

ð1� f Þ oy1
ox

� hþ j2 � j1
‘

	 

;

ð5:83Þ

where f ¼ F=S2:

Determination of the “natural” frequencies and mode shapes of vibrations Let
us substitute in the system of homogeneous differential equations obtained from
(5.83) when j1 ¼ j2 ¼ 0; y1 ¼ Y1ðxÞ sinðktÞ; h ¼ vðxÞ sinðktÞ: After reduction to
sin kt we get the following system of differential equations:

Y 00
1 þ mk2

S2
Y1 � ð1� f Þv0 ¼ 0;

S2
S1

ð1� f ÞY 0
1 þ v00 þ qk2

S1
� S2
S1

ð1� f Þ
	 


v ¼ 0;

ð5:84Þ

where ð Þ0 ¼ o=ox.
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Assuming Y1 ¼ Aekx and v ¼ Bekx, we transform (5.84) into a homogeneous
system of algebraic equations relatively to A and B. Furthermore, turning to zero the
determinant of this system, we obtain the characteristic equation

k4 þ 2b21k
2 � b42 ¼ 0; ð5:85Þ

where b21 ¼ 0:5 k2
m
S2

þ q
S1

� �
� S2
S1

f ð1� f Þ
	 


; b42 ¼
mk2

S1
ð1� f � qk2

S2
Þ:

It follows: k1;2 ¼ �ia1 ði ¼
ffiffiffiffiffiffiffi�1

p Þ; k3; 4 ¼ �a2; and besides a1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b21 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b41 þ b42

pq
;

a2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�b21 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b41 þ b42

pq
. Then

Y1 ¼ C1 cosða1xÞ þ C2 sinða1xÞ þ C3ch(a2xÞ þ C4sh(a2xÞ;
v0 ¼ b1½C1 cosða1xÞ þ C2 sinða1xÞ� þ b2½C3ch(a2xÞ þ C4ðsha2xÞ�;

ð5:86Þ

where b1 ¼ ðmk2S�1
2 � a21Þ=ð1� f Þ; b2 ¼ ðmk2S�1

2 þ a22Þ=ð1� f Þ.
The constants C1, C2, C3, C4 are found from the boundary conditions, which in

case of pivoted support of the spring’s ends have the following form: Y1ð0Þ ¼
Y1ð‘Þ ¼ 0; v0ð0Þ ¼ v0ð‘Þ ¼ 0 (absence of the bending moments). Omitting the
calculations, on the basis of (5.86) we get the following frequency equation:

f1ek4 � z2 z2ð1� f Þ þ f2
 �ek2 þ z4 1þ f3z

2f ð1� f Þ � ¼ 0; ð5:87Þ

where ~k ¼ k=k0; k0 ¼ j2p2‘�2
ffiffiffiffiffiffiffiffiffiffiffiffi
S1=m;

p
z ¼ ‘=D (index of the spring).

For springs made of round steel wire f1 ¼ 1:32; f2 ¼ 2:31; f3 ¼ 0:932:
As it follows from the analysis, the tensile strength (F[ 0; f [ 0) increases the

lower “natural” frequency, whereas the compressive strength (F\0; f\0)
decreases it.

When ~k� 0, the straight shape of the spring’s equilibrium, becomes unstable.
Obviously, the corresponding critical value of the spring’s compression force F� ¼
f�S2 corresponds to the vanishing of the free term of the Eq. (5.87); thus f� is
determined as the negative root of the quadratic equation

f3z
2f 2� � f3z

2f� � 1 ¼ 0: ð5:88Þ

To determine the forms of oscillations, at the accepted boundary conditions, we
should substitute corresponding values k when C1 ¼ C3 ¼ 0; C2 ¼ 1; C4 ¼
�sina1‘=sha2‘ in expression (5.86).

With the given side sections of the springs we have the following boundary
conditions: Y1ð0Þ ¼ Y1ð‘Þ ¼ 0 (the absence of deflection); vð0Þ ¼ vð‘Þ ¼ 0 (the
absence of the angular deformation in the side section of the spring). In this case,
the frequency equation appears to be transcendental:
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cos a1‘þ cha2‘ sin a1‘þ a2b1
a1b2

sha2‘

b1
a1

sin a1‘� b2
a2

sha2‘
b1
a1
ðcha2‘� cos a1‘Þ

��������
�������� ¼ 0: ð5:89Þ

The critical value of the parameter f�\0, corresponding to the loss of stability of
the rectilinear form of the spring’s equilibrium, is determined from (5.85) to (5.89)
with the substitution of k ¼ 0.

Forced oscillations in case of kinematic excitation Let’s suppose that the
spring’s ends oscillate perpendicular to its axis for a relatively small value j1 ¼
a1 sinxt; j2 ¼ a2 sinxt (a1 � ‘; a2 � ‘). We use again the representation of
solutions in form (5.89) and write the functions y1ðtÞ and hðtÞ as y1ðx; tÞ ¼
YxðxÞ sinxt; hðx; tÞ ¼ vxðxÞ sinxt: Substituting these functions in (5.83) we get

Y 00
x þ mx2

S2
Yx � ð1� f Þv0x ¼ mx2

S2
a1 þ ða2 � a1Þ x

‘

h i
;

S2
S1

ð1� f ÞY 0
x þ v00x þ qx2

S1
� S2
S1

ð1� f Þ
	 


vx ¼ ða1 � a2Þð1� f ÞS2
S1‘

;

ð5:90Þ

where ð Þ0 ¼ o=ox:

The solution of the system (5.90) has the form:

Yx ¼ h1 cos a1xþ h2 sin a1xþ h3cha2xþ h4sha2xþ h5xþ h6;

vx ¼ b1a
�1
1 ðh1 sin a1x� h2 cos a1xÞ þ b2a

�1
2 ðh3sha2xþ h4cha2xÞ;

ð5:91Þ

where hiði ¼ 1; 6Þ are the some constants.
Functions b1; b2; a1; a2 are determined as per the above mentioned formulae by

replacing the natural frequency k with the frequency of kinematic excitation x.
The last two terms in dependencies for Yx correspond to the particular solution,

the substitution of which in (5.83) gives h5 ¼ ða2 � a1Þ=‘; h6 ¼ a1: Other constants
are found from the boundary conditions for simply supported ends of the spring
Yxð0Þ ¼ Yxð‘Þ ¼ 0; v0xð0Þ ¼ v0xð‘Þ ¼ 0:

From the first equation of (5.90) it follows that the last two boundary conditions
are equivalent to Y 00

xð0Þ ¼ mx2a1=S2 and Y 00
xð‘Þ ¼ mx2a2=S2: On the basis of (5.91)

we get

h1 ¼ � a1a22
a21 þ a22

; h2 ¼ a22ða1 cos a1‘� a2Þ
ða21 þ a22Þ sina1‘

;

h3 ¼ � a1a21
a21 þ a22

; h4 ¼ a21ða1 cosh a2‘� a2Þ
ða21 þ a22Þ sinh a2‘

:
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In case of resonance x ¼ k, we have sin a1‘ ¼ 0; then under the condition that
a1 6¼ a2; h2 ! 1 Yx ! 1: If a1 ¼ a2, then with resonance only symmetric mode
shapes are excited, i.e. a1‘ ¼ ð2j� 1Þp. If the kinematic excitation of the sides of
the spring has the similar amplitudes, but the phase shift is equal to p ða1 ¼ �a2Þ,
then the resonance equals a1‘ ¼ 2jp; at the same time only antisymmetric shapes
are excited. We find the total displacement of the arbitrary section of the spring as
yx ¼ YxðxÞ þ a1 þ ða2 � a1Þx=‘½ � sinxt:

When using the Fourier series the given dependencies are easily generalized to
the case when the functions j1ðtÞ and j2ðtÞ are arbitrary periodic functions.

Parametric and combination resonances of the springs As it follows from
(5.87), the longitudinal disturbance, which is associated with the variability of the
spring’s parameters, leads to the pulsation of “natural” frequencies that may be the
cause of the parametric excitation.

As it was already mentioned, the basic parametric resonances occur in the
vicinity of the frequencies x� ¼ 2�p1; 2 and combination resonances when x� ¼
�p2 � �p1: When calculating �p1; 2 the dimensionless frequency coefficient �p1; 2 � �k1; 2
is determined by substituting into (5.87) the average values of the parameters.

The specifics of parametric excitation of the springs is associated with small
values of the logarithmic decrement 0 (usually 0\0:1), so the provision of con-
ditions of dynamic stability is mainly due to the detuning from the critical zones.
Furthermore, it should be understood that the longitudinal driving force is always
applied to the spring eccentrically, not strictly parallel to the axis of the spring,
which leads to the inevitable excitation of transverse vibrations. The latter may
interact with parametric oscillations.

5.7 Some Problems of Dynamics of Cyclic Mechanisms,
Schematized as Chain Systems with Variable
Parameters

5.7.1 Dynamic Errors of the Operating Members
with Increased Dimensions

In many technological machines the working parts are mounted on the shafts or
rods, committing the given non-uniform program movement. This movement is
complimented by undesirable vibrations, caused by the kinematic disturbance, and
as the analysis shows, especially significant dynamic errors occur due to vibratory
accelerations (see Chap. 4).

Dynamic model The dynamic model presented in Fig. 5.12 consists of two ele-
ments with elastic and dissipative properties, separated by the element that simu-
lates the position function of the output link of the cyclic mechanism u1 ¼ PðuÞ
and the executive body, schematized as the disc and shaft with moments of inertia
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J1 and J2. Let us introduce the following notations: x; u ¼ xt are the angular
velocity and coordinate of the input link; u2ðx; tÞ is the coordinate of the output
link; c0; c1 are the stiffness coefficients; w0; w1 are the dissipation coefficients; G is
the shear modulus; I is the polar moment of inertia. Using the energy balance
condition, we reduce the elastic and dissipative characteristics c0; w0 to the axis of
the executive body. At the same time we assume dP=du ¼ r0 sinu, which cor-
responds to the widespread event of program motion of the output link. Then the
reduced coefficients of stiffness and dissipation are defined as follows

c ¼ c1ð1þ v sin2 uÞ�1; w ¼ ðw0c1=c0 þ w1Þð1þ v sin2 uÞ�1; ð5:92Þ

where v ¼ r20c1=c0.

The differential equation of the oscillations of the executive body in the coor-
dinate system u1 ¼ PðuÞ has the form

GI
o2u
ox2

� q
o2u
ot2

� b
ou
ot

¼ qx2 d
2P
du2 �Mðx; tÞ; ð5:93Þ

where u ¼ u2ðx; tÞ �PðuÞ is the dynamic error in the section x; q ¼ J2=l is the
moment of inertia of the running length; b is the equivalent coefficient of the linear
force of resistance (see below); Mðx; tÞ is the intensity of the distributed external
moment.

According to (5.92) the reduced elastic and dissipative characteristics of the
transmission mechanism are the functions of “slow” time s ¼ u=x. In this case the
boundary conditions are defined as follows:

GI
ou
ox

ð0Þ ¼ cðsÞuð0Þ þ bðsÞ ou
ot

ð0Þ þ J1
o2u
ot2

ð0Þ; ou
ox

ð0Þ ¼ 0: ð5:94Þ

The frequency and modal analysis Taking into account the negligible influence
of the resistance forces on the “natural” frequencies and mode shapes, at this stage,
we accept b � 0. According to the method of conditional oscillator the solution of
the homogeneous differential equation, obtained from (5.92) with vanishing right-
hand side, we find in the form:

Fig. 5.12 Dynamic model
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u ¼ Xðx; sÞ cosUðtÞ; ð5:95Þ

where s is “slow time”.
In one of the sections (for example, at x ¼ ‘) functions Xð‘; sÞ and U, according

to the method of the conditional oscillator, can be associated with additional con-
dition (see Sect. 5.2)

2
dB
ds

pþ B
dp
ds

¼ 0: ð5:96Þ

Here pðsÞ ¼ dU=dt is “natural” frequency; B ¼ Xð‘; sÞ.
On the basis of (5.93)–(5.96) the formal frequency equation can be written as

hðsÞ½hðsÞ þ l tan hðsÞ� ¼ r2
0ð1þ v sin2 xsÞ�1; ð5:97Þ

where l ¼ ql=J1; r0 ¼ k1=k2; k1 ¼
ffiffiffiffiffiffiffiffiffiffiffi
c1=J1

p
; k2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GI=ðJ2lÞ

p
; hrðsÞ ¼ prðsÞ=k2.

Equation (5.97) has an unlimited set of roots (hrðsÞ), (r ¼ 1;1), to which
correspond the “natural” frequencies prðsÞ ¼ k2hrðsÞ. If we take B ¼ 1 when s ¼ 0
then non-stationary mode shape is determined with the following relationship:

Xrðx; sÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
hrð0Þ
hrðsÞ

s
cos½UrðsÞð1� x=lÞ�; ð5:98Þ

where r is the number of the frequency.
The evolution of mode shapes for v ¼ 1; u ¼ p=2 at variation of parameters l

and r0 is shown in Fig. 5.13. Thus the solid line corresponds to l ¼ 0:5; r0 ¼ 1,
the hatching line corresponds to l ¼ 3; r0 ¼ 1, the hatch-dotted line corresponds
to l ¼ 1; r0 ¼ 0:5, the dotted line corresponds to l ¼ 1; r0 ¼ 2:

Fig. 5.13 Evolution of
oscillatory mode shapes
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Analysis of the dynamic errors Using the apparatus of quasi-normal coordinates,
we will represent the solution of the nonhomogeneous differential equation (5.93)
as

u ¼
X1
r¼1

Xrðx; sÞUrðtÞ; ð5:99Þ

where function Ur is determined from the following differential equation:

U
::

r þ 2nrðsÞ _Ur þ p2r ðsÞUr ¼ WrðtÞ: ð5:100Þ

The dissipative term, omitted in frequency analysis, is included in the left-hand side
of this equation, for the determination of which we can use the following depen-
dence, obtained with the exclusion of dissipative connections between the different
mode shapes (see Chap. 6).

w�
r ðsÞ ¼

cðsÞlwðsÞ þ GIDrðsÞwr

cðsÞlþ GIDrðsÞ ; ð5:101Þ

where Dr ¼ l�1
Rl
0
X 02
r ðx; sÞdx ¼ 0:5 hrðsÞ½hrðsÞ � 0:5 sin 2hrðsÞ�; w; wr are the

dissipation coefficients for both considered subsystems respectively; w�
r is the

reduced to the mode shape r dissipation coefficient. At the same time
nrðsÞ � w�

r ðsÞ prðsÞ=ð4pÞ.

The right-hand side of the differential equation (5.100) can be found as

Wr ¼ �w�ðtÞ
Z l

0

Xrdx=
Z l

0

X2
r dx ¼ �w�ðtÞHrðsÞ;

where HrðsÞ ¼ 2 sin hrðsÞ
hrðsÞ þ 0:5 sin 2hrðsÞ :

On the basis of the method of the conditional oscillator the particular solution of
Eq. (5.100) for slowly varying coefficients can be written as follows:

Ur ¼ 1ffiffiffiffiffiffiffiffiffiffi
prðtÞ

p Z t

0

WrðzÞffiffiffiffiffiffiffiffiffiffi
prðzÞ

p exp½�
Z t

z

nrðnÞdn� sin½
Z t

z

prðnÞdn�dz: ð5:102Þ

For engineering estimations, the function u
::
maxðx=‘Þ, characterizing the distribution

of additional accelerations along the x axis, is of great interest. It should be noted
that using the actual values of the parameters, the vibration accelerations, caused by
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abrupt changes of acceleration of the program movement d2u1=dt
2, are the source

of increased vibration activity, which limits the performance of the machines.
As shown by the analysis of these dependencies, in case of change of program

acceleration from 0 to wmax for the time Dt

u
::
max ¼ wmax

X1
r¼1

jrðmrÞHrXr; ð5:103Þ

where mr ¼ Dt=Tr; Tr ¼ 2p=�pr; �pr is the average value of prðsÞ in the interval
½0;Dt�, wmax is the maximum value of wðtÞj j. For a number of the typical shapes of
w�ðtÞ the functions jrðmrÞ are given in Sect. 4.1. Since in case of adopted nor-
malized forms Xrð‘Þ ¼ 1, it follows from (5.103), that sum of K ¼ P1

r¼1 jr Hrj j can
be used as criterion for estimation of the dynamic error in vibration accelerations.
The components of this sum characterize the distribution of the accelerations over
the various vibration modes. The most significant contribution is made by the
member K1.

It can be shown that mr ¼ Du1k2�hr=ð2pxr0Þ, where Du is the rotation angle of
the main shaft, corresponding to the change of wðtÞ between extremes, �h is the
average value of h: For small values of mr the criterion K1 is not very different from
unity. Consequently, u

::
max � w�max that corresponds to the so-called soft impact.

With the growth of the parameter h, which is proportional to the “natural” fre-
quency, this criterion abruptly decreases. Interestingly, for some small values of m1
the criterion has the maximum, which exceeds one in value. This, however, does
not mean that the maximum of additional acceleration u

::
max, arising from a single

discontinuity w�ðtÞ may become larger than w�max. The matter is that criterion K1

characterizes only the first mode shape, which when summed as per formula
(5.103), is compensated by other components.

When criterion K is formed, usually the next as per importance is member K3.
The relatively small influence of the members, corresponding to even modes, fol-
lows from nearness to the anti-symmetric modes of oscillations, for which the
elementary work from the given symmetric load is relatively small.

To analyze the character of distribution of vibration acceleration along the X-
axis, we introduce the function Z1 ¼ K1ðmÞX1ðx=lÞ=X1ð0Þ, which corresponds to the
lowest mode of oscillations. In the Fig. 5.14 we can see the graphs of this function
when v ¼ 1; l ¼ 1 for two values m1 ¼ 0:1 and m1 ¼ 1. In this case, the solid lines
correspond to r0 ¼ 4, hatched lines correspond to r0 ¼ 3, hatch-dotted ones
correspond to r0 ¼ 2. As it follows from the graphs, with decrease in r0 the
accelerations is more evenly distributed along the length of the executive body.

To control the level of vibration activity we will define the load, transmitted to
the drive cðsÞuð0; tÞ ¼ cðsÞP1

r¼1 Xrð0; sÞUrðtÞ. The criterion of evaluation of each
of the components of the sum, included in this dependence, is Nr ¼ Xrð0; sÞUrj jmax.

The analysis of this criterion indicates that the satisfaction of the condition
m1 � 2	 3 is also useful for the reduction of the system’s vibration activity (see 4.1.3).
Consideration of the other program accelerations leads to similar conclusions.
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Conditions of dynamic stability on a finite interval of the kinematic cycle As
shown above, the main source of vibration activity are the accompanying free vibra-
tions, arising out of the quasi-impulsive kinematic excitation. In a systemwith constant
oscillation parameters, arising from each pulse, are damped. In case of variable
parameters, we can alternate the intervals of increase and decrease of the amplitudes,
which is due to the violation of the conditions of dynamic stability for a finite time
interval. At the same time there is a kind of an amplitude modulation, during which the
level of oscillations may increase significantly (see Sect. 5.3.1).

In the given problem the conditions of stability for lowest frequency ðr ¼ 1Þ are
reduced to the form 01 [ 0� ¼ pxk�1

2 W1ðuÞj j (vibrations and vibration-velocity),
01 [ 0� ¼ 3pxk�1

2 W1ðuÞj j (vibration accelerations). Here 01; 0� are logarithmic
decrements and its critical value and function W1ðuÞ is determined with the fol-
lowing dependence: W1ðuÞ ¼ h�2

1 dh1=du. As shown by the analysis, the condi-
tions, establishing the stability in vibration accelerations, turns out to be defining
ones.

5.7.2 Vibrations in the Differential Mechanism
with Built-In Cyclic Mechanism

A combination of the differential mechanisms, with mechanisms that implement
some kind of nonlinear functions, connecting the kinematic and dynamic charac-
teristics of certain links, are often used in the drives of the technological and
industrial machines. Among them the mechanical impulse transmissions, with
surplus number of the degrees of freedom of the differential mechanism, are widely
used for automatic transformation of torque, the formation of impulse actions and

Fig. 5.14 Distribution of the
oscillation accelerations
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solutions of some other dynamic problems [50]. In such drives, usually freewheel
mechanisms combined with lever mechanisms are used. In this class of the
mechanisms, the connections are not positional, so they cannot be used in cases,
where it is necessary to ensure strict cyclic working of various mechanisms, which
is typical for many machines used in the textile industry, printing, food industry and
many other industries.

The additional positional relationship with respect to the differential mechanism
can be either external or internal. An example of a mechanism with an external
positional connection is discussed in the monograph [1]. In this case one of the two
input links of the differential mechanism, is kinematically linked to the balancing
arm of the cam follower, which results in the output link’s rotation with variable
angular velocity, which is the linear combination of the input link’s angular
velocities that is basically distinct from the systems with internal nonlinear position
connections. In particular, such mechanisms are used to rotate the lens turret of the
movie-camera. What follows are the typical problems of kinematics and dynamics
of the differential mechanisms with cyclic mechanisms with nonlinear position
relationships, considered in the general formulation, with specific focus on
accounting of the elastic and dissipative properties and methods of reduction of the
dynamic loads.

Kinematic characteristics The kinematic characteristics largely determine the
dynamic properties of mechanisms of the given class. In Fig. 5.15, we can see the
schematic diagram of the differential-cyclic mechanism, consisting of a differential
mechanism D, a cyclic mechanism with a nonlinear position function PðunÞ and
two transmission gears with constant ratio unk ¼ xn=xk and uHN ¼ xH=xN where
xi are the angular velocities of the corresponding links, the index H corresponds to
the carrier of the differential mechanism, and the index N to the output link of the
mechanism.

Fig. 5.15 Schematic and dynamic model of the differential mechanism with cyclic subsystem;
a block diagram, b dynamic model
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The functional connection between the angular velocities has the following
form:

xn ¼ ½uDP0ðunÞ þ uz�x0; ð5:104Þ

where uD ¼ uHNðuðHÞ
0 k Þ; uz ¼ u�1

nk u
ðHÞ
0 k ; P

0ðunÞ ¼ duN=dun:

On the basis of (5.104) we get uz
Run

0
BðunÞdun ¼

Ru0

0
du0 ¼ u0; where BðunÞ ¼

hP0ðunÞ þ 1; h ¼ uD=uz: Hence, the equation of the position feedback has the form

hPðunÞ þ un ¼ u�1
z u0: ð5:105Þ

Henceforth, without the loss of generality, out of methodological reasons, we
assume un � 0; PðunÞ� 0, that corresponds to xn [ 0 and BðunÞ[ 0: The
movement phase, in which hP0 [ 0; will be called direct passage, and if hP0\0—
the reverse passage. Let us introduce the kinematic characteristics of the mechanism
when PðunÞ � 0; P0ðunÞ � 0, xn0 ¼ u�1

z x0; un0 ¼ u�1
z u0: Obviously, these

characteristics correspond to the mechanism with the connected carrier.
When x0 ¼ const, we have xn0 ¼ const, un0 ¼ xn0t. Then

xn=xn0 ¼ 1=BðunÞ; en=x
2
n0 ¼ �hP00ðunÞ=B3ðunÞ;

xN=xn0 ¼ P0ðunÞ=BðunÞ; eN=x
2
n0 ¼ P00ðunÞ=B3ðunÞ;

ð5:106Þ

where P00ðunÞ ¼ d2P=du2
n; en; eN are the angular accelerations.

In spite of the nonlinearity of the function PðunÞ, taking into account the
positional feedback, between the accelerations of the input and output links of the
cyclic mechanism, it can be shown that these accelerations are connected with the
simple linear relationship en ¼ �heN : According to (5.105) the angles of rotation of
the input link un characterizing the direct and reverse passages are determined with
expressions un þ hPmax ¼ un0; un � hPmax ¼ un0. Since the angles un0 are
proportional to the relevant time intervals, these dependencies indicate that there is
a “stretching” in time during the direct passage, and conversely, “compression”
during the reverse passage. Subjected to the observation of the mandatory condition
BðunÞ[ 0 the element n rotates with variable angular velocity, while link N and the
associated carrier oscillate.

We will illustrate the kinematic and dynamic properties of the considered class
of mechanisms using the model, presented in the Fig. 5.15b with following initial
data: z0 ¼ 40; z1 ¼ 20; z2 ¼ z3 ¼ 30; z4 ¼ 60; z5 ¼ 54; z6 ¼ 18; P ¼ að1�
cosunÞ; where zi is the number of the teeth; a ¼ 0:5Pmax: when h ¼ 1:5:

The analysis of the dimensionless kinematic characteristics (Fig. 5.16) shows
that the original symmetrical harmonic law of motion during the forward and
reverse passages can be changed as desired. In particular without deterioration of
the initial pressure angles, corresponding to the symmetry of the direct and reverse
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passages, we can substantially increase the productivity ratio of the mechanism.
uN0=un0.

Another advantage of such mechanism is the ability to change the kinematic
characteristics with the same cyclic mechanism, only by varying the ratios of gears.
For example, if the gear ratio uHN is realized with the variable-speed drive, then the
readjustment does not require the mechanism to be dismantled. The use of variable-
speed drive in the inverse kinematic chain, in this case, does not lead to the
cumulative error, associated with slippage, and can only make minor phase shifts of
the kinematic characteristics within the loop, which usually do not violate the given
cyclic diagram of the machine.

The extreme values of the angular velocity and accelerations of the links n and N
are of interest. According to (5.106) extremes of angular velocities occur when
P00ðunÞ ¼ 0 and for acceleration at u�

n, which are the roots of the equation.

P000ðu�
nÞ½hP0ðu�

nÞ þ 1� ¼ 3 hP002ðu�
nÞ: ð5:107Þ

For considered law of motion we have

u�
n ¼ pm� ð�1Þm arcsin½ð1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 24 h2a2Þ

p
=ð4 haÞ�; m ¼ 1; 2:

With B ! 0; which corresponds to P0
minh ! �1; the extreme acceleration values

increase infinitely. At the same time there is an impact that is eliminated by
observing the condition B[ 0: In case of the harmonic law of motion the greatest
values of the accelerations during the direct passage are achieved when un ¼ 0; p
and during the reverse passage, the extremities shift to the zone of increasing values
of P0j j:

If the law of motion consists of a three-interval structure, then the area of
constant velocity is retained even in the given class of mechanisms, when the value
of xNj jmax is proportional to P0j jmax=ð1� P0j jmaxÞ, where the plus sign corresponds
to the direct passage and the minus sign corresponds to the reverse passage.

Fig. 5.16 Kinematic characteristics: 1� a ¼ p=24; 2� p=12; 3� p=10; 4� p=8; 5� p=6
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Dynamic model For the dynamic model (Fig. 5.15b) we will take the following
parameters as the generalized coordinates: the angle of rotation of the input link
u0 ¼ q0; absolute dynamic errors, equal to the deviations of coordinates of the
appropriate links while taking into account the elastic deformations q1 ¼ u4 � u0

4;

q2 ¼ u7 � u0
7; where u0

i corresponds to the program motion for rigid mechanism.
Using the constraint equation (5.105) and the linearization procedure in the vicinity
of the program motion (see Sect. 5.1), it can be shown that the elastic deformations,
corresponding to the coefficients of stiffness c1 and c2 are respectively equal to
Du5 ¼ �Bh�1q1 and Du7 ¼ �Bh�1q1 þ q2:

For the purpose of dynamic unloading, the relatively elastic element c0 is
included in the model (see Fig. 5.15), the deformation of which when c0 � c1,
c0 � c2 is weakly dependent on q1 and q2 and is defined with the program motion
u0
5.
Let us introduce the following notation: JI ¼ Jku2kn þ Jn; JII ¼ JN þ JHu2HN þ

mpr2Hu
2
HN ; Jp ¼ J1 þ J2; where mp, Jp are the mass and moment of inertia of the

satellites; rH is the radius of the carrier; J is the moment of inertia of the output link
(see Fig. 5.15). At the same time the kinetic and potential energies are described as
follows:

T ¼ 0:5 fJ0 _q20 þ JIð _u0
n þ _q1Þ2 þ JIIð _u0

N � _q1h�1Þ2

þJp½ _u0
p � uHNð1� uðHÞ

10 Þ _q1h�1�2 þ Jð _u0
N � _q2Þ2g;

V ¼ 0:5 ½c1h�2B2q21 þ c2ðh�1q1 þ q2Þ2 þ c0ð _u0
NÞ2�;

where _u0
p ¼ x0u

ðHÞ
10 þ _u0

NuHNð1� uðHÞ
10 Þ:

After substitution into the second-kind Lagrange equation the system of differ-
ential equations takes the following form:

X2
i¼1

ajiq
::

iþ
X2
i¼1

bjiðu0
nÞ _qiþ

X2
i¼1

cjiðu0
nÞqi ¼ Q0

j þ QK
j ; j ¼ 1; 2;

where a11 ¼ JI þ JII þ Jpu2HNð1� uðHÞ
10 Þ2h�2; a12 ¼ a21 ¼ 0; a22 ¼ J; c11 ¼

ðc1B2 þ c2Þh�2; c12 ¼ c21 ¼ c2h�1; c22 ¼ c2; bji are the coefficients of the equiv-

alent linear resistance; Q0
1 ¼ M1ðtÞ; Q0

2 ¼ M2ðtÞ � c0½Pðu0
n þ D�; QK

1 ¼ �½JI þ
JIIh�2 þ Jpu2HNð1� uðHÞ

10 Þ2h�2�€u0
n; Q

K
2 ¼ �J€u0

N ; MjðtÞ are the external moments; D
is the preliminary deformation of the elastic unloader. The variable “natural” fre-
quency pr can be determined without taking into account the dissipation on the
basis of formal frequency equation

det½ci j � ai jp
2ðu0

nÞ� ¼ 0: ð5:108Þ
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Assuming that the logarithmic decrements 01 and 02, reduced to the oscillations
modes are known, we find the coefficients bi j as the matrix entries (see Chap. 6).

b ¼ ½h�1�Tdiagfb�1; b�2gh�1; ð5:109Þ

where h is the matrix of the non-stationary mode shapes factors.
Specifying (5.109) for the considered model, we have

b11 ¼ ðb�1 þ b�2h
2
21Þ=ð1� h12h21Þ; b12 ¼ b21 ¼ �ðb�1h12 þ b�2h21Þ=ð1� h12h21Þ2;

b22 ¼ ðb�2 þ b�1h
2
12Þ=ð1� h12h21Þ2;

where hir ¼ �ðcii � aiip2r Þ=ðcir � airp2r Þ at i 6¼ r; r ¼ 1; 2; pr is the root of the
Eq. (5.108).

In the considered problem, the coefficients of the equations are functions of the
angle u0

n, associated with the temporary nonlinear equation (5.105), which should
be solved for each step of integration.

This can be avoided if we switch to the “dimensionless” time u0
n. Then _qi ¼

q0ixn0=Bðu0
nÞ; q

::

i ¼ q00i B
�2ðu0

nÞx2
n0 � hP00ðu0

nÞB�3ðu0
nÞx2

n0q
0
i; where ð Þ0 ¼ d=du0

n;

xn0 ¼ u�1
z x0:

Let us consider a few special cases. If c22=a22  c11=a11; the decisive role in the
formation of oscillatory processes, is played by the oscillating contour, associated
with the coefficient of stiffness c1, which is described with the differential equation

a�1q
::

1 þ b�1 _q1 þ c�1ðu0
nÞq1 ¼ Q1; ð5:110Þ

where a�1 ¼ a11 þ Jh�2; c�1 ¼ h�2B2ðu0
nÞc1; Q1 ¼ MðtÞ � ½JI þ ðJII þ JÞh�2þ

Jpu2HNð1� uðHÞ
10 Þ2�€u0

n � c0 ½Pðu0
nÞ þ D�:

The variable “natural” frequency p is proportional to the function Bðu0
nÞ: p ¼

Bðu0
nÞh�1p0; where p0 ¼

ffiffiffiffiffiffiffiffiffiffiffi
c1=a�1

p
: We can see the family of frequency character-

istics p=p0 in Fig. 5.17. An interesting feature of this mechanism is the increase in
the “natural” frequency during the direct passage (P0 [ 0) and decrease during the
reverse passage (P0\0).

Due to the variability of the “natural” frequency, in certain areas of the kinematic
cycle, local violation of dynamic stability are possible, manifested in the form of
amplitude modulation of the free oscillations (see Sect. 5.3.1). To investigate this
question, we will write the homogeneous differential equation, corresponding to
(5.110), using the stated transition to dimensionless time un0.

q00 þ 2ðb0 þ b1Þq0 þ ~p20h
�2B4ðu0

nÞq ¼ 0; ð5:111Þ

where ~p0 ¼ p0=xh0; b0 ¼ ~p0=ð2pÞ; b1 ¼ �0:5 hP00ðu0
nÞ=Bðu0

nÞ, 0 is the reduced
value of the logarithmic decrement.
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On the basis of the method of the conditional oscillator (see Sect. 5.2) to
eliminate the possibility of growth of the amplitude of free oscillations, we will
require

d
du0

n
B�1ðu0

nÞ exp �
Zu0

n

0

ðb0 þ b1ðnÞdn

264
375

8><>:
9>=>;\0: ð5:112Þ

Omitting the calculations we will write the condition (5.112) as follows:

~p0m[ � phP00ðu0
nÞ=½hP0ðu0

nÞ þ 1�:

For the example under consideration, the right side of this inequality takes its
maximum value when u0

n ¼ pþ arcsinðahÞ: The analysis shows that the most
intense vibrations are excited during the reverse passage in case of abrupt change of
the kinematic characteristics (see Fig. 5.16). In this zone, the given effect is also
enhanced due to the parametric impulse, associated with the rapid changes of
frequency characteristics.

A similar effect occurs for c11=a11  c22=a22; when the role of the mechanism is
practically limited to kinematic excitation. Thus, for all of the considered models of
the differential-cyclic mechanisms, particular attention is required for the interval
du0

n ¼ u�
n2 � u�

n1; where u
�
n1 ;u

�
n2 are the roots of the Eq. (5.107), corresponding to

the extreme values of the angular acceleration ð€u0
nÞmax and ð€u0

nÞmin.
The time segment dt determined with the constraint equation (5.105), corre-

sponds to this interval

Fig. 5.17 Frequency characteristics: 1� a ¼ p=24; 2� p=12; 3� p=10; 4� p=8; 5� p=6
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h½Pðu�
n2Þ �Pðu�

n1Þ� þ du0
n ¼ xn0dt:

Hence we know that in the considered zone, when P0 � P0
min\0 we have

dt ¼ ð1� h P0
min

�� ��Þdu0
n=xn0: ð5:113Þ

The dependence (5.113) shows the “phase compression”, which can lead to the
significant reduction of the segment dt, as compared to the conventional case, when
the relationship between the angles of rotation of the cyclic mechanism’s input link
and the time in the first approximation is displayed with a linear function. As shown
above, to eliminate the possibility of the soft impact, it is necessary to require
dt[ ð2	 3Þ2p=pmin; where pmin is the minimum value of the “natural” frequency.

Dynamic unloading For dynamic unloading of the differential-cyclic mechanism,
we can use an elastic element, installed between the output link and the housing
(see Fig. 5.15). The coefficient of torsional stiffness of this element c0 and the value
of preliminary deformation D are determined by the procedure of optimization of
moment on one of the links (see Sect. 4.3). Thus, in particular, the driving torque on
the input link, arising due to the kinetostatic load is equal to:

M0 ¼ B�1ðu0
nÞf½A11 � A22P

0ðu0
nÞ � A02Bðu0

nÞh�1�u0
n

þMNP
0ðu0

nÞ þ c0P
0ðu0

nÞ½Pðu0
nÞ þ D�g; ð5:114Þ

where A11 ¼ JI; A22 ¼ JII þ J þ Jpu2HNð1� uðHÞ
10 Þ2h�2; A02 ¼ JpuHNð1� uðHÞ

10 Þ:

We can see the results of optimization, when a ¼ p=12; A22=A11 ¼ 0:4;
A02=A11 ¼ 0:1, MN ¼ 0, for the considered example in Fig. 5.18 as the graphs of
the dimensionless moment l ¼ M0=ðA11x2

0Þ:

Fig. 5.18 Graphs of the
dimensionless driving
moment
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Curve 1 corresponds to c0 ¼ 0; curve 2 to c0 and D, obtained from (5.114), while
minimizing the difference between the extreme values of l, for forward and reverse
passages. The installation of the unloader leads to the reduction of the extreme
values of torque on the input link by more than 2.5 times. Thus, despite of the great
difference in kinetostatic load on the forward and reverse passages, the load on the
drive of the differential-cyclic mechanism can be substantially aligned with the help
of the unloader. At the same time the driving forces and vibration activity of the
drive also decrease.

At the end, we will note that using the differential-cyclic mechanisms, we can
with a single constructive solution, carry-out the complex laws of motion for the
executive bodies and change these laws with easy readjustments.

5.7.3 Bending Vibrations of the Actuator, Schematized
as a Cantilever Beam with Variable Length

Let us consider the dynamic model of the cantilever beam of variable length, as
shown in Fig. 5.19. A similar pattern occurs in the calculation of bending vibrations
of pullout spindles, needles of the row of knitting machines and in some other
cases.

Let us accept ‘ðtÞ ¼ ‘0 þ xðtÞ; where xðtÞ ¼ vt; v is the velocity. We will
transform the original dynamic model of the beam, with distributed parameters, to
the beam with lumped mass at its end. We will assume that the frequencies of the
original and reduced beams, for the considered oscillations’ modes, are equal. On
the basis of the frequency equation cosr‘ � coshr‘ ¼ �1, we get pr ¼ r2

r

ffiffiffiffiffiffiffiffiffiffi
EI=q

p
,

where E, I are elastic modulus and equatorial moment of inertia; q is the mass of the
unit length. When r = 1, r = 2 the roots of the frequency equation are r1‘ ¼
1:875; r2‘ ¼ 4:694: Omitting the elementary calculations, we get for the first
oscillations’ mode mðtÞ ¼ 0:243q‘ðtÞ; cðtÞ ¼ 3EI=‘ðtÞ3. Hence

pðtÞ2 ¼ p20=ð1þ atÞ4; ð5:115Þ

where p20 ¼ cð‘0Þ=mð‘0Þ; a ¼ v=‘0:
After the transition to the new variable s ¼ p0t, assuming m ¼ p=p0, we get

v ¼ ~m, where according to (5.115) ~m corresponds to the family of the exact solutions
of the conditional oscillator z ¼ �2 lnðb1p0t þ b2Þ at b1 ¼ a=p0 ¼ v=ð‘0p0Þ; b2 ¼
1 (see Sect. 5.2.1).

Fig. 5.19 Dynamic model
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We can see in the Figs. 5.20 and 5.21, the coordinates of the conditional
oscillator and the corresponding graphs of changes in the dimensionless “natural”
frequency, in the range of dimensionless time 2s�, when s ¼ s�, the sign of velocity
v changes. The analysis of these graphs is primarily of interest as an opportunity to
predict the maximum variation of the amplitudes of free oscillations, without
solving the original differential equation.

Indeed according to (5.50) we have

max y� �A exp½�0:5 ðzmin � z0Þ�: ð5:116Þ

These graphs illustrate an interesting property: the rate of increase in amplitudes j
without dissipation is determined only by drops of frequencies (parameter m�) and is
independent of s� (Fig. 5.22, line 1). When taking into account the structural
damping, we have q ¼ y� exp½�d

R t
0 pðnÞdn�, where d ¼ 0=ð2pÞ, 0 is the loga-

rithmic decrement. The lower curves 2 and 3 correspond to the interval s� and the
top curves 2 and 3 correspond to the interval 2s�, i.e. to the full cycle of motion.

Fig. 5.20 Graphs zðsÞ: 1, 2
… m� ¼ 0:1; 0.2 when
s� ¼ 50; 3.4 − m� ¼ 0:1; 0:2
when s� ¼ 50

Fig. 5.21 Graphs vðsÞ: 1, 2, 3
… m� ¼ 0:1; 0.2; 0.5 when
s� ¼ 50; 4.5 − m� ¼ 0:5 when
s� ¼ 30; 20
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The integral in the exponent depicts the change of the phase of oscillations, which
after the transition to the variable s is equal to s=ð1þ b1sÞ.

In Fig. 5.23, we can see the typical graphs of free oscillations in the absence of
dissipation ðq ¼ y�Þ and taking it into account. The graphs clearly illustrate the
increase in the amplitudes of oscillation in case of transition to the zone of low
frequencies. This effect, which occurs in case of violation of dynamic stability
conditions in the finite time interval, manifests to a lesser degree in case of presence
of dissipation. Due to this, we can set a problem regarding the critical dissipation
level, at which the damping character of free oscillations is provided.

Based on the study of this problem, in relation to our case, we have the following
condition:

d[ d� ¼ 0:5 b1=ð1þ b1sÞ: It can be shown that the amplitude of free oscilla-
tions is in the range, bounded by two extreme cases, corresponding to an abrupt and
slow change in “natural” frequency. Thus, Að0Þ= ffiffiffiffiffi

m�
p

\max y�\Að0Þ=m�. In case

Fig. 5.22 Graphs jðs�Þ: 1� m� ¼ 0:1; d ¼ 0: 2� m� ¼ 0:1; d ¼ 0:03; 3� m� ¼ 0:2; d ¼ 0:03

Fig. 5.23 Free oscillations in case of d ¼ 0 ðaÞ and d ¼ 0:03 ðbÞ: 1� m� ¼ 0:1; 2� m� ¼ 0:2

160 5 Dynamic Models with Variable Parameters



of m�s� [ 2p, the change in parameters can be considered as slow. To determine the
forced oscillations, we use (5.16), which, taking into account the dissipation, takes
the form

Y ¼ exp½�0:5 zðsÞ�
Zs

0

fWðsÞ exp½�0:5 zðsÞ � d
Zs

s

mðnÞdn� sin
Zs

s

mðnÞdn gds:

Below we can see the typical graphs of forced oscillations, when W ¼ 1, s� ¼ 50,
d ¼ 0 (Fig. 5.24a) d ¼ 0:03 (Fig. 5.24b).

The analysis of the graphs shows that in case of significant and abrupt change in
the “natural” frequencies, the system responds to the constant force almost as if to
the application of instantaneous load. In such cases, within the same cycle the
influence of the dissipative forces is weak.

5.7.4 Vibrations of the Drives of Cyclic Machine, Taking
into Account the Dynamic Characteristics of the Motor

Here above during the dynamic analysis of the mechanisms, we assumed that the
angular velocity of the motor is permanent or is a known function of time. How-
ever, this approach requires verification and sometimes some adjustment of the
results. As noted in Sect. 2.5, the dynamic model of the executive machine, strictly
speaking, should be supplemented by taking into account the dynamic character-
istics of the power source (motor), which allows us to determine the non-uniform
rotation of the driving links and the associated vibration activity of the drive.

For some automated drives and robotic devices, we should also take into account
the control system of motion [13, 18, 26, 57]. Here we will restrict ourselves to the
problems, which have a direct relation to the dynamics of the cyclical technological

Fig. 5.24 Forced oscillations of case d ¼ 0 ðaÞ and d ¼ 0:03 ðbÞ : 1� m� ¼ 0:1; 2� m� ¼ 0:15;
3� m� ¼ 0:2; 4� m� ¼ 0:5; 1� n� ¼ 0:1; 2� n� ¼ 0:15; 3� n� ¼ 0:2; 4� n� ¼ 0:5:
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machines, in which control, due to strict limitations, is determined by the cyclogram
of the program motion of the working parts. In Sect. 8.5, we will discuss the matrix
method of analytical solution for the given class of problems.

The electric motors belong to the group of electro-mechanical systems, in which
the dynamic processes are characterized by the correlation of forms of motion:
electrical and mechanical. The description of electromagnetic oscillatory processes
in the motors is associated with the solution of quite complex systems of nonlinear
differential equations. However, with regard to the established regimes, in the
engineering practice, the approximate linearized equation, called the dynamic
characteristics of the motor, is widespread; for DC motors and asynchronous
motors these characteristics can be represented as follows:

xm ¼ x0
m 1� mmðM þ Tm _MÞ �

; ð5:117Þ

where xm;x0
m are the angular velocities of the electric motor and rate of the ideal

idle run; mm is the slope factor of the static characteristic; M is the motor’s moment;
Tm is the motor’s electromagnetic time constant, depending on the parameters of its
electrical circuit.

For asynchronous electric motors and Tm are determined by the following

approximate dependencies: �Om ¼ 1=ð2pf~NsÊÞ; mm ¼ sÊ=ð2�I nnÞ, where sK ¼ ð1�
xn
m=x

0
mÞðnþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ 1

p
Þ is the critical sliding; Mn; xn

m are the nominal torque and
angular speed of the motor; f~N is the line frequency, Hz; n is the ratio of the
maximum torque to the nominal.

The input data for the determination of �Om and mm is taken from the motor’s
catalogue. For �Om ¼ 0 in Eq. (5.117) the characteristic of the electric motor is
called static.

Case J = const: If the reduced to the motor’s shaft moment of inertia J is
constant, then

J _xm ¼ �I � �I ~N; ð5:118Þ

where M~N is the reduced to the motor’s shaft moment of resistance. Hence M ¼
J dxm=dt þMC and dM=dt ¼ Jðd2xm=dt2Þ þ dMC=dt. After substituting M and
dM=dt in (5.118) we get

mmTA
::J€xm þ mmJ _xm þ xm=x

0
m ¼ 1� mmð�I ~N þ �Om�I

�
~NÞ: ð5:119Þ

Further we will represent the moment of resistance M~N as the sum of the average
value �IC and the variable component D�I ~NðtÞ. Accordingly the function xmðtÞ can
also be represented as xmðtÞ ¼ �xm þ DxmðtÞ. The constant component �xm is
determined by the static characteristic of the motor:
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�xm ¼ x0
mð1� mm�I ~N Þ: ð5:120Þ

In the engineering practice, situations occur, when the determination of �xm requires
some clarification. Suppose, for example, graphs, �Mm and �MC have the form shown
in Fig. 5.25.

The points of intersection of the curves correspond to the two stationary regimes.
However, in case of the angular velocity �xm1, the regime is unstable, as any
deviation from it leads to the emergence of destabilizing moment. Value xm2

corresponds to stable stationary state.
When taking into account (5.120), we will rewrite Eq. (5.119) as follows:

D€xm þ 2nD _xm þ k2xm ¼ WðtÞ; ð5:121Þ

where n ¼ 0:5 �O
�1
m ; k2 ¼ ðmmTmJx0

mÞ�1; WðtÞ ¼ �ðDM~N
�O
�1
m þ D�I

�
~NÞ=J;

DMC ¼ MC � �MC.
Thus, the finding of the variable component of angular velocity of the motor

Dxm, which determines the non-uniformity of the machine’s input link’s rotation,
again is reduced to the solution of the linear nonhomogeneous differential equation
of the second order, investigated in details in this chapter. Let us note here, how-
ever, that unlike the previously discussed cases, where the dissipative force was
basically caused by structural damping, parameter n here could be comparable to k.
So when calculating the natural frequency k1 (see Sect. 4.2), we should use the
formula:

k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � n2

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðJmmTmx0

mÞ�1 � 0:25 T�2
m

q
:

When Tm ¼ T�
m ¼ 0:25 mmx0

mJ, the “natural” frequency vanishes. Thus when
Tm � T�

m the solution of the homogeneous differential equation, corresponding to
(5.121), becomes non-periodic. Increasing Tm up to T��

m ¼ 0:5 mmx0
mJ the value of

k1 increases to its maximum value k1max ¼ ðmmx0
mJÞ�1; in case of Tm [ T��

m the

Fig. 5.25 Graphs �Mm; �MC
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“natural” frequency with the increase in the electromagnetic constant of time Tm
accordingly decreases.

This character of influence of parameter Tm is related to the fact that the dynamic
characteristics of the motor correspond to the model, in which the rotor is connected
to the stator by means of an “elastic element” with the stiffness coefficient cm ¼
ðmmx0

mTmÞ�1 and the sequentially included damper, enhancing the resistance
moment, proportional to the first stage of velocity with the coefficient of propor-
tionality bm ¼ ðmmx0

mÞ�1. Therefore, for small values of Tm, the damper plays the
decisive role, which leads to the possibility of non-periodic solutions; for larger
values of Tm the “stiffness” decreases, and accordingly the “natural” frequency
decreases.

As the analysis shows, the characteristic of an asynchronous motor and DC
motor are equivalent to the compliance of the elastic element, which is usually
much greater than the elastic elements of the drive. This enables us in case of study
of the machine’s dynamics, research the non-uniformity of rotation of the motor’s
shaft, by means of the relatively simple models, assuming in the first approxima-
tion, that the rest of the kinematic chain is either rigid or taking into account only
the most flexible elements of the drive.

One of the traditional ways of reducing irregular rotation of the input link of the
machines’ drives is to increase the moment of inertia J by installing the flywheel.
However, as the analysis shows, increasing J reduces Dxm only in above-resonance
regimes, when the frequency of the driving torque X[ k1. If in this case, we accept
X� ffiffiffi

2
p

k1 for detuning from resonance, then in case of installation of the flywheel,
the condition J[ 2ðx2

mx
0
mmmTmÞ�1 to be satisfied. Next, based on the solutions of

the Eq. (5.121) maybe we can determine the irregularity factor
dir � 2 Dxmj jmax=�xmr, where �xm is the average angular velocity of the motor.

It should, however, be kept in mind that the substantial increase in the moment
of inertia J is not desirable for transient modes, as this increases the dynamic loads
during the machine’s run-up.

Case J 6¼ const: Cyclic recurrence of change of parameters of the system is
determined by the average angular velocity of the main shaft �x. In this case, instead
of the dependence (5.118) we should write

JðuÞ _xm þ 0:5x2
m
dJ
du

ðuÞ ¼ MðxmÞ �McðX;uÞ: ð5:122Þ

Here u is the rotation angle of the main shaft; X ¼ du=dt.
Then, again, representing the angular velocity of the motor as the sum of the

fixed and variable components, after linearization in the vicinity of program motion,
we obtain
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D€xm þ 2nðu�ÞD _xm þ k2ðu�ÞDxm ¼ Wðu�Þ; ð5:123Þ

where 2n ¼ T�1
m þ 2 J 0 �X=J; k2 ¼ J�1½ðmmTm�xmÞ�1 þ �XJ 0T�1

m �; W ¼ �JðDMT�1
m þ

DM0 �X þ 0:5 �X2uJ 0T�1
m Þ; u ¼ �X=�xm is the drive ratio; DM ¼ M � �M; ð Þ0 ¼ d=du;

dash corresponds to the average value for the period s ¼ 2p=�X.
Thus, as regards to Dxm, we again have a linear differential equation of the

second order with variable coefficients. The “natural” frequency as per (5.6) is equal
to p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � n2 � _n

p
. The specifics of this model include the relatively large value

of the dissipative term, which practically eliminates the possibility of parametric
resonance at this frequency. In addition it can lead to the large difference between
k and p and even to transition to the non-periodic regime. Let us note here that often
sufficient accuracy is provided by the solution when using average value of J �
�J ¼ const (see above). The analytical solution of the oscillatory regimes, taking into
account the characteristics of the electric motor and the variable reduced moment of
inertia, is discussed in detail in [18, 26].

Dynamic errors and the effects, associated with taking into account the
characteristics of the engine, in the cyclic oscillatory systems In a number of
machines program motion is performed by a massive executive body or unit, which
essentially determines the dynamic load of the electric motor. This situation occurs
in the drive of the flat-bed printing machine table, the drive of carriages and other
massive executive parts of the textile machinery, in machines and automatic lines in
a wide variety of industries. In such cases the dynamic processes, occurring in the

Fig. 5.26 Distortion of the
program motion
characteristics: 1—velocity; 2
—accelerations; 3—areas of
the kinematic contact
discontinuity; 4—markers of
the beginning and the end of
the program motion
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engine, are manifested not only in case of change of the force system character-
istics, but also in case of dynamic errors of the given program motion. As an
example, Fig. 5.26 shows the oscillogram of the kinematic characteristics of the
output link of the cam mechanism in case of symmetric law of the program motion.
On the run-in due to large inertial loads the angular velocity of the motor has
declined substantially, leading to the significant acceleration during the run-down
and, as a result, to vibration impact regime, in the interval of theoretical dwell (see
Chap. 7).

Let us consider the dynamic model (Fig. 5.27), which takes into account char-
acteristics of the engine, drive and oscillatory system of the output link.

To identify the distortions of the given program motion, we first consider a
special case with an absolutely rigid mechanism (c ! 1). We can see in Fig. 5.28
the graphics of the function w ¼ �q

::ðu�Þ that are obtained by computer simulation
and are proportional to the moment of inertial forces of the output link. At the same
time the curve 1 corresponds to the original harmonic law of change of acceleration,
and curves 2, 3 correspond to static and dynamic characteristics of the electric
motor respectively.

It follows from the analysis of the graphs that the most significant distortions
occur under the static characteristics. This is due to the appearance of the second
harmonic in the moment of inertial forces, reduced to the motor’s shaft, which is
proportional to P0P00 (see Sect. 1.3). When taking into account the dynamic
characteristics, this effect is smoothed due to the influence of the electromagnetic
time constant, however, as compared to the initial accelerations, the extreme
accelerations increase.

Fig. 5.27 Dynamic model of the cyclic machine with motor

Fig. 5.28 Distortions of the
program motion’s
accelerations, associated with
the influence of the motor
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Furthermore, we will estimate, as to how much do the high-frequency-oscilla-
tions, excited in the output link, distort, taking into account the characteristic of the
engine. In the Fig. 5.29 some results of the analysis of the original model are
presented (see Fig. 5.27). At the same time in the zone of transition through the
clearance (see Chap. 7), impulse excitation occurs, causing high-frequency oscil-
lations of the output link (curve e). The curves Dx1 and Dx2, corresponding to the
dynamic error of the electric motor’s angular velocity, differ in such a way that in
the second case the phase shifts of the rotation angle of the main shaft are taken into
account additionally. Curve w corresponds to the original harmonic law of program
motion, distorted due to the irregular rotation of the motor’s rotor. As it can be seen
in Fig. 5.26, in some cases it can lead to inappropriate operating modes.

Analysis of graphs leads to the following conclusions:

1. Because of the significant difference between the partial frequencies of the
motor and the mechanical system, the high frequency oscillations of the output
link, generally, do not influence the angular velocity of the motor.

2. Low-frequency oscillations of the output link, caused by program motion (curve
w), can lead to significant non-uniformity of rotation of the main shaft (curves
Dx1;Dx2). Thus, not only do the extreme values of the kinematic characteristics
of the program motion change, but also the time intervals, corresponding to the
transition lengths of changes in program accelerations. This, in turn, manifests
itself at the level of excited oscillations of the output link (see Sect. 4.1.3).

Fig. 5.29 The consolidated
graph of the characteristics of
cyclic electromechanical
system
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3. The phase shifts in angle u can significantly distort the duration given by the
program motion, run-in and run-down intervals, which leads to impaired
accuracy of the reproduction of kinematic characteristics of the output link. This
is particularly important in the cyclic force-closing mechanisms, when discon-
tinuities of kinematic contact and vibration-impact regimes can occur (see
Fig. 5.6 and Chap. 7).
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Chapter 6
Nonlinear Dissipative Forces

6.1 Accounting of Nonlinear Dissipative Forces in Case
of Mono-harmonic Oscillations

6.1.1 Preliminary Remarks

In case of oscillations in the elastic systems, the power dissipates in the machinery
joints, in the material of the elastic elements, as well as in the environment, i.e. the
mechanical energy transforms into other forms of energy. The role played by the
dissipative forces in the formation of oscillatory processes of frequencies close to its
natural ones, is extremely extensive. In particular, the level of dissipation affects the
amplitude of the resonant oscillations and conditions for the occurrence of para-
metric, sub-harmonic and self-excited oscillations.

Theoretical and experimental investigations of the dissipative forces were the
subject matter of many scientific publications. The detailed review of which, is
neither the purpose of this book nor does it fit in its scope. Various aspects of this
multifaceted problem were reflected in many monographs, reference books,
research reports and other publications, for example, [9, 15, 16, 24, 26, 27, 30, 42,
43, 45, 46, 49, 55, 58, 60, 88, 89]. Based on the above, it seems appropriate to focus
only on the publications that are relevant to the dynamics of machines and
mechanisms.

For systems, with one degree of freedom, the force of resistance that occurs, in
case of oscillations, can be described as follows:

R ¼ � Rðq; _qÞj jsign _q; ð6:1Þ

where q is the generalized coordinate, which characterizes the oscillatory process.
In some cases, the module of the force of resistance does not depend on the

generalized coordinate q. In particular, in case of the so-called viscous resistance,
which occurs in case of small oscillations in a viscous medium (liquid or gas)
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R ¼ �b _q. At high vibration rates, there is quadratic dependence of the force of
resistance on velocity or higher order of this dependence.

In other cases, typical for the dynamics of machines, the module of force of
friction normally depends on the generalized coordinates and is practically inde-
pendent of vibration velocity. At the same time R ¼ � RðqÞj jsign _q; in this case the
force of resistance is called positional. If Rj j ¼ P ¼ const, then the force is called
dry friction (or Coulomb) force. Another distinguishing type is the positional-
viscous friction, in case of which R ¼ �f ðqÞ _q.

It should be noted that the separation of the elastodissipative force into its
elastodissipative components is, strictly speaking, conditional and is often impos-
sible; therefore during engineering calculations the point can be made of using the
effective approximate methods, which allow us to estimate the influence of dissi-
pation on the oscillatory processes. At the same time we usually only have limited
background information in the form of some integral characteristics, such as the
coefficient of dissipation w or the logarithmic decrement 0, which are obtained
experimentally using mono-harmonic h (single-frequency) modes.

6.1.2 Equivalent Linearization of Dissipative Forces
in the Oscillatory System with One Degree of Freedom

Let us consider the differential equation corresponding to the oscillations of the
system with one degree of freedom

mq
:: þ cq ¼ FðtÞ � Rðq; _qÞj jsign _q; ð6:2Þ

where m; c are the reduced mass and reduced stiffness coefficient; FðtÞ is the
driving force.

Hereunder we will consider the positional dissipative forces, typical for
machines and mechanisms. Strictly speaking, the differential Eq. (6.2) is nonlinear
due to the nonlinearity of the dissipative forces. However, as a rule, the dissipative
forces very slightly influence the frequency of free oscillations and in the given case
it determines the intensity of the mechanical attenuations and the amplitude level in
case of resonance. On the basis of such limited manifestations of nonlinear dissi-
pative forces, we will call the considered oscillatory system as quasi-linear. For the
nonlinear force �Rðq; _qÞ we can find energetically equivalent linear force
RL ¼ �b _q. If FðtÞ ¼ F0 sinxt, then under the stationary forced oscillations
q ¼ Asinðx t � cÞ. In this case, the dissipated in one period energy is equal to

DE� ¼ A
Z2p

0

RðAsinu;xAcosuÞ cosuj jdu ¼ w cA2=2:
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On the other hand DE� ¼ pbA2x. Hence,

b ¼ DE�=ðpA2xÞ ¼ wc=ð2pxÞ: ð6:3Þ

This result coincides with the corresponding coefficient, obtained by the method
of harmonic linearization (see Appendix), which seems quite natural if we take into
account that background information about the coefficient of dissipation w was
obtained with single-frequency harmonic oscillations. In a certain sense, according
to this point of view, the coefficient of dissipation w can be regarded as the result of
“harmonic linearization”, performed experimentally. Usually when using formula
(6.3) the frequency of the driving force x can be replaced by natural frequency k, as
dissipative forces play a significant role in the vicinity of this frequency.

It follows from (6.3) that the dissipative properties, for mono-harmonic mode,
are determined by the area of the hysteresis loop and do not depend on the shape of
the loop. Furthermore, it is obvious that the dissipation coefficient w does not
depend on the amplitude, only if the value DE� is proportional to the square of the
amplitude. This, for example, takes place in case of linear force of resistance or
force of resistance, proportional to the amplitude in the first degree.

Analysis of the experimental materials indicates that the dissipation coefficient
w, and hence, the logarithmic decrement 0 usually very weakly depend on fre-
quency of oscillations. Then according to (6.3) coefficient b turns out to be
inversely proportional to the frequency of oscillations. Let us note here that in case
of this kind of dissipation, which is often called frequency independent, one of the
most typical mistakes, made by varying the parameters of the oscillatory system, is
to keep obtained value b as constant. The fact that indicates the probable conse-
quences of such mistake, shows that in case of b ¼ const, the reduction in the
coefficient of stiffness c, in case of positional friction can apparently cause the
transition to the non-periodic regime, since the natural frequency is equal to

k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c=m� b2=ð2mÞ2

q
. However, in fact in this case when w ¼ const, we have

k1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cð1� d2Þ=m

q
, where d � w=ð4pÞ, and hence, the possibility of occurrence

of the non-periodic regimes due to a decrease in the coefficient of stiffness, c is
excluded.

Equation (6.3) shows that “inelastic” resistance R ¼ �b _q, in case of single-
frequency oscillations, is proportional to the restoring force, but is shifted in phase
p=2 relative to the latter. This is the basis of the proposal by Sorokin [55] to use a
complex form of writing the dissipative force as follows:

R ¼ � 2 d cq � i; ð6:4Þ

where i ¼ ffiffiffiffiffiffiffi�1
p

is the imaginary unit, corresponding to the rotation of the vector of
the restoring force on p=2 (this very angle corresponds to the phase shift between q
and _q in case of the harmonic oscillations). Hence, taking into account (6.4), while
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representing elastodissipative forces in complex form, the differential Eq. (6.2) can
be written as

mq
:: þ ~cq ¼ F0eixt; ð6:5Þ

where the right hand side of the equation corresponds to the harmonic driving force
with frequency x; ~c ¼ cð1þ i � 2dÞ is the complex coefficient of stiffness.

In case of parallel or serial connection of the elastodissipative elements, under
the fair rules of reduction of the complex coefficients of stiffness, according to
which, in the first case the stiffness coefficients of individual elements are added,
and in the second case, the reduced coefficient of compliances (inverse of the
stiffness coefficients) is equal to the sum of the relevant values of elements (see
Sect. 2.6.3).

We will find the particular solution of Eq. (6.5), corresponding to the forced
oscillations, in the form

~q ¼ ~Aeixt: ð6:6Þ

Here ~A ¼ Aj jeia is the complex amplitude of the forced oscillations; a is the
phase of the oscillations. Substituting (6.6) in (6.5) we get

~A ¼ F0

c
1

ð1� x2=k2 þ 2diÞ : ð6:7Þ

The module Aj j coincides with the well-known formula (4.12), which determines
the resonant amplitude. However, using modern standard computing, it is not
necessary to determine Aj j with the help of the analytical procedures.

6.1.3 Equivalent Linearization of Dissipative Forces
in Oscillatory Systems with Many Degrees of Freedom

The described method of accounting of the nonlinear forces can be extended to
systems with both lumped and distributed parameter [43, 64, 75, 88]. As before, we
will assume the dynamic model to be quasi-linear in that, nonlinear dissipative
forces have negligible influence on the natural frequencies and mode shapes.

We represent the system of differential equations of the model with H degrees of
freedom in the form

a q
:: þ cq ¼ Q; ð6:8Þ

where a; c are the square matrices of inertial and quasi-elastic coefficients; q is the
vector-matrix (column) of the generalized coordinates; Q is the vector matrix of
non-conservative forces.
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From the vector of generalized forces, we select dissipative component Rðq; _qÞ,
which will be presented as

R ¼� b _q; ð6:9Þ

where b is the square matrix of equivalent dissipative coefficients; _q is the vector of
generalized velocities.

The task is to find the reliable (in terms of engineering calculation of vibrations
in machines) value of the coefficients of linear damping bjm, the determination of
which would base on the available information about the dissipation coefficients (or
logarithmic decrements) of the individual elastodissipative elements of the system.

For purely viscous friction, where the force of resistance is proportional to the
first order of velocity, for describing the dissipative properties, we usually use the
dissipation function of Rayleigh UR, which characterizes the intensity of the change
in the total energy of the system E:

UR ¼ � 1
2
dE
dt

¼ 1
2

XH
j¼1

XH
m¼1

bjm _qj _qm: ð6:10Þ

However, for frequency-independent dissipation the coefficients bjm are unknown
and they can be used only with approximate approach. In this case it is sensible to
consider several steps of idealization of dissipative forces. Let us introduce the
normal (main) coordinates hr

qj ¼
XH
r¼1

bjrhr: ð6:11Þ

Here bjr are the shape factors, determined without taking into account the dis-
sipative forces.

Then the original system of differential Eq. (6.8) can be written as follows:

a�h
::

þ c�h ¼ Q�; ð6:12Þ

where a�¼bTab, c�¼bTcb are the diagonal matrices of inertial and quasi-elastic
coefficients after the transition to the normal coordinates; h;Q� are the vector-
matrices of the normal coordinates and generalized non-conservative forces; b is the
matrix of the shape modes coefficients.

Let us note here that when using the given procedure of drawing up Eq. (6.12)
the assumption of the absence of dissipative connections, between different modes,
was used in principle form. Then we introduce the equivalent dissipative force
Rr ¼ �b�r _hr in every equation of the system (6.12):
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a�rh
::

r þ b�r _hr þ c�rh ¼ F�
r ðtÞ r ¼ 1; . . .;Hð Þ: ð6:13Þ

Here F�
r ¼ PH

j¼1 Qjbjr F� ¼ bQð Þ.
Dissipation coefficient w�

r corresponding to r mode is determined as:

w�
r ¼

XH
j¼1

wjcjb
2
jr=

XH
j¼1

cjb
2
jr: ð6:14Þ

Hence with (6.3)

b�r ¼ w�
r cr=ð2pkrÞ; ð6:15Þ

where kr ¼
ffiffiffiffiffiffiffiffiffiffiffi
cr=ar

p
.

The described above method of using numerical methods, for solving the system
of differential equations, may cause some inconvenience, since as an interim pro-
cedure, it requires the transition to normal coordinates. However, retaining the idea
of this method, the said procedure can be eliminated. Let the equivalent dissipative
forces be described in the original system as follows:

R ¼� b _q ¼ �bb h
:

; ð6:16Þ

where b is the square matrix of unknown dissipative coefficients.
On the other hand

R� ¼ bTR ¼� b� h
:

; ð6:17Þ

where R� is the vector-matrix of the dissipative forces, after the transition to the
normal coordinates; bT is the transposed matrix of the mode coefficients
b� ¼ diag½b�1; . . .; b�H �.

With (6.16) and (6.17) we get

b ¼ ðbTÞ�1b�ðbÞ�1: ð6:18Þ

The square matrix b, in the general case, is not diagonal. So, when using (6.18),
the original differential Eq. (6.8), after selecting the dissipative components from
the non-conservative generalized forces, takes the form

a q
:: þ b q

: þ cq ¼ FðtÞ: ð6:19Þ

The procedure of determination of matrix b is greatly simplified if, in addition to
the accepted assumptions, we suppose that only one mode of oscillations is in the
regime of mono-harmonic oscillations. This situation, in particular, occurs when
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excited resonance mode dominates over others. One can show that in this case
bj j � wjcj=ð2pkjÞ; bjm ¼ 0; ðj 6¼ mÞ. This result is almost identical to the result
obtained on the basis of conditions of balance of energy.

6.2 Reduced Characteristics of Elasto-Dissipative
Elements of Machine Drives

While conducting engineering calculations, we often come across specific issues
related to the correct use of the limited information about the dissipative forces and
the rational use of this information, in order to reduce machine’s vibration activity.
As it was shown in Sect. 2.6.3 for parallel and serial connections of the elasto-
dissipative elements, the reduced values of the dissipation coefficient w� on the
basis of the condition of balance of energy, can be written as follows:

w� ¼
Xn
i¼1

ciwi=
Xn
i¼1

ci ðparallel connectionÞ;

w� ¼
Xn
i¼1

ai
�
wi=

Xn
i¼1

ei ðseries connectionÞ;

9>>>>=
>>>>;

ð6:20Þ

where ci is the stiffness coefficient; ei is the compliance coefficient; n is the number
of the elastodissipative elements.

Equation (6.20) show that the role of one or the other elastodissipative element,
in the formation of dissipative properties of the system, depends not only on the
dissipation coefficient wi, but also on the energy intensity of the given element.

Therefore, sometimes we discover opposite tendencies of influence, when the
activation of the elastodissipative element is accompanied by decrease in the
reduced stiffness. In particular, such effect, in case of use of damping coatings, is
observed in the damping of the tightened tapered and threaded connections [88].
Thus, the task of reducing the vibration activity of the system and optimization of
its parameters requires an integrated approach to the problem.

It should be emphasized that there exists a substantial difference between the
serial and parallel connection of the elastodissipative elements. This difference is
shown in the fact that in the latter case, strictly speaking, the order of the system of
differential equations, with each element, increments by one. It is often treated as an
additional 1/2 degree of freedom of the oscillatory system. In case of engineering
calculations of the machines’ vibrations, such situation generally occurs, when the
point of application of the dominant generalized dissipative forces does not coin-
cide with the location of the concentrated mass and moments of inertia [24, 43, 88].

In Fig. 6.1 we can see the model of a two-stage connection of the elastodissi-
pative elements, commonly used in engineering applications. From a rheological
point of view, this model displays a serial connection of two elements of the
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Kelvin-Voigt, separated by the Saint-Venant element, and is described by the
following system of differential equations:

mq
::

1 þ b1 _q1 � b1 _q2 þ c1q1 � c1q2 ¼ Q tð Þ;
� b1 _q1 þ b2 þ b1ð Þ _q2 � c1q1 þ c1 þ c2ð Þq2 ¼ � Hj jsign _q2:

)
ð6:21Þ

Here, in addition to the previously introduced notations, the following is
accepted: m is the mass; q1, q2 are the generalized coordinates; Q is the generalized
force; H ¼ Hj jsign _q2 is the force of Coulomb friction; bi is the coefficient of
equivalent force of linear resistance.

Let us consider some of the features of this model, in the absence of Coulomb
friction (H ¼ 0). In this case, the problem is usually reduced to the analysis of the
system with one degree of freedom with natural frequency

p ¼ k1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 1� d2�
� �

= 1þ fð Þ
q

¼ k2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d2�
� �

= 1þ fð Þ;
q

ð6:22Þ

where f ¼ c2=c1; k1 ¼
ffiffiffiffiffiffiffiffiffiffi
c1=m

p
; k2 ¼

ffiffiffiffiffiffiffiffiffiffi
c2=m

p
; d� ¼ w= 4pð Þ:

Formula (6.22) are valid for the so-called frequency-independent resistance,
when wi ¼ const; bi ¼ wici= 2pxð Þ; where x is the frequency of oscillations. Let
us note here that the change of the parameter f has a double origin, which is
particularly important in the extreme cases. So when c1 ¼ const, we have p ! 0 for

f ! 0 and p ! k1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d21

q
for f ! 1: In case of the fixed value of c2 ¼ const,

we have p ¼ k2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d22

q
for f ! 0 and p ! 0 for f ! 1.

The analysis of (6.22) shows that when d�\ 1 the non-periodic solution is
absent for any f. Let us note that we can come to a completely different conclusion
if we assume resistance to be purely viscous.

Then

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c�=m� b2�= 2mð Þ2;

q
ð6:23Þ

where b� ¼ b1f
2 þ b2

� �
= 1þ fð Þ2; c� ¼ c1f= 1þ fð Þ:

Fig. 6.1 Model of a two-
stage connection
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According to (6.23), in this case if we assume a fixed value bi, by reducing the
value of c�, the regime can turn out to be non-periodic. Thus, for example, when

f ! 1 we have p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c1=m� b21= 2mð Þ2;

q
consequently when c1 � 0:25b21=m the

oscillatory mode is absent.
The question that arises here is, that how much did the transition from a system

with one and half degrees of freedom to the system with one degree of freedom,
distort the frequency and dissipation characteristics?

The system (6.21) when P ¼ 0, corresponds to the following characteristic
equation:

m b1 þ b2ð Þk3 þ m c1 þ c2ð Þ þ b1b2½ �k2 þ b1c1 þ b2c2ð Þkþ c1c2 ¼ 0 ð6:24Þ

Two complex-conjugate roots of Eq. (6.24) and one real root k1;2 ¼ �n	 ip;
k3 ¼ �a: correspond to the oscillatory regime. Then when Q ¼ 0

q1 ¼ e�nt C1 cos pt þ C2 sin ptð Þ þ C3 e�at; ð6:25Þ

where Ci are the arbitrary constants.
Strictly speaking, the system of Eq. (6.21) when H ¼ 0 appears to be linear, only

at purely viscous friction, when bi ¼ const: In engineering practice, we often have
to deal with cases, where at least one of the dissipative elements corresponds to
linearly equivalent resistance with frequency-independent hysteresis resistance. Let
us consider two of the most common cases.

Case 1 w1 ¼ const; w2 ¼ const (frequency-independent resistance in the both
contours). In this case in dimensionless form, Eq. (6.24) takes the following form

2d2 1þ fð Þ�1 fþ b1ð Þ~k31 þ 1þ 4 d22 b1
� �

~k21 þ 2 d2 1þ b1ð Þ~kþ 1 ¼ 0; ð6:26Þ

where �k ¼ k=k� is the normalized value of the characteristic index, k� ¼
ffiffiffiffiffiffiffiffiffiffi
c�=m

p
is

the natural frequency. In case of b1 ¼ d1 þ d2 ¼ 1, the dissipative properties of the
system, according to (6.26) are independent of f. Similar conclusion can be drawn
on the basis of the analysis of reduced value of d� ¼ d2 fþ b1ð Þ= fþ 1ð Þ.

As could be expected, when d1 ¼ d2 ¼ 0, we have ~k1 ¼ 	i therefore p ¼ k�,
and when

f ! 0 c1 ! 1ð Þ ek ¼ �d2 þ i
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d22

q
so p ¼ k�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� d22

q
; n ¼ d2k�:

A correlation of the numerical results, obtained using the above mentioned
methods, shows that the difference makes up a fraction of one percent. At the same
time, we should note that in this case, the roots of the Eq. (6.26), even from the
principal point of view, should not be seen as a refinement, because the original
model is not linear, and the system of Eq. (6.21) implements an attempt to represent
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nonlinear forces of resistance using equivalent linearization. At first glance the
principal adjustments are related only to the last term of formula (6.25) and the
additional condition q2 0ð Þ. However, the analysis shows that the real root of the
Eq. (6.26) has the order d�1

� , which for small values of d1 and d2 leads to rapid
decrease in exp �atð Þ.

So, for case 1, the engineering calculations can be performed using (6.20),
(6.22), i.e. on the basis of the reduced values of the model with one degree of
freedom.

In this case, the possibility of selecting optimum parameters, which correspond
to the minimum value of resonant amplitude, is of special interest. Thus for the
fixed values of c1 and w2, corresponding to the minimum of resonant amplitude, is
condition f ¼ 1� 2d1ð Þ�1, which can be realized when b1\ 0:5:

Case 2 w ¼ const; b2 ¼ const: In this case, a frequency-independent resistance is
there in the first contour and viscous resistance is in the second one. Such a
situation, may particularly, occur, when analyzing the machine taking into account
the dynamic characteristics of the motor (see Sect. 5.7.4), as well as in some
systems of vibration-insulation with quasi-zero stiffness [27]. As the analysis
showed, in the particular case with w1 ¼ 0 and in case of low values of f ¼ c2=c1,
there is a significant influence of the additional degree of freedom on change in
parameters of frequency and dissipation. In order to avoid uncertainty in case of
c2 ! 0, we take c1 as a fixed parameter, and the transition to the dimensionless
form of the characteristic index will be defined as k ¼ �k1k1 (Let us recall that for
case 1 we accepted k ¼ �k1k�, then when f ! 0 we have k� ! 1Þ:

The characteristic Eq. (6.24) has the following dimensionless form

n1 þ n2ð Þ�k32 þ 1þ fn1n2ð Þ�k22 þ n1fþ n2ð Þ�k2 þ f ¼ 0; ð6:27Þ

where n1 ¼ 2d1k1=x; n2 ¼ b2=
ffiffiffiffiffiffiffiffiffiffi
c=m:

p
During the analysis of the free oscillations, to determine n1, we should accept

x ¼ p, however, since the natural frequency P is not yet known to us, we can use
the method of sequential approximations. Significant difference between p and k�
occurs only for large values of viscous resistance. Usually n2 
 n1, therefore the
characteristic features of the system should be studied first when n1 ¼ 0:

As will be shown hereunder, the traditional approach to the problems of
accounting of dissipative characteristics, based on the dependencies (6.20), for
small values of f and relatively large viscous resistance, in the second contour, can
lead to not only quantitative but qualitative mistakes.

If the decrease in f is due to the condition c1 ! 1, then the accepted model
degenerates into a rheological model of Kelvin-Voigt, for which the formulae, for the
single degree of freedom systems, are valid. However, when f ! 0 due to c2 ! 0, the
system corresponds to the Maxwell model, which comprises of a serial connection of
Hooke and Newton models [44]. For the latter case, when f ¼ 0n1 ¼ 0; n2 [ 0:5,
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according to the Eq. (6.27), we have, in addition to a zero root �k2 ¼ 0, two mutually
conjugate complex roots, which corresponds to the natural frequency

p0 ¼ k1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 0:25n�2

2

q
: ð6:28Þ

Contrary to traditional concepts, the increase in dissipation, in the second con-
tour, according to (6.28), increases the natural frequency. This is due to the fact that
for large values of n2 the dissipative element prevents oscillations, described with
coordinate q2, and in the limit when n2 ! 1, we have p0 ! k1:

The dimensionless damping coefficient n=k1 ¼ 0:5n�1
2 decreases with increase in

the viscous resistance in the second contour. To linearize the dynamic character-

istics of the induction electric motor and the DC motor, we should adopt c1 ¼
mmx0

mTm
� ��1

; b2 ¼ ðmmx0
mÞ�1 where x0

m is the angular velocity of the ideal idle
pass, mm is the slope coefficient of the static characteristic, Tm is the electromagnetic
time constant. In this case, after substitution into (6.28) we obtain

p0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mmx0

mTmJ
� ��1�0:25T�2

m

q
; ð6:29Þ

where J is the reduced inertial moment of the machine.
In case of T � T� ¼ 0:25mx�J, the solution turns-out to be aperiodic. By

increasing T to the value of T�� ¼ 0:5mx�J, the natural frequency increases to its
maximum value p0max ¼ mx�Jð Þ�1, and in case of T [ T��, it accordingly
decreases. Such influence of electromagnetic time constant is due to its dual role as
inertial, as well as dissipative, coefficient.

As the analysis showed, the influence of the dissipative properties of the first
contour d1 6¼ 0ð Þ on the natural frequency is negligible, however, for larger values,
it can cause significant adjustments to the parameter �n ¼ n=k1.

In case of w ¼ 0 and inertial perturbations, the amplitude of the forced oscil-
lations is proportional to the square of the frequency. In this case the choice of the
optimum value, minimizing the amplitude of resonance, is possible in principle;
however, these values are usually so large that their practical implementation turns
out to be problematic.

In the presence of Coulomb friction, the system shown in Fig. 6.1, appears to be
significantly nonlinear. Such models are used in particular in positioning systems,
including a device for adjustment of clearances, in systems with dry friction
dampers, in rope systems for cargo movements, in spring pivot suspension arms
and in other devices [5, 8, 9, 27, 43, 57, 83, 89]. This problem will be discussed in
detail in Sect. 6.5. Here we will focus only on the selection of optimum parameters
of the model, which enable us to minimize the amplitude of resonance, when
harmonic driving force F ¼ F0 sinxt. The condition of equilibrium between the
input and withdrawn energies, for one period of oscillations, can be reduced to the
form
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U ¼ h2 � hj 1þ 0:125wð Þ þ 0:25j p 1þ fð Þ � 0:5jwf½ � ¼ 0; ð6:30Þ

where h ¼ Hj j=F0; j ¼ Ac1=F0 is the coefficient of dynamicity in case of
resonance; w is the reduced dissipation coefficient (see below).

When composing the Eq. (6.30) we used the approximating dependencies of the
harmonic linearization factors, given in [27]. According to (6.30), when w ¼ 0, the
condition h[ 0:25p 1þ fð Þ, corresponds to the restricted amplitude of resonance.
Let us find the value of jmin from the condition

dj=dh ¼ � oU=ohð Þ= oU=ojð Þ ¼ 0 ð6:31Þ

With (6.11), (6.12) we get

h ¼ h� ¼ 0:5p 1þ fð Þ
1þ 0:5w fþ 0:25ð Þ ; jmin ¼ p 1þ fð Þ

1þ 0:5w fþ 0:25ð Þ : ð6:32Þ

Included in (6.30) and (6.32), reduced dissipation coefficient was earlier deter-
mined with the help of formula (6.20), when concluding which, we did not take into
account the stages of dwells of the intermediate link; therefore in the given case
w 6¼ w�. If during deduction we use the coefficients of harmonic linearization, then
according to (6.32), we obtain w � fþ 0:5ð Þ w1 þ w2f

�1� �
= 1þ fð Þ.

The conducted analysis showed that in case of the combined nature of the two-
stage elastodissipative elements it is possible to realize relatively small resonance
amplitudes at acceptable values of the parameters of the system.

6.3 Accounting of Nonlinear Dissipative Forces in Case
of Multi-frequency Oscillations

6.3.1 Preliminary Remarks

In the course of dynamic calculations of mechanisms and machines we often come
across vibrations of distinct multi-frequency nature. In particular, such a situation is
observed in the cyclic mechanisms with forced oscillations and simultaneous
excitation of intense free accompanying vibrations; in case of resonance at a certain
harmonic of the driving force and sufficiently intensive excitation of vibrations of
other frequencies, in case of joint parametric and forced excitation, etc.

In such cases, the role of dissipative forces is seen only, when the frequency of
the tested mode is close to the frequency of free oscillations, while the level of
vibrations on the “alien” frequencies practically does not depend on dissipation. In
Sect. 6.1, in case of equivalent linearization of dissipative forces, we used the
assumption of single-frequency (monoharmonic) character of the oscillatory mode.
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Previously, it did not lead to contradictions, because it was this mode, in which
the experimental values of the coefficient of dissipation w or the logarithmic dec-
rement 0, were obtained. Naturally, this correspondence, in case of oscillations with
several frequencies, is violated, and under certain conditions, this occurs signifi-
cantly. It follows that the initial information about the dissipative properties of the
system, requires corrections.

As per the character of the influence of the dissipative forces, the vibration
modes can be divided into two groups. The first group includes the modes, the level
of amplitude of which depends on the level of dissipation, such as free oscillations
and forced resonance oscillations. The second group comprises of modes, the
existence of which is possible only after overcoming some energy barrier, deter-
mined by dissipation, such as parametric and sub-harmonic resonances, as well as
self-oscillations.

The analytical study of the problem of accounting of nonlinear dissipative for-
ces, in case of multi-harmonic perturbation, is based on the idea of separation of
motions [9]. Thus, there are several possible approaches. In one approach, the
system’s movement is considered as a combination of two movements, namely,
substantially dependent on dissipation (e.g., resonant) and substantially independent
of dissipation (e.g., non-resonant). This approach, which is based on the methods of
harmonic and statistical linearization, was used in study [26], applicable to the dry
friction systems and in [43, 60, 64, 72, 74, 80] for positional hysteresis resistance
forces. In case of applying the other approach, developed by Blehman, determined
are the so-called vibration forces, reflecting the impact of high-frequency compo-
nents of excitation on slow motion [9]. This paper focuses on some specific effects,
related to the issue under consideration, and on the development of computer
simulation methods, applicable to the problems of dynamics of machines. At the
same time the “alien” oscillations can be both of high-frequency, as well as of low-
frequency.

6.3.2 Free Vibrations

Let us consider a simple model, consisting of an elastic element with stiffness
coefficient c and s slider of mass m. The slider moves along the guide at the absolute
speed vðtÞ ¼ _x0ðtÞ þ _qðtÞ; where _x0ðtÞ; _qðtÞ are the speed of the translational motion
and relative velocity that occurs in case of free vibrations. Under the effect of the
force of Coulomb friction R ¼ H ¼ � Hj jsignð _x0 þ _qÞ, the differential equation of
motion is

mq
:: þ cq ¼ � Hj jsignð _x0 þ _qÞ � mx0

::
: ð6:33Þ
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When _x0 ¼ v0 ¼ const, the oscillations in general can be described as q ¼
A0 þ AðtÞ sinðkt þ aÞ; where AðtÞ is the slowly changing amplitude, k ¼ ffiffiffiffiffiffiffiffi

c=m
p

is
the natural frequency, a is the initial phase.

The withdrawn energy DE� in the period T ¼ 2p=k is equal to

DE� ¼
I

Rj jsignð _x0 þ _qÞdq ¼ Rj j
ZT

0

_qsignð _x0 þ _qÞdt: ð6:34Þ

When v0 ¼ 0, we have DE� ¼ 4 Rj jA. At the same time, the amplitude of the
excited under initial conditions free oscillations, decreases linearly, the equivalent
force of linear resistance is equal to R ¼ �b _q, where b ¼ 4 Rj j=ðpAkÞ, and the
dissipation coefficient is equal to w ¼ 8 Rj j=ðcAÞ: We can see in Fig. 6.2a, the
graphs qðtÞ, produced using computer simulation when v0 ¼ 0 (curve 1). This result
is rather often extended by mistake for case v0 6¼ 0 (curve 2). Let, for example
v0 [ 0; at that v0 ¼ const: Then in accordance with (6.21), in the time segment,
where _q\v0; the work spent to overcome the force of friction is equal to zero. The
inner region of the phase portrait, unfilled with phase trajectories (Fig. 6.2b) cor-
responds to this effect. So, beginning at some certain moment in time, attenuation of
the oscillations is stopped. Therefore if we exclude the effect of dissipation of a
different nature, the system has damping properties, only when _q[ v0:

Let us see another illustrative example, explaining the role of Coulomb friction,
as a damping factor, in the oscillations of the cyclic mechanisms’ executive links.
Let x0ðtÞ ¼ PðxtÞ, where PðxtÞ ¼ 1� cosxt is the position function of the output
link, x is the angular velocity of the input link. With the selected harmonic
acceleration law (without dwells) the source of excitation of the free accompanying
oscillations, in the given example, are the jumps of the force of friction, at the time
of change of sign of absolute velocity of the output link. If taking into account the
dissipations, we neglect the translational movement, then the velocity v and
acceleration w of the output link have the form of the curves, shown in Fig. 6.3a.
Similar curves, obtained while determining the loss of energy taking into account
the translational motion on the basis of (6.34), are displayed in Fig. 6.3b.

Thus, there is a significant reduction in dissipation in case of additional move-
ment of the system, as compared to mono-harmonic. The accounting of this effect,

Fig. 6.2 Free oscillations in
case of Coulomb friction
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in engineering calculations, is also very important while studying the vibro-impact
regimes, arising from the change of surface contact in the clearances.

6.3.3 Analytical Description of Coefficients of Dissipation
in Case of Multi-frequency Regimes

The resonant oscillations of a system with one degree of freedom and nonlinear
position dissipative force under biharmonic excitation with the frequencies x1 and
x2 (see below) have been investigated in [60]. Let us suppose that there is reso-
nance at frequency x1 ¼ k. In this case the specific unilateral correlation occurs,
when the process with frequency x2, changing the equivalent dissipative force, may
have a significant influence on resonant amplitude A1, while the effect on the
amplitude of forced vibrations A2 with frequency x2 is negligible. At the same time
the updated value of the dissipation coefficient w and the logarithmic decrement 0 is
determined as

w ¼ w0Us; 0 ¼ 00Us: ð6:35Þ

Here w0; 00 are dissipation parameters, determined at mono-harmonic oscilla-
tions; Us ¼ UsðzÞ is the coefficient, depending on the ratio of vibration velocities
z ¼ A1x1=ðA2x2Þ and the form of the hysteresis loop.

It can be shown that [43, 60]

Us ¼
R 2p
0 ksðA1 sinuÞ cosusignð _q2 þ A1kcosuÞduR 2p

0 ksðA1 sinuÞj cosujdu
ðx2 � kÞ;

Us ¼
R 2p
o ksncosuduR 2p
0 kj cosujdu

ðx2 
 kÞ;
ð6:36Þ

Fig. 6.3 The influence of translational motion on the excitation of accompanying oscillations
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where

nðu; zÞ ¼ 2p�1 arcsinðzcosuÞ
signðcosuÞ

� ðj cosuj � z�1Þ;
ðj cosuj � z�1Þ:

The parameter ks for the rectangular hysteresis loop is equal to one, for an
elliptical loop it is equal to cosuj j and for the triangular (spring characteristic) it is
sinuj j. The functions Us determined by (6.36), for the above mentioned forms of
hysteresis loops, are presented in [43, 58, 60]. Similarly the force of Coulomb
friction H ¼ H0U1ðzÞ; is adjusted, where index 1 corresponds to the rectangular
hysteresis loop.

The calculation results show that, just as in case of mono-harmonic oscillations,
the damping properties of the system are weakly dependent on the shape of the
contour of the hysteresis loop, but are, basically, determined by the area of the loop,
proportional to the dissipation coefficient w0. Based on the analysis of (6.36) the
theoretical dependencies, approximating average characteristic, with some allow-
ance, for typical loop is obtained

U ¼ zð0:4þ 0:5zÞ=ð1þ 0:5z2Þ: ð6:37Þ

Function U varies from zero to one (Fig. 6.4). For small values of z (z < 0.4),
function UðzÞ according to (6.37) is close to linear, i.e. proportional to amplitude
A1: Then if in case of mono-harmonic mode, the dissipation coefficient w0 is
inversely proportional to the amplitude, then w ¼ w0U ¼ const. This situation in
particular, takes place in case of Coulomb friction, when, according to (6.37), we
have w0 � 2jHjk=ðcA1XÞ; b0 � jHj=ðpA1XÞ: Since w ¼ const corresponds to the
linear force of resistance, so in such cases the so-called vibration linearization of
Coulomb friction forces takes place, to which specific effects are related, which
have many technical applications. Let us also note that this dynamic effect is usually
associated only with high-frequency components of excitation, while the ratio of the

Fig. 6.4 Graph UðzÞ
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speeds z of the tested and “alien’’ regimes plays the decisive role, regardless of the
frequency structure of the latter. In particular, as indicated above, this effect is
observed, even at the constant speed of additional movement (see Fig. 6.2). When
z[ 2, we can accept U ¼ 1 as in this range the correction of the dissipative
characteristics are not supported by the original reliable information.

If we use the methods of accounting of nonlinear dissipative forces in case of
poly-harmonic perturbations, based on the method of linearization as per the dis-
tribution function [36, 47], we can apply formula (6.37), with z ¼ Ajxj=ð

ffiffiffi
2

p
r�m.

Here r�2
v ¼ PN

i¼1
0
A2
i x

2
1 is the dispersion the velocity of the oscillatory process,

from which the oscillations with frequency xj are excluded (the prime means
skipping the summation of the members of the index i ¼ j); Aj;Ai are the ampli-
tudes of the oscillations of the corresponding harmonics. Let us note here that the
amplitude Aj greatly depends on the level of dissipation, while the amplitudes Ai are
practically independent.

Physical preconditions of the analyzed dynamic effect are connected with the
arising of the so-called partial hysteresis loops, arranged inside the main loop,
corresponding to the oscillations with the main frequency [30, 43]. Provided that
these loops are closed, their total area is proportional to the work of the resistance
forces, carried out by the “alien” movement. At the same time the effective area of
the hysteresis loop, for the tested mode, is reduced, which is manifested in the
reduction of the above dissipative characteristics. Let us emphasize that for the
emergence of particular local loops and implementation of the tested effect the
velocity has to change its sign at intermediate sections of the main loop contour.

The mathematical description of the hysteresis loop, in case of oscillations with
several frequencies, is a rather complicated and time-consuming task, even under
static formulation of the problem, is poorly adapted for the solution of practical
engineering problems of dynamics of machines.

As it was noted above, we are not interested in the contour of the hysteresis loop,
but in the equivalent energy, which determines its effective area.

As already mentioned, the source of information about the dissipative properties
of the system is usually the logarithmic decrement #0 or the dissipation coefficient
w0, obtained in case of harmonic oscillations. In view of the above, the refined
positional dissipative force f , per unit mass, can be expressed as

f1ðq; _qÞ ¼ � f0j juð _qj j � vj jÞsign _q; ð6:38Þ

where v is the velocity, connected with the additional motion (“alien’’ harmonics,
translational motion etc.); u is the unit function (u ¼ 1 at _qj j[ vj j and u ¼ 0 when
_qj j\ vj j), f0 ¼ RðqÞ=m:
To solve the problem analytically the function uð _qj j � vj jÞ is averaged and is

transformed into the function UðzÞ (see above). Thus, both of the approaches are
substantially identical and differ only in the averaging procedure. If the initial
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information, about the dissipative forces, is given by the logarithmic decrement in
case of single-frequency oscillations k0, then

f1ðq; _qÞ ¼ �#0p
�1k _quð _qj j � vj jÞ: ð6:39Þ

We can see in Fig. 6.5, the hysteresis loops, corrected as per (6.39), for the cases
of the original elliptical loop and of spring characteristics, when the module of the
force of resistance is proportional to q: The reduction of the original areas of both
the loops is clearly visible in the diagram.

Figure 6.6 shows the attenuated oscillations in case of the elliptical hysteresis
loop and v ¼ v� sinxt, obtained by computer simulation taking into account (6.39),
whereas in the first case x=k ¼ 10 and in the second case x=k ¼ 0:1. Here, as
above, the darker shade of the curves corresponds to the absence of additional
oscillations (v  0).

As it follows from the graphs, the effect of the reduction in dissipation is
observed both in case of high, as well as low-frequency additional excitation. Thus,
there is an influence not only of the fast movements on the slow ones, but also of
the slow movements on the fast ones [79].

Fig. 6.5 Typical hysteretic
loops

Fig. 6.6 Free oscillations in
case of additional excitations
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6.3.4 Resonant Oscillations

Let us look into the forced oscillations, in a system with one degree of freedom,
described by the following differential equation

mq
:: þcq ¼ � RðqÞj jsign _qþ F1 sinx1t þ F2 sinx2t: ð6:40Þ

Let frequency x1 be equal to the natural frequency k ¼ ffiffiffiffiffiffiffiffiffiffi
c=m;

p
whereas fre-

quency x2 is significantly different from it. Hereafter, frequency x1 and forced
oscillations with this frequency q1 ¼ A1 sinðx1t � c1Þ will be called the basic, and
q2 ¼ A2 sinðx2t � c2Þ as optional. If the dissipative force would had been linear, as,
for example, it happens in case of viscous friction, the problem would had been
solved very simply using the principle of superposition. However, in this case
because of the nonlinear nature of the dissipative forces, this principle cannot be
used.

After separation of the motion into main and additional, we obtain the following
two modified differential equations:

q
::

1 þ f ðq1; _q1Þ þ k2q1 ¼ w1 sinx1t;

q
::

2 þ k2q2 ¼ �x2
2a0 sinx2t;

)
ð6:41Þ

where w1 ¼ F1=m; f ¼ �f1 [see (6.39)], a0 is the amplitude of kinematic
excitation.

Since the frequency x2 significantly differs from the resonant, the amplitude of
forced oscillations A2, at this frequency, is practically independent of dissipation.
Thus, A2 � x2

2a0= k2 � x2
2

�� ��; and the resonant amplitude A1, found using analytical
method, is determined as

A1 ¼ pA�=ð00UðzÞÞ; ð6:42Þ

where A� ¼ F1=c; z ¼ A1x1=ðA2x2Þ:
As the right-hand side of this expression also depends on the unknown value of

A1, the expression (6.42) is the equation, which can be reduced to the following
form:

v ¼ U�1ðv z0Þ: ð6:43Þ

Here v ¼ A1=A10 is the rate of increase in amplitude of resonance z0 ¼ zðA10Þ;
where A10 ¼ pA�=k0 is the known value of the amplitude of resonance without
taking into account the correcting effect of the additional “alien” oscillations.

The graph of the function vðz0Þ, calculated with the help of the approximate
expression (6.37), is represented in the Fig. 6.7.
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Without restricting the scope of generality of the problem, we will consider the
following reference example. Let m ¼ 1 kg; c ¼ 1N/m; x1 ¼ 1 s�1; x2 ¼ 5:3 s�1;

F1 ¼ 1 N, F2 ¼ �mx2
2a0; 00 ¼ 0:5; fj j ¼ f qj j when f ¼ 0:15 (spring characteris-

tic). We can see in Fig. 6.8, the curves obtained by computer simulation. Here qðtÞ
corresponds to the original differential Eq. (6.40), (Fig. 6.8a; curve 1), and q1ðtÞ to
the modified Eq. (6.41) (Fig. 6.8b; curve 2). Apart from that, both diagrams have
curves 3, showing the forced oscillations with resonant frequency in case of the
formal use of the principle of superposition. In this case as before, the dark curves in
the diagrams correspond to the given event.

The analysis of the above graphs shows that, first of all, the ignorance of the
nonlinear nature of the dissipative forces can lead to the substantial error in esti-
mating the amplitude of resonance. Thus, in this example, A0

1 ¼ q01
�� ��

max¼ 6:21;
while qj jmax� 14:3: Secondly, we have the satisfactory match of the most recent
result with the solution of the modified differential equation A1 ¼ q1j jmax¼ 13:9:
Some discrepancies in results are mainly related to the fact that the function qðtÞ
reflects the bi-harmonic nature of excitations and in the function q1ðtÞ we only have
oscillations with resonant frequency.

The good agreement of these results, which are tested by varying parameters in a
wide range both in x2 [x1; and x2\x1; is also supported by the results of the
analytical solution based on Eq. (6.40), whereas the difference is usually no more
than (10–15 %).

Fig. 6.7 Graph vðz0Þ

Fig. 6.8 Forced oscillations in case of additional excitation
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6.3.5 Refined Conditions of Dynamic Stability in Case
of the Main Parametric Resonance

Let the original differential equation, describing the oscillations in case of the
simultaneous action of the parametric and forced excitations, has the form

q
:: þ k2q ¼ �½ f ðqÞj jsign _q� ek2qsinXt� þ wsinx t; ð6:44Þ

where e;X are the depth of pulsation and the frequency of parametric excitation.
Let us assume that x 
 k; X ¼ 2k; the last condition corresponds to the zone of

the main parametric resonance. Using the method outlined above, we represent the
corresponding modified differential equation, in the form

q
::

1 þ f ðq1; _q1; vÞ þ k2ð1� esinXtÞq1 ¼ 0: ð6:45Þ

Thus, in this equation, the member corresponding to the driving force, with
relevant correction of the dissipative component, is omitted. Let us recall that in
case of analytical solution of the problem f ¼ p�1k00ðAÞUðzÞ. In this case
z ¼ Ak=ðA1xÞ, where A;A1, are the amplitudes of the oscillations with frequencies
k (parametric resonance) and x (forced oscillations).

The terms of dynamic stability in the zone of the main parametric resonance, are
reduced to the form:

r0 [r� ¼ U�1ðzÞ; ð6:46Þ

where r0 ¼ 200=ðpeÞ:
Let us look into two cases.

Case 1 (w ¼ 0): In this case the forced oscillations are absent, therefore z ! 1
and U ! 1, consequently, the dynamic stability condition has the form r0 [ 1:

Case 2 (w 6¼ 0): Since UðzÞ\1 the area of dynamic instability is expanding.
Therefore, the conditions that ensure dynamic stability, in the absence of high-
frequency excitation, can now turn out to be violated. To a better illustration of the
behavior of the system, under the combined forced and parametric excitations, we
will use the plane of the parameters z� r0 or A� r0 (Fig. 6.9).

In the area 1 (r0\1), the system is always dynamically unstable, irrespective of
the effect of additional excitation, which in this case is seen only due to the increase
in the intensity of the growth in amplitude. This is clearly seen in the superimposed
graph q1ðtÞ and q01ðtÞ (superscript 0 corresponds to case 1, which is represented by
the darker curve in the diagram). In the area 2 the system is stable in case of w ¼ 0
and r0 [ 1 (case 1) and unstable when w 6¼ 0 and r0\r�. Finally, in the area 3
(r0 [r�), the terms of dynamic stability are satisfied irrespective of the additional
excitation.
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Three typical cases of change in the logarithmic decrement, depending on the
amplitude, are shown in the plane of the parameters with hatching lines. If 00 ¼
const (straight line 1), then the amplitude increases in area 2, and decreases in area
3. Consequently, the amplitude of the steady state corresponds to the boundary of
the asymptotic stability r�. The graphs q1ðtÞ and q01ðtÞ—it is visible that when
w 6¼ 0 the oscillations reach the steady state, and when w ¼ 0 the oscillations
rapidly attenuate. Similar nature of the behavior of the system occurs in case of
increase in function 00ðAÞ (curve 2).

In case of descending nature of the change in 00ðAÞ, two cases are possible. If
curve 3 intersects the curve r� twice, then the upper point of intersection corre-
sponds to the unstable mode, and the bottom one corresponds to the stable mode. In
the absence of the lower points of intersection, as, for example, it occurs in case of
Coulomb friction, the oscillations when r0 [ r� completely attenuate ðA ! 0Þ:

6.3.6 The Influence of the High-Frequency Impacts
on the Resonant Vibrations, in Case of Joint Action
of Force and Parametric Excitations

As shown in Sect. 5.4.3, when x ¼ k0 (resonance) and parametric perturbation at a
frequency 2k0 (the main parametric resonance), the amplitude of the forced

Fig. 6.9 Influence of the additional excitation on the parametric oscillations
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oscillations A, among other factors, depends on the phase shift between the driving
force and the harmonic pulsation of the parameter. Thus,

2pA�=ðw0 þ peÞ�A� 2pA�=ðw0 � peÞ; ð6:47Þ

where A� is the static amplitude.
According to (6.47), the amplitudes A can be both below and above the value

determined in the absence of the parametric perturbations, i.e. when e ¼ 0. Thus, in
case of the most unfavorable phase ratio, the maximum resonant amplitude, cor-
responds, in the first approximation, to some arbitrary system, without parametric
excitation, but with reduced dissipation, corresponding to w0 � pe:

When taking into account the high-frequency impact according to (6.35), the
effective dissipation coefficient decreases. Herewith, the maximum values of the
coefficient of increase in resonant amplitude v (see above), is determined with the
following equation:

vmax ¼ w0=½w0UðzÞ � pe�: ð6:48Þ

In the left-hand side of the Eq. (6.48) vmax; is also included in hidden form,
because the ratio of vibration velocities z depends on the sought after resonant
amplitude. The solution of this equation is reduced to

vmax ¼ 0:5 1þ fLþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ fLÞ2 þ 4f ð1� LÞ

q� �
=ð1� LÞ; ð6:49Þ

where L ¼ pe=wo; f ¼ U�1ðz0Þ � 1:
In this case, parameter z0 is determined in the absence of the parametric and

high-frequency excitations, i.e. when v ¼ 1. At the same time parameter L reflects
the influence of the parametric excitation and parameter f reflects high-frequency
influence. In case of L ! 1 the conditions of dynamic stability are violated, so
vmax ! 1, regardless of the value of f.

6.3.7 Refined Conditions for the Emergence
of the Sub-Harmonic Resonances

Let us consider the differential equation, describing the nonlinear forced oscillations
in the system with one degree of freedom, in case of biharmonic excitations and
positional friction.

q
:: þ RðqÞj jsign _qþ PðqÞ ¼ w0 þ w1 sinðX1t þ uÞ þ aX2

2 sinX2t: ð6:50Þ

It is assumed here that X2 [X1; at the same time when the component with
frequency X2 corresponds to kinematic excitation. (All forces are assigned to the
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unit of the mass). To study the subharmonic oscillations, taking into account the
additional excitation, not limiting the scope of generality in approach to the
problem, we assume RðqÞj j ¼ f PðqÞj j; that corresponds to the so-called spring
characteristics of the forces of resistance, encountered in many engineering
applications. Apart from that we will concretize function PðqÞ, which is propor-
tional to the non-linear restoring force PðqÞ ¼ k20ð1þ aq2Þq, where k0 is the
natural frequency when aq2 � 1. The accepted function PðqÞ corresponds to
Duffing’s equation, the analysis of which is discussed in a broad range of literature
[6, 36]. The adopted elastic characteristics play the role of the mathematical
model, illustrating the opportunities of this approach towards solving the given
problem.

After the transition to the dimensionless time s ¼ k0t, we represent the Eq. (6.50)
in the form

q00 þ fð1þ aq2Þ qj jsignq0 þ ð1þ aq2Þq ¼ f0 þ f1 sinðx1sþ uÞ þ ax2
2 sinx2s;

ð6:51Þ

where f0 ¼ w0=k20 ; f1 ¼ w1=k21 ; x1 ¼ X1=k0; x2 ¼ X2=k0; ð�Þ
0 ¼ d=ds:

On the basis of (6.51), we will investigate the conditions of excitation of sub-
harmonic resonance of the order 1/3. As already mentioned, sub-harmonic oscil-
lations can be represented, with sufficient accuracy, as the free oscillations, without
friction. Then, using the energy balance conditions, when f0 ¼ 0; a ¼ 0, we get
[6, 27]

q � Asinx0sþ A3 sin 3x0s;

where x0 ¼ 1þ 0:75aA2; x1 ¼ 3x0; A3 ¼ aA3=ð32þ 21aA2Þ.
Thus, in our case, the energy of the unit mass withdrawn for one period 2p=x0,

is equal to DE� ¼ 2f0ðA2 þ 0:5aA4Þk20 ; and the input energy, which is equal to the
work of the driving force, is equal to DEþ ¼ 3pf1A3ak20 sinu=ð32þ 21A2Þ.

The conditions of existence of sub-harmonic resonance are defined as
DE�\ðDEþÞmaxðu ¼ p=2Þ: Thus,

f0\f0� ¼ 1:5paf1Að1þ 0:5aA2Þ�1ð32þ 21aA2Þ�1: ð6:52Þ

To confirm the effectiveness of the approaches used in the analytical solution of the
problem, we represent some results of computer simulation for some typical regimes.
As it was shown by the numerical experiment, when f1 ¼ 5; a ¼ 0:5;x1 ¼ 6 and in
the absence of the high-frequency excitation ða ¼ 0Þ, the sub-harmonic resonance is
excited when f0 � 0:069 that is slightly lower than the resultant of formula (6.52).
This is due to the fact that in the vicinity of f0� the excitation of sub-harmonic reso-
nance usually depends a lot on the initial conditions, whereupon the opportunity to
enter the tested mode can remain unrealized. The amplitude of the sub-harmonic

192 6 Nonlinear Dissipative Forces



resonance corresponds to the point on the skeleton curve x2
0 ¼ 1þ 0:75aA2. When

x0 ¼ 1=3 and a ¼ 0:5, we have A ¼ 2:82; which at a high level of accuracy, coin-
cides with the result of the numerical experiment.

It should be emphasized here that in contrast to the resonant modes, whose
amplitude is determined by the level of dissipation, in this case the dissipation only
sets some energy barrier, in case of overcoming which the sub-harmonic resonance
may occur. The dissipation sets similar “barrier” in parametric resonance and
“rigid” self-excitation of oscillations.

Proposed in [43, 60] approach to the accounting of dissipation, in case of poly-
harmonic excitation, is based on the fact that in the tested mode, the effective force
of dissipation is only formed in a closed hysteresis loop. Let us recall that, if due to
additional perturbations, in this mode there is no change of the sign of velocity, then
their effect on dissipation is absent. On the other hand, as already noted, in case of
the change of sign of velocity, within the cycle, the total area, bounded by the
closed contours, is less than the original area of the loop, which reduces the
effective force of dissipation in the given mode (see Fig. 6.5). Thus, in the time
intervals, corresponding to the counter speed as compared to the speed of the main
mode, there is practically no dissipation. In accordance with the above mentioned
we will shift from Eq. (6.51) to the modified equation, in which there are no
additional perturbation of frequency x2, but the correction of the dissipative
component is introduced

q00 þ f0ð1þ aq2Þ qj jgð q0j j � vcosx2sj jÞ þ ð1þ aq2Þq ¼ f0 þ f1 sinðx1sþ uÞ;
ð6:53Þ

where v is the amplitude of the dimensionless velocity for harmonics of x2 (at a
reasonable distance from the resonant zone; the influence of dissipation on v can be
neglected); g is the unit function.

We can see, in Fig. 6.10, graphs qðsÞ and q0 qð Þ, obtained by the Runge-Kutta
method for a number of modes for the given above input parameters. At the same
time parameter f0� ¼ 0:22, for all of the reduced modes, corresponds to the upper
boundary of the existence of sub-harmonic oscillations.

In the first case (Fig. 6.10a) the solution was determined on the basis of (6.51),
and in the second on the basis of the modified Eq. (6.53) when v ¼ 8:75
(Fig. 6.10b), and in both cases x2 ¼ 10. The comparison of the graphs qðsÞ shows
that this method practically eliminates the small influence of high-frequency
component on the level of amplitude, leaving almost unchanged the condition of the
existence of the sub-harmonic oscillations. The phase trajectory in the first case
demonstrates the repeated change of the sign of velocity, which leads to the
decrease in effective dissipation and increase in f�.

In the second case the phase trajectory is “cleaned” of the high-frequency com-
ponent at the same amplitude level of oscillations. Graph qðsÞ and the phase tra-
jectory q0 qð Þ were almost completely identical in case of f0� ¼ 0:069, in the absence
of additional excitation, i.e. f2 ¼ 0 (see above). The third case (Fig. 6.10c) differs in a
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way that the additional perturbations have low frequency ðx2 ¼ 0:3; v ¼ 8:75Þ.
In this case there is a small amplitude modulation, at the same average value of
amplitude A ¼ 2:82: This regime is of interest, because it requires only sufficient
distance from the tested resonant mode, and allows to analyze also the cases when
X2\k0 ðx2\1Þ; it is not based on the assumption of a high-frequency nature of the
additional effects. On the basis of the modified differential Eq. (6.53), using the
method of harmonic linearization, the work of dissipative forces was determined,
taking into account the additional oscillations. In this case the dependence obtained
is similar to (6.35): fðzÞ ¼ f0UðzÞ, where

UðzÞ ¼ z
ffiffiffiffiffiffiffiffiffiffiffiffi
1� z2

p � ð1� 2z2Þ arcsin z	 

= pz2ð Þ ðz� 1Þ;

1� 1= 2z2ð Þ ðz[ 1Þ:
�

ð6:54Þ

When solving the applied problems of the dynamics of machines, along with
harmonic driving forces, there usually is a constant force, which on the right hand
side of the differential Eqs. (6.51) and (6.53) corresponds to the member f0 6¼ 0: In
this case, the free oscillations of the considered nonlinear system, without taking
into account the dissipative forces, after harmonic linearization, is described using
the following equation:

Fig. 6.10 Sub-harmonic
resonance
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q00 þ x2
0 A;A0ð Þq ¼ f0: ð6:55Þ

Here the solution of Eq. (6.55) is accepted in the form q � A0 þ Asin x0sþ cð Þ
when

A0 a A2
0 þ 1:5A2 þ 1

�	 
 ¼ f0;

a 3A2
0 þ 0:75A2

� �þ 1 ¼ x2
0:

)
ð6:56Þ

The analysis of the solution of the system of nonlinear Eq. (6.56) shows that
when f0 6¼ 0 the skeleton curve, in the vicinity of the relatively small values of A,
has the inflection point, which corresponds to the unstable modes boundary. At the
same time it appears that in case of excitation of the sub-harmonic resonances, the
characteristics of A x0ð Þ, weakly depend on the value of f0. At the same time the
existence area boundaries of these modes, depends on f0 quite significantly. Let us
turn our attention on this issue. It can be shown that when A0 6¼ 0 the value DE�,
proportional to the withdrawn per one cycle energy (see above), is determined as

DE� ¼ fW A0;Að ÞU zð Þ; ð6:57Þ

where

W A0;Að Þ ¼ 2 A2
0 þ A2

� �þ 0:5a A0 � Að Þ4þ A0 þ Að Þ4
h i

: ð6:58Þ

Further using the condition of the balance of input and withdrawn energies,
taking into account (6.54), (6.56)–(6.58), we get

f\f� ¼
3pf1aA3

ð32þ 21aA2ÞUðzÞWðA; f0Þ : ð6:59Þ

It can be shown that in case of increase in the constant component f0, we can
observe the intensive growth of the effective level of dissipation. Often, along with
the hysteresis characteristic of the form considered, the force of Coulomb friction
H ¼ � Hj jsign _q, influences the system. In this case, formula (6.57) is corrected as
follows:

DE� ¼ fWðA0;AÞ þ 4hA½ �UðzÞ; ð6:60Þ

where h ¼ Hj j=m;m is the reduced mass (or the moment of inertia).
Taking into account (6.60) the condition (6.59) takes the form

f\f� ¼
3pf1aA3

ð32þ 21A2ÞUðzÞ � 4hA
� �

W�1 A; f0ð Þ: ð6:61Þ
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According to (6.61) for the excitation of sub-harmonic resonances, it is neces-
sary (but not sufficient) to have the first term in square brackets, greater than the
second one. In the absence of additional perturbations ðU ¼ 1Þ this requirement can
be expressed as

A[
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
128h=ð3pf1a� 84hÞ

p
: ð6:62Þ

When U zð Þ\1 in the condition (6.62), h should be replaced by hUðzÞ; which
leads to the transcendental equation for A; as U is a non-linear function of
z ¼ AX0=v2:

6.3.8 The Influence of High-Frequency Disturbances
on the Emergence of Stick-Slip Frictional
Self-excited Oscillations

When operating machinery the frictional oscillations occur most often under slow
movement of the sliding boxes on guides or under shaft’s rotation at small angular
velocities. In particular, movement with periodic stops can occur instead of the
required uniform motion when moving heavy units in machine tools. This exclude
the possibility of precise tool feed. A similar phenomenon is observed in the
drawing rollers of the spinning machines, in which the frictional self-excited
oscillation causes yarn unevenness and increases its breakage. The problem of
frictional self-excited oscillations is the subject of many studies, a review of which
is not given here. We confine ourselves to the brief information on the conditions of
excitation of frictional self-excited oscillations and taking into account the influence
of high-frequency disturbances on these conditions.

We consider the model shown in Fig. 6.11.
Let us imagine that from link 1, moving with constant velocity v0 [ 0, motion

through elastic dissipative element 2 is transmitted to unit 3, having mass m, to
which the force of friction H is applied. As the generalized coordinate, we accept
the deformation of the elastic element q. Then the velocity of the link 3 is equal to
v ¼ v0 þ _q. Obviously, under H ¼ H0 ¼ const, we have q ¼ �H0=c ¼ const, and
therefore v ¼ v0. However, the frictional force depends on many factors, including

Fig. 6.11 Dynamic model
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sliding velocity and, therefore, in general, HðvÞ 6¼ const at that _q 6¼ 0. We assume
simplified characteristics of the frictional forces, according to which the absence of
sliding ðv ¼ 0Þ, frictional force is equal to the force of static friction H ¼ H0 and
under motion ðv[ 0Þ H ¼ H1\H0.

Let us write the differential equation for the phase of mass m movement
ð0\t\t1Þ

mq
:: þ b _qþ cq ¼ �H1; ð6:63Þ

where b ¼ w
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cm=ð2pÞp

is the factor of equivalent linear resistance;w is the dissi-
pation factor.

Transform (6.63) to the form

q
:: þ k2q ¼ �H1=m� 2n _q:

Here k2 ¼ c=m; 2n ¼ b=m.
Let’s input “dimensionless time” u ¼ kt. Then

q00 þ q ¼ D q0ð Þ; ð6:64Þ

where D ¼ �F1=c� 2dq0; d ¼ n=k ¼ 00=ð2pÞ; the derivative with respect to u is
denoted with prime mark.

The phase-plane portrait shown in Fig. 6.12, for several typical cases, corre-
sponds to (6.64). Let’s consider first of all the case, when there is no linear resis-
tance ðd ¼ 0Þ. At the same time in the area of motion, the phase trajectory is
presented as a circle centered at the point D� ¼ �H1=c (Fig. 6.12, curve 1). Let’s
establish initial conditions. The movement begins only when the restoring force
balances the force of static friction. When t ¼ 0 we have q0 ¼ �H0=c. The second
initial condition is determined on the basis of the obvious equality v ¼ v0 þ _q0 ¼ 0;
hence _q0 ¼ �v0. The point N0 with coordinates x0 ¼ q0 and y0 ¼ q00 ¼ �v0=k
corresponds to the initial conditions in the phase plane.

Fig. 6.12 Phase-plane
portrait
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Movement of mass will continue as long as the phase trajectory will not come to
the point N1. The value v ¼ v0 þ _q ¼ 0 corresponds to this point, so the frictional
force becomes equal to the force of static friction H0. In the zone of dwell
y ¼ �v0=k ¼ const, the plot phase trajectory is a straight line N1N0. Further, the
above-described oscillatory process is repeated. Thus, uniform motion of input link
1 transformed into relaxation oscillations with dwells (stick-slip motion). The area
of movement corresponds to the angle u1 ¼ 2ðp� u0Þ and time interval
t1 ¼ u1=k. The angle u0 is defined as

u0 ¼ arctan ðx0 � D�Þ=y0j j ¼ arctan½kDH=ðcv0Þ�: ð6:65Þ

Here DH ¼ H0 � H1 is the difference between static and sliding friction.
We will find the period of self-excited oscillations s ¼ t2, from the obvious

equality of the distances passed with the link 1 and mass m for one cycle

Ds ¼ v0s ¼ v0t1 þ qðt1Þ � q0;

where qðt1Þ � q0 ¼ N0N1 ¼ 2DH=c.
Considering, t1 ¼ u1=k ¼ 2ðp� u0Þ=k, we get

s ¼ 2ðp� u0Þ=k þ 2DH=ðcv0Þ ð6:66Þ

The dimensionless value of the period of self-excited oscillations is equal to

u2 ¼ ks ¼ 2pþ 2ðtanu0 � u0Þ: ð6:67Þ

It follows from (6.65)–(6.67), that when DH ! 0, we have
u0 ! 0; s ! 2p=k; u2 ! 2p.

The amplitude of oscillations A0 is determined as

A0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x20 þ y20

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDH=cÞ2 þ ðv0=kÞ2

q
: ð6:68Þ

Next, we take into account the effect of the linear resistance, the influence of
which will manifest itself in the fact that the amplitude will decrease by the law
A ¼ A0e�nt. At the same time the phase trajectory (curve 2) is located within a
circle 1 of radius A0, and the dwell begins at the point N.

The graph _qðtÞ shown in Fig. 6.13a corresponds to this case. However it may be,
that vmin ¼ v0 þ _qmin [ 0 and therefore _qmin [�v0. Then the area of dwell is
absent and oscillations will attenuate by exponential law (Fig. 6.13b). At that the
phase trajectory takes the form of curve 3 (see Fig. 6.12).

The critical value of v�0, which separates these two cases, corresponds to the
point of touching of the phase trajectory with the straight line N0N1. The analysis
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shows that the influence of linear dissipation on the position of the point contact is
negligible and it is located in the vicinity of N�. At that

A0kexpð�nt�1Þ ¼ v�0; ð6:69Þ

where, t1 ¼ t�1 ¼ ð2p� u�
0Þ=k. (The parameters values corresponding to this critical

case are marked with the asterisk).
On the basis of (6.69) and phase-plane portrait analysis, we get cosu�

0 ¼
v�0=ðkA0Þ ¼ exp½�00ð1� u�

0=2pÞ� (Here 00 is the logarithmic decrement.) It fol-
lows that

00ð1� u�
0=2pÞ ¼ � lnðcosu�

0Þ: ð6:70Þ

On the basis of (6.70) when 0:2� 00 � 0:8, we get u�
0 � ½p=6� p=3�.

Next, using (6.68), (6.69), we finally get

v�0 ¼
k DH

c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
expð201Þ � 1

p ¼ k DH
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� w1

w1

s
; ð6:71Þ

where, 01 ¼ 00ð1� u�
0=ð2pÞ � ½5=6� 11=12�00; w1 ¼ 1� expð�201Þ are the

corrected values of logarithmic decrement 00 and dissipation factor w0. Taking into
account the degree of validity of the initial information and smallness of the cor-
rected modification, we can accept 01 � 00; w1 � w0.

It should be emphasized that it is the dissipative properties of the drive, which
determine the final value of the v�0; since when w0 ! 0, we have v�0 ! 1: This
means that, excluding the linear resistance, we can see that the self-excited oscil-
lations of the considered type can occur at any velocity m0. Typically, the critical
velocity m�0 is sufficiently small. Suppose, for example, k ¼ 100 s�1; Df ¼
0:05; 00 ¼ 0:2: At that u�

0 ¼ 0:584 rad; m�0 ¼ 0:741 � 10�2 m=s.
As it was already mentioned, while designing machine tools, devices and other

equipment, occurring in case of frictional self-oscillations, transformations of

Fig. 6.13 To the
determination of the dwell
area

6.3 Accounting of Nonlinear Dissipative … 199



uniform movement into stick-slip movement (i.e. motion with dwells and jumps) is
highly undesirable. The point is the value of jump Ds ultimately determines the so-
called positioning accuracy, i.e. realized accuracy of the executive body in
achieving the specified position.

We consider two critical cases for estimation of Ds. In case of velocity m0,
nearest to the critical value of m�0, we have u

�
1 � 2p� u�

0, where u
�
0 ¼ u0ðv�0Þ. Then

Ds� ¼ m�0ð2p� u�
0Þ=k þ qðt1Þ � q0:

In this case Dq ¼ qðt1Þ � q0 � N�N0 ¼ m�0k
�1 tanu�

0 ¼ DH=c. It follows that

Ds� ¼ ðm�0=kÞ½2p� arctanðkDHÞ=ðcm�0Þ� þ DH=c:

The period s� ¼ Ds�=m�0 corresponds to this jump. When velocity m0 transits
through critical value of m�0 period decreases with a jump to the value s ¼ 2p=k, i.e.
by the value of Ds� ¼ ðtanu�

0 � u�
0Þ=k. Under accepted initial data, we have

u�
0 ¼ 0:584 rad; Ds� ¼ 0:471mm; s� ¼ 6:36 � 10�2s;Ds� ¼ 7:68 � 10�4s.
The other critical case is realized when m0=k\DH=c. Such a situation occurs in

case of small driving velocity. In this case u0 ! p=2. Then in accordance with
(6.66)

s ¼ p=k þ 2DH=ðcm0Þ � 2DH=ðcm0Þ;
Ds ¼ pm0=k þ 2DF=c � 2DH=c:

�
ð6:72Þ

In this critical case, we see the clear manifestation of another curious feature of
frictional self-oscillations. As it follows from (6.72), the period of self-excited
oscillation, now, is practically determined by the time interval of mass dwell, when
the deformation of the elastic element takes place. Further mass almost instantly
“jumps” to the value of Ds.

At that the oscillations turn out to be essentially discontinuous. The malleable
drive in this case acts as the energy storage device and appears to be a kind of
mediator between the external source and the oscillatory system. As value of m0
approach the critical value of m�0 the frictional form of self-oscillations becomes less
pronounced.

Further we will assume that the speed, of sliding along the guides, has a high-
frequency component vþ ax sinxt;where a is the amplitude of oscillations ðx 
 kÞ:
This situation in particular occurs under the high frequency vibration of the entire
system, which leads to the additional kinematic excitation of the moving mass.
Maximum of velocity oscillations, with a frequency k is determined by the depen-

dence vk � k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDH=cÞ2 þ ðv=kÞ2

q
.

When x 
 k we have z � vk= axð Þ; and at high frequencies x, even very small
amplitudes of the high-frequency excitations a can lead to a significant decrease in
the value of parameter z and functions UðzÞ (see Fig. 6.4). In the considered
model the difference between frictional forces DHz ¼ DHUðzÞ and dissipation

200 6 Nonlinear Dissipative Forces



factor wz ¼ w0UðzÞ is corrected simultaneously; here index z corresponds to
taking into account the high-frequency oscillations (see Sect. 6.3.3).

On the basis of (6.71)

v�� ¼ kDH
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Uð1� w0UÞ=w0

p
; ð6:73Þ

where, v�� is the critical velocity, taking into account the high-frequency component
of oscillations.

Equation (6.73) shows the opposite trend with decreasing U. This is related to
the fact that, the efficiency value of the differential frictional forces DHz and the
dissipation factor of the drive wz, decrease simultaneously. The first of these factors
leads to a decrease in v�; and the second—to increase. In Fig. 6.14a is shown the
graphs f ðz;w0Þ ¼ v��=w and the locus of points max f ðzÞ.

On the basis of (6.71) and (6.73) v�� ¼ v�KðUÞ; where the correction function
KðUÞ has the form

KðUÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Uð1� w0UÞ=ð1� w0Þ:

p
ð6:74Þ

According to (6.74) max KðUÞ corresponds to the condition U ¼ U� ¼
1=ð2w0Þ: As Ф < 1 when w0\0:5U 2 0;U�½ � function KðUÞ on the whole interval
[0,1] is increasing. When w0 [ 0:5, U 2 0;U�½ � the function KðUÞ increases, and
when U 2 U�; 1½ � it decreases. Figure 6.14b shows a family of curves Kðz;w0Þ.

The analysis shows that to reduce the critical speed of excitation of self-oscil-
lations, more than two times, when u0 [ 0:25, it is necessary that U� 0:2, at that
z� 0; 4: Similar dynamic effects can also occur in case of the high-frequency
excitation [impact] in the direction perpendicular to the plane of motion [9]. One
way to eliminate the identified “jumps” is to use the materials with low difference
between coefficients of friction in rest and motion, such as filled fluoroplasts (PTFE,
Teflon, flourlon) paired with tempered steel. Of course, a more radical way is to
start using [motors] drives with ball bearings, in which the sliding friction is

Fig. 6.14 Graphs f ðz;w0Þ ; Kðz;w0Þ
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completely eliminated. However, in this case usually the reduced stiffness of the
drive is decreased and the lower natural frequency increases, which is related to the
elimination of the effect of self-braking, which in the given case acts positively,
reducing the “length” of kinematic chain of the drive, which is prone to excited
oscillations.

In conclusion, we will note that the occurrence of differential friction forces DH,
according to modern ideas, is treated as feedback broadband random disturbances,
arising during sliding of rough deformable bodies. The friction itself, strictly
speaking, is formed in an oscillating system directly by the locally occurring
dynamic processes. Therefore the use, in the engineering calculations, of quasi-
static friction characteristics is approximate.

6.4 Nonlinear Resonance Oscillations on the Frequency
of the Amplitude Modulation Caused
by the High-Frequency Excitation

Let us take a look at the dynamic model of the drive of the cyclic mechanism (see
Table 5.1, fragment 1), described with differential equations [72]

Jq
:: þ RðqÞj jsign _qþ PðqÞ ¼ P0ðuÞ½F1 sinXt � mðP00ðuÞ xþ _qð Þ2þP0ðuÞq::Þ�;

ð6:75Þ

where J is the moment of inertia of the input link; m is the mass of the output link;x is
the assigned ideal frequency of rotation of the input link;X;F1 are the frequency and
amplitude of the driving force, applied to the output link ðX 
 xÞ; P0ðuÞ;P00 uð Þ are
the first and second geometric transfer functions of the cyclic mechanism; u ¼ xt; q
is the generalized coordinate, which describes the drive’s torsional oscillations;
� RðqÞj jsign _q is the positive dissipative force; �P qð Þ the force of restoration (odd
function q).

Let P0 ¼ rsinu;P00 ¼ rcosu, and the nonlinear force of restoration corresponds
to the coupling with cubic characteristics. Then on the basis of (6.75) after the
linearization of the position function P uð Þ and its derivatives in the vicinity of
program motion, we have

ð1þ l sin2 xtÞq:: þ 2dx _qþ p20ð1þ aq2Þq ¼ w1 sinxtcosXt � 0:5lx2 sin 2xt;

ð6:76Þ

where l ¼ mr2=J;w1 ¼ F1=J; p0 is the natural frequency when l ¼ 0 and a ¼ 0;
d ¼ 0=ð2pÞ is the effective value of the reduced coefficient of dissipation, when the
logarithmic decrement is 0 and the frequency x (see hereunder).

In Eq. (6.76) omitted is the component, proportional to _q, which corresponds to
the gyroscopic force; the work of this force for the period 2p=x converts to zero.
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Differential Eq. (6.76) serves as the mathematical model for many oscillatory
systems and as per the coverage of the problem far exceeds the limits for the models
of cyclic mechanisms. Among these problems we can point out parametric reso-
nance in linear system, combined effect of parametric and forced excitation, influ-
ence of poly-harmonic excitation on dissipative properties, definition of conditions
of excitation of parametric and subharmonic resonances etc. Usually is considered
the case w1 ¼ 0, when there is no high-frequency amplitude modulation of the
driving force. Case w1 6¼ 0, in case of viscous friction, was studied in paper [28].

Taking into account the presented in this paper problem and to “clean” the
researched effect of the influence of other factors, we will eliminate the possibility
of excitation of main parametric resonance, as well as sub-harmonic resonances.
For the purpose we will adopt 0 
 0:5 pl and X 
 x. Without restricting the
generality, hereunder we will adopt p0 ¼ 1, which simultaneously corresponds to
the procedure of transition to dimensionless time s ¼ p0t. At the same time we will
retain the accepted arbitrary values of frequencies, to which now correspond the
dimensionless values x=p0 and X=p0.

We dwell on the physical nature of the studied effect and establish, why the
resonant oscillations, at frequency x, are possible only in the nonlinear system.
When l � 1 we have w1 sinxs cosXsð1þ l sin2 xsÞ�1 � 0; 5w1½sinðxþ XÞ�
sinðX� xÞ�. Thus, the system is subject to two driving forces with near similar
frequencies. In the absence of nonlinearity ða ¼ 0Þ the principle of superposition is
valid, therefore these forces lead to the beating mode, however, the prerequisites for
the occurrence of resonance, at frequency x, do not exist.

The amplitude of oscillations is proportional to sinxsj j � 2
p ð1� 2

3 cos 2xsÞ,
which in the nonlinear system ða 6¼ 0Þ leads to the pulsation of “natural” frequency
and is the prerequisite for the violation of the conditions of dynamic stability and
excitation of main parametric resonance. Illustrated in Fig. 6.15 are some of the
steady oscillatory modes, determined with the help of computer simulation at a ¼
�0; 2 (soft characteristic) x ¼ 0:85� 0:88; X ¼ 20 (modes 1–5), X ¼ 12 (mode
6) and the variation of the coefficient of dissipation d. As shown by analysis, when
l\0; 1 this parameter in case of adopted initial data, practically, does not influence
the final result, therefore in future we will adopt l ¼ 0.

In case of large amounts of dissipation (mode 1) we notice beating relative to
zero level. Similar view when x ¼ 1 is in graph q sð Þ when the linear elastic
characteristic is ða ¼ 0Þ. With the decrease in the level of dissipation, the beating
mode shifts to low-frequency resonant mode with frequency x, at the same time
when the level of amplitude of this component changes very slightly. As in case of
sub-harmonic resonances, dissipation in this case acts as the former of an energy
barrier, which hinders the occurrence of these modes.

As it was shown earlier, in case of occurrence of bi-harmonic mode, the effective
values of dissipative parameters can decrease significantly, which leads to the
change in the conditions for the occurrence of resonant oscillations at the amplitude
modulation frequencies of high-frequency oscillations. In case of a significant
change in high frequency (mode 6) of configuration of bending, similar to mode 2,
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which eliminates the possibility of supposing about the sub-harmonic nature of the
considered modes.

Qualitatively similar results are shown in paper [72] for the cases, when non-
linear nature of the restoring force requires the presence of a clearance in the
subsystem of the motor.

6.5 Vibrations in the Systems with Intermediate Friction
Connections

During the analysis of dynamic models with Coulomb friction, we can select an
original group of systems with intermediate friction connections [43, 89]. The
distinguishing feature of these systems is that the most significant frictional forces
are applied to the links with relatively low mass (during schematization, often these
masses can be considered equal to zero), which are separated with elastic elements
from the nearby elements, having large masses.

Systems with intermediate friction connections occur in the machine tool drives
(for example, tracer-controlled and boring); in the drives, which use pre-tightened
closed kinematic chains; in systems with braking devices; in some designs of the

Fig. 6.15 Evolution of
oscillatory modes in case of
change in the level of
dissipation
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shock absorbers and dry friction dampers; in some models of the marine power
equipments etc.

In this case, the intermediate frictional connection can perform not only the usual
dissipative role, but also as a kind of “vibro cut-off device” that in case of
appropriate choice of its parameters, prevents the penetration of vibrations deep into
the kinematic chain and has a significant effect on the frequency spectrum of the
system. Apart from that, in a certain range of the system parameters, the increase in
friction in the intermediate friction pairs, contrary to traditional notions, may lead
not to decrease but increase in the resonant amplitude of forced oscillations.

6.5.1 Dynamic Model with Finite Number of Degrees
of Freedom

The represented in the Fig. 6.16a dynamic model, with discrete parameters, is
described by the following system of nonlinear differential equations:

q
::

0 þ 2d0k2

xð1þn1Þ _q0 þ k2 q0 � q1ð Þ ¼ w0 sinðxt þ cÞ;
�����������������������
2x�1 _qiðnidi þ ni�1di�1Þ þ ½Yi þ Hic�1

i sign _qi�gð Yij j � Hic�1
i Þ ¼ 0:

9=
; ð6:77Þ

Here the following notations are adopted: qi are the generalized coordinates
(i ¼ 0 meets mass m, i ¼ 1; n meets friction elements); Hi are the forces of
Coulomb friction; ni ¼ ci=c0, where ci; c0 are the stiffness coefficients; k2 ¼ c0=m;
w0 ¼ F0=m; di ¼ wi=ð4pÞ, where F0� is the amplitude of the driving force FðtÞ ¼
F0 sinðxt þ cÞ; wi is the reduced dissipation coefficient corresponding to the

Fig. 6.16 Dynamic models
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positional resistance, arising in case of structural dissipation of the elastodissipative
element i.

For a number of special cases Vulfson obtained the analytical solutions by using
the modification of the harmonic linearization method [43]. In this case the motion
of the mass m was presented as q0 ¼ a0 sinx t, however, while describing the
motion of the intermediate elements the dwell zones, determined by force corre-
lations, were taken into account. The characteristic features of such systems can be
illustrated by a simple dynamic model, with one intermediate friction element
(n ¼ 1), whose motion is described with the help of the differential equation of the
second order

mq
::

0 þ c0ðq0 � q1Þ ¼ F0 sinðxt þ aÞ ð6:78Þ

and with one equation of the connection between the generalized coordinates q0 and
q1

c1q1 � c0ðq0 � q1Þ ¼ H sign _q1 ð6:79Þ

Here q0 ¼ q characterizes the absolute motion of the body mass m; q is the
displacement of the moving friction element; F0 is the amplitude of the driving
force; H is the absolute value of the maximum value of friction.

Depending on the oscillating system parameters, the perturbation and the
magnitude of friction, the system can either be linear (when the total impact on the
intermediate link with the elastic elements is not sufficient to overcome the friction
in the contact pair) or nonlinear. In the latter case, the motion occurs with the
breakdowns of the intermediate element from the supporting pad. In the oscillatory
motion of the nonlinear system, in practice, a specific switching sequence, which
allows the highlighting of four phases of motion during one period of the disturbing
force, exists.

Let us adopt the following notation: a0; a1 are the amplitudes of the mass and
frictional element; R; R1 are the restoring forces; ~H ¼ H=F0. On the hysteresis
characteristics RðqÞ;R1ðq1Þ, shown in Fig. 6.17, the elastodissipative force is rep-
resented as a piecewise-linear function, describing the hysteresis loop of the
polygonal form, these four stages correspond to intervals 1–2, 2–3, 3–4, 4–1. Under
the adopted switching regime the Eq. (6.78) with (6.79) can be converted to the
traditional form of nonlinear differential equation

q
:: þ Rðq; _qÞ ¼ w0 sinðxt þ aÞ: ð6:80Þ

To study the dynamics of the given system, we use the modification of the
harmonic linearization method (see appendix). According to this modification the
movement of the mass is harmonized and the movement of the intermediate inertia-
free element is determined by force correlations identified under this assumption.
The resulting solution allows us to describe not only the areas of intermediate
element motion, but also its dwells.
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The amplitude-frequency characteristics jðzÞ, in dimensionless form, are
described by the equation [43]

z4 � 2z2bðjÞ þ ½b2ðjÞ þ 16f2 ~H2ðj� ~HÞ2
pj4ð1þ fÞ2 � j�2� ¼ 0: ð6:81Þ

Here j ¼ a0=as�o is the coefficient of dynamicity; as�o ¼ w0=k2; bðjÞ ¼ p2=k2; p2

is the coefficient of the harmonic linearization; f ¼ c1=c0; z ¼ x=k.
The analysis of the amplitude-frequency characteristics allowed us to establish

the existence of two regions of values of parameters, corresponding to the restricted
and unrestricted amplitudes of resonance. The amplitude of the resonance is limited
under condition

~H� 0; 25pð1þ 1Þ: ð6:82Þ

If this condition is satisfied, the resonant value of the coefficient of dynamicity is
given by

jmax ¼ 4~H

4~H � pð1þ 1Þ : ð6:83Þ

We can see in the Fig. 6.18, the graphs of the coefficients of dynamicity for
f ¼ 0:25 with ~H ¼ 1; ~H ¼ 2; ~H ¼ 4. The analysis of these graphs, clearly shows
that the value jmax depending on ~H can have some minimum value (shown in the
Figure with dotted curve, depicts the locus of the maximums of the coefficients of
dynamicity). The value jmax reaches its minimum, when ~Hopt ¼ 0:5pð1þ fÞ.

Fig. 6.17 Hysteretic
characteristic
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min max j ¼ pð1þ 1Þ: ð6:84Þ

In a number of practical cases, the information about the parameters, of the just
steadied process, is insufficient. For example, for engineers it is often of interest to
find the real time of the system’s run-in to reach the steady state, the behavior of the
system under intermittent action of the driving force, the analysis of possible
amplitudes of oscillations, when the system goes through the resonance, damping
conditions, etc.

For steady-state oscillations of the model we implement, as a rule, one of three
modes of movement. The first regime occurs in the case, when the velocity of the
intermediate element, during the entire period of the oscillations, is less than the
velocity of the supporting pad. The second mode is characterized by two switching
points, specified by one kinematic and one force conditions. In the third mode, four
switching points are determined by two kinematic and two force conditions.

6.5.2 Study of the Forced Vibrations of the Drive Using
the Model with Distributed Elastic-Friction Elements

Hereunder, we will consider the discrete-continuum model, on the basis of which we
not only formulate the exact qualitative ideas about the occurrence of dynamic
modes, but also the effective criteria and engineering estimations, which signifi-
cantly ease the procedure of dynamic synthesis of such systems (see Fig. 6.20b) [89].

If our study is restricted to the static formulation of the problem, then the
distributed elastic-friction element, which is the part of the dynamic model, shown
in Fig. 6.12b, can be regarded as a subsystem with the so-called structural friction
(structural hysteresis). This term means the friction between the contacting surfaces,
in the nominally fixed joints, in case of small relative displacements (slippage).
In such systems, there is a significant correlation between the distribution of friction
and deformations.

Fig. 6.18 Amplitude-
frequency characteristics
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In the considered model, the distributed elastic-friction element serves as the
fragment of a continuum model of a large number of discrete friction elements,
separated with elastodissipative connections, forming an oscillatory system. Thus,
what we are talking here is about the dynamic formulation of the problem. In this
case the high frequency components of perturbations, leading to the vibration lin-
earization of friction, can play some corrective role. In connection to this problem,
we should also note the study of Palmov [44], dedicated to the problem of the
vibration propagation in the nonlinear dissipative medium, with respect to the
elastic-plastic semi-infinite rod.

The studied machine drive hereunder, is schematized as a model, consisting of a
massive working body, connected through elastodissipative element with the semi-
infinite rod, to which the distributed force of dry friction is applied, from the stationary
base (see Fig. 6.12b). (Here and below, the term “rod” is used purely conventionally,
in particular, in case of angular displacements of theworking body of themodel, under
corresponding parameters, corresponds to torsion oscillations of the drive.)

Let us adopt the following arbitrary notations: m is the mass of the working
body; c0 is the stiffness coefficient; w0 is the coefficient of dissipation; f ; f; l are
the absolute value of friction, compliance coefficient and mass per unit length of the
rod; q is the mass m coordinate; uðx; tÞ is the deformation of the rod.

If the driving force FðtÞ ¼ F0 sinxt is applied to the working body, its oscil-
lations are described by the system of differential equations

mq
:: þ bð _q� _uð0ÞÞ þ cðq� uð0ÞÞ ¼ F0 sinðxt þ cÞ;

f�1 o
2u
ox2

� l
o2u
ot2

þ f sign
ou
ot

¼ 0:

9>=
>; ð6:85Þ

The second equation of (6.85) is rather complex, which is due not only to its
nonlinear nature, but to the boundary conditions, depending on the unknown
effective length of the rod l, which is determined in the course offinding the solution.

Keeping in mind the level of the considered model’s idealization and the
engineering trend of the analysis, we will use some simplifications. We will search
for an approximate solution, describing the forced oscillations in the form
q ¼ AsinðxtÞ; uð0Þ � asinðxtÞ (strictly speaking, the phases of both the harmonic
movements may vary).

First of all, we exclude from consideration the influence of inertial characteristics
of the rod, which corresponds to the formulation of the problem, outlined above.
This assumption, in the first approximation, corresponds to lx2 � f (see the
clarification below). Then the second equation of system (6.85) takes the form
u00 ¼ 	f f where ð Þ0 ¼ ou=ox. Hence

u ¼ 	0:5f f x2 þ C1xþ C2; ð6:86Þ

where C1; C2 are the arbitrary constants, determined from the boundary conditions
uð0Þ ¼ u0; uðlÞ ¼ 0.
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The last boundary condition, corresponding to the absence of movement in the
cross section x ¼ l, in this case is incomplete, since in the “end” of the vibration
chain, the restoring force should be fully balanced with the forces of friction, which
corresponds to the additional condition u0ðlÞ ¼ 0. After substitution in (6.86) we
obtain

uðxÞ ¼ u0 � f fx½
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 u0j j=ðf f Þ

p
� 0; 5x�; ð6:87Þ

l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 u0j j=ðf f Þ

p
: ð6:88Þ

Let us define the potential energy, developing in case of deformation of the rod

V1 ¼ 0:5f
R l
0 F

2ðxÞdx, where FðxÞ is the restoring force. Herewith, taking into

account, that FðxÞ ¼ f�1ðou=oxÞ, on the basis of (6.87), (6.88) we get

V1 ¼ u0j j
ffiffiffiffiffiffiffi
u0j j

p
=ð3hÞ; ð6:89Þ

where h ¼ ffiffiffiffiffiffiffiffiffi
2f=f

p
.

At the same time the potential energy of the whole system is determined as:

V ¼ V1 þ 0:5ðq� u0Þ2c0: ð6:90Þ

Furthermore, we will find the relation between u0 and q, for which we equate the
reactions when x ¼ 0. At the same time we will restrict ourselves to considering the
elastic components of the reaction, which corresponds, in the first approximation, to
averaging in the period of oscillations (about the accounting of the dissipative
component, see below). On the basis of (6.86), (6.89) and (6.90) we obtain the
following quadratic equation

hv2 þ 2ve0 � hq ¼ 0;

where v ¼ ffiffiffiffiffiffiffi
u0j jp

; e0 ¼ c�1
0 .

Hence

u0ðqÞ ¼ h�2½�e0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e20 þ h2 qj j

q
�2signq: ð6:91Þ

With (6.86), (6.91) the considered system can be described with the next non-
linear differential equation

q
:: þWðq; _qÞ ¼ Wsinðxt þ cÞ; ð6:92Þ

where W ¼ F0=m.
The function W consists of the potential and dissipative components. The

potential component is defined as
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dV
dq

¼ oV
oq

þ oV
ou0

du0
dq

: ð6:93Þ

On the basis of (6.89), (6.90), (6.92), (6.93) we get

oV
oq

¼ SðqÞu0ðqÞh�1 þ e�1
0 ðq� u0Þð1� 2

ffiffiffiffiffiffiffi
u0j j

p
SðqÞÞ; ð6:94Þ

where SðqÞ ¼ h=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e20 þ h2 qj j

p
.

If we use the harmonic linearization method, this component is p2ðAÞq, where
pðAÞ is the frequency of free oscillations. However, the direct use of the harmonic
linearization method, with respect to (6.94), requires numerical integration. In such
cases, the method of linearization as per the distribution function, proposed by
Kolovsky and Pervozvansky [27], is more efficient. Thus,

p2ðAÞ ¼ 2

mA
ffiffiffi
3

p oV
oq

ðA
ffiffiffi
3

p
=2Þ: ð6:95Þ

The graphs pðA; hÞ, obtained from (6.95) are shown in Fig. 6.19 (solid lines).
Here and below, to illustrate the result, the following input data is used:
c0 ¼ 1; m ¼ 1; W ¼ 1. Let us note that in case of the data, the results correspond to
the transition to the dimensionless form and become general if we take the

Fig. 6.19 Graphs pðAÞ and
dðAÞ
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frequency parameter x equal to the ratio of the frequency of the driving force, to the
frequency p0 ¼

ffiffiffiffiffiffiffiffiffiffi
c0=m

p
.

For the particular case h ¼ 0:5, the curve pðAÞ, obtained with the calculation of
the simplified formula p ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi½e0 þ e1ðAÞ�m
p

where e1 ¼ f ‘ðAÞ, is drawn with
hatch-dotted line in the graph. As follows from the graph, the results are almost
identical.

The analysis of graphs suggests the possibility of the substantial reduction in
“natural’’ frequency, due to increase in amplitude of oscillations and parameter h.
Let us recall that this parameter increases with increase of the rod’s compliance
factor and with the reduction in the specific force of friction per unit of the length.

Henceforth, we pass to the accounting of dissipative factors. In this case, we will
use the terms of the balance of energy, to which the dissipative component of the
function Wðq; _qÞ, corresponds in case of use of the method of harmonic lineari-
zation. Let the amplitude of oscillations in the cross section of the rod x be aðxÞ.
Scattered in one oscillation period energy is DE ¼ DE0 þ DE1, where DE0 ¼
w0c0½A� að0Þ�2=2 corresponds to the elastic element c0, and DE1 to the rod. Thus,

DE1 ¼ 4f
Z‘

0

aðxÞdx:

The function aðxÞ is determined by the relation (6.87) in case of exchange of u
with a and u0 with a0 ¼ að0Þ. After integration and simplification, taking into
account (6.80), we obtain

dðAÞ ¼ 1; 33Y3ðAÞh�10; 5pc0½
ffiffiffi
3

p
A=2� Y2ðAÞ�2d0

2Y3ðAÞ=ð3hÞ þ 0; 5c0½
ffiffiffi
3

p
A=2� Y2ðAÞ�2

n o
p
: ð6:96Þ

Here dðAÞ ¼ ð4pÞ�1DE=V is the reduced dissipation coefficient of the system;

d0 ¼ w0=ð4pÞ; YðAÞ ¼ h�1ð�e0 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e20 þ 0; 5h2A

ffiffiffi
3

pq
Þ.

The family of the curves dðA; hÞ is shown in Fig. 6.19 with hatching lines.
The evolution of the hysteresis loops, at fixed amplitude of oscillations,

depending on the parameter h is shown in Fig. 6.20. Here RðqÞ is the reduced
elastodissipative force (solid line) and elastic component of this force (hatched
line), per unit mass.

At first glance, it seems paradoxical that with the increase in parameter h the area
of the hysteresis loop is also increasing: in case of fixed stiffness of the rod, this
means reduction of specific friction. However, the marked contradiction is only
apparent, since in this case the effective length of the rod is growing and with it the
total work, to overcome the forces of friction.
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Based on the above mentioned, we can write the linearized differential Eq. (6.83)
as follows:

q
:: þ2d Að Þp Að Þ _qþ p2 Að Þq ¼ Wsinðxt þ cÞ: ð6:97Þ

Let us estimate the influence of the unaccounted for above inertial properties of
the rod on the frequency response of the system. The kinetic energy of the element
of the rod dx is dT1 ¼ 0:5l _u2ðx; tÞdx. Taking u ¼ aðxÞ sin pt, after integration over
the length ‘ and simple calculations, the expression for the maximum kinetic energy
of the system T takes the form

T ¼ 0:5mA2p2½1þ eðAÞ�; ð6:98Þ

where eðAÞ ¼ 1:5A�2Y5ðAÞn; n ¼ lh=ð1mÞ.
Further with (6.91), (6.92), (6.98) as per the Rayleigh formula, we obtain the

following formula for the frequency of free oscillations pl:

plðAÞ ¼ pðAÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ eðAÞ

p
: ð6:99Þ

Analysis of formula (6.99) shows that at the dimensionless amplitude A\5� 8
and n\1 relative magnitude of the refinement ½pðAÞ � plðAÞ�=pðAÞ does not
exceed 5 %.

According to (6.90) the amplitude of the forced oscillations is determined as

A ¼ Wffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½p2ðAÞ � x2�2 þ 4d2ðAÞp4ðAÞ

q : ð6:100Þ

We will present (6.100) as the biquadratic equation with respect to x

x4 � 2p2ðAÞx2 þ p4ðAÞ½1þ 4d2ðAÞ� �W2=A2 ¼ 0:

Fig. 6.20 Evolution of the hysteresis loop
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Hence

xðAÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2ðAÞ 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W=A2 � 4 d2ðAÞp4ðAÞ

qr
: ð6:101Þ

Dependence (6.101), taking into account (6.95) and (6.96), determines, in the
closed form, the amplitude-frequency characteristic.

Figure 6.21 shows the family of curves Aðx; hÞ. It follows from the graph that
depending on the parameter h, the envelope curve of the amplitude-frequency
characteristic peaks, has a minimum. Let us recall that parameter h increases with
increase in the rod specific compliance and decrease in the specific friction f . The
equation of the envelope curve on the basis of (6.101), in the parametric form, can
be written as follows:

2x�ðAÞA dðAÞ �W ¼ 0; x�ðAÞ ¼ pðAÞ; ð6:102Þ

where x�ðAÞ is the resonance frequency.
The obtained characteristics, as per the qualitative level, are in line with the

results of the analysis of the models with the discrete predetermined friction ele-
ments [43, 83, 89]. In particular, replacing the endless elastic rod with the elastic
element with stiffness coefficient c and the weightless element with the concentrated
friction force, we have min maxðjÞ ¼ pð1þ c1=c0Þ at H ¼ Hopt ¼ 0:5
p 1þ c1 þ c0ð ÞF0, where j ¼ Ac0=F0 is the dynamicity coefficient. As the calcu-
lations show, the values of minmax j for the models with discrete and distributed
parameters are relatively close. At the same time, the corresponding values of
the forces of friction are strongly dependent on the method of their application.

Fig. 6.21 Amplitude-
frequency characteristics
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The latter is associated with the significant evolution of the hysteresis loop, with
one friction pad and the extreme form of this loop in the system with distributed
friction characteristics. In the first case the loop has the shape of a parallelogram
and has distinct “locking” properties. With the increase in the number of friction
pads the loop takes the polygonal shape that approximates to the above case.
Herewith, the effective length of the oscillatory chain changes smoothly, without
distinct abrupt transitions, associated with changes in the dynamic structure of the
oscillatory system.

As an illustration, as well as to verify the analytical results of the above study,
the computer simulation of the dynamic model was carried out, in which the rod
was replaced by the n elastic members, separated by intermediate “pads”, which
were subjected to the concentrated forces of the Coulomb friction.

In the Fig. 6.22 we can see two graphs qiðtÞ for the discrete model with three
areas. In this case i ¼ 0 corresponds to the motion of mass m, the other values of i
correspond to the number of the pad, depending on its distance from the mass m.

During the simulation, frequency x varied so as to provide the approach to the
resonant mode. Both of the considered regimes have the various friction forces
H ¼ F0 (the first mode), H ¼ 10F0 (second mode). At the same time ci=c0 ¼ 1, the
other parameters correspond to the values, previously adopted in the analytical study.

The analysis of the first mode indicates that all areas, upon approach of the steady
state, move, herewith q0max ¼ A ¼ 5:25; q1max ¼ 2:49; q2max ¼ 0:746; q3max ¼ 0
and the resonant frequency x ¼ 0:72. (Let us recall that under the assumed unit
values of the parameters all the reduced parameters have the dimensionless form.)

This given mode is very similar to the mode corresponding to the minimum of
the envelope curve of the amplitude-frequency characteristics (see Fig. 6.21), to
which x ¼ 0:68; A ¼ 5:84 respond.

The second mode corresponds to the tenfold increase in the force of friction, with
the permanent elastic characteristics of the system. At the same time the resonant

Fig. 6.22 To the analysis of the results of the computer simulation
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oscillation amplitude of the mass increased almost two-fold ðA ¼ 11:06Þ. With the
exception of minor oscillations of the first pad q1max ¼ 0:526ð Þ other pads are
motionless. The resonant frequency, as expected, is close to p0 x � 0:97 and the
resonance amplitude is close to the value 1=ð2d0Þ corresponding to the non-
deformable rod.

Figure 6.23 shows the graphs A0ðx�Þ (hatched line), as well as the family of the
envelope curves A0ðx�; nÞ, obtained by numerical integration of the system. Here
x�ðA0Þ ¼ pðA0Þ is the resonant frequency. It is interesting that the amplitude-
frequency characteristics, in case of the large number n, are determined with
parameter h, which depends on the relationship n=f , in which both stiffness and
friction properties of the system are simultaneously reflected. Therefore this
parameter can serve as the complex criterion for dynamic synthesis of such systems.
In the graphs, we can clearly see the presence of a minimum of resonance
amplitudes.

A significant difference between the results of the analytical and numerical
analysis for small x� is natural, since in this case in the “discrete” system the
condition of frictional closedness (see above) is violated. This, in particular, is clear
in selected areas adjoining the analytic curve, where the transition from movement
over two pads to movement over 3 pads takes place.

In the latter case, part of load is balanced with the reaction in the build-in
support, whereas in case of analytical approach the number of the frictional ele-
ments always corresponds to the total balance of elastic and frictional components.

Under additional perturbations with frequencies, significantly differing from x,
the resonant oscillations can be changed significantly, due to the linearization of
dissipative forces. In Fig. 6.24 we can see the family of the amplitude-frequency
characteristics, for the four groups of values of h (curves : 1 − h = 0.05; 2 − h = 0.2;
3 − h = 0.5; 4 − h = 1).

Fig. 6.23 Geometric locus of
resonant amplitudes
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To each of the groups three curves, with different parameter zi 0:5; 0:8; 1:5ð Þ,
which is the ratio of vibration speed _qi to the given speed of the vibrating base,
correspond. Herewith, with decrease in zi the reduced distributed friction force f
decreases; therefore parameter h increases, which ultimately leads to the dis-
placement of resonance curves, towards the small values of x, and to decrease of
the minimum of the resonance amplitudes. We will note, in conclusion that the
obtained results in addition to the applications, indicated in the start of the chapter,
may be useful, when forecasting the level of dissipations in the structural damping,
particularly in case of the tightened tapered joints, threaded connections and a
number of other similar cases.

Fig. 6.24 Family AFC,
in case of variation of
parameter h
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Chapter 7
Clearances

7.1 Dynamic Effects and Mathematical Description

The clearance is generally a concomitant factor in any kinematic pair, performing a
movable connection of the mechanism’s links. In the absence of clearances, even
with the ideal manufacturing of the kinematic pair components, the danger of the
significant growth of the reactions arises. In particular, this occurs in case of thermal
expansion of the parts, that in turn causes an increase in friction and eventually may
lead, even, to the complete jamming of the mechanism.

Strictly speaking, the kinematic pair should be considered as a unilateral con-
straint, to which the moving connections of the links with one-way contact are
usually related. Indeed, although the kinematic pair as a whole implements two-way
connection, it performs this role only partially: in case of reversals in the clearance,
local discontinuities of the kinematic chain arise, which are typical for systems with
unilateral constraints. Such connections can be characterized as pseudo-bilateral
constraints. In this chapter, we will focus on common approaches to this problem
and some of the characteristic dynamic manifestations of the clearances, in the
cyclic mechanisms [17, 23, 41, 54, 64, 74, 75, 84–87].

According to the influence on the oscillatory system, we can conditionally select
two characteristic cases of the manifestation of clearances. Each case is characterized
by the corresponding area of changing parameters and external perturbations.

In the first case the clearance manifests itself as a nonlinear element, which
substantially affects the frequency spectrum of free oscillations. In the second case
the effect of the clearance is mainly manifested as the pulse perturbation in the
limited time interval in case of absence of any significant distortion of the frequency
spectrum of the initial linear system. This, however, leaves the possibility of
multiple collisions leading to vibration impacts, under which the dynamic effect of
the clearances is close to the first case. The analysis, carried out using the results
obtained in [41], indicates that in practice the interphase transition during the
relatively small time interval is accompanied by the so-called quasi-plastic impact.
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Herewith, a high-frequency chatter arises, which rather quickly attenuates. The
resulting dynamic effect is analogous to a perfectly inelastic impact.

The problem of rational dynamic synthesis of oscillatory systems, taking
clearances into account, is particularly important in designing high-speed cyclic
mechanisms, with nonlinear position functions since in this class of mechanisms the
clearances may lead to large distortions of the given program motion of actuators,
as well as to increased noise and vibration activity of the drive. It is often the size of
the clearances, which ultimately limits the performance and operating characteris-
tics of many modern technological machines. This makes it significantly important
to tighten the precision requirements for their manufacturing and assembly. The
restoring force, corresponding to the scheme (Fig. 7.1a) and graph FðqÞ (Fig. 7.1b),
is described as follows:

F ¼ cðq� DsignqÞ½uð qj j � DÞ�; ð7:1Þ

where q is the generalized coordinate; D ¼ 0:5 s; s is the clearance’s value; u is the
unit function (u ¼ 0 at qj j\D; u ¼ 1 at qj j �D).

The abrupt change in the unit function corresponds to the moment of restructuring
the oscillatory system. Some difficulties are sometimes related to implementation of
these switching moments. For example, when using the numerical methods the
special “sliding”modes, with a large number of switchings for a limited time interval,
may appear [1]. In analytical studies the abrupt character of the dependencies can
complicate the analysis and optimization synthesis due to violating the conditions of
differentiability in the vicinity of these areas. To eliminate this disadvantage, while
preserving the nonlinear properties of the function (7.1), we use an approximation of
FðqÞj jsignq with continuous functions FðqÞj juðq1Þ, where

uðq1Þ ¼ 0:5þ p�1arctan(Lq1=DÞ: ð7:2Þ

Here q1ðqÞ ¼ qj j � D; L � 1 (the number L should be usually several orders
greater than q1=D).

In case of alteration of sign x of the function uðq1Þ, according to (7.2), fairly
quickly changes from 0 up to 1, keeping a continuous character. A similar proce-
dure is sometimes referred to as a smooth approximation.

Experiments have shown that a smooth approximation of the clearence is often
even more accurate than the initial step function. This apparently has connection

Fig. 7.1 Dynamic model of the elastic element with clearance
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with the reduction of contact rigidity of elements of kinematic pair in the vicinity of
the switching zones, the presence of a layer of lubricant and other smoothing
factors.

7.2 Excitation of Vibrations Due to Impacts
in the Kinematic Pairs

We will illustrate the peculiarities of the occurrence of clearances in case of
oscillations, using the example of a cyclic mechanism, the dynamic model of which
is presented in Fig. 7.2.

In addition to the conventional elements in the model, the element s, corre-
sponding to the clearance, is shown in Fig. 7.2. This model, taking into account
(7.1), (7.2), corresponds to the following differential equation:

q
:: þk20ð2d k�1

0 _qþ qÞWðqÞ ¼ wðtÞ: ð7:3Þ

It is assumed here that the absolute coordinate of the output link is represented as
yðu1Þ ¼ Pðu1Þ þ q� s, where Pðu1Þ is the mechanism’s position function;
u1 ¼ x t, x is the angular velocity of the input link; q is the generalized coordinate;
k0 ¼

ffiffiffiffiffiffiffiffi
c=m

p
is the “natural” frequency, in the absence of the clearances; WðqÞ ¼

FðqÞ=m .
Let wðtÞ ¼ w0 cosx t, where w0 ¼ P00

maxx
2, which corresponds to the harmonic

law of motion of the output link, without oscillations. In particular, such a position
function, with sufficient accuracy, corresponds to the motion of a crank-slider
mechanism P � r0ð1� cosu1Þ. In order to present the result of the analysis, in a
more general view, we turn to a new variable, which we will take as “dimensionless
time” u1 ¼ x t. Then, Eq. (7.3) takes the form

�q00 þ N2ð2dN�1�q0 þ �qÞWð�qÞ ¼ cosu1; ð7:4Þ

where N ¼ k0=x; d � w=ð4pÞ; the line corresponds to the derivative with respect to
u1; �q ¼ q=r0 is the dimensionless coordinate.

In Fig. 7.3 we see the graph �qðu1Þ, which is derived by solving Eq. (7.4), using
the numerical method, with N ¼ 30; d ¼ 0:03; �s ¼ s=r0 ¼ 10�3. Transiting in the

Fig. 7.2 Dynamic model of the cyclic mechanism with the clearance
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clearance occurs when �5� 10�4\�q\5� 10�4 (the boundaries of this interval
are shown in the graph with dash-dot lines). The graph clearly shows a pulsed
excitation of oscillations, after each pass through the clearance. As the regime under
consideration, after the clearance adjustment, have no repeated collisions, the
clearance practically has no influence on the natural frequencies. It is even more
clearly seen in the graph of function �q00ðu1Þ, with the inertial forces, arising in case
of oscillations, are proportional to this function (Fig. 7.4).

A completely different picture is observed in case of vibroimpact modes. For
example, Fig. 7.5 shows a graph of function �qðu1Þ, while preserving the accepted
above input data, but with full dynamic unloading and single excitation pulse.

In this mode the oscillation’s frequency k is substantially lower than value k0. To
estimate the frequency k, in such cases, we can use the method of harmonic line-
arization (see Appendix), according to which k2ðAÞ � k20 ½ð1� 4D=ðpAÞ�, where A
is the oscillation’s amplitude.

Fig. 7.3 Graphs �qðu1Þ

Fig. 7.4 Graphs �q00ðu1Þ
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It should, however, be noted that this formula can give a large error. This is due
to the significant difference of the vibro-impact regimes from the harmonic oscil-
lations. In such cases the more effective method of the estimation of natural fre-
quencies, is harmonic linearization, with respect to the force, since the restoring
force is rather accurately described by the function F ¼ F0 þ F1 sinx t. If we use
the coefficients of harmonic linearization, with respect to force [5], the series
connection of an element c0, with the clearance s ¼ 2D, is equivalent to the elastic
element, the compliance of which is e	 ¼ c�1

	 ¼ e0 þ eD, where

e0 ¼ c�1
0 ;

eD ¼ 4D
pF1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� F0

F1

� �2
s

atF1 �F0;

eD ¼ 0 atF1 
F0:

9>>>>=
>>>>;

ð7:5Þ

The possible arising of such vibro-impact modes should be excluded or limited
at the stage of machine creation. In the mode under consideration, in connection
with the presence of clearances, also of interest is the negative effect of full dynamic
unloading (see below).

Hereafter, we will present some analytical estimations and dynamic criteria [73].
We will analyze the dynamic effect of reversals in the clearance, using the example of
the cam mechanism (Fig. 7.6a), which implements the position function of the cam
follower PðuÞ (Fig. 7.6b). Let us draw two curves on the graph of the position
functionPðuÞ, shifted on the reduced size of the clearance s (Fig. 7.6b, curves 1, 2).
Suppose when u ¼ u	, at point B detachment from curve 1 takes place, and at point
B0 on curve 2 the restoration of the kinematic contact occurs. We will assume that the
rotation angle Du ¼ xDt, corresponding to the zone of the “free flight”, is small. In
this case we can reasonably assume that the motion in this section occurs with the
constant speed, which is equal to the separation velocity at point B.

According to the differential equation (7.3), we will distinguish two phases of
motion. In the first phase, the clearance is selected, consequently, exactly as the
constant y ¼ PðuÞ þ q. In the second phase, when passing through the small
clearance, the output link moves due to inertia almost with a constant speed. We

Fig. 7.5 Dynamic effect from
repeated impacts
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will define the level of additional oscillations, excited in case of recovery of the
kinematic contact. Then

Pðu	
1 þ Du1Þ þ s ¼ Pðu	

1Þ þP0ðu	
1ÞDu1; ð7:6Þ

where u	
1 is the rotation angle of the input link, at the instant of change in the

reaction’s sign in the kinematic pair; s is the value of the clearance.
Then, introducing the function Pðu	

1 þ Du1Þ, in the vicinity of u	
1 as in the

truncated Taylor series, on the basis of (7.6) we get

1
6
P000

	 Du
3
1 þ

1
2
P00

	Du
2
1 þ s ¼ 0: ð7:7Þ

Here P00
	; P000

	 correspond to argument u	
1.

In modern high-speed cyclic mechanisms, the dynamic load, caused by kinematic
excitation, is usually much greater than the force of resistance, so the transition across
the clearance practically occurs when P00

	 ¼ 0. Then, according to (7.7)

Du1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6s= P000

	
�� ��3

q
: ð7:8Þ

Here we have taken into account that P000
	 \0.

When restoring kinematic contact, the jump of the first transfer function DP0,
takes place, which according to (7.8) is defined as follows:

DP0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4; 5s2 P000j j:3

q
ð7:9Þ

As shown in Sect. 4.1, in this case we have a hard impact. Similarly, the
perturbations associated with jumps DP00 and DP000 can be taken into account. We
will introduce the parameter n ¼ Dy00j jmax= P00j jmax, equal to the ratio of the

Fig. 7.6 To the determination of the dynamic effect on the transition across a clearance
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additional extreme acceleration (after adjustment of the clearance), to the extreme of
the ideal acceleration. In case of a single impact we get

n ¼ P000
	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð4; 5Þ2=3b41N2 þ N�2

q
; ð7:10Þ

where b1 ¼
ffiffi½p
3�s= P000

	
�� ��; N ¼ k0=x.

The family of curves nðN; b1Þ, withb1 ¼ 10�3 (curve 1),b1 ¼ 5� 10�4 (curve 2),
b1 ¼ 10�4 (curve 3) is represented in the Fig. 7.7. Parameter b1 is an important
dynamic criterion. On the basis of (7.10) the parameters of the system, satisfying the
requirement n
 n	, where n	, is the allowable value of the additional acceleration
level, caused by the clearance, can be determined. (Usually- n	\0:1� 0:2).

To exclude the possibility of occurrence of vibro-impact modes during clearance
adjustment, it is very important to eliminate the repeated collisions. Repeated
collisions may occur with a certain phase shift with respect to the angle u	

1, cor-
responding to the discontinuity of the kinematic connection, in case of “input” into
the clearance: Du ¼ Du1 þ Du2 (see Fig. 7.3). The value of Du1 is determined
using formula (7.8) and Du2 � Dt2=x ¼ aN�1, where the time interval Dt2 cor-
responds to the first minimum of the function �q after the clearance adjustment;
a � 4:45� 6:28 [41, 66].

On the basis of (7.8)–(7.10) we can show that in the first approximation, the
following condition must be satisfied:

b2 ¼ b1N
�1\0:3 expðdaÞ 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 29:4 expð�daÞ

ph i
: ð7:11Þ

Fig. 7.7 Determination of the
additional accelerations,
excited by a single reversal in
the clearance
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The formula (7.11) takes into account the damping of oscillations in a small
period of time Dt2. However, the analysis shows that expðdaÞ � 1. Then, b2\b	2,
where b	2 � 1:9. In Fig. 7.7 the points, located below the curve 4, correspond to this
condition.

7.3 Excitation of Vibrations During Shockless Reversals
in Clearance—Joint. Pseudo-Impact

Dynamic Model The development of criteria, on the basis of which the dynamic
effects, accompanying the impact-free shift into clearances, are predicted, are dis-
cussed in many researches, a partial review of which is given in [16, 17, 23, 54, 90].
At the initial stage, the main objective of this research was to use the results of the
kinetostatic model analysis to ensure the continuity of the kinematic contact in the
joint. Further, the elastic properties of the contact were taken into account. In
particular, in [17] it was proposed that the criterion, called the index of the impact
prediction IPN (Impact Prediction Number), in which the contact stiffness of the
joint and the parameters of an elliptical trajectory were taken into account. How-
ever, this criterion doesn’t reflect many essential dynamic factors, such as inter-
action of the two oscillating contours, predetermining pulsation of the “natural”
frequencies and the possibility of “negative dissipation”, in case of which a local
buildup of the system occurs, etc. It is assumed that the most significant original
prerequisite, of favorable conditions for reversals in clearance, is the absence of the
kinematic contact violations. In [74, 79, 85, 86] a new model of the clearance is
proposed, in which the comprehensive accounting of the “pendulum” motion, in the
joint and elastodissipative properties of the system, are performed. This model is
used below for designing criteria evaluations of the studied dynamic effect in case
of the quasi-elliptic reaction’s locus in the joint.

The simplest model of the joint (model DM1) is represented in Fig. 7.8a. Let a
body with mass m, associated with point O, performs, together with the joint’s
finger (point O0), a plane program motion.

Thus, OO0 ¼ 0:5 s, where s is the value of the clearance. So, in each joint of the
kinematic chains, there appears an additional weightless link adding one degree of
freedom. This link represents the unilateral constraint, in the normal direction, so in
this case the analogy with the thread is more appropriate.

Let us assume that the normal and tangential stiffness coefficients of the pivot pin
are equal to c. The reduced stiffness of these components may vary slightly by
taking into account the contact stiffness in the joint, however, as the analysis shows
the bending stiffness of the finger joint usually dominates. In the coordinate system,
associated with the translational program motion, model DM1 takes the form of a
pendulum of length 0:5 s, the support of which is elastically connected to the body
(Fig. 7.8b). If c ! 1, the “natural” frequency of the pendulum is equal to
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k0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 F	ðuÞ=ðmsÞj j

p
: ð7:12Þ

Here F	ðuÞ is the reaction between the finger and the body, u ¼ x t is the
rotation angle of the mechanism’s input link. (Usually in the first approximation we
can assume u � x t, where x ¼ du=dt ¼ const).

The position of the pendulum, in the plane, is characterized by the angle
h ¼ h	ðuÞ þ Dh, where h	ðuÞ is the “slow” component, defined as h	 ¼
arctanðF	

y=F
	
x Þ and Dh is the “fast” component, arising in case of implementation of

the additional degree of freedom, due to the pendulum’s oscillations. (Here F	
x ;F

	
y

are the corresponding projections of the reaction F	). Often the angle h, is deter-
mined at the kinetostatic level that corresponds to the assumption h ¼ h	 and
Dh ¼ 0. However, in this case we ignore the possibility of oscillations around the
centered mass m positions, thereby we eliminate the additional degree of freedom,
associated with the “pendulum’s” movement in the joint at the clearance. When
c 6¼ 1, the reduced tangential component of the coefficient of stiffness cs, corre-
sponds to the serial connection of the element c and cs 0 ¼ 2 Fj j=s. In the corre-
sponding dynamic model DM 2 (Fig. 7.8c) the normal and tangential components
of stiffness can be expressed as follows

Fig. 7.8 Modification of the dynamic models, in case of absence of the kinematic contact
discontinuities
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cn ¼ c; cs ¼ c F	ðuÞj j= 0:5csþ F	ðuÞj j½ �: ð7:13Þ

The dissipative components (w are the dissipation coefficients) and the elasto-
dissipative elements cx;wx and cy;wy, corresponding to the connection with the
body frame, are taken into account in the model DM 2. The necessity to take these
components into account appears, for example, in case of increased compliance of
the links and guides in various modifications of the lever mechanisms. When
cx ! 1; cy ! 1, the potential energy is equal to

V1 ¼ 0:5ðcnD2
n þ csD

2
sÞ; ð7:14Þ

where Dn;Ds are the deformations along the axis n� n and s� s.
Taking into account that Dn ¼ Dx1 cos h	 � Dy1 sin h	; Ds ¼ Dx1 sin h	 þ

Dy1 cos h	; we have V1 ¼ 0:5ðcxxDx21 þ cyyDy21 þþ2cxyDxDyÞ, where Dx1;Dy1
are the projections of the deformations Dn;Ds; cyy ¼ cn sin2 h	þ cs cos2 h	;
cxy ¼ 0:5 sin 2h	ðcs � cnÞDxDy:

In the absence of the clearance ðs ¼ 0Þ, according to (7.13), cs ¼ c: Then,
cxx ¼ cyy ¼ c; cxy ¼ 0. In this case the reduced stiffness coefficients don’t depend
on u. When F	 ! 0, we have cs ! 0. When cx 6¼ 0; cy 6¼ 0

V ¼ 0:5
oV1

oDx1

� �2

ðc�1
x þ c�1

xx Þ þ
oV1

oDy1

� �2

ðc�1
y þ c�1

yy Þ
" #

: ð7:15Þ

We will adopt the positional components of the dynamic errors Dx ¼ q1 and
Dy ¼ q2 as generalized coordinates. By this term we will mean the variations,
determined with generalized positional coordinates, included in the potential energy
expression. Thus, the absolute motion x; y consists of translational motion x0 ¼
x0	 þ 0:5s cos h	; y0 ¼ y0	 þ 0:5s sin h	 (cyclic generalized coordinates) and relative
motion ðDx;DyÞ .

Furthermore, according to (7.13)–(7.15), we will present the expression for
potential energy in the form of the following quadratic equation:

V ¼ 0:5ðc11q21 þ c22q
2
2 þ 2c12q1q2Þ: ð7:16Þ

Here

c11 ¼ c2x
D2

c2ycy
c	y

þ
cxxðcy þ cyyÞ � c2xy
h i2

c	x

8><
>:

9>=
>;; c22 ¼

c2y
D2

c2xc
2
xy

c	x
þ

cyyðcx þ cxxÞ � c2xy
h i2

c	y

8><
>:

9>=
>;;

c12 ¼ cxcycxy
D2

cx cxxðcy þ cyyÞ � c2xy
h i

c	x
þ
cy cyyðcx þ cxxÞ � c2xy
h i

c	y

8<
:

9=
;;

ð7:17Þ
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where c	x ¼ ðc�1
x þ c�1

xx Þ�1; c	y ¼ ðc�1
y þ c�1

yy Þ�1; D ¼ ðcx þ cxxÞðcy þ cyyÞ � c2xy.
The system of differential equations for model DM 2 has the form:

€q1 þ ð2n11 _q1 þ 2n12 _q2 þ k211q1 þ k212q2ÞW1ðq1; q2Þ ¼ w1ðtÞ;
€q2 þ ð2n21 _q1 þ 2n22 _q2 þ k221q1 þ k222q2ÞW2ðq1; q2Þ ¼ w2ðtÞ;

)
ð7:18Þ

where k2ij ¼ cij=m; w1ðtÞ ¼ Q1ðtÞ=m; w2ðtÞ ¼ Q2ðtÞ=m; nij are the dissipation
coefficients (see below); Q1ðtÞ;Q2ðtÞ are the generalized forces; Wi are the unit
functions, vanishing when Dn 
 0, i.e. in case of the violation of the kinematic
contact in the joint.

Let us note here that, strictly speaking, the system of Eq. (7.18) is nonlinear,
even in the absence of the kinematic contact discontinuities, because the stiffness
coefficients, according to (7.13), depend on the reaction in the kinematic pair.
However, with the selection of the slow component of this reaction F	 and the
subsequent linearization in its vicinity, we transform the nonlinear differential
equations to the form of linear equations, with variable coefficients. Thus, ni j ¼
ni jðuÞ and ki j ¼ ki jðuÞ, where u ¼ xt.

We transform the system of differential equations (7.18) to the dimensionless
form. For this purpose we introduce “dimensionless” time u ¼ x t and dimen-
sionless coordinates �qi ¼ qi=r, where r is the normalization parameter; it is con-
venient to take the radius of the crank of the input link of the lever mechanism, as
this parameter. Let us define the following notation:

g2
0 ¼ c=ðmx2Þ; P11 ¼ c11=ðmx2Þ; P22 ¼ c22=ðmx2Þ; P12 ¼ c12=ðmx2Þ; b11 ¼

01p�1 ffiffiffiffiffiffiffi
P11

p
; b22 ¼ 02p�1 ffiffiffiffiffiffiffi

P22
p

; D ¼ 0:5s=r. Then

�q001 þ ðb11ðuÞ�q01 þ P11ðuÞ�q1 þ P12ðuÞ�q2ÞW1ð�q1; �q2Þ ¼ f1ðuÞ;
�q002 þ ðb22ðuÞ�q02 þ P21ðuÞ�q1 þ P22ðuÞ�q2ÞW2ð�q1; �q2Þ ¼ f2ðuÞ;

ð7:19Þ

where ð Þ0 ¼ d=du; fiðuÞ ¼ wi=ðmx2rÞ. (A more strict accounting of the dissipative
components, see Chap. 6).

When cx � c; cy � c

P11ðuÞ ¼ P0
11ðuÞ ¼ g2

0 cos2 h	ðuÞ þ v1 sin
2 h	ðuÞ

� �
;

P22ðuÞ ¼ P0
22ðuÞ ¼ g2

0 sin2 h	ðuÞ þ v1 cos
2 h	ðuÞ

� �
;

P12ðuÞ ¼ P0
12 ¼ �0:5ð1� v1Þ sin 2h	ðuÞ;

9=
; ð7:20Þ

where v1 ¼ F	j j=ðg2
0Dþ F	j jÞ.

Pulsation of the “Natural” Frequencies, Due to Reversals in the Clearance
When determining the dimensionless “natural” frequencies giðuÞ ¼ piðuÞ=x (pi is
the “natural” frequency), we exclude the small effect of dissipative forces from our
consideration. In this case the formal frequency equation has the following form
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det P11ðuÞ � g2 P12ðuÞ
P21ðuÞ P22ðuÞ � g2

� �
¼ 0: ð7:21Þ

Hence

g1;2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5ðP11 þ P22Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:25ðP11 � P22Þ2 þ P2

12

q
:

r

(Here and hereunder, argument u, in the corresponding functions, is omitted.)
To specify the results of the analysis, we will take the quasi-elliptic configuration

of the hodograph of reaction in the joint. Such a situation, in particular, occurs in
case of kinematic excitation in the slider-crank mechanism, as well as in other lever
mechanisms with the trajectory of progressive motion of the output link, which is
close to the elliptical one. Let the elliptical trajectory of the mass m be described
with dependencies x	0 ¼ r cosu; y	0 ¼ a r sinu. In this case the right-hand sides of
the Eq. (7.19) take the form

f1ðuÞ ¼ cosuþ 0:5�s½h02	ðuÞ cos h	ðuÞ þ h00	 sin h	ðuÞ�;
f2ðuÞ ¼ a sinuþ 0:5�s½h02	ðuÞ sin h	ðuÞ � h00	ðuÞ cos h	ðuÞ�:

The graphs of the dimensionless “natural” frequencies g1ðu; aÞ and g2ðu; aÞ
when g0 ¼ 30; �s ¼ s=r ¼ 10�3; cx=c � 1; cy=c ¼ 5; a ¼ 0:05 (curve 1), a ¼ 0:2
(curve 2), a ¼ 0:5 (curve 3) are presented in Fig. 7.9.

In the graphs, we can see the decrease in the pulsation of the “natural” fre-
quencies, with the increase in parameter a, which characterizes the ratio of the
amplitudes of reaction along the axis x and y (see above). The role of decrease in the
lowest frequency g1, is especially important. The physical origin of this effect is
due to the “pendulum’s” frequency, so, to estimate the lower frequency with some
margin, we can use the following relationship:

ming1 �
ffiffiffiffiffiffiffiffiffiffi
cs=m

p
=x:

The decisive role, in the formation of the studied dynamic effect, is played by the
function h	ðuÞ (see Fig. 7.8b) and its derivatives, represented by the following
dependencies:

h	ðuÞ ¼ arctanðFy
	=F

x
	Þ; h0	ðuÞ ¼ ½Fx

	ðFy
	Þ0 � Fy

	ðFx
	Þ0�=F2

	 ;

h00ðuÞ	 ¼ ½Fx
	ðFy

	Þ00 � Fy
	ðFx

	Þ00�=F2
	 � 2½Fx

	ðFx
	Þ0 þ Fy

	ðFy
	Þ0�½Fx

	ðFy
	Þ0 � Fy

	ðFx
	Þ0�=F4

	 ;

ð7:22Þ

where F	 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðFx	Þ2 þ ðFy

	Þ2
q

.

230 7 Clearances



For the adopted elliptic locus of the reaction’s characteristics, on the basis of
(7.22), we get. h0	ðuÞ ¼ a=BðuÞ; h00	ðuÞ ¼ að1� a2Þ sin 2u=B2ðuÞ, where BðuÞ ¼
a2 sin2 uþ cos2 u.

The analysis shows that for small values of a the variation of h	, in the interval
of reversals in the clearance ðu � p=2; 3p=2Þ, is close to a jump. Figure 7.10
shows the graphs h0	ðu; aÞ and h00	ðu; aÞ. The function h0	 reaches its maximum
h0	max ¼ a�1 at u ¼ p=2 and u ¼ 3p=2 . It can be shown that the extreme values of
the function h00	 occur at values u ¼ u	 that are determined as per the following
equation

ð1� a2Þ cos2 2u	 � ð1þ a2Þ cos 2u	 þ ð1� a2Þ ¼ 0: ð7:23Þ

Taking into account that the extremes of h00	 , are located in the small vicinity of
values 0:5p and 1:5p on the basis of (7.23), we have u	 ¼ jp=2� Du1 ðj ¼ 1; 3Þ
when Du1 � 0:64a.

An additional source of excitation is the rotating, weightless, link of length 0:5 s.
For small a, in the clearance area, the lowest “natural” frequency abruptly
decreases. At the same time the real time of the link’s rotation at an angle p may be
commensurate with (0:25 � 0:3) of the free oscillations’ period (at the lowest
frequency), which is substantially equivalent to the impact (see Sect. 4.1). The
significant role, in the formation of the dynamic effect, is also played by the non-
stationary nature of the mode factors and the values of the dimensionless “natural”
frequencies g1ðuÞ; g2ðuÞ, due to local violations of the dynamic stability in the
finite interval of the kinematic cycle (see Sect. 5.3). To eliminate this undesirable
effect, leading to an increase in the maximum vibration acceleration, the following
conditions must be satisfied: 0r [ 0	r ðuÞ ¼ 3pðdgr=duÞ=g2

r ðr ¼ 1; 2Þ. Here
0r; 0

	
r ðuÞ are reduced to form r logarithmic decrements and its critical values.

Furthermore, when a is small the effect of “parametric impulse” manifests, in
case of which, the abrupt change of the “kinetostatic” equilibrium position, can
occur (see Sect. 5.5) [16, 61, 62, 85]. The analysis shows that the above mentioned

Fig. 7.9 Graphs of the
dimensionless frequencies
g1ðu;aÞ;g2ðu; aÞ
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causes can lead to the seeming paradox, when the accelerations, in case of pseudo
impact (i.e. in the absence of the kinematic contact discontinuities in the joint), may
be higher than in case of discontinuity in the kinematic contact. Therefore, when
solving the problem of reducing the vibration activity of the lever mechanisms, one
should not limit to the elimination of collisions.

7.4 Mathematical Models for the Study of Vibrations,
Excited by Pseudo-Impacts in the Clearances

7.4.1 Crank-and-Rocker Mechanism

Set of Differential Equations Here we will consider a dynamic model of the crank-
and-rocker mechanism, taking into account the clearances and elastiodissipative
characteristics in the joints A and B. In the kinematic plan, as well as in many studies,
the clearance is simulated as the weightless link, the length of which is equal to half of
the clearance: A0A00 ¼ dA ¼ 0:5D;B0B00 ¼ dB ¼ 0:5D2, where Di is the value of the
clearance (Fig. 7.11). Angles ui characterize the current position of the moving links
and angles hi characterize the position of the weightless links of A′A″ and B′B″,
determined as per the direction of the reaction, between contiguous links.

Current dynamic model corresponds to the oscillatory system with four degrees
of freedom, in which the generalized coordinates are taken as the dynamic errors,
caused by the deformations of the joints A and B, namely the deflection of the
coordinates of the mass center of the connecting rod Dxs2 ¼ q1; Dys2 ¼ q2, the
angular positions of the connecting rod Du2 ¼ q3 and the balancing arm Du3 ¼ q4.

The analysis, of the actual structures of the lever mechanisms, shows that the
coefficients of stiffness of the joints in the normal direction, are, substantially, defined
by the bending stiffness of the joint’s fingers, wherein the contact stiffness usually
plays a minor role. According to (7.13), the characteristics of the restoring moment,

Fig. 7.10 Graphs h0	 u;að Þ; h00	 u; að Þ
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arising when angles hi deviate from the values hi	, obtained by the kinetostatic
analysis, significantly affect the stiffness in the tangential direction.

In case of minor oscillations

Dhi ¼ hi � hi	 � PL
j¼1

ohi=oqj
� 	

qj¼0qj i ¼ 1; 2ð Þ: Thus, the system of differen-

tial equations takes the form:

~m2~q
00
1 þ

X4
i¼1

b1i~q
0
i þ

X4
i¼1

f1i~qi ¼ ~Q;

~m2~q
00
2 þ

X4
i¼1

b21~q
0
i þ

X4
i¼1

f21~qi ¼ ~Q2;

~m2q
2
2l
�2
1 ~q003 þ

X4
i¼1

b3i~q
0
i þ

X4
i¼1

f3i~qi ¼ ~Q3;

q23l
�2
1 ~q004 þ

X4
i¼1

b4i~q
0
i þ

X4
i¼1

f4i~qi ¼ ~Q4;

9>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>;

ð7:24Þ

where

q22 ¼ J2s=m2; q23 ¼ J3D=m3; ðÞ0¼ d=du1; ~q1;2 ¼ q1;2=l1; ~q3;4 ¼ q3;4;

~m2 ¼ m2=m3; ~Q1 ¼ �~m2~x
00
s2	; ~Q2 ¼ �~m2 ~y00s2	 þ gx�2

1 l�1
1

� 	
; ~Q3 ¼ �~m2q

2
2l
�2
1 u00

2	;
~Q4 ¼ �q23l

�2
1 u00

3	 þM3= m3x
2
1l
2
1

� 	� g~l31l
�1
1 x�2

1 cosu3	; ~l31 ¼ DS3=l1; ~xs2	 ¼ xs2	=l1;

~ys2	 ¼ ys2	=l1; g ¼ 9:81 m  s�2; M3 is the external moment applied to the link 3;
fji; bji are normalized quasi-elastic and dissipative coefficients; _u1 ¼ x1 ¼ const;
m2 is the connecting rod mass; J2s; J3D are the inertial moments of links 2 and 3,

Fig. 7.11 A kinetostatic
model with pseudo impact
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with regard to the corresponding points, ‘21 ¼ A00S2; ‘22 ¼ B00S2. (An asterisk
denotes the ideal coordinate values, realized in the infinitely rigid joints.)

To obtain comparable results, when varying the parameters of the system, the
stiffness c0 ¼ J3Dp20=l

2
3, where p0 is the maximum value of the “natural” frequency,

which is realized at sin u3	 � u2	ð Þj j ¼ 1, weightless coupler and crank, and in the
absence of clearances, was accepted as the base value for the normalization of the
quasi-elastic coefficients.

For this case c0 means the reduced stiffness coefficient of joints A and B. Let us
introduce the following conditional notation:

h ¼ cnA=f
n
B; fnA ¼ cnA=c0 ¼ 1þ h; fnB ¼ cnB=c0 ¼ 1þ hð Þ=h;

fsA ¼ csA=c0; fsB ¼ csB=c0:

With (7.13) we have

fsA;B ¼ ~RA;Bf
n
A;B= ~RA;B þ fnA;Bg

2
0
~dA;Bq

2
3l
�2
3


 �
;

where ~RA;B ¼ RA;B

�� ��= x2
1m3l1

� 	
; ~dA;B ¼ dA;B=l1; g0 ¼ p0=x1:

The coefficients fji ¼ fij are represented below.

f11 ¼ fnA cos
2 h1	 þ fsA sin

2 h1	 þ fnB cos
2 h2	 þ fsB sin

2 h2	
� 	

q23g
2
0l
�2
3 ;

f12 ¼ f21 ¼ 0:5 fnA � fsA
� 	

sin 2h1	 þ fnA � fsA
� 	

sin 2h2	
� �

q23g
2
0l
�2
3 ;

f13 ¼ �fnA~l21 cos h1	 sin h1	 � u2	ð Þ þ fsA~l21 sin h1	 cos h1	 � u2	ð Þ�
þ fnB~l22 cos h2	 sin h2	 � u2	ð Þ � fsB~l22 sin h2	 cos h2	 � u2	ð Þ�q23g2

0l
�2
3 ;

f14 ¼ �fnB~l3 cos h2	 sin h2	 � u3	ð Þ þ fsB~l3 sin h2	 cos h2	 � u3	ð Þ� �
q23g

2
0l
�2
3 ;

f22 ¼ fnA sin
2 h1	 þ fsA cos

2 h1	 þ fnB sin
2 h2	 þ fsB cos

2 h2	
� 	

q23g
2
0l
�2
3 ;

f23 ¼ �fnA~l21 sin h1	 sin h1	 � u2	ð Þ � fsAl21 cos h1	 � u2	ð Þ þ fnB~l22 sin h2	 sin h2	 � u2	ð Þ�
þ fsB~l22 cos h2	 cos h2	 � u2	ð Þ�q23g2

0l
�2
3 ;

f24 ¼ �fnB~l3 sin h2	 sin h2	 � u3	ð Þ � fsB~l3 cos h2	 cos h2	 � u3	ð Þ� �
q23g

2
0l
�2
3 ;

f33 ¼ fnA~l
2
21 sin

2 h1	 � u2	ð Þ þ fsA~l
2
21 cos

2 h1	 � u2	ð Þ þ fnB~l22 sin
2 h2	 � u3	ð Þ�

þ fsB~l
2
22 cos

2 h2	 � u2	ð Þ�q23g2
0l
�2
3 ;

f34 ¼ �fnB~l22
�

~l3 sin h2	 � u2	ð Þ sin h2	 � u3	ð Þ
� fsB~l22~l3 cos h2	 � u2	ð Þ cos h2	 � u3	ð Þ� q23g2

0l
�2
3 ;

f44 ¼ fnB~l
2
3 sin

2 h2	 � u3	ð Þ þ fsB~l
2
3 cos

2 h2	 � u3	ð Þ� �
q23g

2
0l
�2
3 ; ~li ¼ li=l1

If we restrict ourselves to taking into account only the clearance and elasto-
dissipative properties of joint B, then the number of the degrees of freedom of
dynamic model is reduced to two, and the system of differential equations takes the
form
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~m2 ~l221 þ p22l
�2
1

� 	
q003 þ b033q

0
3 þ b034q

0
4 þ f033q3 þ f034q4 ¼ ~m2q

2
2l
�2
1 u00

2	
þ ~m2~l21 ~x00s2	 þ ~y0s2	u

0
2	

� 	
sinu2	 þ ~x0s2	u

0
2	 � ys2	 � gx�2

1 l�1
1
~l�1
21

� 	
cosu2	

� �
;

q23l
�2
1 q004 þ b043q

0
3 þ b044q

0
4 þ f043q3 þ f044q4 ¼ ~Q4;

9>>=
>>;

ð7:25Þ

where

f033 ¼ fnB sin
2 h2	 � u2	ð Þ þ fsB cos

2 h2	 � u2	ð Þ� �
q23g

2
0
~l22l

�2
3 ;

f034 ¼ � fnB sin h2	 � u2	ð Þ sin h2	 � u3	ð Þ þ fsB cos h2	 � u2	ð Þ cos h2	 � u3	ð Þ� �
q23g

2
0
~l2~l3l

�2
3 ;

f044 ¼ fnB sin
2 h2	 � u3	ð Þ þ fsB cos

2 h2	 � u3	ð Þ� �
q23g

2
0
~l23l

�2
3 :

Analysis of the “Natural” Frequencies Dimensionless “natural” frequencies gr
are determined on the basis of (7.24) or (7.25). In determining gr, for systems of the
given class, the dissipative factors can be excluded from consideration, as their
influence on the “natural” frequency is negligible.

The graphs describing the clearance’s effect on the change of the lower “natural”
frequencies, for the crank-and-rocker mechanism, are shown in Fig. 7.12. It follows
from the graphs that, even in the absence of the kinematic chain discontinuities,
with the increase in parameter g0 ¼ p0=x1, the slow change in the frequencies is
disturbed, by parametric impulses, with great depth of pulsation. This can lead to
the significant increase in dynamic errors and the vibration activity of the mecha-
nism. At the same time, at relatively low values of g0, (e.g. when g0 ¼ 10), the
influence of the clearance on the frequency spectrum is weak. Analysis of the modal
characteristics of the mechanism shows that the first mode substantially corresponds
to the oscillations of the output link (coordinate q4), the inertial characteristics of
which, generally, are the most significant. The identified areas, of parametric pulses,
strictly correspond to the unfavorable angles of the mechanism’s pressure, deter-
mined as per the position of the weightless links, simulating the clearance.

Fig. 7.12 Influence of the clearances on the lower “natural” frequencies: ~dA ¼ ~dB ¼ 0 (hatched
line), ~dA ¼ ~dB ¼ 5:75� 10�3 (solid line); 1�g0 ¼ 50:2� g0 ¼ 25:3� g0 ¼ 10
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When the tangential stiffness of the joint, converts to null, zero frequencies
appear in the oscillatory system. For example, for the system of Eq. (7.25), the free
term of the formal frequency equation is reduced to the form

f033f
0
44 � f034

� 	2¼ fnBf
s
B sin

2 u3	 � u2	ð Þ. Therefore, at fsB ¼ 0, we have g1 ¼ 0 and
the system becomes semi-definite.

Small values of fsA;B � 1, lead to a similar result which in accordance with
relation (7.13), corresponds to the small values of normal reactions in the kinematic
pairs. From this point of view, the desire to significantly reduce the load in the
kinematic pair, at the kinetostatic level, may lead to undesirable consequences.

Excitation of the Oscillations and Transformation of the Pseudo- Impact into
Impact To illustrate the studied dynamic effect, in Fig. 7.13, we demonstrate the
graphs of functions u00

2	; u00
3	; that are proportional to the ideal angular

accelerations of the coupler 2 and rocker 3 and graphs u00
2 ¼ u00

2	 þ q003; u00
3 ¼

u00
3	 þ q004; obtained by computer simulation, taking into account the clearance and

elasto-dissipative properties of joint B. It follows from the graphs that at relatively
high value of g0 ¼ p0=x1 ¼ 50 (Fig. 7.13a) in the zones of parametric pulses,
occurs, intense excitement of the accompanying free oscillations, which leads to
significant increase in the maximum acceleration and vibration activity of the
mechanism. When g0 ¼ 10 (Fig. 7.13b) this effect significantly mitigates, however,
excessive reduction of this parameter can lead to the increase in the amplitude of

Fig. 7.13 Graphs of the functions u00
2	; u00

2 ; u00
3	; u00

3 : 1� u00
2	; u

00
3	; 2� u00

2 ;u
00
3 (at

01 ¼ 02 ¼ 0:2); 3—the envelope of the curves u00
2 и u00

3 (at 01 ¼ 02 ¼ 0:06)
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oscillations, corresponding to the “strong” harmonics of the kinematic and power
disturbances.

The transition from pseudo-inpact to impact is illustrated in Fig. 7.14, using
computer simulation of two regimes when g0 ¼ 20; g0 ¼ 30, and 01 ¼ 0:2. Circle
1 with radius, equal to half of the clearance, corresponds to the trajectory of the
contact point, in the joint of the ‘‘rigid’’ mechanism, curve 2 corresponds to the
static deformation, and the curves 3 corresponds to the total effect, in case of taking
into account of oscillations.

In the first case the curves surround the circle, indicating the absence of the
kinematic opening (pseudo-impact). In the second case the curves intersect the
circle, which corresponds to the impact character of the interaction between the
elements of the joint. In case of a further increase in g0 the multiple intersection of
the circle occurs, that indicates the arising of the vibroimpact regimes.

Some conclusions We accept the ratio of the maximum vibration acceleration value
to the maximum acceleration value in the program motion ni, as one of the criteria of
vibration activity. In Fig. 7.15, we can see graphs nxðaÞ; nyðaÞ, where a is the ratio of
the amplitudes of harmonic program motion, along the X-axis and Y-axis.

The solid lines of the graphs correspond to the results obtained under the
assumption of absence of discontinuities in the joint’s contact (pseudo- impact), and
the dash-dot lines correspond to the mixed effect from the pseudo-impact, trans-
forming into impact.

An important role, in the transformation of pseudo-impact regime into impact
regime, is played by the local violations of conditions of dynamic stability, over the
finite interval of the kinematic cycle (see Sect. 5.3.1). The area of increase in
amplitudes is alternated with the zone of attenuation. The methods, of excluding
this undesirable effect, are described above.

The analysis of ‘‘natural’’ frequencies, in case of fixed inertial parameters, allows
us to make the following conclusions:

Fig. 7.14 Transformation of the pseudo- impact into impact
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• maximum values of the lowest frequency are defined mainly by elastic prop-
erties of the joints;

• minimum values of the lowest frequency, in case of real values of clearances,
weakly depend on the elastic properties of the joint and are determined, with
sufficient accuracy, on the basis of the ‘‘rigid’’ mechanism:
p1min �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2R	

min=ðsmÞ
p

, where m is the reduced mass.
• At large values of pmin=x[ 25� 50, the significant influence of the clearance

on the pulsation of the lowest ‘‘natural’’ frequency is real, while when
pmin=x
 10� 15, the influence of the clearance on the frequency spectrum is
minor.

7.4.2 Slider-Crank Mechanism

In Fig. 7.16 the kinetostatic model of the slider-crank mechanism, with clearance in
joint B, is represented. As the methods of dynamic analysis were described above,
we restrict ourselves here to the representation of the system of differential
equations.

As the generalized coordinates, we accept the dynamic errors of the position of
the slider q1 ¼ DxB ¼ xB � xB	 and the connecting rod q2 ¼ Du2 ¼ u2 � u2	:
When composing the system of differential equations, we pass to the dimensionless
form of linear values, relating them to the length of the crank, for example,
~q1 ¼ q1=l1, where l1 = OA. The system of differential equations corresponding to
pseudo-impact takes the form

Fig. 7.15 Graphs nxðaÞ; nyðaÞ : 1� g0 ¼ 20; 2� g0 ¼ 30; 3� g0 ¼ 40
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~q001 þ b11 u1ð Þ~q1 þ b12 u1ð Þq02 þ f11 u1ð Þ~q1 þ f12 u1ð Þq2 ¼ Q1;
~m2 l221 þ q22=l

2
1

� 	
q002 þ b21 u1ð Þ~q01 þ b22 u1ð Þq02 þ f21 u1ð Þ~q1 þ f22 u1ð Þq2 ¼ Q2;

�

ð7:26Þ

where ðÞ0¼ d=du1; ~m2 ¼ m2=m3 is the normalized value of the coupler’s mass;
q22 ¼ Js2=m2; Js2 is the moment of inertia of the coupler, at point S2;

Q1 ¼ �~x00B þ P= m3x
2
1l1

� 	
;

Q2 ¼ �~m2q
2
2l
�2
1 u00

2	 þ ~m2~l21 ~x00s	 þ ~y0s	u
0
2	

� 	
sinu2	 þ ~x0s	u

0
2	 � gx2

1
~l�1
21 l

�1
1 � ~y00s	

� 	
cosu2	

�
:

�

Here P is the external force; ~l21 ¼ AS2=l1: (When rationing quasi-elastic coef-
ficients as the reference values, the coefficient of stiffness c0 ¼ m3k2 was accepted).

Then

f11 ¼ g2
0 fn cos2 h	 þ fs sin2 h	
� 	

;

f22 ¼ g2
0
~l22 fn sin2 h	 � u2	ð Þ þ fs cos2 h	 � u2	ð Þ� �

;

f12 ¼ f21 ¼ �g2
0
~l2 f

n sin h	 � u2	ð Þ cos h	 � fs cos h	 � u2	ð Þ sin h2	½ �;

9>=
>; ð7:27Þ

where g0 ¼ k=x1; fn ¼ cn=c0; fs ¼ cs=c0; ~l2 ¼ AB=l1:

Fig. 7.16 Kinetostatic model in case of pseudo impact in joint B
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7.4.3 Spatial Crank-and-Rocker Mechanism

First of all, let’s turn to the model of the rigid crank-and-rocker mechanism, in
which the clearances in the spherical joints A and B are simulated as weightless
links A0A00 ¼ rA; B0B00 ¼ rB, whose length is equal to half of the clearance
(Fig. 7.17). Let’s exclude from consideration the rotation of links, around their own
axis, because herewith, the spatial position, of all the links of the mechanism,
remains unchanged. Thus, in each spherical joint, during the relative movement of
links, we should take into account, two degrees of freedom. A similar result is
achieved, when imposing special restrictors. Taking into account the above men-
tioned, retaining the kinematic contact in all joints, the discussed mechanism has
five degrees of freedom. To describe the spatial position of the links
A0A00; A00B00; B00B0, we use the so-called high-speed axis, which are the special case
of aircraft axis.

If each of these links is considered as vector �r, directed along the axis of the link,
the angular position of the vector, relative to the fixed coordinate system O0x0y0z0, is
characterized by two parameters: the angle of inclination b and the angle of attack a.
Transition from constantly-oriented coordinate system, to the translational move-
ment together with the beginning of the vector in the coordinate system O1xyz,
associated with the link, is carried out by two turns, namely the turn around y-axis
(the angle b) and about the axis z (angle a). Then the axis O1x is coincident with the
axis of the link, i.e. vector �r. At the same time the coordinates, in the moving and
fixed coordinate systems are connected by the following relations:

x0

y0

z0

2
4

3
5 ¼

cos a cos b � cos b sin a sin b
sin a cos a 0
� cos a sin b sin b sina cos b

2
4

3
5 x

y
z

2
4

3
5
9=
;

and the projections of the angular velocities of the moving coordinates of axis are
defined as x	 ¼ _b sin a; xy ¼ _b cos a; xz ¼ _a .

To the system under consideration, one cyclic coordinate (the angle u1) and four
positional coordinates, describing the oscillatory system, correspond. When taking
into account the compliance of joints, the oscillatory system additionally gains two

Fig. 7.17 Kinetostatic model
of the spatial four-link chain
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more degrees of freedom and can be described by six neralized coordinates: q1 ¼
u3 � u3	; q2 ¼ a2 � a2	; q3 ¼ b2 � b2	; q4 ¼ DxA; q5 ¼ DyA; q6 ¼ DzA:

Here, we introduce the following notations: u3 is the angle of the rocker’s
rotation; a2; b2 are the angles determining the position of the axis of the coupler
(see above); DxA; DyA; DzA are the projections of vector �rA, on the corresponding
axis of the fixed coordinate system (asterisks denotes the coordinates of a perfectly
rigid mechanism, with no clearances).

In case of small variations in assumption of the steady unseparated motion of the
links, the system of differential equations, with clearances, on the basis of the
proposed pseudo impact model, takes the form

X6
j¼1

ajs~q
00
s þ

X6
j¼1

bjs þ a0js

 �

~q0s þ
X6
j¼1

fjs~q ¼ Qj u1ð Þ j ¼ 1; 6
� 	

: ð7:28Þ

At the same time the following notation is introduced: u ¼ x t is the “dimen-
sionless time”;

ðÞ0 ¼ d=du1; ~qs ¼ qs at s ¼ 1; 2; 3 и ~qs ¼ qs=l1 at s ¼ 4; 5; 6; ajs u1ð Þ;
bjs u1ð Þ; cjs u1ð Þ and Qj u1ð Þ are the dimensionless inertial, dissipative, quasi-elastic
coefficients and non-conservative generalized forces, defined by the dependencies
given in [85].

7.5 Some Criteria of Efficiency of Dynamic Unloading,
Taking into Account the Clearances

As noted in Sect. 4.3, one way to reduce the dynamic loads of the cyclic driving
mechanisms, executing periodic movement of the links of the working machines, is
dynamic unloading using the elastic elements, installed between the output member
and the machine’s frame. Here we represent some general criteria, taking into
account the variability of the parameters and the clearance-effects. Optimization of
the elastic characteristics of the unloader, for absolutely rigid mechanism, is
achieved by minimizing the functional (see Sect. 4.3).

K0 ¼ min
Z2p

0

ðQþ UÞ2 dP=duj jdu; ð7:29Þ

where u is the rotation angle of the main shaft; Q is the generalized force (before
the installation of the unloader); Uðu1; . . .; unÞ is the control action, implemented by
the unloader; uj are the parameters of the unloader; PðuÞ is the mechanism’s
position function.

The simplest dynamic constructive solution, of the dynamic unloader, is the
elastic element c0, installed between the output link of the mechanism and the body.
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Let y0 be the preliminary deformation value of the unloader’s elastic element, FðuÞ
be the technological force. Then when P ¼ r0ð1� cosuÞ, the function wðuÞ,
which is proportional to the generalized force, can be represented in the dimen-
sionless form as

w uð Þ ¼ p20 cosu eþ 1þ 0:25 cosuð Þ þ f ðuÞ; ð7:30Þ

where p20 ¼ c0= mx2r0ð Þ; e ¼ y0=r0; f uð Þ ¼ F uð Þ mx2r0ð Þ,
The optimizing dynamic synthesis of the unloader is a multi-criteria task. On the

stage of the analytical prediction, we exclude the effect of collisions, in the clear-
ances (D ¼ 0). According to (7.29) and (7.30)

�qj jmax 
 eþ 1ð Þp20 þ 1� p20
�� ��� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� p�2ð Þ2þ02

p p2

q� �
p�2:

At the kinetostatic analysis level, as noted above, about the smallness of some
components, the dimensionless moment attached to the main shaft, without
accounting of the technological force, is defined as follows:

M uð Þ ¼ � 1� p20
� 	

cosu� 1þ eð Þp20
� �

sinu: ð7:31Þ

Further as the functional to be minimized we accept

W0 ¼
Z2p

0

M2du: ð7:32Þ

The condition oW0=op0 ¼ 0 taking into account (7.31), (7.32), is met by the
following dependence:

e ¼ e1 ¼ 0:5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� p20
� 	

p20

q
� 1: ð7:33Þ

Thus, the optimum value of preliminary deformation of the elastic element of the
unloader y	0 ¼ e1r0, depends on its stiffness coefficient. When p20 ¼ 1, we have
e1 ¼ �1 that, in the absence of other restrictions (see below), corresponds to the
optimum. Indeed, in this case, according to (7.31) M uð Þ � 0.

As already mentioned, the total unloading, when M uð Þ � 0, can lead to vibro-
impact regimes, arising in case ofmultiple resurfacings in the clearances. It was found
that to eliminate such regimes, the value of p ¼ k=x, should not exceed 25 ÷ 35.

For comparison of the oscillatory modes, taking into account the clearances, and
for the selection of the optimum parameters of the unloader, some integral criteria
are required. In addition to the above criteria, we propose the criteria that take into
account the influence of the unloader on the level of the excited oscillations.
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1. The criterion that characterizes the root mean square value of the dynamic
component of the reaction:

W1 ¼ 2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZp

p=2

R2 uð Þdu

vuuut ;

where R uð Þ ¼ �q00 uð Þ � w uð Þ. (Here and below the averaging is accomplished in
the area of the run-down of the forward stroke.)

2. The criterion that characterizes the root mean square value of the torque
transmitted to the main shaft of the machine:

W2 ¼ 2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZp

p=2

R2 uð Þ sin2 u du

vuuut ;

3. The criterion that characterizes the root mean square value of the additional
acceleration caused by oscillations:

W3 ¼ 2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZp

p=2

�q00 uð Þð Þ2du

vuuut ;

4. The criterion characterizing the relative total duration of the discontinuities of
the kinematic contact, because of clearances (see Sect. 7.1):

W4 ¼ 2
p

Zp

p=2

uð qðuÞj j � DÞdu:

For the three characteristic regimes, the results are shown in the Table 7.1.
Moreover, for all regimes, illustrated below, the following dimensionless initial
data were adopted: D ¼ 10�3; p ¼ 30; 0 ¼ 0:2.
Regime 1 corresponds to the absence of the unloader. Thus, there are discon-
tinuities in kinematic contact in the clearance (W4 6¼ 0) and significant dynamic
errors of the law of program motion.

Table 7.1 Criterion of dynamic unloading

No. p20 e W1 W2 W3 W4

1 0 0 0.491 0.249 0.129 0.088

2 1 –1 0.231 0.139 0.13 0.626

3 0.86 –0.7 0.3 0.201 0.035 0
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Regime 2 corresponds to the installation of the unloader, with an optimum
setting, without taking into account the clearances. In this case, there are also
collisions in the clearances.
Regime 3 corresponds to the installation of the unloader, with the optimum
frequency tuning and taking into account the clearances. In this case, in case of
acceptable values of W1; W2; W3 very significant, from the point of view of
noise characteristics and wear and tear, is the absence of the resurfacings in the
clearances (W4 ¼ 0) that leads to the decrease in the additional stresses caused
by vibrations.
Figure 7.18 shows the graphs of oscillations of the output link of the cyclic
mechanism, obtained by computer simulation of the three considered modes of
oscillation. The boundaries of the clearance are depicted as dash-dot line. The
graphs clearly reflect substantial excitation in the clearance, without the
unloader (mode 1), and also in case of fully unloaded dynamic mode (2), and in
this case the repeated collisions occur in the clearance, which are completely
eliminated in mode 3.

5. The criterion of dynamic stability for the finite time interval
As shown in Sect. 5.3, in the oscillatory systems with cyclic mechanisms, there
is a slowly varying range of “natural” frequencies, which can lead to the vio-
lation of the “traditional” attenuating nature of free oscillations. At the same
time, over a certain part of the kinematic cycle, the amplitude of free oscillations
increases.

6. Energy criterion.
We make a comparison of the maximum energy Å	 when D 6¼ 0 and E0 under
D ¼ 0. As Å	 ¼ 0:5c�1

0 ðF0 þ F1Þ2 we find that Å	=Å0 ¼ 1þ KD where

KD ¼ 4c0D
pF1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� F0

F1

� �2
s

ðF1 �F0Þ:

Parameter KD can serve as an effective energy criterion, for estimation of
dynamic effect of the clearance. This criterion increases with increase in D and
stiffness coefficient c0 and decreases with increase in F1 and F0. When F1 
F0, we
have KD ¼ 0, which fully corresponds to the adjusted clearance, during all the

Fig. 7.18 Results of computer simulation
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cycle. Analysis of the engineering calculations and the results of the experimental
studies, show that to limit the level of vibrations, caused by the clearances, con-
dition KD 
 0:2� 0:4 should be fulfilled.

The problem under consideration is multi-criteria. Sometimes in such cases,
using the coefficients of weights, we can formulate the generalized criteria of
optimality. At the same time, however, it is difficult to avoid subjectivity in
determining the degree of importance of each of the criteria.
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Chapter 8
Vibration Analysis of Cyclic Machines
Using Modified Transition Matrices

8.1 Modified Transition Matrices

For solving the problems considered in this chapter, we use the transition matrices
that allow us to perform the dynamic calculation of complex mechanical systems, in
the form of a sequence of algebraic operations, corresponding to the transition from
one part of the system to another.

The transition matrices have become more widespread in the analysis of har-
monic oscillations of the linear oscillatory systems, with constant parameters. With
the help of the transition-matrix apparatus, we can determine the “natural” fre-
quencies and oscillation modes, as well as the amplitude of the forced oscillations,
bypassing the formal composing of the systems of differential equations and cal-
culating the coefficients of these equations. Moreover the undoubted advantage of
the transition matrices is their adaptability to the specific computer calculations.

In a number of papers by the author of this book [62, 64, 75, 77, 78], the
transition matrices, on the basis of the method of conditional oscillator, has been
developed with reference to the problems of dynamics of machines and mecha-
nisms that form the oscillatory systems, with variable parameters. Such transition
matrices are called the modified ones. Hereunder, this term will be used only in
those cases, where it is necessary to emphasize this feature. The possibility of such
“non-traditional” transition matrices is due to the fact that in case of the additional
conditions (5.9), implemented in the method of conditional oscillator, the gen-
eralized coordinates and generalized accelerations are described by the same har-
monic functions.

The apparatus of the modified transition matrices is particularly suitable for the
drives of machines, forming the oscillatory systems, with slowly varying parame-
ters. Such systems are typical for the technological machines of light, textile,
printing, food processing and other industries that experience the high dynamic
loads and elevated levels of vibrations, caused by the cyclic mechanisms.
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In this chapter we restrict ourselves to considering the torsion and longitudinal
vibrations of the drive elements. In these cases we are dealing with the so-called
simply-connected systems. The connectivity of the system shows the number of
possible displacements of any cross section or, what is the same thing, the number
of reactions, which in this cross section substitute the action of one part of system to
another.

Transition Matrices of Dynamic Model’s Elements and the Rule of Signs If we
exclude from consideration the influence of the dissipative forces, the harmonic
vibrations of various sections of the system occur in a single phase or in the
opposite phases. Then the oscillation in any section can be characterized by its
amplitude a, which is assumed to be positive if its phase coincides with the phase of
the oscillatory element, taken as the original, and negative if the oscillations are in
antiphase i.e., differ in p.

Similar conclusion is valid also with respect to the amplitudes of forces Q.
However, to avoid errors in the determination of reactions in the cross-sections, we
should agree about the signs of forces (or moments), acting on the “left” and “right”
sides of the system. We accept the following rule of signs: the reactive force or
torque on the “input” of the element j will be considered positive if its direction
coincides with the positive direction of the reference frame (Fig. 8.1a, section
j� 1). For the “output” (section j) the rule of sign is opposite.

From the theory of linear systems, it is known that the number aj�1 and Qj�1

(“input”) and the number aj and Qj (“exit”) in case of harmonic oscillations, with
the frequency x, are connected among themselves, with the following linear
relations:

aj ¼ Ajaj�1 þ BjQj�1;
Qj ¼ Cjaj�1 þ DjQj�1:

�
ð8:1Þ

Fig. 8.1 Kinds of connections of transition matrices
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Here Aj;Bj;Cj;Dj are coefficients, depending generally on the system’s param-
eters, (mass, moments of inertia, stiffness coefficients) and the frequency x of the
harmonic oscillations.

Herewith, the matrix form of (8.1) is valid:

aj
Qj

� �
¼ Aj Bj

Cj Dj

� �
aj�1

Qj�1

� �
ð8:2Þ

The square matrix Cj, formed by the elements, Aj;Bj;Cj;Dj, is called the tran-
sition matrix. The ratio Qj=aj is called the dynamic stiffness and the reciprocal value
aj=Qj is called the dynamic compliance.

Let’s note here that in spite of the convention on the selection of signs, the sign
of the dynamic stiffness is independent of the direction of reference system, but
only on the phase shift between the oscillations and the forces. In the other words,
the dynamic stiffness is positive, if the phase of the force coincides with the phase
of phase displacement at the frequency considered, and in the case of the anti-phase,
it is negative.

It should be emphasized that when using transition matrices in the problems of
dynamics of machines, we accept the absolute dynamic errors, as generalized
coordinates; the dynamic errors are the deviations of the absolute coordinates, at the
given point or section, from the ideal value at program motion (that is, in case of
absolutely rigid links).

Let us see the matrices of transition of some simple elements.

Elastic Element with Stiffness Coefficient cj In this case, the amplitude of dis-
placements, at its ends, differs as much as the value of the amplitude of deformation
and the amplitude of forces, according to Newton third law, are equal to each other:

aj ¼ aj�1 þ Qj�1=cj;
Qj ¼ Qj�1:

�
ð8:3Þ

Thus according to (8.2) and (8.3) the elements of the transition matrix are
determined as Aj ¼ 1, Bj ¼ c�1

j , Cj ¼ 0, Dj ¼ 1.

Inertial element Jj or mj Similarly, we obtain Aj ¼ 1, Bj ¼ 0, Cj ¼ �Jjx2,
Dj ¼ 1.

Transition matrices with complex elements: Dissipation element We represent
the harmonic oscillations q ¼ a sinðx t þ aÞ in the complex form

q ¼ aeiðx tþaÞ ð8:4Þ
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Let ~a ¼ aeia be the complex amplitude, whose module is equal to the amplitude
of the oscillations, and argument a is equal to the phase of the oscillations. Simi-
larly, harmonic force in complex form corresponds to ~Q ¼ Qeia.

In Sect. 6.1.2, we presented the dependence of the coefficient of complex
stiffness ~c ¼ cð1þ 2d iÞ, corresponding to the elastodissipative element, taking into
account the positional friction force, with the dissipation coefficient d ¼ #=ð2pÞ �
w=ð4pÞ: Thus, in this case, to account for the dissipative force, in the recurrent
dependencies (8.1) and their representation in matrix form (8.2), it is enough to
replace the stiffness coefficient c with its complex form ~c. Thus,

~aj ¼ ~Aj~aj�1 þ ~Bj ~Qj�1;
~Qj ¼ ~Cj~aj�1 þ ~Dj ~Qj�1;

�
ð8:5Þ

where ~Aj; ~Bj; ~Cj; ~Dj, are generally complex elements of the transition matrix (taking
into account the elastodissipative element ~Aj ¼ Aj ¼ 1, ~Bj ¼ ~c�1, ~Cj ¼ 0,
~Dj ¼ Dj ¼ 1Þ.

If the resistance corresponds to the so-called viscous friction, then R ¼ �b _q. On
the basis of (8.4) _q ¼ i~axeixt: Then in dependencies (8.5) taking into account the
rule of signs, we should accept ~Aj ¼ 1, ~Bj ¼ ðbxiÞ�1; ~Cj ¼ 0, ~Dj ¼ 1. With these
corrections, the discussed in this chapter matrix method of analysis of oscillations,
acquires a general character.

Element for the transformation of coordinates in the ideal mechanism We use
the linearization of position function, in the vicinity of the program motion (see
Sect. 5.1), for the kinematic analogue of a mechanism, corresponding to its con-
version during “transition” through the mechanism. Then aj ¼ aj�1P

0,
Qj ¼ Qj�1ðP0Þ�1. Hence, as per (8.5) Aj ¼ P0

j; Bj ¼ 0; Cj ¼ 0; Dj ¼ ðP0
jÞ�1, where

P0ðuÞ is the absolute value of the first geometric transfer function in the program
motion.

Let us pay attention to the fact that the function P0, should be taken in absolute
value, as the sign change in the amplitude transformations, using transition matri-
ces, testifies that oscillations are in the opposite phases, while in the kinematic
calculations, this change corresponds to the direction of the motion, with respect to
the chosen reference system. (For simplicity, the sign of the absolute value is
omitted everywhere.) In the particular case of gears, function P0 is transformed into
a constant gear ratio. Let us pay attention to the following property of the transition
matrices

detCj ¼ AjDj � CjBj � 1: ð8:6Þ

Here detCj is the determinant of the matrix Cj.
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Serial connection of the model’s blocks Let the dynamic model be formed using
serial connection of the blocks (Fig. 8.1b). For such models we sometimes use the
term chain system. With successive substitution of (8.2) we obtain

an
Qn

� �
¼ An Bn

Cn Dn

� �
� � � � � A1 B1

C1 D1

� �
a0
Q0

� �
: ð8:7Þ

So the transition matrix of the oscillatory chain, consisting of serially connected
blocks, is the product in the reverse order of the transition matrices of these blocks:

C ¼
Y1
j¼n

Cj: ð8:8Þ

Let us emphasize that the reverse order of the multipliers, in comparison with the
sequence of the blocks themselves, in the oscillatory chain, appears to be imper-
ative, since the matrix product does not have commutative properties. Table 8.1,
along with the above simplest elements of the transition matrices, also contains the
elements of these matrices for typical serially connected blocks.

The last line of the table corresponds to the transition matrix for the element with
distributed parameters in case of torsion oscillations in the area of the shaft. Here
we use the following notations: r ¼ ðGIqÞ�0:5; h ¼ pðtÞ‘=g; g ¼ ffiffiffiffiffiffiffiffiffiffiffi

GI=q
p

, where
G is the shear modulus; I is the polar moment of inertia; q is the linear inertia; ‘ is
the length of the element.

In Table 8.1, along with the described above simplest elements of transition
matrix, we can also see the elements of these matrices for typical events of serial
connection of blocks.

Table 8.1 Transition matrix elements for typical serial connections

Connection A B C D

c 1 c�1 0 1

J 1 0 �Jp2 1

P P0 0 0 1=P0

c� J �P P0 P0c�1 �Jp2=P0 ð1� Jp2c�1Þ=P0

c�P� J P0 P0c�1 �Jp2P0 �Jp2P0c�1 þ 1=P0

J � c�P P0ð1� Jp2c�1Þ P0c�1 �Jp2=P0 1=P0

J �P� c P0 � Jp2=ðcP0Þ ðcP0Þ�1 �Jp2=P0 1=P0

P� J � c P0ð1� Jp2c�1Þ ðcP0Þ�1 �Jp2P0 1=P0

P� c� J P0 ðcP0Þ�1 �Jp2P0 ð1� Jp2c�1Þ=P0

Element with dis-
tributed parameters

cos h rp�1 sin h �r�1p sin h cos h
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Parallel connection of the blocks of the model (Fig. 8.1c) In this case for each of
the elements (or entire blocks with serial connection of elements), the following
matrix equation is valid:

ajm
Qjm

� �
¼ Ajm Bjm

Cjm Djm

� �
aj�1;m

Qj�1;m

� �
m ¼ 1; n
� � ð8:9Þ

Here m is the current block number, n is number of blocks.
Since in case of parallel connection the coordinates in the input and output are

equal for all blocks, and therefore don’t depend on m, we have ajm ¼ aj,
aj�1;m ¼ aj�1. Thus,

aj ¼ Ajmaj�1 þ BjmQj�1;m;
Qjm ¼ Cjmaj�1 þ DjmQj�1;m:

�
ð8:10Þ

The total load Qj�1 and Qj in accordance with (8.9) and (8.10) can be repre-
sented as

Qj�1 ¼ Pn
m¼1

Qj�1;m ¼ �aj�1c1 þ ajc2;

Qj ¼ Pn
m¼1

Qjm ¼ �aj�1c2 þ ajc3;

9>>=
>>;

ð8:11Þ

where c1 ¼
Pn

m¼1 Ajm=Bjm; c2 ¼
Pn

m¼1 B
�1
jm ; c3 ¼

Pn
m¼1 Djm=Bjm.

The transition matrix Cj, for the entire set of blocks connected in parallel, must
satisfy the matrix equation (8.2). Thus, on the basis of (8.10) and (8.11), the
elements of matrix Cj are defined by the relationship:

Aj ¼ c1=c2; Bj ¼ 1=c2; Cj ¼ ðc1c3 � c22Þ=c2; Dj ¼ c3=c2:

It is easy to see that these values Aj;Bj;Cj;Dj satisfy the identical equation (8.6).
In the special case of parallel connection of elastic elements, with the stiffness
coefficients cjm, we have Ajm ¼ 1; Bjm ¼ c�1

jm ; Cjm ¼ 0; Djm ¼ 1. Herewith

c1 ¼ c2 ¼ c3 ¼ cj, where cj ¼
Pn

m¼1 cjm. Consequently Aj ¼ 1; Bj ¼ c�1
j ; Cj ¼ 0;

Dj ¼ 1.
Thus, as expected, the stiffness of the elements with parallel connection is equal

to the sum of the stiffness coefficients of these elements.

252 8 Vibration Analysis of Cyclic Machines …



8.2 Determination of “Natural” Frequencies
and Non-stationary Mode Shapes

To indicate the frequencies of the free oscillations, here forth, we will use the term
“natural”, although, strictly speaking, this term corresponds to the system with
constant parameters.

The method for determining the spectrum of “natural” frequencies will be
explained using the example of the torsion oscillations of the drive, consisting of
the main shaft and n cyclic mechanisms (Fig. 8.2).

Suppose the input section of the shaft ðj ¼ 0Þ, rotates with the constant angular
velocity x0, which in the first approximation is close to real situation. This
assumption is adequate to the assumption that the moment of inertia in the “input”
of the shaft is sufficiently large, which allows us to consider the input section,
during the frequency analysis as clamped. Because of the small effect of the linear
(or linearized) dissipative forces on the “natural” frequencies, we exclude them at
this stage from consideration.

We divide the oscillating system in n blocks, each of which consists of the
portion of the main shaft with stiffness coefficient c0j, lumped moment of inertia J0j
and the mechanism, which forms the chain elements Pj � cj � mj (or Pj � cj � Jj).

The transformation of the values of amplitudes of vibrations and loads, when
crossing block j, corresponds to the following matrix relationship:

a0j
Q0j

� �
¼ 1 0

�p2J0j 1

� �
1 c�1

0j
0 1

� �
a0;j�1

Q0;j�1

� �
þ 0

Qj

� �
: ð8:12Þ

The first summand in expression (8.12), corresponds to serial connection of the
main shaft elements c0j � J0j and the second corresponds to the additional reaction
Qj from the mechanism j. To determinate this reaction we write

Fig. 8.2 Dynamic model of
the branched structure
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aþj
Qþ

j

� �
¼ Aj Bj

Cj Dj

� �
a�j
Q�

j

� �
: ð8:13Þ

Here the index “plus” corresponds to the amplitude values at the mechanism’s
“output”, and “minus” at the “input”; Aj;Bj;Cj;Dj correspond to the connection
P� c� m (see Table 8.1 when changing m with J).

In our case Qþ
j ¼ 0; a�j ¼ a0j; Q�

j ¼ Qj. Then on the basis of (8.13) we have

aþj ¼ Aja0j þ BjQj;
0 ¼ Cja0j þ DjQj:

�
ð8:14Þ

Hence

Qj ¼ �Cj

Dj
a0j ¼ Rja0j; ð8:15Þ

where Rj ¼ �Cj=Dj is the dynamic stiffness of the mechanism j (see Sect. 8.1).
For the model under consideration Rj ¼ �mp2P02= 1� mp2=cð Þ:
Sometimes the output link is connected with the body, with an elastic member.

This situation in particular occurs in case of spring closing of the cam follower, as
well as in case of using the spring based dynamic unloaders (see Sect. 4.3). In such
cases, in the first Eq. (8.14), we should take aþj ¼ 0; the left side of the second
equation is equal to the unknown reaction of the body Qþ

j . This way we similarly
obtain Rj ¼ �Aj=Bj.

On the basis of (8.12) and (8.15), we have

a0j
Q0j

� �
¼ C0j

a0;j�1

Q0;j�1

� �
; ð8:16Þ

where C0j is the transition matrix of block j, whose elements are determined as
follows:

A0j ¼ 1; B0j ¼ c�1
0j ; C0j ¼ Rj � Jojp

2; D0j ¼ 1þ ðRj � J0jp
2Þ=c0j: ð8:17Þ

Let us note here that Rj � J0jp2 ¼ R�
j corresponds to the dynamic stiffness of the

mechanism j, if we add to its elements the inertial moment of the input link J0j.
Here, we will present one interpretation of the result. On the basis of formulae,

presented in Table 8.1, values A ¼ 1; B ¼ c�1; C ¼ �Jp2; D ¼ 1� Jp2=c corre-
spond to the connection c� J (for the use of these formulae, for corresponding
connections, in this case it is necessary to accept P0 ¼ 1). If we compare these
formulae with A0j; B0j; C0j; D0j, it is easy to make sure that they coincide in case of
J ¼ J�0j ¼ J0j � Rj=p2. Thus, J�0j makes sense as the reduced to the main shaft
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moment of inertia. So, to take into account the kinematic branch, it is quite enough
to correct, in this way, the moment of inertia of the input link.

Using for the model under consideration, the above formula, determining the
dynamic stiffness Rj we have

J�0j ¼ J0j þ
mjP

02
j

1� p2=k2j
; ð8:18Þ

where kj ¼
ffiffiffiffiffiffiffiffiffiffiffi
cj=mj

p
.

In particular, when P0
j ¼ 0 and mj ! 0, as expected, J�0j ¼ J0j, and in case of an

absolutely “rigid” mechanism ðcj ! 1Þ J�0j ¼ J0j þ mjP
02
j ; which corresponds to

the known expression, met during the course of theory of mechanisms and
machines, reduced to the input link of the mechanism on the basis of the kinetic
energy balance. Thus, we transformed the initial branched system into serially
connected blocks, for which the following matrix equation is valid:

a0n
Q0n

� �
¼ A B

C D

� �
a00
Q00

� �
; ð8:19Þ

where A; B; C; D are the elements of the matrix.

C ¼
Y1
j¼n

C0j: ð8:20Þ

When defining the boundary conditions, the following cases are possible:

Case 1 “Input” is clamped, “output” is clamped ða00 ¼ 0; a0n ¼ 0Þ. When
a0n ¼ Aa00 þ BQ00 ¼ BQ00, we have BðpÞ ¼ 0. This result serves as the frequency
equation.

Case 2 “Input” is clamped, “output” is free (a00 ¼ 0, Q0n ¼ 0). According to
(8.19) Q0n ¼ Ca00 þ DQ00 ¼ DQ00 ¼ 0, at Q00 6¼ 0. Hence, DðpÞ ¼ 0.

Case 3 “Input” is free, “output” is free (Q00 ¼ 0, Q0n ¼ 0). Similarly, we get
CðpÞ ¼ 0.

Case 4 “Input” is free, “output” is clamped (Q00 ¼ 0, a0n ¼ 0). At the same time
AðpÞ ¼ 0:

Thus, according to (8.20), to calculate the “natural” frequency, it is necessary to
multiply, in the reverse order, the square matrices of separate blocks and equate to
zero the corresponding element of the obtained matrix C0. However, there is an
easier way to define the elements of the matrix. On the basis of (8.19), we write
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a0n ¼ AðpÞa00 þ BðpÞQ00;
Q0n ¼ CðpÞa00 þ DðpÞQ00:

�
ð8:21Þ

For case 1, assuming, in the first equation, that Q00 ¼ 1, we get a0n ¼ BðpÞ. To
determine DðpÞ (case 2), it is enough, in the second equation of the system (8.21),
to assume the boundary conditions Q00 ¼ 1. Since a00 ¼ 0, then we have
Q0n ¼ DðpÞ. In case 3, we should use the second equation when a00 ¼ 1, herewith,
Q0n ¼ CðpÞ. Finally, in case 4, from the first equation, when a00 ¼ 1, it follows that
a0n ¼ AðpÞ. In case of using the described method, we practically operate only with
column matrices (vector-matrices) of the boundary conditions.

At first glance, it seems that the above way of simplifying calculations, in case of
the present level of computer technology, is not particularly interesting. However,
it’s not about saving the estimated time. As the practice of the engineering calcu-
lations shows, in case of transition matrix multiplication, for long oscillation chains,
the elements of these matrices quickly reach enormous values, which affects the
accuracy, when searching for the roots. This disadvantage is eliminated, by using
the above method for transformation of vectors.

To determine the frequency spectrum, it is sufficient to find the point of inter-
section of the graph of the corresponding function BðpÞ (case 1) and DðpÞ (case 2),
with the horizontal axis, or use the known computer methods of finding the roots.

Let us emphasize here that for the drives with the cyclic mechanisms, in contrast
to the mechanisms with constant ratios, “natural” frequencies are not constant, but
vary, depending on the angle of rotation of the main shaft u0 ¼ x0t. This is due to
the variability of the first transfer functions P0

jðu0Þ in the corresponding transition
matrices. Then, in case of slow change of parameters, free oscillations, without
taking into account the resistance, are described as follows (see Sect. 5.2):

qi ¼
XH
r¼1

a0ir

ffiffiffiffiffiffiffiffiffiffiffi
prð0Þ
prðtÞ

s
cos

Z t

0

prðuÞduþ ar

2
4

3
5; ð8:22Þ

where H is the number of the degrees of freedom; r is the frequency number; i is the
number of the element or section; a0ir and ar are determined from the initial
conditions.

The totality airðtÞ ¼ a0ir
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
prð0Þ=prðtÞ

p
, in case of fixed “natural” frequency pr,

forms the oscillation mode, which in our case is time varying, as it also depends on
u0 ¼ x0t. To determine the time-dependent coefficients of the form, any section of
the system should be subjected to unit amplitude or force. If, for example, in case 1,
we require a0nðprÞ ¼ 1, then from the first equation of (8.20), it follows that
Q00ðprÞ ¼ 1=BðprÞ (Method of defining BðpÞ was described above).

For frequency pr, the positive value airðtÞ, indicates towards the coincidence of
phases, and negative—towards the anti-phase of the oscillations of element i,
compared to the oscillations of the element with the single form factor.
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Earlier, during the analysis of the model shown in the Fig. 8.2, we have given
analytical expressions, for the elements of transition matrices. This was done to
illustrate the physical content of each of the components, which allows us to explain
some of the observed effects. Of course, with computer calculations, the submission
of elements of the matrices, in the analytical form, is not required; it is sufficient to
specify the type of connection (stiffness, mass and moment of inertia, kinematic
similar of the mechanism) and the corresponding transition matrix, after which all
the necessary changes are made in the process of calculations.

8.3 Forced Vibrations

Let us again turn to the drive model, shown in Fig. 8.2. Let the periodic disturbing
forces, represented in the form of Fourier series, be applied to the output links of the
mechanism.

FjðtÞ ¼ Fj0 þ
X1
m¼1

ðFc
jm cos mXt þ Fs

jm sin mXtÞ: ð8:23Þ

Here, as above, j is the number of the mechanism.
The origin of the disturbing forces may be both, forced and kinematic. In the first

case, they are usually associated with performed technological operation, and in the
second case, with the forces of inertia of the mechanism’s links, in translational
motion. In particular, for this model, these inertial forces are determined as
�mjx2

0 P
00
j ðx0tÞ: Usually the value X coincides with the the angular velocity of the

main shaft ðX � x0Þ:
As before, at this stage we will exclude from consideration the resonant modes,

which allow us to ignore the effect of dissipative forces. In addition, we restrict
ourselves to the event of slow changeP0

j; however, the disturbing forces can change
quickly and have large harmonic of these forces, when mX � x0.

It is easy to see that in these cases, in case of transition, through the kinematic
analogue of the mechanism, only amplitude transformation of force, according to
relation Fc;s

jm P
0
j, occurs and its frequency remains practically unchanged. In these

cases the above relation contains the products of sinx0t cos mx0t or sinx0t sin mx0t,
which when m � 1 essentially describes the harmonic oscillations, with frequency
mx0, in case of amplitude modulation, of frequency x0, which resembles the beat
mode (see Sects. 5.2 and 6.4).

Let us also note the following feature of systems with variable parameters: the
constant force component of the force Fj0, in the mechanism, transforms into an
alternating torque Fj0P0

j, applied to the main shaft, and harmonic x0 ðm ¼ 1Þ
transforms to harmonic 2x0 of the driving moment. For example, in the slider-crank
mechanism, the first harmonic of the first transfer function is equal to l1 sinx0t,
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where l1 is the length of the crank and the inertial force in translation motion is
equal to �mx2l1 cosx t. Herewith, the moment from this force, on the main shaft, is
equal to �0:5mx2l21 sin 2x0t. Quite often, the “natural” frequencies, in the con-
sidered range of practical interest, are close to constants. Herewith, variability of the
first transfer function of the mechanism is shown only on the amplitudes and
frequencies of the disturbing forces, reduced to the main shaft, as it was shown
above.

The forced oscillations with the frequency Xm ¼ mx0 are described as

q0j ¼ ac0j cosx t þ as0j sinx t;
qj ¼ acj cosx t þ asj sinx t:

�
ð8:24Þ

Here, as before, the index 0j corresponds to the main shaft, and index j to the
corresponding mechanism. (In formulae (8.24) and below, for simplicity of
description, we accept Xm ¼ x.)

When calculating both, the forced and the free oscillations, transformation of
harmonic functions takes place; therefore the shape of all the presented-above
transition matrices is preserved, when changing frequency p with frequency x.

First, we will define the amplitude of reactive torque QC
j , acting on the main

shaft, from the force Fc
j cosx t, applied to the output mechanism j. We will use the

system of Eq. (8.14), which now takes the form

acj ¼ AjðxÞac0j þ BjðxÞQC
j ;

�Fc
j ¼ CjðxÞacoj þ DjðxÞQc

j :

�
ð8:25Þ

With (8.6) and (8.15) on the basis of (8.25), we get

Qc
j ¼ Rja

c
oj � Fc

j =Dj: ð8:26Þ

The sign, when Fc
j , corresponds to the application of force at the “exit” (see

above).
Herewith, transit through block j now corresponds to the following recursive

dependencies:

ac0j ¼ AojðxÞac0;j�1 þ B0jðxÞQc
0;j�1;

Qc
0j ¼ C0jðxÞao;j�1 þ DojðxÞQc

0;j�1 � Fc
j =DjðxÞ:

�
: ð8:27Þ

As Fc
j enters this equation linearly, the principle of superposition is valid.

According to this principle, we represent the amplitudes at the “exit” as

acon ¼ S11ðxÞac00 þ S12ðxÞQc
00 þ S13ðx;Fc

1; . . .;F
c
nÞ;

Qc
0n ¼ S21ðxÞac00 þ S22ðxÞQc

00 þ S23ðx;Fc
1; . . .;F

c
nÞ:

�
: ð8:28Þ
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For the considered model ac00 ¼ 0 (clamping), Qc
0n ¼ 0 (the free end). The

unknown coefficients S12; S13; S22; S23 are determined on the basis of (8.28), by
means of several simple calculations.

Calculation number 1: Qc
00 � 1, Fc

1 ¼ � � � ¼ Fc
n � 0. Then ðac0nÞ1 ¼ S12;

ðQc
onÞ1 ¼ S22 (Here and below the index near the brackets, indicates the number of

calculation.).
Calculation number 2: Qc

00 � 0. Now ðac0nÞ2 ¼ S13 and ðQc
0nÞ2 ¼ S23 (Hence,

using the condition Qc
on ¼ 0, we obtain the unknown boundary condition Qc

00).

Qc
00 ¼ �S23ðxÞ=S22ðxÞ: ð8:29Þ

The frequency response in the arbitrary cross-section ac0jðxÞ is determined as per
dependencies (8.27) (or with the multiplication of the corresponding matrices),
taking into account the boundary condition, at the “input”, obtained as per the
formula (8.29). Let us emphasis that when S22ðxÞ ¼ 0, we get x ¼ pr, which
corresponds to resonance. If, in our case, x ¼ xj ¼

ffiffiffiffiffiffiffiffiffiffiffi
cj=mj

p
, then according to

(8.18) J�0j ! 1. Herewith, the oscillation node (anti-resonance) is located in the
inlet section of mechanism j, and the mechanism itself plays the role of a dynamic
absorber.

If for two or more mechanisms, the anti-resonant frequencies coincide, then in
the vicinity of these values, some natural frequencies are placed. When the main
shaft is absolutely rigid, this frequency is the multiple of the natural frequency.

In case of replacement of Fc
j with Fs

j , the value as0jðxÞ is determined similarly,

then the amplitude in section j is obtained as a0jðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ac0jðxÞ
h i2

þ as0jðxÞ
h i2r

.

8.4 Frequency and Modal Analysis of Systems
with Complex Structure

Let us look into a fairly general pattern of the cyclic machine (Fig. 8.3a), when the
motion of drive is transmitted to the shaft 2 of the machine, from which a large
number of mechanisms are branching off: gears, linkages, cams, etc., observed in
Sect. 8.3. Furthermore, along with branches of type 3, there are mechanisms of type
5, which make up, together with actuators 4 and the main shaft 2, statically inde-
terminate oscillatory contour of the ring structure [16, 18, 62–64].

As a “global” model we will take the system (Fig. 8.3b), which consists of a
number of torsion subsystems, with distributed parameters m ¼ 0; m�, corre-
sponding to the main shaft 2 (m ¼ 0), to the actuators 4, as well as a number of sub-
systems with discrete parameters, which correspond to the driving mechanism 1,
simple mechanisms of type 3, and mechanisms of type 5, working in a parallel
fashion and included in contours of the ring structure. In such systems, with
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increased complexity of the structure, the transfer matrix has a large dimensionality,
so we use the combined method described below.

For the coefficients Kms ¼ ams; Nms ¼ Qms=ðGmsImsÞ following recurrent rela-
tions are valid:

Kms ¼ Km; s�1 cos hms þ Nm; s�1 sin hms;

Nms ¼ ~rmsð�Km; s�1 sin hms þ Nm; s�1 cos hms þ RmsÞ;
ð8:30Þ

where ~rms ¼ rm; sþ1=~rms ð~rmn ¼ 1Þ; ~rms ¼ ðGmsImsqmsÞ�0:5; hms ¼ #msðD‘msÞ:
The remaining symbols see Sect. 8.1.

Functions Rms, proportional to the amplitudes of the reactive moments, applied
to the subsystems т in the sections s, are determined depending on the type of
fixing of the second end of the branch 5 as per the formulae given in Table 8.2.
Herewith, each of these cases corresponds to mms. In matrix form the recurrent
dependencies (8.30) correspond to

a0s
Q0s

� �
¼ 1 0

�p2J0s 1

� �
1 c�1

0s
0 1

� �
a0;s�1

Q0;s�1

� �
þ 0

RmsGmsIms

� �
: ð8:31Þ

If the chain s has intermediate branches, they can be taken into account with the
help of the structural transformations, described in Sect. 8.2, with the introduction
of the corresponding fictive moment of inertia, in the place of the connection of this
branch to the chain s.

Let’s start taking into consideration the boundary conditions, and assume that the
drive based mechanism is attached to the main shaft in section n. The absence of

Fig. 8.3 Dynamic model of the ring structure
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loads, on all parts of the subsystems, with distributed parameters, corresponds to the
following conditions: Nm0 ¼ 0 and Kmn ¼ 0 with m ¼ 0; m�. However, in order to
satisfy these requirements, based on the recurrent relations (8.30), we have to set the
stroboscopic form, in the initial section, i.e. to set the values of Km0. In comparison
with the similar situation in the drives of the branched structure, an additional dif-
ficulty occurs, which is related to the fact that only one value of Km0, for example,
K00 ¼ 1 can be taken independently; the remaining values of Km0 ðm ¼ 1; m�Þ; and
the frequency p should be determined from the foregoing boundary conditions.

The analytical expressions, for the function Km0, in such systems, are very
cumbersome, poorly convenient for calculations and also change their appearance,
depending on the structure of the system. We will use the more convenient method
of “numerical experiment”, which we have used in Sect. 8.3. It is obvious that in
this linear problem functions Nmn are the linear combination of Km0, so when
Nm0 ¼ 0, we have the following system of equations:

Xm�

i

SmiðpÞKi0 ¼ Nmn; ðm ¼ 0; m�Þ; ð8:32Þ

where SmiðpÞ are the unknown coefficients.
Let’s indulge with the following matrix of fictitious boundary conditions:

KðkÞ
m0 ¼ vmk, where k ¼ 0; m� is the number of the count, when
vmkk k ¼ diagf1; 1; . . . 1g:
It is easy to see that for these fictitious boundary conditions, each equation of the

system (8.30) gives Smk ¼ NðkÞ
mn : Thus, to determine all the unknown coefficients

Smk, we should m� þ 1 times do the calculations as per the recurrent dependencies
(8.30) and for each count in the matrix v has a corresponding column of boundary
conditions.

Further, we will select one of the equations of system (8.32), for example, the
equation m ¼ 0, and in the rest of the system m� ¼ 2 equations, we substitute the
true boundary conditions K00 ¼ 1 and Nmn ¼ 0. Having solved this system of
equations, we find the true values of K10; K20; . . .Km�0 ðm� values).

Table 8.2 Functions Rms

mms R0s ðm ¼ 0Þ Rms ðm ¼ 1; m�Þ Type of connection

0 0 0 No connection chain s with the subsystem m

1 r0sCsK0s

pDs

rmsCsKms

pDs

The end of the chain s is free

2 r0sAsK0s

pBs

r0sAsK0s

pBs

The end of the chain s is fixed

3 r0sðAsK0s � KusÞ
pBs

rusðDsKus � K0sÞ
pBs

The connection of the subsystem m ¼ 0
with the subsystem m ¼ u by means of the
mechanism s

Note As; Bs; Cs; Ds are elements of the transition matrix of the mechanism s
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Let’s illustrate the definition of the unknown boundary conditions, using an
example. Suppose that the number of subsystems, associated with the camshaft, is
equal to two (m�). Then for the given p, we should perform three calculations with

fictitious boundary conditions, namely when Kð0Þ
00 ¼ 1; Kð0Þ

10 ¼ Kð0Þ
20 ¼ 0 ðk ¼ 0Þ; at

Kð1Þ
10 ¼ Kð1Þ

20 ¼ 0; Kð1Þ
10 ¼ 1 ðk ¼ 1Þ and at Kð2Þ

00 ¼ Kð2Þ
10 ¼ 0, Kð2Þ

20 ¼ 1 ðk ¼ 2Þ.
Each calculation gives three values NðkÞ

mn ¼ Smk: Unknown true boundary con-
ditions K10 and K20 are determined from the system of two equations

S11K00 þ S12K20 ¼ �S10;

S21K10 þ S22K20 ¼ �S20:

In case of one subsystem of the ring structure ðm� ¼ 1Þ K10 ¼ �S10=S11, where

S10 ¼ Nð0Þ
1n , when k ¼ 0 ðKð0Þ

00 ¼ 1; Kð0Þ
10 ¼ 0Þ and S11 ¼ Nð1Þ

1n , when

k ¼ 1 ðKð1Þ
00 ¼ 0; Kð1Þ

10 ¼ 1Þ.
To find the unknown frequency p, we now have several options (see Sect. 8.2).

For example, the selected above equation m ¼ 0, when N0n ¼ 0, can serve as the
formal frequency equation, namely,

UðpÞ ¼
Xm�

m¼0

S0mðpÞKm0ðpÞ ¼ 0; ð8:33Þ

where S0m and Km0 for given value of p were determined earlier using the numeral
experiment. Transcendental equation (8.33) is solved numerically, for example,
with the sequential “pass” of the given frequency range, identifying the values
p ¼ pr corresponding to the change of the sign of the function UðpÞ, when
UðpÞj j\e; where e is the given small quantity. The oscillation mode is charac-
terized by the values of KmsðprÞ, where pr are the “natural” frequencies. For an
arbitrary element sj (branch s, index number j) mode factors to be determined as per
the formulae:

aðrÞsj ¼ ½A�
sjK0s � B�

sjR0sp=r0s	p¼pr ðm0s 6¼ 0Þ;
aðrÞsj ¼ ½ðA�

sj � B�
sjCs=DsÞKms	p¼pr ðmms ¼ 1; m0s ¼ 0Þ;

aðrÞsj ¼ ½ðA�
sj � B�

sjAs=BsÞKms	p¼pr ðmms ¼ 2; m0s ¼ 0Þ;

where A�
sj; B�

sj are the elements of the first row of the matrix C�
sj ¼

Q1
u¼j

Csu ; mms (see

Table 8.1).
In the matrix form, this procedure corresponds to the definition of eigenvalues

and eigenvectors of the matrix SðpÞ ¼ 0.
Quite often, in drives, it turns-out that hms 
 1; it indicates that the subsystems

can be represented as a set of discrete elastic and inertial elements. Herewith,
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cos hms � 1; sin hms � hms ¼ p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DJms=Dcms

p
, rms ¼ ðDJmsDcmsÞ�0:5, gms ¼

D‘ms
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dcms=DJms

p
where DJms, Dcms are the moment of inertia and torsion stiffness

coefficient of the section s of the subsystem m, respectively.
When using the above mentioned methods of frequency and modal analysis, the

transition to the digital parameters does not give any tangible simplification of
calculation. However, on the basis of the conditional oscillator method, the
description of their “natural” modes and corresponding frequencies can be reduced
to solving the complete eigenvalue problem (elements of the matrix in this case are
varying in time). With this approach to the problem, for the fixed sequence t, we
can use standard software.

8.5 Joint Accounting of Dynamic Characteristics
of the Motor and the Machine Drive

Let us consider the dynamic model, formed using serial connection of the sub-
systems of the motor and machine drive (Fig. 8.4).

As noted in Sect. 5.7.4, the features of an induction motor and DC motor, at
steady state, correspond to the model, in which the stator (rigid support) is con-
nected to the rotor, which has the moment of inertia equal to Jm, through the serial

connection of the damper ðbm ¼ ðmmx0
mÞ�1Þ and the elastic element ð~nm ¼

mmx0
mTmÞ�1

� 	
: Here x0

m, mm, Tm are respectively ideal angular velocity, slope

coefficient of static characteristics and the electromagnetic constant of the motor
[26, 57, 62, 75].

Let us define the transition matrix of the motor subsystem, which is highlighted
in Fig. 8.4 with hatch-dotted lines.

Cm ¼ CJ0 � Cc � Cb: ð8:34Þ

Here CJ0 ¼ 1 0
�J0x2 1

� �
; Cc ¼ 1 c�1

m
0 1

� �
; Cb ¼ 1 ðbmx iÞ�1

0 1

� �
; where

x is the frequency of the harmonic disturbing force (moment).
Let us represent the “elastodissipative” component of this characteristic as

follows:

Ccb ¼ Cc � Cb ¼ 1 1=cm � i=ðbm xÞ
0 1

� �
: ð8:35Þ

From (8.35), it follows that matrix Ccb has the permutation properties, i.e. it does
not depend on the type of sequence of elements cm and bm. The mechanical system,
in the considered model, is represented with elastodissipative element ~n1;w1, which
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corresponds to the complex coefficient of stiffness ~c1 and reduced moment of inertia
J1. The transition matrix of this subsystem is: C_I ¼ CJ1 � Cc1; where

CJ1 ¼ 1 0
J1x2 1

� �
; Cc1 ¼ 1 ~c�1

1
0 1

� �
; ~c1 ¼ c1ð1þ 2d1iÞ:

Let the harmonic driving moment M ¼ M1 sinx t be applied to the output ele-
ment of the system. Then

~a1
M1

� �
~A ~B
~C ~D

� �
0
~Mm

� �
:

Here ~A; ~B; ~C; ~D are the elements of transition matrix C ¼ C_ICm; ~a1 is the
complex amplitude at the “output” (element J1); ~Mm is the complex amplitude of
the driving moment.

Hence, ~Mm ¼ M1=~D; ~a1 ¼ M1~B=~D: The peak values of torque and the drive
vibrations are defined as absolute values and the oscillations phase as the arguments
of the corresponding complex numbers. This procedure, as well as all intermediate
calculations, is easy to implement with modern computer programs.

Example Let us study the drive dynamics, schematized as dynamic model repre-
sented in Fig. 8.4 with the following parameters: x0

m ¼ 157 s�1;

mm ¼ 3� 10�3ðN �mÞ�1; Tm ¼ 0:043 s; J0 ¼ 0:224 kg �m2; J1 ¼ J0h; p1 ¼
150 s�1; c1 ¼ p21J1; d1 ¼ w1=ð4pÞ ¼ 0:02; M1 ¼ 1 N �m: Here p1 is the partial
frequency of the mechanical subsystem, d1 is the dissipation coefficient, h ¼ J1=J0.

The partial frequency of the electric motor is determined as p0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � n2

p
,

where k2 ¼ ðmmTmJ0x0
mÞ�1, n2 ¼ 0:25T�2

m . According to the initial data we have:
p0 ¼ 9:2 s�1. In Fig. 8.5 the amplitude-frequency and phase-frequency character-
istics aðx; hÞ, cðx; hÞ, where a ¼ ~aj j, c ¼ � arg ~a are represented. The parameter h
has values: h ¼ 0:25 (solid line), h ¼ 0:5 (dotted line), h ¼ 1 (hatched line), h ¼ 3
(hatch-dotted line).

In Fig. 8.6 the family of curves that characterize the irregularity factor of the
motor’s rotation vx ¼ Dxm=�xm, are shown, where �xm is the average value of xm;
vx ¼ ~vxj j; ~vx � mm ~Mmð1þ iTmÞ. In these graphs, as above, the role of parameter
h, in the formation of dynamic distortions of the ideal kinematic characteristics, is
clearly shown.

Fig. 8.4 The dynamic model of the mechanical drive with a motor
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Usually, the reduced moment of inertia, of the machine’s drive, is less than the
rotor’s moment of inertia (h\1). In such cases the increase in the coefficient of
non-uniformity can be expected in the vicinity of the partial frequencies of the
motor and drive system.

Fig. 8.5 Amplitude-frequency and phase-frequency characteristics

Fig. 8.6 Graphs of the
non-uniformity coefficients
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Chapter 9
Regular Torsional Cyclic Systems
with Branched Structure

9.1 Overview of Regular Systems

The term “regularity” means the coincidence, of the dynamic structure and the
parameters of the individual subsystems (modules). The theory of regular oscilla-
tory systems is reflected in the works of many prominent scientists. First, one-
dimensional lattice, consisting of the point particles, was studied by Newton, while
determining the speed of sound. Further studies are associated with the works of
Daniel and Johann Bernoulli, Cauchy, Kelvin, Born, Karman, Debye, Brillouin,
and others [12, 25, 36, 37], that formed the basis of the so-called theory of chains
(or lattices). With help of this theory we can perform analytical description of the
dynamics of systems with many degrees of freedom, based on the analysis of one of
the structural elements of the system. The objects, for use with the theory of chains
apparatus, were the crystalline lattices and a number of other problems of theo-
retical physics.

Among the technical problems of analysis of such class, we can mention the
theory of electrical lines, as well as some problems arising in the calculation of
strain and vibration in frames, girders, etc. [6–8, 19].

Regular oscillatory systems are often included in cyclic machines and automatic
transfer lines, with dynamically identical sections, used in case of extended lengths
of the zone of technological process, as well as for the implementation of uniform
technological and transportation operations. In such cases, in view of the “natural”
desire for unification and interchangeability of individual components or entire
units of the machine, arises the certain repeatability of blocks of the dynamic model
of the drive. This situation is particularly common in textile machinery, light
industry, food, printing and several other industries.

With regard to the machines with cyclic mechanisms, the theory of regular
oscillatory systems requires additional development, which is performed in the
works [16, 63, 64, 73–78, 91].
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First of all, the dynamic models of drives have more complex internal structures.
Moreover, unlike classical chains, each repeating element is not a point mass, but
represents a branched, ring and branched-ring oscillatory system. Secondly, the
need for a separate study of this problem is associated with the specific features of
cyclic mechanical systems, among which we note the nonlinearity of the position
function, non-stationary nature of the dynamic connections, the possibility of
violation of the kinematic contact in the clearances, etc.

From the standpoint of machine dynamics, the regularity is associated with some
specific effects and as a rule, is undesirable. In case of absolutely rigid main shaft
and identical mechanisms, there are multiple “natural” frequencies, which, in case
of accounting of elasticity of a shaft, are transformed into a frequency range of
increased density. This leads to an increase in vibration activity and in the calcu-
lation plan, to certain difficulties, which include increased sensitivity of results, to
small changes in parameters. On the other hand, for regular systems, some special
methods of analysis can be used: they can promote analytical methods further.
Thus, not only the computational difficulties are eliminated, but created also are the
effective ways of rational dynamic machine design. Some general properties of
regular systems are illustrated, using the example of one of the “classical” one-
dimensional chains, consisting of point masses connected by an elastic-dissipative
element (Fig. 9.1). We temporarily exclude from consideration the dissipative
components, usually having little influence on the specter of “natural” frequencies.

We will write the system of differential equations as generalized equation for
arbitrary mass s ðs ¼ ð1; nÞ.

mq
::

s þ c1ð2qs � qs�1 � qsþ1Þ þ cqs ¼ 0: ð9:1Þ

Next, assuming qs ¼ as sin pt; as ¼ aeish, after substituting in (9.1) and ele-
mentary transformations, we get

p ¼ p�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4f sin2 h

q
; ð9:2Þ

where, p� ¼
ffiffiffiffiffiffiffiffi
c=m

p
; f ¼ c1=c:

The relationship between the “natural” frequencies and function h is defined by
the boundary conditions (see below). However, regardless of the boundary condi-
tions and the number of elements in chain n, from (9.2) it follows that

Fig. 9.1 Chain of pointed
masses
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p� � p\
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4f

p
: In particular, for the elementary chain, when c ¼ 0, we have

p� 2
ffiffiffiffiffiffiffiffiffiffi
c1=m

p
, and when c1 ¼ 0, as it should be expected, p ¼ p�: On the basis of

these simple dependencies, it can be argued that for small f and large n, the
spectrum of “natural” frequencies would be very dense. For the continuous ideal-
ization of the model under consideration, the upper limit of frequency tends to
infinity, while the bottom one remains unchanged. The physical object, corre-
sponding to this model, is the string on the elastic foundation [25]. In this case,
frequency p� corresponds to the motion of the string as a solid unit.

Let us consider the generalized dynamic model, consisting of n blocks (modules)
that form the K-connected oscillatory system, with periodic spatial structure
(Fig. 9.2). The term “connected” we will understand the number of reactions in case
of discontinuity of connections. Each module also generally may be a k-connected
system. Elements M1 and M2 correspond to the machine’s drive. Obviously, the
transition matrices of the regular part of the system coincide.

The eigenvalues of the transition matrix are the roots of the characteristic
equation

k2K þ h1k
2K�1 þ h2k

2K�2 þ � � � þ h2k
2 þ h1kþ 1 ¼ 0;

whose coefficients are determined in accordance with the method of D.K. Faddeev
as [22]:

h1 ¼ �SpG1; B1 ¼ G1 � h1E0; G2 ¼ G1B1;
h2 ¼ � 1

2 SpG2; B2 ¼ G2 � h2E0; G3 ¼ G1B2;
. . .
h2K�1 ¼ � 1

2K�1 SpG2K�1; B2K�1 ¼ G2K�1 � h2K�1E0; G2K ¼ G1B2K�1;

9>>=
>>;

ð9:3Þ

where, G1 ¼ C; SpGi is the spur of a matrix; Gi; E0 is the identity matrix.
In this and the subsequent chapters, the practical application of the matrix

method, of calculating the oscillations, is illustrated using the example of cyclic
mechanical systems, with complex structures, taking into account the variability of
parameters.

Fig. 9.2 Generalized dynamic model of regular structure
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9.2 Model with Lumped Parameters

Frequency analysis Let us take into consideration the dynamic model of the drive,
consisting of a main shaft and n identical executive members (see Fig. 8.2). As
shown in Sect. 8.2, the transformation of amplitudes and forces, when passing
through block j, is described by Eq. (8.13), which corresponds to the following
recursive relationship:

a0j ¼ A0ja0;j�1 þ B0jQ0;j�1;
Q0j ¼ C0ja0;j�1 þ D0jQ0;j�1:

�
: ð9:4Þ

Let us recall here that each unit j consists of a section of the shaft, with the
coefficient of torsion stiffness c0j and some conventional disk with the moment of
inertia J�0j, including, according to (8.18), the moment of inertia of the input link J0j
and an additional term related to the dynamic stiffness of mechanism j. In case of
identical mechanisms, the elements of matrix C0j are not dependent on j, so hereon,
we accept A0j ¼ A0; B0j ¼ B0; C0j ¼ C0; D0j ¼ D0.

Dependencies (9.4) can be considered as the linear system of differential
equations, whose solution will be sought in the form a0j ¼ ga0;j�1; Qoj ¼ gQ0;j�1

ðA0 � gÞa0;j�1 þ B0Q0;j�1 ¼ 0;
C0a0;j�1 þ ðD� gÞQ0;j�1 ¼ 0:

�
: ð9:5Þ

Excluding the trivial zero solution, we convert the determinant of this system
into zero. The roots of the obtained square characteristic equation are the eigen-
values of the transition matrix C0j; they are equal to

g ¼ n� i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2;

q
ð9:6Þ

where n ¼ 0:5ðA0 þ D0Þ; i ¼
ffiffiffiffiffiffiffi�1

p
. (taken into account here that detC0j � 1:)

The sum of the elements of the main diagonal of the matrix is called the spur of
the matrix. Thus, n ¼ 0:5SpC0j, where SpC0j is the spur of the block transition
matrix. Depending on the value of g, we can consider the cases
n\1; n[ 1; n\� 1: When n\1, the coefficient of the imaginary part is
Img 6¼ 0. Then the eigenvalues are the mutually conjugate complex numbers, with
a modulus equal to one. Taking n ¼ cos c, on the basis of (9.6), we have

g ¼ cos c� i sin c ¼ e�ic: ð9:7Þ

Similarly, as in the case of solution of the linear differential equations, in this
case the solution of (9.4) is determined by trigonometric functions. Thus,
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a0j ¼ h1 cos jcþ h2 sin jc;

Q0jB0 ¼ h1½cosðjþ 1Þc� cos jc� þ h2½sinðjþ 1Þc� sin jc�:

)
ð9:8Þ

Values h1 and h2 are determined from the boundary conditions; r ¼ 1; . . .; n is
the number of the main shaft oscillation form.

In Sect. 8.2 four cases of boundary conditions were examined. We will start our
analysis by considering the simplest case 1, when, a00 ¼ 0; a0;nþ1 ¼ 0 (the “input”
and “output” are clamped). Let us recall that the term “clamping” is not to be taken
literally. As already noted, if the oscillatory system has, in the “input” or “output”,
the elements with relatively large masses or moments of inertia, the corresponding
section in the relative movement (in this case, under oscillations) can be considered
as clamped, in the first approximation. A similar situation occurs in case of forced
movement of these sections, which is the equivalent of infinitely large stiffness.
Taking j ¼ 0 and j ¼ nþ 1, we have h1 ¼ 0 and sinðnþ 1Þc ¼ 0 that leads to
expression

cr ¼ rp=ðnþ 1Þ; ð9:9Þ

At that the frequency equation in general can be written as follows:

nr ¼ cos crðpÞ ¼ 0:5½A0ðpÞ þ D0ðpÞ�: ð9:10Þ

If we replace free end with clamped end, in the drive’s model, shown in Fig. 8.2,
then taking into account A0 ¼ 1; D0 ¼ 1� J�0ðpÞp2; on the basis of (9.10), we get

1� cos cr ¼ 0:5J�0ðpÞp2=c0: ð9:11Þ

First of all, we will consider the case, when J�0 ¼ J0 ¼ const. In this case, the
roots of Eq. (9.11), corresponding to the “natural” frequencies, are determined by
the following relationship:

pr ¼ 2p0 sin
rp

2ðnþ 1Þ ; ð9:12Þ

where, p0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
c0=J0

p
:

The oscillation form r is described by the relation (9.7), after substituting h1 ¼ 0;
c ¼ cr; and the number of main shaft forms n coincide with the number of “natural”
frequencies.

When taking into account the elasticity of mechanisms, function J�0ðpÞ is
described by relation (8.18). Then (9.11) is reduced to a biquadratic equation, with
regard to p, the solution of which, at fixed r, provides two real roots: pr1 and pr2
ðpr2 [ pr1Þ. Now the number of “natural“ frequencies is equal to 2n and is twice the
number of the main shaft forms. However, for the system, as a whole, the two
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groups of forms differ in that when pr ¼ pr1, the “input” and “output” of the
mechanisms, oscillate in the same phase, while when pr ¼ pr2, in anti-phase.

Case 2, (a00 ¼ 0; Q0n ¼ 0), corresponds to the boundary conditions of the
model, shown in Fig. 8.2. The boundary condition at the “input”, according to (9.8),
again determines the sinusoidal form of the main shaft oscillations. At that h1 ¼ 0
and a0j ¼ h2 sin jc. On the basis of the first equation of system (9.3),
B0Qj ¼ ajþ1 � A0aj. Then taking into account A0 ¼ 1, after substituting in (9.8), we
get

B0Qn ¼ h2½sinðnþ 1Þc� sin nc� ¼ 0:

As h2 6¼ 0, consequently

sinðnþ 1Þc� sin nc ¼ 2 cosðnþ 0:5cÞ sin 0:5c ¼ 0;

which taking into account c 6¼ 0, leads to the equation cosðnþ 0:5cÞ ¼ 0.
Therefore,

cr ¼ p
2r � 1

2ðnþ 0:5Þ r ¼ 1; . . .; n: ð9:13Þ

The frequency equation retains the form of (9.11), but in case of a different value
of cr, obtained according to relation (9.13). When J�0 ¼ J0 ¼ const, the oscillatory
system has n degrees of freedom. The “natural” frequencies are obtained, just as in
the previous case:

pr ¼ 2p0 sin½p 2r � 1
4ðnþ 0:5Þ�: ð9:14Þ

In Fig. 9.3, for this case, the graphs of pr=p0 are represented, where n ¼ 6 (curve
1), n ¼ 9 (curve 2) and n ¼ 12 (curve 3).

If each of the mechanisms is schematized in the form of the oscillatory system
with one degree of freedom (see formula 8.18), for a given value of r, as before, we

Fig. 9.3 Graphs pr=p0

272 9 Regular Torsional Cyclic Systems …

http://dx.doi.org/10.1007/978-3-319-12634-0_8
http://dx.doi.org/10.1007/978-3-319-12634-0_8


reduce (9.10) to the form of the biquadratic equation, whose solution gives the two
values of frequency. Thus, the number of “natural” frequencies is equal to the
number of degrees of freedom 2n. Formulae (9.12), (9.14) set the boundaries of
existence of the spectrum of “natural” frequencies. It is often referred to as “range
of transmission” area. For example, from formula (9.12), it follows:

2p0 sin
p

2ðnþ 1Þ � pr\2p0;

and from formula (9.14)

�2p0 sin
p

2ð2nþ 1Þ � pr\2p0:

The above analysis clearly showed the “might” of the apparatus of study of the
regular systems. Indeed, we analytically determined the range of the “natural”
frequencies for the oscillatory system, with any finite number of degrees of
freedom!

In the leading text we have reviewed the most common case, when n\1. This is
the case for almost all of the frequency range, except for the narrow bands, in the
vicinity of J�0 ! 1. In these areas, there is a high density of “natural” frequencies,
along with the case n� 1, there are cases as n� 1 and n\�1. When
n[ 1 ðImg ¼ 0Þ, taking n ¼ chc and carrying out similar calculations, we obtain
the expressions that differ from the above only in that the trigonometric functions
are replaced by the same name hyperbolic ones. When n\� 1 ðImg ¼ 0Þ, the
condition n ¼ chc is satisfied, only when c ¼ c0 þ ip ði ¼ ffiffiffiffiffiffiffi�1

p Þ: In this case, we
have

cosðc0 þ ipÞ ¼ coshc0 coshipþ sinhc0 sinhip ¼ �coshc0 � � 1:

Thus, we should accept coshc0 ¼ �n, and now c0 is a real number. On the basis
of the Moivre theorem, we have coshjc ¼ ð�1Þ jcoshjc0 and sinhjc ¼ ð�1Þ jsinhjc0.
With these adjustments the dependencies, for case n[ 1, are valid.

Thus, along with the conventional cases, when the forms of oscillations have the
usual trigonometric appearance, at a certain frequency range ð nj j[ 1Þ, they are
described with hyperbolic functions. With reference to the drive model (see Fig. 8.2),
this leads to the fact that there is a peculiar spatial attenuation, in which the amplitude
of the blocks a0j

�� �� decreases, as it approaches the clamping. A characteristic feature of
the case n\�1, lies in the fact that the sign of a0j changes, when passing through
each block.

Forced oscillations We will define the amplitude of forced oscillations from the
actions of the disturbing force FðtÞ ¼ Fc cosxt þ Fs sinxt, applied to the output
link of each of the identical mechanisms. As the method of calculation for both
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components of the disturbing force is identical, we restrict ourselves to the cosine
component. Then, the recurrent dependencies have the form of (8.27) and represent
the non-uniform system of differential equations. In this case, instead of dependence
(9.8), we now get

ac0jðxÞ ¼ hc1ðxÞ cos jcþ hc2ðxÞ sin jcþ Yc
a ðj ¼ 1; nÞ: ð9:15Þ

Here Yc
a is the particular solution, which can be determined from the system of

Eq. (8.27). From the second equation of the system, it implies that a particular
solution (by force) is Yc

Q ¼ �Fc=DjðxÞ. After substituting Qc
0;j�1 ¼ Yc

Q in the first
equation of system (8.27), we have Yc

a ¼ �B0ðxÞFc=DjðxÞ. For the model shown
in Fig.8.2, Dj ¼ ð1� mx2=cÞ=P0, Yc

Q ¼ �FcP0=ð1� mx2=cÞ. Since identical
mechanisms are subjected to identical forces, index j can be omitted. The particular
solution Yc

Q corresponds to the reduced, to the shaft, maximum moment of the force
applied to the output link, and Yc

a corresponds to the angular deformation of the
shaft’s section, under the action of this moment.

The boundary conditions are taken into account, in the same way as, when
determining the “natural” frequency spectrum. In particular, in case 1, when both
ends of the shaft correspond, in the translational movement to the clamping, on the
basis of (9.14), we obtain

ac00 ¼ h1ðxÞ þ Yc
a ¼ 0 ðj ¼ 0Þ;

a0;nþ1 ¼ h1ðxÞ cosðnþ 1Þcþ h2ðxÞ sinðnþ 1Þc ¼ 0 ðj ¼ nþ 1Þ:

It follows, that h1ðxÞ ¼ �Yc
a ; h2ðxÞ ¼ �h1ðxÞ cotðnþ 1Þc. In its final view,

formula (9.15) takes the following form:

ac0jðxÞ ¼
B0Fc

Dj
½cos jc� cotðnþ 1Þc sin jc� 1�: ð9:16Þ

Let us recall that cos c ¼ n ¼ 0:5½A0ðxÞ þ D0ðxÞ�; it corresponds to formula
(9.10), but in contrast to free oscillations, instead of frequency pr, the frequency of
the disturbing force x, appears. If x ¼ pr, then according to (9.9) c ¼ pr=ðnþ 1Þ,
hence cotðnþ 1Þcj j ! 1 and resonance occurs.

Similarly, we find as0jðxÞ, after which the amplitude-frequency response, in the
arbitrary cross-section, is determined as

a0jðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðac0jðxÞÞ2 þ ðas0jðxÞÞ2

q
: ð9:17Þ

When a00 ¼ 0; Q0n ¼ 0; (case 2)
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hc;s1 ðxÞ þ Yc;s
a ¼ 0;

hc;s1 ðxÞ½cosðnþ 1Þc� cos nc� þ hc;s2 ðxÞ½sinðnþ 1Þc� sin nc� ¼ 0:

)

The solution of this system of equations is

hc;s1 ðxÞ ¼ Fc;sB0ðxÞ=DjðxÞ;
hc;s2 ðxÞ ¼ Fc;sB0ðxÞ tanðnþ 0:5Þc=DjðxÞ:

)
ð9:18Þ

After substituting (9.18) into (9.15), we obtain the relation that defines the
frequency response in arbitrary section j of the main shaft

ac;s0j ðxÞ ¼
Fc;sB0ðxÞ
DjðxÞ ½cos jc� 1þ tanðnþ 0:5Þc sin jc�: ð9:19Þ

When x ¼ pr, according to (9.15), we get c ¼ cr; at the same time
tan(n+ 0.5) crj j ! 1; ac;s0j ðxÞ ! 1; which corresponds to the resonance.
Formula (9.19) shows yet another possible resonant state of the system, which is

associated with the possibility of nullifying DjðxÞ. Indeed, for the model under
consideration

DjðxÞ ¼ 1� J�ðxÞx2=c0 ¼ 1� ½J0 þ mP02=ð1� x2=k2j Þ�x2=c0;

where, k2j ¼ cj=mj.
Just formally, turning this expression into zero, we can find the corresponding

critical frequency x. It should, however, be borne in mind that the considered
trigonometric form of oscillations, corresponds to the condition
n ¼ cos c ¼ 1� 0:5 J�x2=c0, so 1� 0:5 J�x2=c0

�� ��� 1. Hence, J�ðxÞ\0 or
J�ðxÞx2=c0 [ 2. In case of violation of these conditions, as already noted, the form
of oscillations is described using the hyperbolic functions. Typically, this occurs on
the limited frequency band, in the vicinity of the values of kj. When x ¼ kj, we
have DjðxÞ ! 1. Then, on the basis of (9.18), ac;s0j ðkjÞ ¼ 0; it means, that at the
given frequency, anti-resonance occurs and the mechanisms play the role of
dynamic absorbers. However, in case of larger numbers of mechanisms n, in the
vicinity of frequency kj, the thickening of “natural” frequencies is observed and
hence, the resonance zones, so the reliable tuning for the mode of dynamic
damping, cannot be realized.

For stricter analysis of the forced oscillations, taking into account the dissipative
forces, see Chaps. 10, 11, 12.
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9.3 Model with Distributed Parameters

Preliminary notes The complexity of modern machinery and large dynamic
coupling of its individual units, as already mentioned, leads to the necessity of
studying the oscillatory systems with many degrees of freedom. During analysis,
especially during the dynamic synthesis of such systems, there often arises some
difficulties of computational nature, characterized by the figurative term “curse of
dimensionality”. In addition, the array of generalized coordinates and varied
parameters becomes difficult to comprehend.

To overcome these difficulties in the study of complex objects of mechanics,
automatic control, and economy, currently becoming more common are the ideas of
system aggregation, based on the integral representation of its parameters. Applied
to the problems of dynamics of machines, in the development of such approaches,
the continuum models were proposed, in which the kinematic, elastic and inertial
properties of the mechanisms are mapped with some “pseudo medium”. This allows
us to operate with the generalized representation of the variables and to significantly
reduce the number of characteristics, describing the oscillatory system [47, 63, 64].
As a result, we can greatly simplify the dynamic analysis and synthesis of the
systems and in many cases represent the solution in the analytical form.

Mathematical model We will concretize the technique of using the continuum
model with respect to the problems of dynamics of machines, using the example of
a drive with n identical cyclic mechanisms, branching from the main shaft (see
Fig. 8.2). As opposed to the drive with a regular structure, discussed in Sect. 9.2, we
represent the main shaft as the torsion subsystem, with distributed parameters and
the mechanisms attached to the shaft, as the pseudo medium (Fig. 9.4).

Each element of this pseudo medium, shown in the model with vertical lines, is
formed by “spreading” the elastic, inertial and kinematic characteristics along the
shaft’s axis and has the property to transmit motion and force. At the same time, the
interaction between the elements of the pseudo-medium takes place only through
the main shaft. The set of parallel and stretched unrelated threads (but not the
cloth!), mounted on a common base, can serve as some analogy of this model.

Fig. 9.4 Continuum dynamic
model
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This model corresponds to the relative coordinate system, therefore, section
x = 0, rotating with the constant translational angular velocity x0, is shown as the
clamping.

With the regular system of identical mechanisms, the “density” of the medium is
constant, that corresponds to the uniform distribution of elements, along the shaft.
The characteristic of the medium is the distributed modified transition matrix of the

mechanism �C ¼ Q1
j¼n

�Cj, which is formed as the product, in the reverse order, of the

transition matrices of mechanisms (see Chap. 8), with the difference, however, that
when determining �Cj, the inertia and elastic elements must be distributed along the
axis of the shaft. In this case, instead of mass or moment of inertia, we use �m ¼
nmj=L; �J ¼ nJj=L; and instead of the stiffness coefficient—�c ¼ ncj=L:

As was shown in Sect. 8.2, consideration of the dynamic characteristics of
mechanism j, according to (8.17), can be performed, by introducing reduced
moment J�0j. Then, the linear moment of inertia of the shaft is defined as qðpÞ ¼
q0 � nRjðpÞ=ðq2LÞ; where q0 is the distributed moment of inertia of the shaft itself;
p is the “natural” frequency (in the calculation of the forced oscillations, frequency
p should be substituted with disturbing force x). If the first transfer function of the
mechanisms is constant ðP0

j ¼ const), as this, for example, takes place in the gear
mechanisms with the constant gear ratio, we have qðpÞ ¼ const. In this case we
obtain the following differential equation in partial derivatives

q
o2u
ot2

þ GI0
o2u
ox2

¼ �MðtÞ; ð9:20Þ

where uðx; tÞ is the angular coordinate of the main shaft, corresponding to the
oscillations; G is the shear modulus; I0 is the polar moment of inertia; �MðtÞ is the
reduced, to the main shaft, driving moment per unit length (see below).

Definition of “natural” frequencies and non-stationary shape modes When
solving this problem, in Eq. (9.20), we should accept �MðtÞ ¼ 0. For cyclic mech-
anisms, the first transfer function P0, when x 	 p, changes slowly, depending on
u0 ¼ x0t, where x0 is the angular velocity of the main shaft. In this case, functions
J�0jðu0Þ; R�

j ðu0Þ; qðu0Þ are also slowly changing and the free oscillations, on the
basis of the conditional oscillator method, are described by the dependence, similar
to (5.102). We find the particular solution of Eq. (9.19) in the form

uðx;u0Þ ¼ Xðx;u0Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð0Þ=pðu0Þ

p
sinð

Zu0

0

pðuÞduþ aÞ:

After substitution in the differential equation (9.19), we obtain the equation with
respect to amplitude function Xðx;u0Þ.
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o2X
ox2

þ Pðu0ÞX ¼ 0; ð9:21Þ

where, Pðu0Þ ¼ qðu0Þp2=ðGI0Þ.
In general, the function qðu0Þ can take both positive and negative values. For the

model shown in Fig. 8.2, q ¼ q0 þ �mP02=ð1� p2=k2Þ, where k ¼ ffiffiffiffiffiffiffiffiffiffiffi
cj=mj

p
, is the

partial frequency of the mechanism responsible for the clamping of its “input”.
Then, condition qðu0Þ[ 0 is met by frequency ranges p=k\1 and

p=k[
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �mP02=q0

q
2, and the interval 1\p=k\

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �mP02=q0

q
is met by

condition qðu0Þ\0.
When qðu0Þ[ 0; Pðu0Þ[ 0; function X has the trigonometric form

Xðx;u0Þ ¼ h1ðu0Þ cosrxþ h2ðu0Þ sinrx;

where rðu0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Pðu0Þ

p
.

In this example the boundary conditions have the form Xð0;u0Þ ¼
0; oX=oxðL;u0Þ ¼ 0: It follows that cosðrðu0ÞLÞ ¼ 0. After substitution of func-
tion Pðu0Þ and elementary transformations, we get the frequency equation in the
following form

p2r ðu0Þ ¼
cp2ð2r � 1Þ2

4 �J þ nmjP
02= 1� p2r ðu0Þ=k2

� �� � : ð9:22Þ

Here c ¼ GI0=L is the coefficient of torsion stiffness of the shaft; r is the number
of the mode of main shaft’s oscillations.

We will reduce Eq. (9.22) to the form of the biquadratic equation, which has two
real roots pr1ðu0Þ and pr2ðu0Þ. The first root corresponds to the inphase oscillations
of the input and output elements of the mechanism, whereas the second one cor-
responds to the anti-phase oscillations. When cj ! 1 on the basis of (9.22), we
obtain

prðu0Þ ¼
pð2r � 1Þ

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c

J0 þ nmjP
02ðu0Þ

r
:

The oscillations mode is described as

Xrðx;u0Þ ¼ sinðrrðu0ÞxÞ;

where, rrðu0Þ ¼ prðu0Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qðu0Þ=ðGI0Þ

p
.

When qðu0Þ\0 ðPðu0Þ\0Þ, the amplitude function X is described with
hyperbolic functions: Xðx;u0Þ ¼ h1ðu0Þ coshr0xþ h2ðu0Þ sinhr0x; where,
r0ðu0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pðu0Þj jp

.
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The boundary condition Xð0;u0Þ ¼ 0 is satisfied, when h1ðu0Þ ¼ 0. The second
boundary condition, oX=oxðL;u0Þ ¼ 0, when h2ðu0Þ 6¼ 0, takes the form
r0chr0L ¼ 0. As chr0L
 1, we obtain r0ðpÞ ¼ 0. For the given model, this
condition leads to the expression

p�ðu0Þ=k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �mP02ðu0Þ=q0

q
: ð9:23Þ

However, the condition r0ðpÞ ¼ 0 is contrary to the original assumption q\0,
since, in this case q ¼ 0. In this case, in Eq. (9.20), we should accept Pðu0Þ ¼ 0.
Then the oscillations mode is described as follows: X ¼ 0:5x2 � Lx:

Forced oscillations Let us assume that to the output link of each of the mecha-
nisms, disturbing force Qj ¼ Fj cosxt is applied. As shown in Sect. 8.2, each of
these forces transmits to the main shaft, moment Mj ¼ �FjD�1

j cosxt. At the same
time, the distributed, along the x axis reactive driving moment, is equal to
�MðtÞ ¼ �FnD�1L�1 cosxt. (Since the mechanisms and the applied disturbing
forces are identical, index j can be omitted.) Restricting ourselves to considering the
non-resonant case, we find the solution of (9.19), in the following form

uðx; tÞ ¼ Yðx;u0Þ cosxt: ð9:24Þ

Here, Yðx;u0Þ is the amplitude function, which slowly changes depending on
the so-called slow time u0 ¼ x0t.

After substituting (9.24) in (9.20), we obtain the differential equation, with
respect to amplitude function Yðx;u0Þ:

o2Y=ox2 þ Pðu0ÞY ¼ �M�ðu0Þ=ðGI0Þ; ð9:25Þ

where �M�ðu0Þ ¼ �FD�1ðu0ÞL�1; Pðu0Þ ¼ qðu0Þx2=ðGI0Þ. (Functions Pðu0Þ and
qðu0Þ differ from the ones used in Eq. (9.21), only with replacement of the free
oscillation frequency p for the frequency of disturbing forces x:) When qðu0Þ[ 0
the solution of Eq. (9.25) has the form

Y ¼ h1 cosrxþ h2 sinrxþ Y�; ð9:26Þ

where rðu0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pðu0Þ;

p
Y� ¼ �M�=ðqðu0Þx2Þ is the particular solution.

For the given model

Y�ðu0Þ ¼ � FP0ðu0Þ
x2 q0ð1� x2=k2Þ þ �mP02ðu0Þ

� � : ð9:27Þ

In case of boundary conditions Yð0;u0Þ ¼ 0 and oY=oxðL;u0Þ ¼ 0, we have
Y ¼ �Y�ðcosrxþ tanrLsinrxÞ:
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As expected, when x ¼ prðu0Þ, resonance occurs ð tanrLj j ! 1Þ. It should,
however, be borne in mind that the “natural” frequency pr is the slowly varying
function, so the resonant frequency “floats”. In this case instead of seeing an
explicit resonance peak, we usually observe a beat mode.

When qðu0Þ\0, we find the solution in the form of hyperbolic functions. Then

Y ¼ Y�½cosh(r0xÞ � tanh(r0LÞsinh(r0xÞ�; where r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pðu0Þj j

p
:

From formula (9.27), it follows that Y�ðu0Þj j ! 1, when

x
k
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ �mP02

q0
:

s
ð9:28Þ

When x ¼ p�, formulae (9.28) and (9.23) coincide.
Conciseness of the above mentioned calculations and the final form of the

obtained analytical relationships, proves the great predictive capabilities of con-
tinuum models, which is particularly important at the stage of dynamic synthesis of
complex oscillatory systems of this class.
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Chapter 10
Regular Cyclic Systems with Ring
and Branched-Ring Structure

10.1 Model of Ring Structure, with Lumped Parameters

Dynamic model In machines for the textile, printing, light, and a number of other
industries, manufacturing operations are carried out by the executive members of
the increased extension. In such cases, to provide the required stiffness of the
system and to avoid the high level of vibration activity, the executive body is driven
by multiple duplicated cyclic mechanisms. This oscillatory drive system forms the
closed contours and acquires the so-called ring structure, which is associated with
the number of specific features [16, 62–64, 73, 78]. A dynamic model of the drive
(Fig. 10.1), consisting of the subsystems of the main shaft ðk ¼ 1Þ and the exec-
utive body ðk ¼ 2Þ, linked to the main shaft with n cyclic mechanisms, is under
consideration.

Every mechanism is represented as a serial connection of elements, which take
into account inertial, elastodissipative and kinematic characteristics. Further, the
following conditional notes are accepted: Jj;k are the moments of inertia; cj;k; cj are
the stiffness coefficients; wj;k; wj are the dissipation coefficients; PðujÞ is the
position function. It is assumed that the dynamic characteristics of the main shaft
and the executive body are reduced to the input and output links of the cyclic
mechanisms. Herewith, the angular velocity x, at the “input”, is assumed to be
constant, which is usually valid, in the first approximation, for the real machines,
with the rational choice of electric motor characteristics and the geared drive. The
oscillatory system under consideration has 2nþ 1 degrees of freedom.

Frequency and modal analysis At this stage of analysis, we will exclude from
consideration the external excitations and the negligible effect of the dissipative
components, as well as taking into account the identity of modules c1j ¼ c1; c2j ¼
c2; cj ¼ c; J1j ¼ J1; J2j ¼ J2; Jj ¼ J: As generalized coordinates, we accept the
deviations from the coordinates of program motion, caused by the oscillations: q1j
and q2j. The angle of rotation of the main shaft in section j is equal to uj ¼ uþ q1j,
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where u ¼ xt is the ideal rotation angle. After linearization of the position function,
in the vicinity of the program motion, we have Pðuþ q1jÞ � PðuÞ þP0ðuÞq1j,
where,P0ðuÞ ¼ dP=du is the first geometric transfer function (analogue of speed).

The system under consideration is the complicated model of the linear chain of
repeating units, to which the method of analysis, similar to the one used for the
system of branched structure, can be applied. System parameters are slowly
changing. When, c11 ! 1, the system has 2n degrees of freedom. For module j,
the following system of equations is valid:

J1q
::

1j þ c1ðq1j � q1;j�1Þ � c1ðq1;jþ1 � q1jÞ � cP0ðq2j �P0q1jÞ ¼ 0;

J2q
::

2j þ c2ðq2j � q2;j�1Þ � c2ðq2;jþ1 � q2jÞ þ cðq2j �P0q1jÞ ¼ 0;

)
ð10:1Þ

In order to simplify spreading and transformation, in case of recording of system
of Eq. (10.1), the moments of inertia Jj are reduced to the main shaft and are included
as additives DJ1j ¼ JjP02 the moment of inertia Jj (here and below argumentu, when
writing the functions, is omitted). The particular solution of system (10.1), on the
basis of the conditional oscillator method, is found in the form:

q1j ¼ Xj sin
Z t

0

XðtÞdt; q2j ¼ Yj sin
Z t

0

XðtÞdt; ð10:2Þ

where Xj ¼ ~X expðijcÞ; Yj ¼ ~Y expðijcÞ i ¼ ffiffiffiffiffiffiffi�1
p� �

; XðtÞ is the “natural”
frequency.

Fig. 10.1 Dynamic model
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Substituting (10.2) into (10.1) and after some simplifications, we get:

2c1ð1� cos cÞ þP0c� J1X
2� �
~X � cP0~Y ¼ 0;

�cP0~X þ ½2c2ð1� cos cÞ þ c� J2X
2�~Y ¼ 0:

)
ð10:3Þ

Let us introduce the following conditional notes: f1 ¼ c1=c; f2 ¼ c2=c; k1 ¼ffiffiffiffiffiffiffiffiffiffiffiffi
c1=J1;

p
k2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
c2=J2;

p
v ¼ k2=k1; m ¼ X=k1: In this case, the nontrivial solution

of (10.3) corresponds to the quadratic equation

q2L
2 þ q1Lþ q0 ¼ 0; ð10:4Þ

where

q0 ¼ ðP02 � f1m
2Þð1� f2v

�2m2Þ �P02;

q1 ¼ 2½f2ðP02 � f1m
2Þ þ f1ð1� f2v

�2m2Þ�;
q2 ¼ 4f1f2;

L ¼ 1� cos c:

It can be shown that, q21 � 4q0q2 � 0, so the roots of the Eq. (10.4), L1; L2, are
real numbers. Thus, c1;2 ¼ 2Pr � arccosð1� L1;2Þ at 0\L1;2\2; c1;2 ¼
arccoshð1� L1;2Þ; at L1;2\0; c1;2 ¼ c01;2 ¼ arccosh 1� L1;2

�� �� at L1;2 [ 2.
Further, we represent the amplitude functions X and Y in the following form:

XðjÞ ¼ P2
r¼1

b1rðh1rfjr þ h2rujrÞ;

YðjÞ ¼ P2
r¼1

b2rðh1rfjr þ h2rujrÞ;

9>>=
>>; ð10:5Þ

where

b11 ¼ 1; b12 ¼ P0ð2f1L1 þ 1� f1v
�2m2Þ�1;

b21 ¼ P0ð2f1L2 þ 1� f1v
�2m2Þ�1; b22 ¼ 1;

fjr ¼
cos jcr ð0\Lr\2Þ;
coshjcr ðLr � 0Þ;
ð�1Þ jcoshjc0r ðLr � 2Þ;

8<
: ujr ¼

sin cr ð0\Lr � 2Þ;
sinhcr ðLr � 0Þ;
ð�1Þ jsinhc0r ðLr � 2Þ:

8<
:

Herewith, the load in section j of subsystems 1 and 2 are determined as

Q1j ¼ c1ðXðjþ 1Þ � XðjÞÞ; Q2j ¼ c2ðYðjþ 1Þ � YðjÞÞ:
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To determine the spectrum of slowly varying “natural” frequencies, we use the
boundary conditions Q10 ¼ Xð0ÞR0; Q1n ¼ 0; Q20 ¼ 0; Q2n ¼ 0; where R0 ¼
nðmÞc is the dynamic stiffness at the “input” (see Fig. 10.1). Then, taking into
account (10.5) and the introduced above dimensionless parameters, we obtain the
following system of uniform algebraic equations with respect to h1r; h2r:X2

r¼1

b1rðmÞ h1r f1rðmÞ � n�1ðmÞ11
� �þ h2ru1rðmÞ

� 	 ¼ 0;

X2
r¼1

b2rðmÞ h1r f1rðmÞ � 1½ � þ h2ru1rðmÞf g ¼ 0;

X2
r¼1

b1rðmÞ h1r fnþ1;rðmÞ � fnrðmÞ
� �þ h2r unþ1;rðmÞ � unrðmÞ

� �� 	 ¼ 0;

X2
r¼1

b2rðmÞ h1r fnþ1;rðmÞ � fnrðmÞ
� �þ h2r unþ1;rðmÞ � unrðmÞ

� �� 	 ¼ 0:

9>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>;

ð10:6Þ

Converting the determinant of this system into zero, we obtain the formal fre-
quency equation, whose solutions are the slowly-changing, dimensionless “natural”
frequencies mðuÞ.

Further, we will turn to the more general case of a drive with the circular
structure, when the dynamic model of the cyclic mechanism is the oscillatory
contour of the arbitrary form, formed with the serial connection of inertial, elastic
and kinematic elements ðJ; c;PÞ.

In this case, the matrix method of description, for the regular systems, is pre-
ferred. Let A;B;C;D be the elements of the first and second rows of the cyclic
mechanism’s transition matrix (see Sect. 8.1). Then, the matrix form of the
recursive expressions, for module j, has the form

K1j

Q1j

K2j

Q2j

2
664

3
775 ¼

1 c�1
1 0 0

AB�1 AðBc1Þ�1 þ 1 �B�1 �ðBc2Þ�1

0 0 1 c�1
2

�B�1 �ðBc1Þ�1 DB�1 DðBc2Þ�1 þ 1

2
664

3
775

K1;j�1

Q1;j�1

K2;j�1

Q2;j�1

2
664

3
775: ð10:7Þ

Here K1j;K2j;Q1j;Q2j are the amplitudes of oscillations and forces of the main
shaft 1 and executive member 2.

For the model, of the mechanism, presented in the Fig. 10.1:

A ¼ P0 � J1X
2ðcP0Þ�1;

B ¼ ðcP0Þ�1;

C ¼ �ðP0Þ�1X2 J2 � J1ð1� J2X
2=cÞ� �

;

D ¼ ðP0Þ�1ð1� J2X
2=cÞ

(see Table 8.1).
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The recursive relations (10.7) can be considered as the uniform system of dif-
ferential equations, the non-trivial solution, of which we are looking for, in the form
Krj ¼ kKr;j�1; Qrj ¼ kQr;j�1; where the characteristic exponents k are determined
as the roots of the following reciprocal equation:

k4 þ ak3 þ bk2 þ akþ 1 ¼ 0: ð10:8Þ

Using well-known substitution, kþ k�1 ¼ z, we transform Eq. (10.8) into two
quadratic equations, whose roots are:

k1;2;3;4 ¼ 0:5ðz1;2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z21;2 � 4

q
Þ;

where z1;2 ¼ 0:5 �a� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � 4ðb� 2Þph i

.

For determining coefficients a and b in general, we use the D.K Faddeev method
[22], the use of which leads to the dependencies

a ¼ �SpC ¼ �
X4
k¼1

gkk; b ¼ 0:5
X4
k;s¼1

gkkgss �
X4
k;s¼1

	gksgsk

 !
; ð10:9Þ

where gks are the elements included in (10.7), transition matrix C, (an asterisk, in
case of the sign of sum, means the omission of a member s ¼ k).

On the basis of (10.7), (10.9), we get a ¼ � 4þ AðBc1Þ�1 þ DðBc2Þ�1
h i

;

b ¼ 2B�1ðAc�1
1 þ Dc�1

2 Þ þ ðB2c1c2Þ�1ðC � 1Þ þ 6:

It can be shown that a2 � 4ðb� 2Þ ¼ B�2 ðA=c1 � D=c2Þ2 þ 4=ðc1c2Þ
h i

� 0.

Hence, it follows that the numbers z1;2 are real. Herewith, ck ¼ arccosð0:5zkÞ if
zkj j\2; ck ¼ arccosh(0:5zkÞ if zk [ 2 and ck ¼ arccosh(0:5 zkj jÞ þ ip if zk\� 2.
The spectrum of “natural” frequencies can be determined on the basis of (10.6),

however, the calculations show that these results are very sensitive to the accuracy
of calculations, notably for higher frequencies. The use of the matrix equation
appears to be more preferably:

K1n; 0;K2n; 0½ �T¼ Cn 1;R0;K20; 0½ �T: ð10:10Þ

On the basis of (10.10), the formal frequency equation can be represented as

w43ðmÞ w21ðmÞ þ w22ðmÞnðmÞ½ � � w23ðmÞ w41ðmÞ þ w42ðmÞnðmÞ½ � ¼ 0; ð10:11Þ

where wik are the entries of the matrix W ¼ Cn; nðmÞ ¼ cf1=R0ðmÞ. (If the main
shaft, having constant angular velocity, is connected with elastic elements c0, with the
input section of the drive, we have R0 ¼ c0.) For the model, under consideration,
w21ðmÞ ¼ P02 � f1m

2; w22ðmÞ ¼ 1� m2 þ f�1
1 P02; w23 ¼ �P0; w41 ¼ �P0; w42 ¼

�f�1
1 P02; w43ðmÞ ¼ 1� m2v�2f2:

10.1 Model of Ring Structure, with Lumped Parameters 285



For the visual exposure of the areas of existence of solutions and their mathe-
matical form, it is proposed to use the coordinate plane a� b [63, 64]. In Fig. 10.2,
for the above initial data, the solutions areas are shown, which correspond to the
trigonometric or hyperbolic form of oscillations [see (10.5)].

In the area I the hatched area 0, the solutions are absent. In the area I,
expressions XðjÞ and YðjÞ are described with the trigonometric functions; in area II,
with the hyperbolic functions; in area III, with the mixed expressions.

Curves 1–6 correspond to the first set of input data, the narrow areas shown, with
the squares of curve 7, correspond to the second set. Curve 8 corresponds to the
results obtained with one variant of the system decomposition (see Sect.10.2).

When P0ðuÞ ! 0, which corresponds to the dwell of the machine’s executive
body, the original dynamic model is divided into two unrelated regular oscillatory
systems, which we will name as partial. Each of these subsystems corresponds to
dependence (10.5) to (10.6), in which, we should now accept b12 ¼ 0 and b21 ¼ 0.

The “natural” frequencies of the executive member’s partial system, consisting
of n identical blocks, are determined with the following dependence:

pr2 ¼ k2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f�1
2 þ 2 1� cosððr � 1Þp=nÞ½ �

q
ðr ¼ 1; nÞ: ð10:12Þ

Fig. 10.2 Areas of existence
of solutions
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It follows that the whole spectrum of “natural” frequencies is in the interval

k2f
�0:5
2 � pr2\k2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f�1
2 þ 4:

q

Segment 8 on the X-axis corresponds to this result. The oscillation mode, in
accordance with (10.5), is described with dependence

YrðjÞ ¼ cos½pðj� 1Þðr � 1Þ=n� þ ð�1Þr�1tan[0.5pðr � 1Þ=n�

 sin½pðj� 1Þðr � 1Þ=n�:

Similarly, on the basis of (10.6), for the partial system of the main shaft, we
obtain the following frequency equation, whose roots are the frequencies pr1:

ð1þ nðmÞÞ cosðnþ 0:5ÞhðmÞ � cosðn� 0:5ÞhðmÞ ¼ 0; ð10:13Þ

where, hðmÞ ¼ arccos jðmÞ; jðmÞ ¼ 1� 0:5m2; m ¼ pr1=k1; k1 ¼
ffiffiffiffiffiffiffiffiffiffiffi
c1=J1

p
:

Although the Eq. (10.13) is transcendental, its solution, as per the numerical
methods, is not difficult. However, for quick evaluation of the influence of the
dynamic stiffness, on the “input” R0ðmÞ, mapped with function nðmÞ ¼ c1=R0ðmÞ,
the two limiting cases R0ðmÞj j ! 1 and R0ðmÞ ! 0 are of interest. In the first case,
cosðnþ 0:5Þh ! 0, then hr ¼ hð1Þr ¼ pðr � 0:5Þ=ðnþ 0:5Þ. In the second case, on

the basis of (10.13), we obtain hr ¼ hð2Þr ¼ pr=n. In both limiting cases the “nat-
ural” frequencies are

pð1;2Þr1 ¼ 2k1 sin 0:5h
ð1;2Þ
r : ð10:14Þ

More detailed analysis of the effect R0ðmÞ on the frequency spectrum, we will
consider using the example, where the oscillatory system, at the “input”, consists of
serial connections of the massive disk (this is equivalent to “clamping” of the corre-
sponding section), the elastic element c0 and inertial element J0. Then,
R0ðmÞ ¼ c0ð1� m2v�2

0 Þ, where R0ðmÞ ¼ c0ð1� m2v�2
0 Þ v0 ¼ k0=k1; k0 ¼

ffiffiffiffiffiffiffiffiffiffiffi
c0=J0

p
:

On the other hand, as per (10.13), we have ~R0ðmÞ ¼ R0ðmÞ=c ¼ FðmÞ, where
FðmÞ ¼ cos ðn� 0:5ÞhðmÞ½ �= cos ðnþ 0:5ÞhðmÞ½ � � 1.

For number of values of v0, in Fig. 10.3, solid lines represent the typical graphs
~R0ðmÞ, whereas the hatch-dotted lines represent FðmÞ. The points of intersection of
the two curves correspond to the given parameters. The points of intersection of
FðmÞ, with the abscissa axis, correspond to ~R0ðmÞ ¼ 0. The second limiting case
(~R0ðmÞ ! 1) is shown by the hatched line. The corresponding frequencies are
determined as per (10.14).

The sensitivity of the frequency spectrum, to the boundary conditions, is pro-
portional to the cotangent of the inclination angle of the tangent line to the curve
FðmÞ, at the point of intersection with the curve ~R0ðmÞ. The analysis of the graphs
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shows that the substantial influence, of dynamic stiffness of the drive, can be
expected in case of closeness of these points to the abscissa axis.

It should be noted that the estimation of the influence of dynamic stiffness, at the
“input” R0ðmÞ, allows us to answer the question, about how much is the taking into
account of the dynamic stiffness of the drive, in the unit dynamic model, justified.
The feasibility of decomposition, in this case, is associated with significant dif-
ferences of the frequency spectra ranges of the partial systems, because of which the
instability of calculations can occur.

In the particular cases under consideration, the variability of “natural” fre-
quencies, due to non-stationary communication, implemented in the cyclic mech-
anism, was not taken into account. Therefore, we consider another case,
corresponding to the relatively low stiffness of the executive body, where we can
take c2 ¼ 0. Thus, the initial dynamic model is transformed into a system of
branching structures. Then, the formal frequency equation (10.13) and dependence
(10.14) retain the same form, however, now h ¼ h	r ¼ arccosðj	rðmÞÞ, where

j	 r ¼ 1� 0:5p2	 rc
�1
1 J1 þ J2ðP0ðuÞÞ2ð1� p2	 rJ2=cÞ�1
h i

: ð10:15Þ

When R0 ¼ c0, we have n ¼ const, therefore, the roots of Eq. (10.13) h	r, do not
depend on m. Then, Eq. (10.15), with respect to p	r, is reduced to a biquadratic
equation. In a more general case, when R0 ¼ R0ðmÞ; dependencies (10.13) and
(10.15) form the system of equations. The analysis showed that, from the point of
decomposition, the case of “rigid” cyclic mechanism ðc ! 1Þ, is of interest. Then,
Eq. (10.15) implies

p	r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� cos h	rÞc1= J1 þ J2P02ðuÞ� �q

: ð10:16Þ

Fig. 10.3 To the analysis of
edge effect on the frequency
spectrum
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Under the above introduced dimensionless parameters, dependence (10.15) takes
the form

m	r ¼ p	r=k1 ¼ 2 sin 0:5 h	rj j=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f2f

�1
1 v�2P02ðuÞ þ 1

q
: ð10:17Þ

A comparison of the frequency spectra, of the original model and the partial
systems, shows their proximity, and in many cases, clearly points to the “origin” of
the components of these spectra.

These differences, in the frequency spectra, are mainly due to the fact that in the
considered partial systems, in case of increase in function P0ðuÞ, only the
decreasing character, of frequency response, appears, which is associated with the
increase in the reduced moment of inertia, while the tightening role of the executive
body is not reflected.

Analysis, of the partial systems, is also of interest as a way of reducing the
machine’s vibration activity. At the first glance, it seems that for the cyclic
machines, with operating speeds usually quite far from the resonant modes, the
spectrum of the “natural” frequencies is not important. It should, however, be kept
in mind that due to the clearances and pulsed nature of excitation, along with the
low-frequency vibrations of machine’s elements, are generated free accompanying
vibrations, whose intensity is often much greater than from the vibrations of the
basic low harmonics (see Sects. 4.1 and 5.3). As the analysis shows, the vibration
activity of the system increases significantly, with increase in the connectedness of
the subsystems; which is evident from the frequency spectra of the partial systems,
overlapping in the low “natural” frequencies area. Furthermore, in such cases,
because of the variability of the system’s parameters, the effect of the loss of
stability occurs in limited segments of the kinematic cycle, reminiscent of the beat
mode, when ascending intervals are alternated with intervals of amplitude attenu-
ation (described in Chap. 12).

10.2 Model of a Ring Structure, with Absolutely Rigid
Main Shaft

Schematization of the working body as a subsystemwith lumped parameters We
will concretize the problem, using the example of the dynamic model shown in
Fig. 10.4.

Using the methodology, described in Sect. 9.2 and taking the boundary condi-
tions Q0 ¼ 0; Qn ¼ 0, we obtain with (10.13):

cosðn� 0:5Þc� cosðnþ 0:5Þc ¼ 0;
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whose solution is c ¼ ðr � 1Þp=n, where r ¼ 1; n. Therefore, the formal frequency
equation can be represented as follows:

1þ 0:5RðpÞ=c11 ¼ cos
ðr � 1Þp

n
: ð10:18Þ

It can be shown that for this model RðpÞ ¼ �A=B, where A; B are the appro-
priate elements of the mechanism’s transition matrix (see Sect. 8.1). Thus, in this
case the frequency Eq. (10.18) reduces to

J1J2p
4 � ½J1ðc2 þ c1P

02ðuÞÞ þ J2ðc1 þ 4c11 sin2
jp
2n

Þp2

þ c1c2 þ 4c11ðc2 þ c1P
02ðuÞÞ sin2 jp

2n
� ¼ 0 :

ð10:19Þ

Thus, to determine 2n “natural” frequencies pjr ðr ¼ 1; n; j ¼ 1; 2Þ, we should
solve Eq. (10.19) n times. The n values of frequencies pjr correspond to each value
of j, moreover, when j ¼ 1 the elements J1 and J2 oscillate in phase, while, when
j ¼ 2, in anti-phase. Assuming J2 ¼ 0, the oscillatory system has n degrees of
freedom. Then,

pr ¼ p0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f2=ðP02 þ f2Þ þ 4f11 sin

2 ðr � 1Þp
2n

r
; ð10:20Þ

where p0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
c1=J1

p
; f11 ¼ c11=c ; f2 ¼ c2=c1:

Fig. 10.4 Dynamic model
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As P0 depends on the angle u, the “natural” frequency, according to (10.20),
varies in the range

p0 � prðuÞ� 2p0
ffiffiffiffiffiffi
f11

p
: ð10:21Þ

Regardless of the number of mechanisms, the lowest “natural” frequency of the
entire system J2 ¼ 0 is equal to the frequency of the transfer mechanism.

The oscillation mode in accordance with (10.5), (10.6) is determined as

aðrÞs ¼ cosðsc2 � c0Þ= cos c0; ð10:22Þ

where, c0 ¼ �ðnþ 0:5Þpðr � 1Þ=n; s is the number of cross sections.
In Fig. 10.5, the mode shapes of oscillation, when n ¼ 8 and r ¼ 1; 4, are

represented.
It is interesting that, when J2 ¼ 0, the “natural” frequency’s variability combines

with the oscillatory mode’s stationary nature, for the regular symmetrical oscillatory
system under consideration, which is usually characteristic for the systems with
constant parameters. This property can be treated as quasi-stationary nature.

For small values of f11, the frequency range, according to (10.21), is very
narrow. Then, for sufficiently large number of mechanisms, there is an increased
density of the frequency spectrum, to which the possibility of spatial localization of
the oscillations (see Chap. 12) is related. When c2 ! 1 or J2 ! 1, the frequency
doesn’t depend on u. Note that in this case the problem reduces to the study of the
classical chain of identical isotropic harmonic oscillators, with the assumption that
the interaction takes place only between adjacent oscillators. Then,

Fig. 10.5 Oscillatory mode
shapes
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pr ¼ p0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4f11 sin

2 ðr � 1Þp
2n

r
: ð10:23Þ

Schematization of the working body as the subsystem with distributed
parameters In order to keep the system strictly regular for this model, the ends of
the working member should be “grown” with extensions of length Dl=2, where Dl is
the distance between the calculated cross sections of the mechanism’s driven links.
Entries of the transition matrix of the repeating unit are defined as: g11 ¼ g22 ¼
cos h; g12 ¼ rp�1 sin h; where h ¼ pDl=g0; g0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
GI=q;

p
r ¼ 1=

ffiffiffiffiffiffiffiffi
GIq

p
; I; q is

the polar moment of inertia and the “mass” moment of inertia of the unit length,
respectively; G is the shear modulus.

We obtain the dependence describing the mechanism’s dynamic stiffness with
the method described above

RðpÞ ¼ 2½cosP r � 1
n

� cos hðpÞ�c11hðpÞ= sin hðpÞ: ð10:24Þ

On the other hand, analyzing the mechanism’s transition matrix, we get

RðpÞ ¼ J1J2p4 � ½J2c1 þ J1ðc2 þ c1P02Þ�p2 þ c1c2
c2 þ c1P02 � J2p2

: ð10:25Þ

Equating (10.24) and (10.25), we obtain the transcendental equation, whose
roots are the “natural” frequencies pjr. When J2 ¼ 0 RðpÞ ¼ c	 � J1p2, where c	 ¼
c1c2=ðc1P02 þ c2Þ: In this case, the formal frequency equation reduces to

½cosðp r � 1
n

Þ � cos hðmÞ�hðmÞ sin�1 hðmÞ � 0:5f�1
2 ðf0 � m2Þ ¼ 0; ð10:26Þ

where, m ¼ p=p0; f2 ¼ c2=c1; f0 ¼ ð1þP02f�1
2 Þ�1:

When sin h � h, the roots of Eqs. (10.19) and (10.26) coincide. In engineering
calculations the differences between the considered schematization options are
usually small, when p\0:5g0=Dl: In Fig. 10.6 the typical graphs mðnÞ built on the
basis of (10.26), with the following initial data J1 ¼ J2 ¼ 0:03 kgm2;
~n1 ¼ 7
 104 Nm; ~n2 ¼ 105 Nm; ~n11 ¼ GI=Dl ¼ 5
 104 Nm; P0 ¼ a sinu; a ¼
0:8 are presented.

The variable height of location of “points”, in the graphs, corresponds to the
change of the frequency, when 0� P0j j � P0j jmax. The graphs clearly show the
rapprochement of the frequency spectra for a large number of modules, which may
lead to amplitude modulation of oscillations (see Chap. 12).
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Analysis of the partial systems is of interest, for the development of the methods
to reduce the machine’s vibration activity. Initially it seems that, for the cyclic
machines, whose operating speeds are usually quite far from the resonant modes,
the “natural” frequencies’ spectra are not important.

It should, however, be borne in mind that in case of the presence of clearances
and pulsed nature of force and kinematic perturbations, along with the low-fre-
quency vibrations of machine’s elements, at steady speeds, the free accompanying
vibrations arise, the intensity of which is usually much greater than the oscillations
on the basic low harmonic. The analysis shows that the system’s vibration activity
increases in a large measure with increase in the connectivity of subsystems, which
is evident from the overlapping of the frequency spectra of the partial systems in the
area of low “natural” frequencies. Moreover, in such cases, because of the vari-
ability of the parameters, the effect of loss of stability, in the limited sections of the
kinematic cycle, takes place, resembling the beat mode, when the amplitude growth
areas are interspersed with areas of attenuation (see Sect. 5.3.1).

In conclusion, we will note the usual assumptions about the small influence of
dissipation on the “natural” frequencies, was used above.

However, the influence on the upper boundary of the frequency of condensation
can be significant, leading to the “smearing” of the boundary [33].

10.3 Model of Branched-Ring Structure, with Lumped
Parameters

Dynamic model Let us consider the dynamic model with lumped elements,
fragment of which is shown in Fig. 10.7. We use the following notation: Jm are the
moments of inertia; c; cm; Dc are the stiffness coefficients; wm; w are the dissipation

Fig. 10.6 Dependence of the
“natural’’ frequencies from a
number of modules
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coefficients; P is the kinematic analogue of the cyclic mechanism (PðuÞ is the
position function); x is the nominal angular velocity of the main shaft.

It is assumed that the dynamic characteristics, of the main shaft and the exec-
utive member, are reduced to the input and output links of the cyclic mechanisms,
and the angular velocity at the “input”, x, is constant; which, in first approximation,
is provided by the rational choice of parameters of the drive and transmission gears.
The transfer mechanism, at the “input” of the main shaft, is mapped in the model,
with the serial connection of the elastic-dissipative element c0 ; w0 (Kelvin-Voigt
element) and the inertial element J0.

Let u1j; u2j be the absolute angular position of the inertial elements of the main

shaft and the executive body, where j ¼ 0; n is the number of sections. Then,
u1j ¼ u0

1 þ xj; u2j ¼ u0
2 þ yj, where, u0

1 ¼ xt; u0
2 ¼ Pðu0

1Þ are the ideal angle
coordinates in the program motion; xj; yj are the deviations from the program
motion (dynamic errors) with respect to the main shaft and the executive member.

In case of motion without clearances, we represent the position function Pðu1jÞ
as the truncated Taylor series

PðujÞ ¼ Pðu0
1 þ xjÞ � Pðu0

1Þ þP0ðu0
1Þxj ðj ¼ 1; nþ 1Þ; ð10:27Þ

where ð Þ0 ¼ dP=du0
1:

Recursive dependencies and the transition matrices We will select, in the
dynamic model, the repeating unit, bounded by the hatched line, to which, taking
into account (10.27), corresponds the system of differential equations with slowly
varying coefficients. The variability of this system’s coefficients is due to the

Fig. 10.7 Dynamic model of the branched-ring structure
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change of geometric transfer function P0ðuÞ, carrying out the functional relation-
ship between the main shaft and the executive members. In particular, at the dwells
(P0 ¼ 0), this bond is broken and the system of equations is split into two. As this
dynamic model is a special case of the model of circular structure, considered in
Sect. 10.1, the system of differential equation is omitted here. Repeated module that
defines the regular properties of the system, in our case, is more complex and differs
significantly from the previously considered ones.

Let us take u0
1 ¼ xt as the “dimensionless time”, and pðu0Þ as the slowly

varying frequency of free oscillations. We will find free vibrations in the form
xj ¼ Xjðu0

1Þ sinð
R
pðu0

1Þdu0
1Þ and yj ¼ Yjðu0

1Þ sinð
R
pðu0

1Þdu0
1Þ: When determining

the frequency and modal characteristics, we can ignore the weak influence of
dissipative forces.

Using the modified transition matrices, we can write for module s, the following
recursive relationships:

Xj ¼ Xj�1 þMþ
j�1=Dc; Xjþ1 ¼ Xj þMþ

j =c1;

Mþ
j ¼ Mþ

j�1 þ B�1ðAXj � YjÞ;
Mþ

jþ1 ¼ Mþ
j þ B�1ðAXjþ1 � Yjþ1Þ; Qþ

j ¼ B�1ðDYj � XjÞ;
ð10:28Þ

where Mj; Qj are the peak values of the moments on the main shaft and executive
member (here and below signs “+” and “−” correspond to the infinitely small
deviations to the right and to the left of the section; A; B and C; D are the elements of
the first and second rows of the modified transition matrix of the cyclic mechanism
(see Chap. 8). In particular, if the cyclic mechanism is composed of serial connection
of elements J1 �P� c� J2, then A ¼ P0 � J1p2=ðcP0Þ; B ¼ ðcP0Þ�1; C ¼
ðAD� 1Þ=B; D ¼ ð1� J2p2=cÞ=P0:

We introduce the following functions into consideration:

A=B ¼ R1; B�1 ¼ R2;

D=B ¼ R3; D
�1 ¼ R4;

b11 ¼ ð1þ R3=c2Þð2þ R3=c2Þ�1;

b12 ¼ R4ð2þ R3=c2Þ�1;

b21 ¼ b11ð1þ R3=c2Þ � R2=c2;

b22 ¼ b12ð1þ R3=c2Þ:

In addition to dependencies (10.28), we have the additional conditions Q�
2j�1 ¼ 0

and Qþ
2j ¼ 0, whose inclusion leads to the following recursive relationships:

Xjþ1

Mjþ1


 �
¼ c11 c12

c21 c22

� 
Xj�1

Mj�1


 �
; ð10:29Þ
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where

c11 ¼
1þ ðR1 � b11R2Þ=c1

1þ b12R2=c1
;

c12 ¼
Dc�1½c�1

1 ðR1 � b11R2Þ þ 1� þ c�1
1

1þ b12R2=c1
;

c21 ¼ ðR1 � R2R4Þð1þ c11Þ;
c22 ¼ 1þ ðR1 � R2R4ÞðDc�1 þ c12Þ:

Generally we can represent (10.29) as follows:

Zs ¼ CsZs�1 ðs ¼ 1;NÞ; ð10:30Þ

where s is the module number ðin our case j ¼ 2s� 1Þ; Cs is the transition matrix;
Zs�1; Zs are the state vectors in sections j ¼ 2ðs� 1Þ и j ¼ 2s.

Frequency and modal analysis Dependencies (10.29), (10.30) describe the
uniform linear system of differential equations, as before, we look for the solution in
the form Xs ¼ gXs�1; Ms ¼ gMs�1, where g is the characteristic factor. Taking into
account the calculations in Sect. 9.1, we get g ¼ j� i

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j2

p
, where j ¼

0:5ðc11 þ c22Þ ¼ 0:5 Sp~As; SpCs is the spur of the matrix Cs; i ¼
ffiffiffiffiffiffiffi�1

p
: At j\1

Xs ¼ h1 cos shþ h2 sin sh;

Ms=Dc ¼ h1½cosðsþ 1Þh� cos sh� þ h2½sinðsþ 1Þh� sin sh�:

)
ð10:31Þ

When j[ 1 ðIm g ¼ 0Þ, taking j ¼ ch h, we get the dependencies, which are
different from (10.31), only in terms of replacing trigonometric functions with the
same name hyperbolic functions. When j\�1, we should take h ¼ h0 þ iP; then
j ¼ � cosh h0\�1. Hence, on the basis of the Moivre theorem cosh ðshÞ ¼
ð�1Þscosh ðsh0Þ and sinh ðshÞ ¼ ð�1Þssinh ðsh0Þ. With these corrections, the
dependencies for the case j[ 1 are valid.

Further, we will take into account the boundary conditions. If c0 ! 1, then
X0 ¼ 0; MN ¼ 0. Then, with (10.31), we obtain

hr ¼ p
2r � 1

2ðN þ 0:5Þ r ¼ 1;N: ð10:32Þ

Here r is the shape mode number (for section s ¼ 2j); N ¼ 0:5ðnþ 1Þ is the
number of the modules.

If the drive mechanism with the reduced stiffness coefficient c0 and reduced
moment of inertia J0 (see Fig. 10.7) is used at the “input”, then the value of hr, on
the basis of (10.31), is determined from the transcendental equation
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ð1þ fÞ cos½ðN þ 0:5Þh� � f cos½ðN � 0:5Þh� ¼ 0; ð10:33Þ

where, f ¼ Dc=ðc0 � J0p2Þ.
Thus, now parameter f, depends on the dynamic stiffness of the transfer

mechanism R0ðpÞ ¼ c0 � J0p2, which is the function of the desired frequency p. In
general, dynamic stiffness describes the whole subsystem at the “input”, including
dynamic characteristics of the motor.

If jj j[ 1, then Eq. (10.33) takes the following form

ð1þ fÞcosh[(N þ 0:5Þh� � f cosh½ðN � 0:5Þh� ¼ 0 ðj[ 1Þ;
ð1þ fÞsinh½ðN þ 0:5Þh0� � f sinh½ðN � 0:5Þh0� ¼ 0 ðj\� 1Þ; ð10:34Þ

where, h ¼ arccosh j; h0 ¼ arccosh jj j.
When c0 � J0p2, we have R0 � c0 [ 0, and R0 � �J0p2\0 at c0 � J0p2.
To determine “natural” frequencies in case of j\1, we should use the following

equation:

cos hr ¼ 0:5½c11ðprÞ þ c22ðprÞ�: ð10:35Þ

Taking into account (10.28), the four values of “natural” frequencies
prmðuÞ m ¼ 1; 4

� �
correspond to the fixed value of r. In Fig. 10.8, the graphs prðu0

1Þ
are represented using the following original data: J1 ¼ 0:5; c1 ¼ 2:25 
 104;
c2 ¼ 2:25
 104; Dc ¼ 5
 103 Nm; P0 ¼ r0 sinu; r0 ¼ 1; f ¼ 2; n ¼ 2N:

Let us note here that, contrary to the traditional notions, the ascending order of
the “natural” frequencies does not necessarily correspond to the increase in the
mode number r (see the top curve family in the graph). As it was already men-
tioned, the number r characterizes for module s ¼ 2j, the “mode shape”, only for
the main shaft output cross-section. Meanwhile, inside each module, at the fixed

Fig. 10.8 Graphs of the
“natural” frequencies
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value of r, can be another four modes, which correspond to the frequencies prm. The
hatched area corresponds to the vicinity of the “condensation point” p	 ¼

ffiffiffiffiffiffiffiffiffi
c=J2

p
,

where the high density of the frequency spectrum takes place.
The oscillation mode shape of the main shaft, at frequency prm, is determined for

section s ¼ 2j using (10.31), when h ¼ hr and the following values of h1 and
h2 ðf 6¼ 0Þ:

h1 ¼ 1; h2r ¼ ð1� cos hr þ f�1Þ= sin hr:

For sections with odd number of j, on the basis of (10.28), we have

Xrð2j� 1Þ ¼ Xr½2ðj� 1Þ� þMr½2ðj� 1Þ�=Dc:

As the analysis shows, the hyperbolic mode of oscillations, when j[ 1, is
evident of the attenuation of the amplitude of free oscillations, as per the distance
from the “input section” (“spatial attenuation”).

A similar effect is observable, when j\�1, but in this case the adjacent
modules oscillate in anti-phase. Both of these modes are possible in the vicinity of
the condensation points p	, so they are not clearly expressed, and usually appear in
the form of beats.

We will note here that, for large-scale systems, the important advantage of the
method based on the properties of the regular systems, is the ability to restrict the
analysis of the most realistic mode of oscillations, inherent to the working fre-
quency range. Therewith, it is possible to get a concise and convenient form of the
mathematical model of complex machine drives, with a large number of degrees of
freedom.

Forced oscillations For the analysis of forced oscillations, we take into account the
dissipative forces, which could be neglected in the frequency andmodal analysis. We
will restrict ourselves to the consideration of quasi-harmonic oscillations. In this case,
to account for structural damping, we use the stiffness coefficient representation in
complex form [59]. Herewith, ~c ¼ cð1þ 2d iÞ; ~cm ¼ cmð1þ 2dmiÞ ðm ¼ 0; 1; 2Þ;
D~c ¼ Dcð1þ 2d1iÞ; where, c; cm; Dc are the corresponding stiffness coefficients;
d ¼ w=ð4pÞ; dm ¼ wm=ð4pÞ; w; wm are the dissipation coefficients; i ¼ ffiffiffiffiffiffiffi�1

p
; x is

the nominal angular velocity of the main shaft.
As the generalized coordinates, we take the dynamic errors of the main shaft

xj ¼ u1j � u0
1 and executive member yj ¼ u2j � u0

2, where u1j; u2j are the abso-
lute angular coordinates of the inertial elements of the main shaft and executive
member, j is the number of the section u0

1 ¼ xt; u0
2 ¼ Pðu0

1Þ.
Specifying the smallness of dynamic errors, it should be borne in mind that the

accelerations and the loads caused by these errors can be comparable and in many
cases, can be much larger, than the corresponding characteristics that arise due to
the program motion. Therefore, the comparatively small values of xj; yj are only
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evident of the acceptable kinematic precision, but in any case do not justify
ignoring the excited oscillations in dynamic calculations (see Chaps. 4 and 5).

Transition matrices One of the specific features of cyclic mechanical systems is
the fact that the most important disturbing factor is the program motion of the
actuator. Most often the frequencies of kinematic excitation x and 2x are associated
with the translational motion of the actuator. If the moment of inertial forces is
M ¼ �J2x2P00, then after transformation to the main shaft, the reduced moment is
M P0. Typically lower “natural” frequencies are substantially higher than the
indicated frequencies, so at first, we analyze the oscillations under the influence of
perturbation, arising from the technological and other forces, whose frequency can
be comparable with the spectrum of “natural” frequencies. It should be borne in
mind that the spectrum of “natural” frequencies slowly changes, due to the vari-
ability of the first geometric transfer function, which we take as
P0ðu0

1Þ ¼ P0
	 sin xt.

Each module s ¼ 1;N has three distinct cross-sections: j ¼ 2ðs� 1Þ (“input” is
the first mechanism), j ¼ 2s� 1 (second mechanism), j ¼ 2s (“exit”). Let the
periodic driving moment MðtÞ be applied to the executive member, in the sections
j ¼ 2ðs� 1Þ and j ¼ 2s� 1; we represent it as Fourier series

MðtÞ ¼
X1

m¼�1
Mm exp ðimxtÞ ¼ M0 þ

X1
m¼1

Mmj j cos ðmxt þ amÞ; ð10:36Þ

where, Mm ¼ s�1
R s=2
�s=2 MðtÞexp ð�imxtÞdt; s ¼ 2p=x; am ¼ arg Mm:

As already noted, strictly speaking, the parameters of the oscillatory system are
variable, however, in case of marked features of the spectrum of “natural” fre-
quencies, function P0 can be averaged over a period s. Some details will be dis-
cussed below.

Furthermore, we will write, for harmonic m, the matrix dependence, forming the
connection between the complex state vectors in the cross sections j ¼ 2ðs� 1Þ and
j ¼ 2s� 1:

a1;Q1; a2;Q2½ �Tj¼2s�1¼ K a1;Q1; a2;Q2½ �Tj¼2ðs�1Þ; ð10:37Þ

where am; Qm are the complex amplitudes of oscillations and moments in the
corresponding sections of the main shaft (m ¼ 1) and executive member (m ¼ 2);
K ¼ K1K2K1 is the transition matrix (the index m is omitted here and hereafter);

K1 ¼
1 0 0 0
R1 1 �R2 0
0 0 1 0
R2 0 R3 1

2
664

3
775; K2 ¼

1 c�1
1 0 0

0 1 0 0
0 0 1 c�1

2
0 0 0 1

2
664

3
775: ð10:38Þ
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Here K1 corresponds to the transfer mechanism, and K2 to the elastodissipative
characteristics of the given part of the main shaft and the executive member (the
inertial characteristics are included in matrix K1 as reduced additional components
of moments of inertia J1 and J2).

The moments M ¼ Mj j expðixtÞ are applied to the two inertial elements of the
under consideration module s of the executive member. Then, taking into account
the rule of signs, we have, Q2ð2s� 2Þ ¼ �M; Q2ð2s� 1Þ ¼ M (in order to sim-
plify the process of indexation, the section number is shown as the function’s
argument.) Hence, with (10.37), (10.38), we have

k43 a2ð2s� 2Þ½ � ¼ �k41 a1ð2s� 2Þ½ � � k42 Q1ð2s� 2Þ½ � þ ð1þ k44ÞM;

� k33 a2ð2s� 2Þ½ � þ a2ð2s� 1Þ ¼ k31 a1ð2s� 2Þ½ � � k34M;

)
ð10:39Þ

where kik are the corresponding entries of the transition matrix K ¼ kikk k.
On the basis of (10.37)–(10.39), we exclude the amplitude functions of oscil-

lations and loads, of the executive body and then, we get the following matrix
recursive relationships:

a1ð2s� 1Þ
Q1ð2s� 1Þ

 �

¼ g11 g12
g21 g22


 �
a1ð2s� 2Þ
Q1ð2s� 2Þ

 �

þM
n1
n2


 �
; ð10:40Þ

where

g11 ¼ k11 � k13k41k
�1
43 ;

g12 ¼ k12 � k13k42k
�1
43 ;

g21 ¼ k21 � k23k41k
�1
43 ;

g22 ¼ k22 � k23k42k
�1
43 ;

n1 ¼ k13k
�1
43 ð1þ k44Þ � k14;

n2 ¼ k23k
�1
43 ð1þ k44Þ � k24:

The transition matrix from section j ¼ 2s� 1 till j ¼ 2s has the form

a1ð2sÞ
Q1ð2sÞ

 �

¼ 1 D~c�1

0 1


 �
a1ð2s� 1Þ
Q1ð2s� 1Þ

 �

ð10:41Þ

(10.40) and (10.41) define the transition matrix for the main shaft, within one
module:

a1ð2sÞ;Q1ð2sÞ½ �T¼ U a1ð2s� 2Þ;Q1ð2s� 2Þ½ �TþM n1; n2½ �T; ð10:42Þ

where
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U ¼ uikk k;
u11 ¼ g11 þ g21D~c

�1;

u11 ¼ g11 þ g21D~c
�1;

u12 ¼ g12 þ g22D~c
�1;

u21 ¼ g21;

u22 ¼ g22:

The considered system has branched structure (cross-sections j ¼ 2s) and closed
contour only appears in the internal structure of every module.

Determination of amplitude-frequency and phase-frequency characteristics
The recursive relation (10.42) is the matrix form of the non-uniform system of
differential equations, which can be represented as

a1ð2sÞ
Q1ð2sÞ

 �

¼ u11 u12
u21 u22


 �s
a1ð0Þ
a1ð0ÞR0


 �
þM

z1s
z2s


 �
: ð10:43Þ

Here Zs ¼ z1s; z2s½ �T¼Ps�1
k¼0 U

s�k�1n; n ¼ n1; n2½ �T; a1ð0Þ is the complex
amplitude in section j ¼ 0; R0 ¼ ð~c02 � J0x2Þ~c01=ð~c01 þ ~c02Þ is the dynamic
stiffness at the “input’’ of the regular sub-system (generally function R0 can have
more complex form and include the characteristics of the motor and drive transfer
mechanisms).

To determine a1ð0Þ, we use the boundary condition Q1ð2NÞ ¼ 0, (the absence of
moment on the end of the main shaft). Using (10.43), we write

a1ð0ÞðuðNÞ21 þ uðNÞ22 R0Þ þMz2;N ¼ 0:

Hence,

a1ð0Þ ¼ � M z2;N

uðNÞ21 þ uðNÞ22 R0

: ð10:44Þ

Here and below uðsÞmk ðs ¼ 1;NÞ corresponds to the relevant entry of matrix Us.
On the basis of (10.43) and (10.44), at the given frequency mx, the complex

values of the amplitude of oscillations and loads of the main shaft in sections j ¼ 2s
(“output” of the module s) are determined. The corresponding amplitudes, in
intermediate sections j ¼ 2s� 1, are now easy to find, with the help of dependence
(10.41):

a1ð2s� 1Þ ¼ a1ð2sÞ � Q1ð2sÞD~c�1; Q1ð2s� 1Þ ¼ Q1ð2sÞ:

A more efficient way to describe the modes of oscillation and to take into
account the boundary conditions, is based on using the properties of regular
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oscillatory systems. We will consider the following functions: v ¼ 0:5ðu11 þ
u22Þ ¼ 0:5 SpU; (SpU is the spur of matrix U); when vj j � 1 h ¼ arc cos v; fs ¼
cos sh; vs ¼ sin sh; when v[ 1 h ¼ arccoshv; fs ¼ cosh sh; vs ¼ sinh sh; when
v\�1 h ¼ arcosh vj j þ iP ði ¼ ffiffiffiffiffiffiffi�1

p Þ: Then, the solution of the non-uniform
differential equation can be represented as

a1ð2sÞ ¼ h1fs þ h2vs þ z1sM;

where, h1; h2 are the slowly varying functions, which are determined from the
boundary conditions.

The accounting of the boundary conditions leads to the following system of
algebraic equations, with respect to h1 and h2:

h1ðu11 þ u12R0 � f1Þ þ h2v1 ¼ 0;

h1ðu22fN � fN�1Þ þ h2ðu22vN � vN�1Þ ¼ l:

)

Hence,

h1 ¼ lW12=D; h2 ¼ lW11=D;

where

D ¼ W11W22 �W12W21;

W11 ¼ �u11 � u12R0 þ f1;

W22 ¼ u22vN � vN�1;

W12 ¼ v1;

W21 ¼ u22fN � fN�1;

l ¼ ðu22n1 � u12n2ÞM:

So, the dependencies, which determine the amplitude values for all characteristic
sections of the main shaft, are obtained. Thus, the problem is reduced to analyzing
the amplitudes of the executive body’s forced vibrations, for each selected module.
Using (10.37), taking into account (10.43), we obtain

a2ð2sÞ ¼ k�1
43 ½k41a1ð2sÞ þ k42Q1ð2sÞ þ ð1þ k44ÞM�;

a2ð2s� 1Þ ¼ k31½a1ð2s� 2Þ� þ k32½Q1ð2s� 2Þ� þ k33½a2ð2s� 2Þ� � k34M:

)

ð10:45Þ

The resulting amplitude values are the complex values, the module of which akj j,
defines the frequency response and the argument defines the phase-frequency
response.
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To illustrate the developed methods of calculation, we take ~n ¼ 1:5

104; D~n ¼ 2:5
 104 Nm; d ¼ dm ¼ 0:03 (due to small values of the damping
coefficients dm, the absolute value of the complex stiffness is almost identical to the
stiffness of the corresponding element).

The oscillatory mode, depending on xm, can be described both as trigonometric,
as well as hyperbolic functions (see above). In Fig. 10.9 the graphs of the function
vðxmÞ, establishing the boundaries of the relevant areas, are represented.

As noted above, when vj j � v	 ¼ 1, the shape mode is trigonometric, and
when v[ 1, it is hyperbolic. In this case, we accept the following original:
c01 ¼ c02 ¼ 2
 105 Nm; ~n ¼ 1:5
 104; D~n ¼ 2:5
 104 Nm; J0 ¼ 0:02; J1 ¼ 0:5; J2 ¼
0:2 kgm2; N ¼ smax ¼ 4 is the number of modules.

The solid lines correspond to P0
	 ¼ 1 and the hatched ones to P0

	 ¼ 0:2. Curves
1, 2, 3 correspond to u0

1 ¼ 0; 0:7; P=2.
As can be seen in the graph, in case of slow variation of parameters, due to the

variability of the geometric characteristics of the mechanisms, in a certain fre-
quency range, not only the quantitative, but also the qualitative changes in oscil-
latory modes are possible. When decreasing P0

	 the curves do not cross the line v	,
and the oscillatory mode is close to the traditional trigonometric form.

Here above, to determine the amplitude of forced oscillations, the averaged
values of the first geometric transfer function P0ðu0

1Þ, were used. As shown in [64],
when P0 as compared to an external perturbation, is a slowly varying function (i.e.
xm � x), no significant frequency transformation of the given harmonic occurs.
The accounting of the variability of P0, in these cases, only leads to the amplitude
modulation of oscillations resembling the beat mode and to some “blurring” of the
resonance’s peaks.

If function P0 and driving moment have comparable frequencies, then when
m ¼ 1 the conditions of harmonic balance are performed in the transition matrix
KP ¼ diag P0

	=2 ; 2=P
0
	

� 	
. This situation typically arises, when disturbance was

caused by the inertial forces of the translational motion, with the full revolution of

Fig. 10.9 Areas of existence
of the trigonometric and
hyperbolic oscillatory modes

10.3 Model of Branched-Ring Structure, with Lumped Parameters 303



the input link. The transition through element P is accompanied by not only the
amplitude, but also the frequency transformation, as well as substitution of sinu-
soidal members with cosine and vice versa, which corresponds to the phase shift of
p=2 [64].

When using the transition matrix, of the considered form, it should be borne in
mind that the frequency of the driving part’s excitation is twice the frequency of the
driven part. In case of sufficient difference of frequencies x and 2x, from the
resonance zones, the forced oscillations, with corresponding frequencies, are close
to the static deformations under the kinetostatic load. In such cases, the frequency
transformation is not so essential. For example, in case of ratio x, to the lowest
“natural” frequency, is less than 1/8, the difference in the coefficient of dynamicity
for frequencies x and 2x, doesn’t exceed 5 %.

10.4 Model of Multisection Drive with Branched-Ring
Structure and Distributed Parameters

Dynamic model In the systems under consideration, an array of the generalized
coordinates and varied parameters is usually difficult to observe, which justifies the
use of continuum idealization, with which the elastic, inertial and dissipative
properties of the system are reflected as integral characteristics, forming some sort
of a pseudo medium [44, 63, 64]. A similar method (aggregation) is widely used in
studies, not only of complex mechanical objects, but also of automation, economy
and others [47]. Figure 10.10 shows the dynamic model, which consists of the drive
mechanism, schematized as torsional subsystem ðs ¼ 0Þ and repetitive modules
ðs ¼ 1;NÞ, one of which is selected by the hatched line. Each module of the
corresponding section of the drive is formed by an area of the main shaft, associated

Fig. 10.10 Continual dynamic model
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with the executive member with n identical cyclic mechanisms, and with neigh-
boring sub-systems, with elastic elements, with stiffness coefficient Dc.

According to the modification of the continuum idealization method, we rep-
resent n identical mechanisms in the form of a pseudo medium. This environment,
formed by “smearing” of the elastic and inertial characteristics, along the axis of the
corresponding shafts, has the property to transfer moments and motion, only along
the layer of the medium, and the interaction between the layers has place only
through the sub-systems of the main shaft and the executive body. The character-
istic of pseudo-medium is the distributed modified transition matrix

~C ¼
Y1
u

~Ci ¼ A pð Þ BðpÞ
CðpÞ DðpÞ

 �

ði ¼ 1; uÞ; ð10:46Þ

where u is the number of elements in the mechanism, ~Ci is the transition matrix of
the element.

So, particularly, if the mechanism is formed by combining the inertial, elastic
and kinematic elements J � c�P (P is the position function), then

~CJ ¼ 1 0
�p2Jn=l 1


 �
; ~Cc ¼ 1 l=ðcnÞ

0 1


 �
; ~CP ¼ P0ðu 	

1Þ 0
0 P0ðu 	

1Þ�1


 �
:

ð10:47Þ

Here, l is the length of the shaft’s portion; P0ðu 	
1Þ ¼ du	

2=du
	
1 is the first

geometric transfer function.

Frequency and modal analysis We will select, in the random module s, the
subsystem with circular structure, consisting of two shafts, with distributed
parameters. These subsystems are connected with pseudo-medium, which as per
(10.46) and (10.47), takes into account the elastic, inertial and kinematic charac-
teristics of the cyclic mechanisms. At the stage of determination of frequency and
modal properties of the drive, the dissipative forces, without loss of accuracy, can
be omitted. That fragment of the module s is described with the following system of
differential equations:

o
ot
ðqm

oum

ot
Þ � G

o
ox

ðImðxÞ oum

ox
Þ


 �
�Mmðu1;u2Þ ¼ 0 ðm ¼ 1; 2Þ; ð10:48Þ

where umðx; tÞ ¼ u	
mðtÞ þ qmðx; tÞ; u	

m is the ideal rotation angle of the shaft m,
implemented in the program motion ðu	

1 ¼ x t; u	
2 ¼ Pðu	

1ÞÞ; qm is the dynamic
error; Im; qm are the polar moments of inertia for area and mass of the shaft’s unit
length m; G is the shear modulus; Mm is the torque, exerted by the mechanisms, on
area of length l of the shaft (see below).

We will represent the approximate particular solution of the uniform system of
equations obtained on the grounds of (10.48) as
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q1 ¼ Xðx; sÞWðtÞ; q2 ¼ Yðx; sÞWðtÞ: ð10:49Þ

Here, s is the “slow time” (usually s ¼ u	
1).

Further, we will separate the “slow” components of function Mm from the fast
ones, having taken Mm ¼ lmðx; sÞWðtÞ. In accordance with the method of condi-
tional oscillator, for each form, the solution can be covered by one additional
condition, under which o2qm=ot2 � �p2ðsÞqm, where the function pðsÞ can be
considered as the variable “natural” frequency (see Sect. 5.2). It can be shown that
the slowly varying amplitude functions of the reactive moments are described as
follows:

l1 ¼ l11X þ l12Y ; l2 ¼ l21X þ l22Y ; ð10:50Þ

where, l11 ¼ �A=B; l22 ¼ �D=B; l12 ¼ l21 ¼ B�1.
Taking ImðxÞ ¼ const, while taking into account (10.48)–(10.50), for the mode

under consideration, we have

X 00 þ R11X þ R12Y ¼ 0; Y 00 þ R21X þ R22Y ¼ 0;
€Wþ p2ðsÞW ¼ 0;

)
ð10:51Þ

where

R11 ¼ ðq1p2 þ l11Þ=ðGI1Þ;
R22 ¼ ðq2p2 þ l22Þ=ðGI2Þ;
R12 ¼ l12=ðGI1Þ;
R21 ¼ l21=ðGI2Þ;
ð Þ0 ¼ o=ox; _ð Þ ¼ o=ot:

The characteristic equation, in accordance with (10.51), can be written as

k4 þ k2ðR11 þ R22Þ þ R11R22 � R12R21 ¼ 0: ð10:52Þ

Hence,

k21;2 ¼ 0:5 ½�ðR11 þ R22Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR11 � R22Þ2 þ 4R12R21

q
�: ð10:53Þ

Since R12R21 ¼ ðB2G2I1I2Þ�1, the radicand in (10.53) is always positive;
therefore, the roots of Eq. (10.52) can be either real or imaginary. When
k21\0; k22\0, functions X and Y have trigonometric form; when k21 [ 0; k22 [ 0,
they are described with hyperbolic functions; when k21\0; k22 [ 0, they have a
mixed form.

306 10 Regular Cyclic Systems with Ring and Branched-Ring Structure

http://dx.doi.org/10.1007/978-3-319-12634-0_5


Let us take the following functions into consideration:

fkðxÞ ¼ cosðhkx=lÞ ðk2k\0Þ;
chðhkx=lÞ ðk2k [ 0Þ;

�
vkðxÞ ¼ sinðhkx=lÞ ðk2k\0Þ;

shðhkx=lÞ ðk2k [ 0Þ;
�

ð10:54Þ

where, hk ¼ kkðsÞj jl.
Let’s turn to the continuum subsystem of the arbitrary module s, for which the

solution of system (10.51), with reference to (10.54), has the form

XsðxÞ ¼ h1sf1ðxÞ þ h2sv1ðxÞ þ h3sf2ðxÞ þ h4sv2ðxÞ;
YsðxÞ ¼ b1½h1sf1ðxÞ þ h2sv1ðxÞ� þ b2½h3sf2ðxÞ þ h4sv2ðxÞ� ;

)
ð10:55Þ

where, bk ¼ �ðR11 þ k2kÞ=R12 ¼ �R21=ðR22 þ k2kÞ; k ¼ 1; 2; x 2 ½0; l� function
bk can be interpreted as a slowly varying factor of the spatial form).

Further, we will take into account the boundary conditions. Torque, at the ends
of the section of the executive body, is zero. While determining the appropriate
boundary conditions, it must be borne in mind that function Y describes the
dynamic error, which differs from deformation DY ¼ Y �PðXÞ. For small values
of X we have DY � Y �P0X ¼ ðb1;2 �P0ÞX: Then,

DY 0
sð0Þ ¼ h2sðb1 �P0Þv01ð0Þ þ h4sðb2 �P0Þv02ð0Þ ¼ 0: ð10:56Þ

On the basis of (10.55), (10.56), taking into account fkð0Þ ¼ 1; vkð0Þ ¼ 0;
DY 0

sðlÞ ¼ 0; we get

h2s ¼ ~h2sX
0
sð0Þ; h4s ¼ ~h4sX

0
sð0Þ; h3s ¼ Xsð0Þ � h1s;

h1s ¼ f 02ðlÞðb2 � PÞXsð0Þ þ ½~h2sv01ðlÞðb1 �P0Þ þ ~h4sv02ðlÞðb2 �P0Þ�X 0
sð0Þ

f 02ðlÞðb2 �P0Þ � f 01ðlÞðb1 �P0Þ ;

9>=
>;

ð10:57Þ

where, ~h2s ¼ �ðb2 �P0Þ=½v01ð0Þðb2 � b1Þ�; ~h4s ¼ ðb1 �P0Þ=½v02ð0Þðb1 � b2Þ�.
In case of the given boundary conditions, Xsð0Þ and X 0

sð0Þ, all the parameters of
the solution, with reference to (10.57), are the known functions of the unknown h1
and h2, which will be found below. So XsðlÞ and X 0

sðlÞ are determined as

XsðlÞ ¼ h1sf1ðlÞ þ h2sv1ðlÞ þ h3sf2ðlÞ þ h4sv2ðlÞ;
X 0
sðlÞ ¼ h1sf 0ðlÞ þ h2sv01ðlÞ þ h3sf 02ðlÞ þ h4sv02ðlÞ:

ð10:58Þ

The dependencies (10.57), (10.58) define the transition matrix Z ¼ zk j
�� ��

XsðlÞ
X 0
sðlÞ


 �
¼ z11 z12

z21 z22


 �
Xsð0Þ
X 0
sð0Þ


 �
: ð10:59Þ
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While determining the elements of the transition matrix Z we can avoid the
cumbersome analytical calculations. For the purpose, it is enough to make two simple

calculations, when Xð1Þ
s ð0Þ ¼ 1; X 0ð1Þ

s ð0Þ ¼ 0 and Xð0Þð2Þs ¼ 0; X 0ð2Þ
s ð0Þ ¼ 1. It is

easy to see that, according to (10.59), Xð1Þ
s ðlÞ ¼ z11; X 0ð1Þ

s ðlÞ ¼ z21; Xð2Þ
s ðlÞ ¼ z21;

X 0ð2Þ
s ðlÞ ¼ z22. (Here the superscript in parentheses corresponds to the calculation

number.)
The transition matrix for the module s is defined as U ¼ ZW, where W is the

transition matrix of the connecting element (clutch) between adjacent sections of
the main shaft. In Fig. 10.10, the clutch is schematized as an elastic element Dc, and
its inertial properties are taken into account, during reduction to the elements of the
continual subsystem. Of course, if necessary, without restricting the generality of
approach, the dynamic structure of this element may be more complex. In the
considered case u11 ¼ z11; u12 ¼ z11f1 þ z12; u21 ¼ z21; u22 ¼ z21f1 þ z22,
where f1 ¼ c1=Dc; c1 ¼ GI1=l.

So the problem is reduced to the analysis of the regular oscillatory system,
defined by the following recursive dependencies:

XsðlÞ ¼ u11Xs�1ðlÞ þ u21X
0
s�1ðlÞ; X 0

sðlÞ ¼ u21Xs�1ðlÞ þ u22X
0
s�1ðlÞ: ð10:60Þ

On the basis of analysis of the system of differential equations (10.60), we have
hk ¼ arccos vk at vkj j\1, hk ¼ Archvk at vk [ 1 и h0k ¼ Arcch vkj j; vk\� 1;
Where

vk ¼ 0:5ðu11 þ u22Þk: ð10:61Þ

Taking into account the boundary conditions on the main shaft, when vkj j\1,
we arrive at the following equation :

ðfþ 1Þ cos½ðnþ 0:5Þc� � f cos½ðn� 0:5Þc� ¼ 0; ð10:62Þ

where, f ¼ Dc=ðc0 � J0p2Þ; n is the number of modules.
Function c0 � J0p2 describes the dynamic stiffness at the “input”, which in this

case has a fairly simple form. For engineering estimates the limiting cases are very
informative. In particular, if the drive based mechanism has the relatively large
flywheel mass or large stiffness, f ! 0. Then, on the basis of (10.62), we have

cj ¼ ð2j� 1Þp=ð2nþ 1Þ ðj ¼ 1; nÞ: ð10:63Þ

In case of relatively small dynamic stiffness fj j ! 1, at the same time

cj ¼ pj=n ðj ¼ 1; n� 1Þ: ð10:64Þ
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Here j is the number of the shape mode, accurately reflecting the constant
amplitude values of free oscillations in the cross-sections of the main shaft Xsð0Þ,
corresponding to the boundaries between the modules.

In case of arbitrary f, we have ð2j� 1Þ=ð2nþ 1Þ\cj=p\j=n. For example,
when n ¼ 4 and j ¼ 1, we have 0:222\c2=p\0:25, which in this case indicates
the relatively small effect of the boundary conditions at the “input”. If we could
restrict ourselves to taking into account the elastic element ðc0 � J0p2Þ, while
schematizing the driven mechanism, parameter cj doesn’t depend on the desired
frequency p, but only on the number of modules n.

After determination of cj, with reference to (10.62) or (10.63), (10.64) formula
(10.61) obtains the meaning of a frequency equation. Thus, in particular, when
vkj j\1

½u11ðp;uÞ þ u22ðp;uÞ�k ¼ 2 cos cjðn; fÞ: ð10:65Þ

Since k ¼ 1; 2, then (10.65) corresponds to the two equations, covering all the
spectrum of “natural’’ frequencies. For illustration and qualitative estimation of the
results of the analysis we take the following initial data:
q1 ¼ ðJ10 þ J1nÞl�1 ¼ 0:5; q2 ¼ ðJ20 þ J2nÞl�1 ¼ 0:3 kgm2; G1I1=l2 ¼ 104 N;
GI2=l2 ¼ 2:5
 103 N; Dc ¼ 2
 103 Nm:

The mechanisms, schematized as serial connections of the kinematic analogy of
the mechanism, which corresponds to the position function Pðu	

1Þ and elastic ele-
ment c, when P0 ¼ a sin u	

1; cnl�1 ¼ 4
 103. The inertial characteristics of the
input and output links of the mechanism are taken into account while determining q1
and q2. With reference to (10.47) A ¼ P0; B ¼ lðcnpÞ�1; C ¼ 0; D ¼ ðP0Þ�1.
On the basis of (10.55), it can be shown that when p\p	, the functions Xs and Ys
have the trigonometric form and when p[ p	, the mixed form, where

p	ðu	
1Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c½J�1

2 þ J�1
1 P02ðu	

1Þ
q

�: ð10:66Þ

The graph p	ðu	
1Þ, which separates, according to (10.66), the two areas of the

solutions, is shown in Fig. 10.11. Other graphs correspond to the slowly changing
“natural” frequencies, defined as per (10.60)–(10.66), when N ¼ 4; f ¼ 2; a ¼ 1
(curve number corresponds to the number r). The area with the high density of
frequency spectrum distribution (curves 4–8), is directly adjacent to curve p	, which
is located in the vicinity of the so-called condensation point
p0 ¼ ffiffiffiffiffiffiffiffiffi

c=J2
p ¼ 119 s�1. For certain values of P0ðu	

1Þ the effect of frequency
“splitting” is observed (curves 3 and 8, 4 and 7, 5 and 6) and the disappearance of
some components of the frequency spectrum (curves 4–7).

During modal analysis, we first consider the oscillatory modes of the main shaft
Ksj and the form of dimensionless loading moments ~Msj, which correspond to the
input section of module s (see Fig. 10.10) and the number of form j, when K0s ¼ 1.
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Ksj ¼ b1 cos scþ b2 sin sc;

~Msj ¼ b1½cos ðsþ 1Þcj � cos scj� þ b2½sin ðsþ 1Þcj � sin s cj�:
ð10:67Þ

Let’s call these forms stroboscopic. Graphs Ks j and ~Ms j are shown in Fig. 10.12.
Let us note that the number of “natural” frequencies r generally does not corre-
spond to the mode number j. This is because the stroboscopic mode (10.67)
characterizes the ratio of amplitudes of selected sections s. Meanwhile, the addi-
tional modes can arise within each module, in case of fixed s. In particular, in the

Fig. 10.11 Graphs of the
“natural” frequencies

Fig. 10.12 Oscillatory mode shapes in sections s
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graphs prðu	
1Þ (see Fig. 10.11), curves 3 and 8 correspond to the stroboscopic form

j ¼ 3, and curves 4–7 to the form j ¼ 4. In the vicinity of the condensation point the
oscillatory modes do not have clearly expressed character and in the “pure form”
are practically unlikely to be identified.

In the Fig. 10.13, the graphs of functions Xsjðx=lÞ (solid curves) and Ysjðx=lÞ
(highlighted lines) are represented, which characterize the distribution of ampli-
tudes of free vibrations, directly in the subsystem of each module. At the same time

Fig. 10.13 Mode shapes of the subsystems
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the number of the curve corresponds to the number of the module s, and each graph
corresponds to the number of frequency r.

It follows from the analysis of graphs that for the chosen parameters at the lowest
frequency ðr ¼ 1; j ¼ 1Þ the oscillations of the main shaft and the executive body
occur in a single phase, when r ¼ 2; j ¼ 2 the in-phase oscillations are violated
only in the last module. When r ¼ 3; 8; è j ¼ 3; the oscillations appear to be of
anti-phase nature for both subsystems of all the modules, and the shape mode of the
executive body is weakly dependent on the oscillatory mode of the main shaft.

Forced oscillations To calculate forced oscillations we can use several approaches.
One of them is the transition to the quasi-normal coordinates, based on the identified
time-dependent modes of free oscillations, which corresponds to the approximate
expansion in the series of “natural” modes. Here we will restrict ourselves to the
consideration of the simplified method for estimating the level of forced vibrations
under harmonic kinematic excitation e ¼ d2u	

2=dt
2 ¼ x2d2u	

2=du
	2
1 . Let us repre-

sent e as a Fourier series e ¼ x2P1
m¼1 m

2wm cosðmu	
1 þ #mÞ and average the

functions P0ðu	
1Þ ¼ du	

2=du
	
1 in the interval 2p. After substitution in (10.48), we

obtain the particular solution of the system equation (10.51) for harmonic m:

X	
m ¼� RðmÞ

12 m2x2wk=ðRðmÞ
11 RðmÞ

22 � RðmÞ
12 RðmÞ

21 Þ;
Y	
m ¼RðmÞ

11 m2x2wk=ðRðmÞ
11 RðmÞ

22 � RðmÞ
12 RðmÞ

21 Þ:

)
ð10:68Þ

Here the upper index ðmÞ corresponds to the substitution of mx instead of p. To
determine the amplitude-frequency characteristics (AFC), we should use (10.57),
(10.67), (10.68). Omitting the calculations, we obtain the following system of non-
uniform differential equations

a1;s
~M1;s


 �
¼ u11ðmxÞ u12ðmxÞ

u21ðmxÞ u22ðmxÞ

 �

a1;s�1
~M1;s�1


 �
þ u11ðmxÞX	

0


 �
: ð10:69Þ

In case of the given boundary conditions, the amplitude-frequency characteristic
(AFC), in sections s of the main shaft and the executive member
a1sðmx; sÞ; a2sðmx; sÞ, are defined as

a1s ¼ ðb1 cos scþ b2 sin scÞ=Dþ X	
1

�� ��;
a2s ¼ b1ðb1 cos scþ b2 sin scÞ=Dþ Y	

1

�� ��; ð10:70Þ

where

b1 ¼ �X	f�1 cos½ðN þ 0:5Þc�=D;
b2 ¼ �X	f�1 sin½ðN þ 0:5Þc�=D;
D ¼ cos½ðN þ 0:5Þc�ð1þ f�1Þ � cos½ðN þ 0:5Þc�:
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Using (10.69) to determine c, we obtain a dependence, which differs from
(10.65), only that frequency p is replaced by mx:

0:5 u11ðmxÞ þ u22ðmxÞ½ � ¼ cos cðmxÞ: ð10:71Þ

Thus, when calculating AFC for harmonic mx, we can use (10.65) with coef-
ficients b1; b2 and c, obtained from (10.70), (10.71). It is easy to confirm that
D ¼ 0, when mx ¼ pr, i.e. it corresponds to the resonant mode (without
dissipation).

Here above, while determining AFC, we used the averaging of function
du	

2=du
	
1 ¼ P0ðu	

1Þ that, strictly speaking, is valid only for small deviations of the
function from the mean, or when m � 1. For small values of m the force and
kinematic connection between the main shaft and the executive body requires
clarification. For example, when moment M2 ¼ M	

2 cosxt is applied to the output
link, then the moment transferred to the input link is M1 ¼ P0ðu	

1ÞM	
2 cos xt. Then,

when P0ðu	
1Þ ¼ a sin xt, we have M1 ¼ 0:5M	

2a sin 2xt. It is shown in [62],
using the method of harmonic balance that the passage through element P (see
Fig. 10.10), is accompanied not only by amplitude transformation (0:5a instead of
a), but by frequency transformation (2x instead of x); except for that, there is
mutual replacement of sin and cos functions. This case occurs in practice with the
“strong” harmonics m ¼ 1. In the system under consideration, in this case, it is
sufficient to replace, in the transition matrices, x with 2x and twice reduce the
estimated amplitude of the first geometric transfer function of the mechanism P0.

In Fig. 10.14, the frequency response (AFC), adjusted in this manner, is presented
for given initial data and s ¼ 4. Herewith, a1ðxÞ (curve 1) corresponds to the main
shaft, and 0:2a2ðxÞ to the executive body. It follows from the graphs that significant
increase in the amplitude of the executive body, takes place in the vicinity of the

Fig. 10.14 Amplitude–frequency characteristic
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lowest partial frequency of the main shaft subsystem in case of the first oscillatory
mode ðj ¼ 1Þ and in the zone of the condensation point p0 ¼ ffiffiffiffiffiffiffiffiffi

c=J2
p

.
When calculating the modes, which are sufficiently far from the resonance zones,

the influence of x is usually small and the system is under quasi-static loading.
Then, the constant term of the characteristic Eq. (10.52) is close to zero and,
consequently, k1 � 0. This case is discussed in detail in [63, 64].
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Chapter 11
Regular Cyclic Systems with Translational
Motion of the Actuator

In the modern technological machines and automatic lines the identical cyclic
mechanisms, operating in a parallel circuit, are often used for the implementation of
the translational program motion of the actuators. These schematic and design
solutions are fairly common in the textile, printing, packaging machines and other
industries, for moving not only the massive tables or carriages, but also for the
relatively compliant working bodies, forming the beam and frame structures.

Hereunder, we will discuss some regular dynamic models of this class. First of
all we analyze a fairly general model, in which the main shaft and the executive
body are schematized as the torsional and bending subsystems, with distributed
parameters, and the cyclic mechanisms, as the subsystems with lumped parameters.
Furthermore we discuss some important particular cases for the greater “transpar-
ency” of the arising effects, as well as for the elimination poor conditionality of
calculation procedures in case of the limit transitions.

11.1 Dynamic Model of the General Form

11.1.1 Frequency and Modal Analysis

Let us assume that the main shaft 1 and the executive body 2 are schematized as
torsional and bending subsystems with the distributed parameters. The cyclic
mechanisms 3, connecting these subsystems, are schematized in the form of chain
with discrete elements J �P� c� m (Fig. 11.1). Here J; m are the moments of
inertia of the input link and mass of the output link of the mechanism; P is the
nonlinear operator that performs the transformation of the main shaft’s rotation angle
u to coordinatePðuÞ according to the predetermined position function (see Chap. 1).
The dynamic model has the lattice structure, in which to each repeating unit, at the
constraints break, three reactions should be applied: torqueMu (to the main shaft), the
bendingmomentMy and shear forceQ (to the executive body). Let us note here that in
case of rational designing, the unaccounted bending oscillations of the main shaft, in
such systems usually play a secondary role, as an acceptable range of partial fre-
quencies of the bending subsystem always can be achieved by installing additional
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supporting bearings. The dynamic characteristics of the kinematic chain, connecting
the main shaft with the motor 0, in general, can be taken into account with the choice
of the appropriate dynamic stiffness at the “input” (see Sect. 5.7.4).

Let us accept the following notations: E, G are the elastic and shear modulus; I0
is the polar moment of inertia of the main shaft; q0; q are the moments of inertia of
the main shaft and the mass of the executive body, per unit length; Ii; mi are the
discrete masses and moments of inertia; ci are the stiffness coefficients; 2L is the
length of the repeating unit (module).

In case of using accepted drive schematization, the concentrated moments of
inertia J and masses m are attached to the mechanism’s subsystem. We divide the
module into three sections: in front of the mechanism (section I), the mechanism
(section II), behind the mechanism (section III). For the mathematical description
of the model, we will use the modified transition matrices (see 8.1). Let us recall
that the modified transition matrices, unlike the traditional ones, take into account
the slow variation of the parameters, corresponding to the linearization of the
nonlinear position function, in the vicinity of the program motion. At the same time
when PðuÞ � Pðu�Þ þP0ðu�ÞDu where u� ¼ xt; Du is the dynamic error in the
considered section of the main shaft; ð Þ0 ¼ oP=ou:

In accordance with the conditional oscillator method, we search the free oscil-
lations as follows:

Du� ¼ Xðu�Þ sin
Z

pðu�Þdu�; Dy ¼ Yðu�Þ sin
Z

pðu�Þdu�;

where X; Y are the amplitudes of torsion and bending oscillations.
Transition through the arbitrary module s for some oscillatory mode corresponds

to the transformation of the six-dimensional state vectors Ts�1 ! Ts,

Ts ¼ CTs�1; ð11:1Þ

Fig. 11.1 Dynamic model of the torsion-bending system: a is the general form of the model; b is
the repeating unit of the regular system
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Here C is the transition matrix; T ¼ TðX;Mu; Y ; a;My;QÞ; where, Mu; My; a; Q
are the amplitudes of the moments in case of the torsion and bending oscillations,
the rotation angles of the sections and shear forces.

We represent the transition matrix as follows:

C ¼ C3C2C1; ð11:2Þ

where C1 ¼ C3 are the transition matrices for sections I and III, C2 is the mech-
anism’s transition matrix

C1 ¼ C3 ¼ Cu 0
0 CY

� �
:

Here Cu ¼ cos huðpÞ rp�1 sin huðpÞ
�r�1p sin huðpÞ cos huðpÞ

� �
;

CY ¼
j1ðpÞ j2ðpÞL j3ðpÞL2 EIð Þ�1 j4ðpÞL3 EIð Þ�1

j4ðpÞn4ðpÞL3 j1ðpÞ j2ðpÞL EIð Þ�1 j3ðpÞL2 EIð Þ�1

j3ðpÞn4ðpÞL2EI j4ðpÞn4ðpÞL3EI j1ðpÞ j2ðpÞL
j2ðpÞn4ðpÞLEI j3ðpÞn4ðpÞL2EI j4ðpÞL3 j1ðpÞ

0
BB@

1
CCA;

where huðpÞ ¼ pL
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q0=ðGI0Þ;

p
r ¼ ðGI0q0Þ�0:5; nðpÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qp2= EIð Þ;4
p

jj ¼ KjðhÞ=
hj�1ðj ¼ 1; 3Þ; Kj are the Krylov’s functions, in case of the argument
h ¼ hðpÞ ¼ LnðpÞ:

For real values of the parameters the functions can usually be represented as the
truncated Maclaurin series.

Then the functions jj take the form j1 � 1þ h4=4!; j2 � 1þ h4=5!; j3 �
1=2þ h4=6!; j4 � 1=6þ h4=7!: Unlike the functions of Krylov, at h ! 0, none of
the functions jj tend to zero, which increases the accuracy of calculations and
eliminates the difficulty of limiting transitions. Let us note that the case h ¼ 0
corresponds to the situation, when the “natural” frequencies of the system very
weakly depend on the inertial characteristics of the beam. The matrix C2 (mecha-
nism) is as follows:

C2 ¼

1 0 0 0 0 0
cP0

� � Jp2 1 �cP0
� 0 0 0

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 ca 1 0
cP0

� 0 mp2 � c 0 0 1

0
BBBBBB@

1
CCCCCCA

Here P0
� ¼ P0ðu�Þ, where the argument u� plays the role of the “slow time” (ca see

below).

11.1 Dynamic Model of the General Form 317



The characteristic equation (11.3) corresponds to the matrix C:

k6 þ h1k
5 þ h2k

4 þ h3k
3 þ h2k

2 þ h1kþ 1 ¼ 0: ð11:3Þ

Here it is taken into account that due to the module’s dynamic symmetry, when we
change the order of the section numbering, its dynamic properties remain
unchanged. Equation (11.3) is reciprocal.

The roots of the characteristic equation can be defined as the eigenvalues of
matrix C.

However, in this case the structure of the solution, described usually with the
combination of trigonometric and hyperbolic functions remains in the latent form.

The coefficients of the Eq. (11.3) hi according to (9.3) are defined as follows:

h1 ¼ �SpG1; B1 ¼ G1 � h1E0; G2 ¼ G1B1;
h2 ¼ � 1

2 SpG2; B2 ¼ G2 � h2E0; G3 ¼ G1B2;

h3 ¼ � 1
3 SpG3; B3 ¼ G3 � h3E0;

9=
; ð11:4Þ

where G1 ¼ C; SpGi is the spur of the matrix Gi; E
0 is the unit matrix.

Using substitution z ¼ kþ k�1; which is applied usually for reciprocal equa-
tions, reduce (11.3) to the form of the cubic equation [76, 78]

z3 þ h1z
2 � 3� h2ð Þz� 2h1 þ 3h3 ¼ 0: ð11:5Þ

Equation (11.5) has three different real roots, if

K ¼ K2
1 þ K3

2\0; ð11:6Þ

where K1 ¼ � h31
27 þ 3þh2ð Þh1

6 þ 2h1�3h3
2 ; K2 ¼ � 3 3þ h2ð Þ þ h1½ �=9:

In this case z1 ¼ �2w cos /3 ; z2;3 ¼ 2w cos p�/
3 , where, w ¼ sgnK1

ffiffiffiffiffiffiffiffiffiffiffi
K2j j;p �

/ ¼ arccosðK1=w3Þ.
The characteristic numbers k are the roots of the equation k2 � zkþ 1 ¼ 0 :

kk j ¼ 0:5zk �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:25z2k � 1

q
; ð11:7Þ

where k ¼ 1; 2; 3; j ¼ 1; 2, (signs “plus” and “minus”).
It follows from (11.7) that (11.6) is the necessary, but nonsufficient, condition

for the characteristic number kk to be real; zkj j[ 2 is the additional condition.
When zkj j\2, the functions kkjðp;u�Þ are the mutually conjugate complex
numbers. Accepting into (11.7) Rekkj ¼ 0:5zk ¼ cos ck; we have
kkj ¼ cos ck � i sin ck ¼ e�ick . For this case the particular solution has the trigo-
nometric form. When K[ 0, Eq. (11.5) has one real and two complex solutions:
z1 ¼ �2w cosh

/1
3 ; z2;3 ¼ w ðcosh /1

3 � i
ffiffiffi
3

p
sinh

/1
3 Þ, where, /1 ¼ Arccosh K1

3 .

When K ¼ 0 K2
1 ¼ �K3

2

� �
, among the three real roots, two coincide.
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For frequency and modal analysis, several ways can be used, which are
equivalent from the theoretical point of view. However, the implementation of
some of them causes certain computational difficulties, associated with the high
dimensionality of the system, as well as with the rapid growth of the hyperbolic
functions and their differences. Because of this, obtaining satisfactory accuracy of
calculations is often a challenging task. In our case the problem is additionally
complicated, because of the system’s parameters and sometimes of the variability of
boundary conditions. As the analysis showed, in this task a slightly modified
method of initial parameters [64] proved to be most effective, the application of
which, we will illustrate by the example of the model of the drive for loop-forming
members in the knitting machine. For simplified estimation of the mutual influence
of the module’s torsion and bending subsystems, we will consider the criterion,

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GIp qLþ mð ÞL2
12EI q0Lþ Jð Þ ;

s

which in the first approximation is equal to the ratio of the partial frequencies of
these subsystems.

First of all let us consider the unilateral drive, when the main shaft in section s ¼ 0,
connected with the transfer mechanisms, connected to the engine (see Fig. 9.2, the
drive M1). Without narrowing the scope of this approach, we assume that the cross
section s ¼ 0 of the main shaft rotates with constant angular velocity x. This
assumption, which corresponds to the absence of oscillations at the “input”, is easily
eliminated by the introduction of dynamic stiffness of the transfer mechanisms.
However, in this case further complication, of an already complex model, is inap-
propriate, since in this case the dynamic effects, which arise directly in the studied
regular system, can be masked. The design specifics of the joint of the output link, of
the cyclic mechanism, with the executive organ, play a major role in the formation of
natural frequency spectrum. This factor is reflected in the dynamic model with the
stiffness coefficient ca. Let us discuss some extreme cases: pivotal connection (case 1:
ca ¼ 0) and clamping (case 2 ca ! 1Þ.
Case 1 In case of pivotal connection of the output link with the executive member

the state vector, in section s is defined as Ts ¼ CsT0, where T0 ¼
0; Mu0; Y0; a0; 0: 0
� �T

; Mu0; Y0; a0 are the unknown boundary conditions. When

s ¼ n, we have Tn ¼ Xn; 0; Yn; an; 0; 0ð ÞT. Hence,

g22ðp;u�ÞMu0 þ g23ðp;u�ÞY0 þ g24ðp;u�Þa0 ¼ 0;
g52ðp;u�ÞMu0 þ g53ðp;u�ÞY0 þ g54ðp;u�Þa0 ¼ 0;
g62ðp;u�ÞMu0 þ g63ðp;u�ÞY0 þ g64ðp;u�Þa0 ¼ 0:

9=
; ð11:8Þ

Here gjmðp;u�Þ are the corresponding matrix entries Cn ¼ gjm
�� ��, when j ¼ 2; 5; 6;

m ¼ 2; 3; 4.
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Inverting the determinant of system (11.8) to zero, we obtain the following
frequency equation.

g22ðp;u�Þ þ g23ðp;u�Þ þ g24ðp;u�Þ
g52ðp;u�Þ þ g53ðp;u�Þ þ g54ðp;u�Þ
g62ðp;u�Þ þ g63ðp;u�Þ þ g64ðp;u�Þ

������
������ ¼ 0: ð11:9Þ

Let’s note here that in view of the variability of gjmðu�Þ, for each of the oscillatory
modes, we have the slowly varying frequency of free oscillations. With the bilateral

drive (see Fig. 9.2, drives M1, M2), we should take Tn ¼ 0; Mun; Yn; an; 0; 0
� �T

,
which corresponds to the assumption Xn ¼ 0.

In this case the frequency equation has the form (11.9) j ¼ 2; 5; 6; v ¼ 2; 3; 4.

g12ðp;u�Þ þ g13ðp;u�Þ þ g14ðp;u�Þ
g52ðp;u�Þ þ g53ðp;u�Þ þ g54ðp;u�Þ
g62ðp;u�Þ þ g63ðp;u�Þ þ g64ðp;u�Þ

������
������ ¼ 0: ð11:10Þ

The ranges of “natural” frequencies pðu�Þ, with unilateral or bilateral drives, for the
typical case, are shown in the Fig. 11.2.

The graphs of pðu�Þ, changing during half of the period of kinematic cycle for
the models with unilateral (M1) or bilateral (M2) drives (see Fig. 9.2), are shown in
the Fig. 11.3. (For plotting the graphs we used the data of loop-forming mecha-
nisms of the knitting machine).

The cases of frequency spectra split, arising in case of “jump” from one mode to
the other and with the degeneration of some oscillatory mode shapes, are repre-
sented in the graphs. It can lead to the spatial localization of oscillations and to an
increase in the system’s vibration activity (see Chap. 12). As it should be expected,
in case of a bilateral drive, the frequency spectrum shifts to higher values.

The frequency spectrum can be divided into two parts: the low-frequency range
(acoustic or Debye spectrum) and the high-frequency range (optical or Born
spectrum). In the range of acoustic frequencies, with the increase in the first transfer
function P0ðu�Þ, the “natural” frequency decreases, and in the optical frequency
range, it grows.

Fig. 11.2 Spectra of “natural” frequencies, in case of unilateral or bilateral drives
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Case 2 Further will we assume that the executive body is firmly attached to the
ends of the mechanism’s output links. Then, at the end of the section I and at the
beginning of section III (see above), we should accept aj ¼ 0. Using this additional

condition, instead of the transition matrix C1, we obtain C�
1 ¼ c�ij

��� ���
5�5

, where

c�ij ¼ cij � ci4c4j=c44; cij are the entries of the transition matrix C1. Finally the
transition matrix of one module takes the form

C� ¼ ðC�
1Þ�1C�

2C
�
1: ð11:11Þ

Here matrix C�
2 is obtained from the transition matrix of the mechanism C2, by

excluding the fourth row and fourth column.

When taking into account the boundary conditions, we obtain the following
frequency equation for the unilateral drive: f22f53 � f52f23 ¼ 0, and for the bilateral
one f12f53 � f52f13 ¼ 0. Here fjm are the corresponding elements of the transition
matrix of the system C�

n ¼ ðC�Þn.
Some graphs pðu�Þ, for the frequencies, whose values are located in the vicinity

of the dominant partial frequency p� ¼
ffiffiffiffiffiffiffiffi
c=m

p
, are represented in Fig. 11.4. In this

case, the solid curves correspond to the unilateral drive and hatched ones corre-
spond to the bilateral one.

The contrary influence of the executive body on the frequency spectrum for-
mation, in both considered cases is of interest. The dynamic stiffness of the exec-
utive body, in case of the unilateral drive, decreases, in case of increase in the
connectivity of the two subsystems and in case of the bilateral drive—increases. In
the latter case, vibrations of the subsystems are in anti-phase and the executive body
acts as a “stiffener” for the torsional subsystem.

Fig. 11.3 Graphs of variation of “natural” frequencies (case 1)
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The variability of “natural” frequencies can lead to the violation of dynamic
stability conditions on the finite intervals of the kinematic cycle (see Sect. 5.3.1).
The amplitudes of the free oscillations, excited by the collisions in the clearances
and abrupt changes in external disturbances, in some time intervals, are increasing.

Non-stationary oscillatory mode shapes To determine the state vector Ts, with
reference to (11.10), it is necessary to accurately find the unknown boundary
conditions Mu0; a0, to the constant. In this problem it is convenient to set Y0 ¼ Y�

0
(for example, Y�

0 ¼ 1). Then

Mu0

a0

	 

¼ g52ðp;u�Þ g54ðp;u�Þ

g63ðp;u�Þ g63ðp;u�Þ
� ��1

g53ðp;u�Þ
g63ðp;u�Þ

	 

: ð11:12Þ

Thus, all the elements of vector T0 are now known.
We can see, in Fig. 11.5, the typical graphs of the non-stationary oscillatory

mode shapes for unilateral drives. In the graphs the odd numbers correspond to the
torsional oscillatory mode shapes on the main shaft. The even numbers correspond
to the bending oscillations of the actuator; the asterisk corresponds to the lower end
of the range (u� ¼ 0).

In the range of low-frequencies 550	 655 s�1 (Fig. 11.5a) the oscillatory modes
are similar to the static deformations in case of decreasing dynamic stiffness with
the growth of P0ðu�Þ. In the next frequency range 855	 865 s�1 (Fig. 11.5b) in
case of change in u� ¼ 0; p=2, a substantial transformation of modes occurs (curves
2, 2�). We can see, in Fig. 11.5c, the oscillatory modes (curves 1; 1�; 2; 2�) in case
of frequencies adjacent to the previous range, which also show the abrupt change of
the oscillatory modes within the kinematic cycle. It is interesting that the mode
shape of torsional oscillations, of the main shaft, in this case, is close to the first
mode, but with the significant difference of the actuator’s mode shapes.

Fig. 11.4 Graphs of the
change of “natural”
frequencies (case 2)
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Furthermore, the graph shows the single-node modes, occurring when the fre-
quency is *2,000 c−1 (curves 3, 4).

The presented above technique is of interest for the dynamic synthesis of this class
of oscillatory systems. In particular it is not difficult to estimate the degree of con-
nectedness of torsional and flexural sub-systems and the possibility of decomposition
of the original dynamic model. If mode 2* is getting close to the inclined line, then it
means that the executive body, at the given frequency, manifests itself as a non-
deformable solid body. We should note the importance of the preliminary estimation
of degeneration of modes and arising of new modes, within the kinematic cycle, as it
is connected with the effect of spatial localization and growth in the system’s
vibration activity (see Chap. 12). There is another way to determine the oscillatory
mode, based on the expansion of the state vector in terms of eigenvectors:

Ts ¼ VWsV�1T0 ð11:13Þ

Here V is the eigenvector of matrix, C;Ws ¼ diag ks1; . . .k
s
6

� �
. However, as cal-

culations show, in case of implementation of this approach hypersensitivity, to the
accuracy of calculation, occurs, for the case, when the oscillating system forms a
lattice, in which the torsional and flexural subsystems are interconnected with the
subsystem with variable parameters, imitating a number of identical cyclic
mechanisms.

11.1.2 Forced Oscillations

While developing the methodology for the research of forced oscillations, we will
consider the more general case of the regular system, when the influence of dis-
sipation is also taken into account. This is due to the fact that in the zone of high-
frequency spectrum density, dissipation not only limits the level of oscillations, in

Fig. 11.5 Oscillatory mode shapes; a low frequency range (quasi-static regimes), b mid-
frequency range, c) high-frequency range
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the resonant modes, but often plays the decisive role in the formation of the higher
frequency range for vibration activity. The variability of parameters is caused by the
slow change of the position function PðuÞ, which serves as the operator of the non-
stationary connection, between the main shaft and the executive body. In dwells of
the executive body, as well as in the vicinity of the small values of dP=du, the
dynamic connection between the torsional and flexural oscillatory systems is bro-
ken. In such cases some effects, inherent to the systems with variable structure, are
revealed. To account for the position dissipative forces, we use the complex rep-
resentation of the elastic modulus and stiffness coefficients (see Chap. 6):

�E ¼ Eð1þ 2idjÞ; �G ¼ Gð1þ 2idjÞ; �cj ¼ cð1þ 2idjÞ

where i ¼ ffiffiffiffiffiffiffi�1
p

; dj ¼ #j=ð2pÞ; #j is the logarithmic decrement of the corresponding
element.

While studying the forced oscillations, we will consider the typical, for the cyclic
mechanisms, situation, when the frequency of the investigated harmonic X ¼ jx
(j = 1, 2, 3, …) is much greater than the rotation speed of the main shaft x. It can be
shown that in this case the cyclic mechanism is not the source of the excitation only,
but also leads to the slow displacement of resonant frequencies and to the arising of
the wideband frequency spectrum, with higher vibration activity. For methodo-
logical reasons, we will consider the most complicated case, typical for the high-
speed machines, where the most important role is played by the kinematic exci-
tation. Let the amplitude of acceleration of the program motion, on the considered
harmonic, be w (here and below, for simplicity the harmonic number is omitted).

Kinematic excitation, which defines the distributed and concentrated inertial
forces of the translational motion, at the considered frequency, is proportional to
w ¼ P00

�X
2. Then on the basis of (11.1) and (11.2) the component of the transition

matrix, corresponding to the excitation in the given module is equal to:

UðX; uÞ ¼ C1ðXÞC2ðX;uÞU1ðXÞ þ C1ðX;uÞU2ðXÞ þ EU1ðXÞ; ð11:14Þ

where U1 ¼ �wq 0; 0; g33 � 1; g43; g53 ; g63ð ÞT; U2 ¼ �w 0; 0; 0; 0; 0; mð ÞT,
where gij are the entries of the transition matrix Ck , which differ from (11.1) and
(11.2) by substituting X instead of p (the subscripts 1, 2, 3 meet the number of the
portion of the module), E is the unit matrix. The state vector on the boundary of the
arbitrary module s can be represented as follows:

Ts ¼ CsT0 þ
Xs�1

r¼0

Cn�r�1U: ð11:15Þ

Vector T0, which corresponds to the boundary conditions, when s ¼ 0, contains
three unknown boundary conditions T02; T03; T04 (the second index corresponds to
the row number). When s ¼ n, for the unilateral drive, we obtain
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Tn2ðT02; T03; T04Þ ¼ 0;
Tn5ðT02; T03; T04Þ ¼ 0;
Tn6ðT02; T03; T04Þ ¼ 0:

9=
; ð11:16Þ

We represent (11.16) in matrix form as

S0 � h0 ¼ �hw: ð11:17Þ

Here h0 ¼ T02; T03; T04ð ÞT is the vector of the unknown boundary conditions,
formed with non-zero elements of vector T0; hw is the vector defined by the
kinematic excitation (w 6¼ 0); S0 is the matrix ð3� 3Þ of coefficients of the system
of linear equation (11.17).

To determine matrix S0, three calculations, when w ¼ 0; s ¼ n, should be car-

ried-out as per expression (11.16), taking T
ð1Þ
0 ¼ 0; 1; 0; 0; 0; 0ð ÞT; Tð2Þ

0 ¼ 0; 0;ð
1; 0; 0; 0ÞT; Tð3Þ

0 ¼ 0; 0; 0; 1; 0; 0ð ÞT. Then S0 ¼ Tð1Þ
n� Tð2Þ

n� Tð3Þ
n�

 �
, where TðmÞ

n� is the
vector, formed with the second, fifth and sixth row of the vector Tn at given above
“fictitious” boundary conditions and the calculation number m.

Further, we accept in (11.15) T0 ¼ 0, ðw 6¼ 0Þ; wherein the second, fifth and
sixth rows of the obtained vector Tn� define the vector hw. As per (11.17) we have

h0 ¼ �S�1
0 � hw: ð11:18Þ

Since (11.18) defines the previously unknown boundary conditions, (11.15) allows
us to find the complex amplitudes of the six characteristics, describing the flexural-
torsional oscillations of the system. For systems with bilateral drive the problem is
solved in a similar manner with an appropriate choice of boundary conditions.
Some qualitative indicators of the forced oscillations, in the considered class of
dynamic models, are illustrated by the example of results of analysis of calculations,
carried out using data for the warp knitting machine.

Influence of module numbers n We can see, in Fig. 11.6, the normalized
amplitude-frequency characteristics (AFC) of the executive body YðXÞ and the
main shaft XðXÞ, plotted for unilateral drive, when n ¼ 2; 4; 5 (curves 1, 2, 3
correspondingly) and the fixed value of u� ¼ p=2. (Here and below, when illus-
trating AFC, the normalized amplitude of excitation w=X2 is used). Functions
XðXÞ; YðXÞ are defined as the modules of the corresponding complex values.

The analysis of the graphs shows that with growth of n the lower resonant
frequency decreases significantly. In addition to that oscillations of the executive
body, in the frequency range near the point of condensation, abruptly increase.

Influence of the variability of parameters of cyclic mechanisms These results
correspond to the value P0

max, when the connectedness, between the torsional
subsystem of the main shaft and bending subsystem of the executive body, is
maintained artificially at the maximum level. The question arises that how much
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does the slow change of parameters, caused by the variability of P0, is manifested
in the frequency and phase response?

It is clearly seen, in the Fig. 11.7, that the discontinuity of the dynamic con-
nections, in case of working body’s dwell, qualitatively changes the character of
oscillations: several resonant modes arise, instead of one. In such cases the beat
mode is observed, which is accompanied by the change of the oscillatory modes
and high vibration activity of the system.

In Fig. 11.8, the selected curve corresponds to P0
max, which in case of X\p� is

the lower boundary of the region and while X[ p� it is the upper boundary. The
selected point is of interest, where amplitudes don’t depend on P0; therefore the
system loses its rheonomous properties.

Influence of dissipation Here-above we considered the amplitude-frequency-
characteristic (AFC), in case of small values of dissipation. A comparison of these
characteristics with similar frequency responses, obtained without dissipation,

Fig. 11.6 To the analysis of the influence, of number of modules, on AFC

Fig. 11.7 Transformation of
AFC when P0 ¼ P0

max (curve
1) and P0 ¼ 0 (curve 2)
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shows that apart from the natural unlimited increase in amplitudes in the resonant
mode, in the absence of dissipation, the resonant zones abruptly shrink and in case
of high-frequencies, such resonances appear, which completely appear to be sup-
pressed in the presence of dissipation. Similar conclusions, while analyzing the
effect of dissipation in the chains, are given in [33].

Analysis of the phase-frequency characteristic (PFC) In Fig. 11.9 we can see
the phase-frequency characteristics cðXÞ when n = 2, 4, 5 (curves 1, 2, 3) and
P0 ¼ P0

max. The function cðXÞ is defined as the argument of complex amplitudes
�XðXÞ; �YðXÞ.

The work performed under harmonic excitation is proportional to sin c, so the
level of oscillation depends on the proximity of the phase shift c to the value of
p=2. The graphs show that at higher frequencies, taking into account the dissipa-
tion, the value of c is much lower than this value, so the resonance is substantially
suppressed. In the absence of dissipation, at these frequencies, PFC intersects the
line p=2, which reflects AFC of the executive body.

To illustrate the influence of variability of parameters on the value and location
of frequency ranges with increased amplitude levels, in Fig. 11.10, we plotted
graphs of PFC, when n = 5 and changes, in small increments, of the first transfer
function 0
P0 
P0

max.

Fig. 11.8 Areas of increased
vibration activity

Fig. 11.9 Phase-frequency
characteristics
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The graphs identify the areas, in which PFC intersects line p=2 all the time. Of
course this is only an indirect indication of the potential for large amplitudes,
because the excitation of resonant oscillations is not instantaneous and imple-
mentation of this possibility depends on the speed of the transition across the
identified frequency ranges. However, in case of sufficiently large extent of these
areas, we can expect an increase in the system’s vibration activity. The modes of
resonant oscillations, in the first approximation, correspond to the modes of free
oscillations (see above). We should also bear in mind the unstable character of the
modes and the possibility of jump from one form to another.

11.2 Bending Vibrations of the Actuator, Mounted
on the Output Links of Identical Cyclic Mechanisms

Dynamic model Figure 11.11 represents the dynamic model, in which the working
body (WB) is accepted as the flexural oscillatory system, with distributed

Fig. 11.10 To the analysis of
the phase-frequency
characteristic in case of
variable parameters

Fig. 11.11 Dynamic model
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parameters and the driving cyclic mechanisms are accepted as the serial connection
of discrete elements (see below). Let us accept that area s corresponds to x 2
½xs; xsþ1�: The free oscillations of the working body yðx; tÞ are described with
differential equation as follows:

EI
o4y
ox4

þ q
o2y
ot2

¼ 0; ð11:19Þ

where q is the mass of unit length; EI is the bending stiffness (E is the normal
modulus; I is the equatorial moment of inertia).

Taking into account the non-stationary boundary conditions, we are looking for
the approximate particular solution of Eq. (11.19) as follows:

yðx; tÞ ¼ Yðx; sÞ cos UðtÞ; ð11:20Þ

where Yðx; sÞ is the oscillatory mode; s is the “slow time”.
In accordance to the conditional oscillator method (see Sect. 5.2) for each of the

oscillatory modes the solution can be added with the condition of the form:

2
oY
os

ðx�; sÞpðsÞ þ Yðx�; sÞ dpds ðsÞ ¼ 0: ð11:21Þ

Here pðsÞ ¼ dU=dt is the variable “natural” frequency, x� is the coordinate of the
arbitrary section. Under the condition of slow variation of parameters on the basis
of (11.19)–(11.21), we obtain the following ordinary differential equation:

o4Y
ox4

ðx; sÞ � a4Yðx�; sÞ ¼ 0; ð11:22Þ

where a4 ¼ qp2ðsÞ=ðEIÞ:
Analysis of the transition matrix of the regular element Let us select one block
in the dynamic model, consisting of the beam portion s and the mechanism s
and introduce the following functions: g1ðsÞ ¼ YðxsÞ; g2ðsÞ ¼ LuðxsÞ; g3ðsÞ ¼
MðxsÞL2=ðEIÞ; g4ðsÞ ¼ QðxsÞL3=ðEIÞ, where Y ; u; M; Q are the slowly varying
amplitudes of strains, rotation angles, bending moments and shear forces in the
appropriate section. (For brevity the s is omitted in the argument of “slow time”.)
Then on the basis of (11.20) and (11.21), with respect to this model, we can write
the following matrix equation:

½g1ðsþ 1Þ; g2ðsþ 1Þ; g3ðsþ 1Þ; g4ðsþ 1Þ�T ¼ C ½g1ðsÞ; g2ðsÞ; g3ðsÞ; g4ðsÞ�T
ð11:23Þ
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Here

C ¼
j1 j2 j3 j4
h4j4 j1 j2 j3
h4j3 h4j4 j1 j2
h4j2 � fj1 h4j3 � fj2 h4j4 � fj3 j1 � fj4

2
664

3
775 ð11:24Þ

hðsÞ ¼ L
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qp2=EI4

p
; pðsÞ is the slow varying “natural” frequency; j1 ¼ K1ðhÞ; j2 ¼

K2ðhÞ=h; j3 ¼ K3ðhÞ=h2; j4 ¼ K4ðhÞ=h3; KjðhÞ are the Krylov’s functions;
fðsÞ ¼ nRðsÞ; n ¼ L3=ðEIÞ; R (s) is the cyclic mechanism’s dynamic stiffness.

The dynamic stiffness is defined as R ¼ D=B, where B, D are the elements of the
second column of the transition mechanism. Below while illustrating, we will restrict
ourselves to taking into account the elements of the model, shown in Fig. 11.11,
namely the variable mechanism stiffness reduced to the output link. Then

Rðu�Þ ¼ c=½1þ f0U02ðu�Þ� � mp2; ð11:25Þ

where f0 ¼ c=c1, U0ðu�Þ ¼ r0 sin u� (the “slow time” in this case is the main
shaft’s rotation angle u�).

In case of small values of h, the Krylov functions can be represented as the
truncated Maclaurin series

j1 � 1þ h4

4!
; j2 � 1þ h4

5!
; j3 � 1

2
þ h4

6!
; j4 � 1

6
þ h4

7!

Thus, in contrast to the Krylov functions, when h ! 0, none of the functions jj
tend to zero, eliminating the difficulty of extreme transitions.

The matrix equation (11.23) is equivalent to the system of differential equations,
whose solution is sought in the form gjðsÞ ¼ C0

j k
s, where C0

j are in general the
slowly varying functions of time. After substituting in (11.24), we find that the
characteristic numbers k are equal to the eigenvalues of the transition matrix. We
use the generalized form of the characteristic equation, whose coefficients are
governed by (9.3). Let us recall here that the areas of the system, under consid-
eration, do not change their properties, in case of change of numbering of sections
sþ 1� s, so the characteristic equation appears to be reciprocal:

k4 þ ak3 þ bk2 þ akþ 1 ¼ 0: ð11:26Þ

Here

a ¼ �SpC ¼ �
X4
i¼1

cii; b ¼ 0:5ð
X4
i;j¼1

�ciicjj �
X4
i;j¼1

�cijcjiÞ; ð11:27Þ

where cij are the elements of the transition matrix C; an asterisk at the sign of the
sum means the omission of the member i ¼ j.
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On the basis of (11.24) and (11.27) we get

a ¼ fj4 � 4j1;¼ 2þ 4ðj21 � h4j23Þ � 2fðj1j4 � j2j3Þ: ð11:28Þ

We present the solution of Eq. (11.26) as follows

k1;2;3;4 ¼ 0:5ðzI; II �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z4I; II � 4

q
Þ; zI; II ¼ 0:5ð�a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � 4bþ 8

p
Þ: ð11:29Þ

For the evident representation of the structure of characteristic exponents and form
of solutions, as before, we use the plane of parameters b� a, which is shown in the
Fig. 11.12.

In region 0, solutions are not available, in area I they are described with the
trigonometric functions (k are the complex-conjugate numbers), in area II they are
described with the hyperbolic functions (k are the real numbers), and in area III they
have the mixed form (one pair of the roots k are the complex conjugate numbers
and the other are the real numbers). The graph shows the locus of points bðpÞ; aðpÞ
for the following initial data EI ¼ 1:757� 105 N �m; q ¼ 2 kg/m; L ¼ 0:5m; m ¼
4 kg; c ¼ 5� 105 N=m; n ¼ 6; r0 ¼ 0:5m; p ¼ ð0	 4,000Þ s�1; f0 ¼ 0:1	 10;
u� 2 ½0; p�.
Definition of “natural” frequencies and non-stationary oscillatory shape
mode Using the boundary conditions, we write

½g1ðnÞ; g2ðnÞ; 0; 0�T ¼ Cn½g1ð0Þ; g2ð0Þ; 0�T: ð11:30Þ

Fig. 11.12 Areas of
existence of solutions
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Since in case of free oscillations, the oscillatory mode is determined accurately
within the range of an arbitrary constant, we take g1ð0Þ ¼ 1. The matrix equation
(11.30) corresponds to the uniform system of four algebraic equations, whose
determinant, for the non-trivial solution, is equal to zero. However, the practical use
of the formal frequency equation, obtained similarly, becomes complicated, since it
has the high order and it should be solved for each fixed point in time. Let us
consider, for now, just two ways of simplified determination of “natural” fre-
quencies, using the regularity properties of the system. Let us write the matrix
equation (11.30) for two consecutive segments s; sþ 1 and we will exclude
variables g2 and g4 from the obtained equations. At that we get the next uniform
system of differential equations:

g1ðsþ 1Þ þ g1ðs� 1Þ � g1ðsÞð2j1 � fj4Þ � 2j3g3ðsÞ ¼ 0;
g3ðsþ 1Þ þ g3ðs� 1Þ � 2g3ðsÞj1 � g1ðsÞð2h4j3 � fj2Þ ¼ 0:

�
ð11:31Þ

Since the characteristic exponents kk are determined already, we can represent the
solution of system (11.31) as follows:

g1ðsÞ ¼
X2
k¼1

bkðhk1fks þ hk2vksÞ; g3ðsÞ ¼
X2
k¼1

ðhk1fks þ hk2vksÞ; ð11:32Þ

where hk1; hk2 are the arbitrary slowly varying functions, determined by the
extreme conditions; fks ¼ cos srk; vks ¼ sin srk; rk ¼ arccos 0:5zk when
zkj j\2; fks ¼ cosh srk; vks ¼ sinh srk; rk ¼ Arccosh(0:5zkÞ when z[ 2 and
rk ¼ Arccoshð0:5zkÞ þ ip when zk\� 2 ði ¼ ffiffiffiffiffiffiffi�1

p Þ; function bk corresponds to
the eigenvector and in our case is determined as

bk ¼ ðfk1 � 1Þ=ðh4j3 � 0:5fj2Þ ðk ¼ 1; 2; b1 6¼ b2Þ ð11:33Þ

The formal frequency equation can be represented as

H1ðpÞ � H2ðpÞ ¼ 0; ð11:34Þ

where Hk ¼ bkðK1 þ fk1K2Þ � fk1 þ ð�1� fknÞðbkK2 � 1Þvk1=vkn; k ¼ 1; 2 (in
case of double signs the plus corresponds to the symmetric mode, the minus cor-
responds to the anti-symmetric mode); K1 ¼ h4ðj3 � j1j4=j2Þ þ fðh4j24=j2 �
j2Þ; K2 ¼ h4j24=j2 (in case of h ! 0, we have K1 ! �f and K2 ! 0Þ.

The oscillatory modes in the cross sections s for the displacements and bending
moments are determined by dependencies (11.31) and (11.32) for the obtained from
(11.34) “natural” frequencies and h11 ¼ 1; h12 ¼ ð�1� f1nÞ=v1n; h21 ¼ �1;
h22 ¼ �h12.
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The second method of determining the “natural” frequencies is based directly on
the matrix equation (11.23), using the symmetry conditions of the dynamic model.
Thus, obtained in such a way frequency equation is

½1� g11ðp;u�Þ�½1� g22ðp;u�Þ� � g12ðp;u�Þg21ðp;u�Þ ¼ 0; ð11:35Þ

where gi jðp;u�Þ are the corresponding entries of the matrix Cn; different signs
correspond to the symmetric and anti-symmetric oscillatory modes.

In Fig. 11.13a, we can see the graphs pðu�Þ, for a number of lower frequencies,
when f0 ¼ 5 and accepted above input data. The analysis has shown that in some
cases of change in u� the jump from one mode shape to the other are observed (the
similar case in the graph is shown with a hatched line).

Of particular interest is the frequency, which corresponds to such oscillatory
mode, in case of which all the supports of the working organ oscillate with uniform
amplitude. It is obvious that this case corresponds to kk ¼ 1. Then, on the basis of
the characteristic equation (11.26) taking into account (11.35), we obtain

fðpÞ½ðj1 � 1Þj4 � j2j3� � 2½ð1� j1Þ2 þ h4ðpÞj23� ¼ 0: ð11:36Þ

Under given initial data, Fig. 11.13b shows the graphs of pðu�Þ, obtained on the
basis of (11.36) for f0 ¼ 0:2 (curve 1), f0 ¼ 1 (curve 2), f0 ¼ 5 (curve 3). In case of
h ! 0 we have f ! 0; in this case the non-inertial elastic beam moves along with
the bearings, without deformation, i.e. like a rigid body.

On the graph, this case corresponds to the hatch-dot curves. Often with the
specific values of the parameters, this frequency appears to be the lowest. Let us
note that for uniformly distributed harmonic load, the strongest excitation, in case
of resonance, takes place sometimes at this frequency.

Fig. 11.13 Graphs of “natural” frequencies; a case λ≠1, b case λ =1
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If in the model (see Fig. 11.11), we take the extreme mechanisms to be abso-
lutely rigid, then Eq. (11.36) has a very simple solution rr ¼ r0r ¼ pr=n ðr ¼
1; n� 1Þ when h12 ¼ 1; h11 ¼ h21 ¼ h22 ¼ 0. At the same time the “natural” fre-
quencies pr are determined using the equation

fðp0rÞ � 2ðj1 � cos r0rÞ2=½j4ðj1 � cos r0rÞ � j2j3� ¼ 0: ð11:37Þ

When h ¼ 0, we get

fðp0rÞ ¼ �12ð1� cos r0rÞ2=ð2þ cos r0rÞ ð11:38Þ

We can use the obtained results for effective estimation of the roots of more
complicated Eqs. (11.34) and (11.35): p0;r�1\pr\p0 r. As it can be seen from the
graphs, with increase in value of f0 the influence of variability of parameters, on the
frequency characteristic of the system, increases. The variability of parameters can
lead to local distortions of dynamic stability in some parts of the kinematic cycle,
when the attenuated free oscillations, caused by dissipative forces, alternate with
increasing oscillations (see Sect. 5.3.1).

11.3 Vibrations of Multisection Drives for Moving
the Massive Actuators

Dynamic and mathematic models In Fig. 11.14 we can see the dynamic model,
consisting of the subsystem of the driving mechanism, schematized as the torsional
subsystem s ¼ 0 and repeated modules ðs ¼ 1; nÞ. Each module of the corre-
sponding section of the drive is formed by the portion of the main shaft, connected

Fig. 11.14 Dynamic model

334 11 Regular Cyclic Systems with Translational Motion of the Actuator

http://dx.doi.org/10.1007/978-3-319-12634-0_5


with the absolutely rigid executive body by the m identical cyclic mechanisms,
performing its progressive program motion. Thus we consider the other extreme
case, when the executive body has heightened rigidity and the relatively high
torsional compliance of the long main shaft is substantially the determining factor in
the formation of the spectrum of “natural” frequencies. This situation, in particular,
takes place in the tapping carriage mechanism of a number of combers, in the
needle table moving mechanism of the needle punchers, etc.

Sections are linked to each other by the elastic elements (for example, couplings,
or portions of the main shaft) with torsional stiffness Dc. Let us emphasize here that
in the program motion (i.e. excluding the elastic properties of the system), the
executive body should move strictly progressively, however, taking into account
the oscillations, this movement appears to be plane-parallel, which in many cases
leads to the mismatch of the movements, at the ends and to the violations of the
technological process.

Let us use the modified method of continual idealization (see Sects. 9.3 and 10.4)
and present m identical mechanisms, in the form of pseudo-medium formed by
“smearing” of the elastic and inertial characteristics, along the main shaft’s axis. This
medium, as well as its mechanical prototype has the property to transfer the load and
motion, only along the layer of the medium, and the interaction between the layers is
realized only through the subsystems of the main shaft and the executive body.

Frequency analysis of the single-section drive (n = 1) First of all let us consider
the case, where the system, under consideration, consists of a single module. Let us
write the uniform system of differential equations, based on which we can conduct
the frequency and modal analysis (dissipative forces at this stage can be omitted):

� o
ot
ðq ou

ot
Þ þ G ½ o

ox
ðIðxÞ ou

ox
Þ� � Q1 ¼ 0; ð11:39Þ

�my
::

c ¼
Z l

0

Q2dx; �J€c ¼
Z l

0

Q2ðx� xcÞdx: ð11:40Þ

Here uðx; tÞ; I; q is the rotation angle, polar moment of inertia and reduced mass
moment of inertia of the main shaft; m; J are the mass and moment of inertia of the
executive body, relative to the center of mass xc; yc; c are the displacements of the
center of mass and rotation angle of the executive body, G is the shear modulus,
Q1; Q2 are the linear reactive moment and force applied from the mechanism to the
corresponding subsystem.
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Let us represent the approximate solution of Eq. (11.39) as follows

u ¼ Xðx; sÞWðtÞ; y ¼ Yðx; sÞWðtÞ;

where s is the “slow” time.
After the separation of slow components of functions Q1 and Q2, we can show

that the Eqs. (11.39) and (11.40) in the amplitude functions X and Y are connected
by the following equations

X 00 þ P1ðsÞX ¼ �P2ðsÞY ;
Y ¼ aþ cx;

�
ð11:41Þ

where a ¼ Xð0Þ; c ¼ oY=ox ¼ const; P1 ¼ ðqp2 þ l1Þ=ðGI1Þ; P2 ¼ l2=ðGI1Þ;
l1 ¼

Pm
u¼1

Au=Bu; is the slowly varying “natural” frequency; A; B are the elements of

the pseudo medium transition matrix Cm ¼ A B
C D

� �
, which connect both sub-

systems in the unified oscillation system (see Sect. 8.1).
If we schematize the mechanism, in the form of the chain P� c, where P

reflects the coordinate transformation in the mechanism, and c the reduced stiffness,
then

Cm ¼ Cc CP ¼ 1 l=ðcnÞ
0 1

� �
P0

� 0
0 ðP0

�Þ�1

� �
ð11:42Þ

Here l is the calculated length of the section; P0
� ¼ dP=du� is the first geometric

transfer function (the speed analogue); u� ¼ xt. On the basis of (11.42),
A ¼ P0

�; B ¼ l=ðmcP0
�Þ; C ¼ 0; D ¼ ðP0

�Þ�1.
According to (11.40) and (11.42) the conditions of dynamic equilibrium of the

executive body in the amplitude functions can be written as

�mp2YðxcÞ ¼ B�1
Z l

0

ðX � DYÞ dx; � Jp2c ¼ B�1
Z l

0

ðX � DYÞx dx: ð11:43Þ

The solution can be represented as

X ¼ h1f þ h2vþ bðaþ cxÞ: ð11:44Þ

Here b ¼ �P2=P1; f ¼ cos h; v ¼ sin h at P1 [ 0; f ¼ cosh h ; v ¼ sinh h at
P1\0, where h ¼ kx, k ¼ ffiffiffiffiffiffi

Pj jp
, h1; h2 are the slowly varying functions (see

below).
Let’s introduce the following notation: J=m ¼ r2� ; xc=l ¼ v1; r�=l ¼ v2;
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S ¼ lðC � qp2DÞ=½mp2ðBqp2 � AÞ�: Substituting (11.44) in (11.43) and solving
with (11.41), the obtained system of the two algebraic equations, with respect to a
and c, we get

a ¼ lðg11h1 þ g12h2Þ; c ¼ g21h1 þ g22h2; ð11:45Þ

where g11 ¼ ½n11ðv22 þ S=3Þ � n21ðv1 þ S=2�=D; g12 ¼ ½n12ðv22 þ S=3Þ � n22ð1þ
S=2Þ�=D;

g21 ¼ ½n21ð1þ SÞ � 0:5Sn11�=D; g22 ¼ ½n22ð1þ SÞ � 0:5n12S�D�1;

D ¼ ð1þ SÞðv22 þ S=3Þ � 0:5Sðv1 þ 0:5SÞ:

Functions nij; included in gij, depending on the sign of P1 are expressed through
trigonometric or hyperbolic functions in case of the argument h� ¼ kl (Table 11.1).
After substituting (11.45) in (11.44) we get

X ¼ h1½f þ bðg11lþ g21xÞ� þ h2½vþbðg12lþ g22xÞ�;
oX
ox

¼ h1ðofoxþ bg21Þ þ h2ðovoxþbg22Þ:
ð11:46Þ

Let’s take Xð0Þ ¼ K01;
oX
ox ð0Þ ¼ N01; X1ðlÞ ¼ K1;

oX
ox ðlÞ ¼ N1. Then on the basis

of (11.46)

K01

N01

	 

¼ C0

h1
h2

	 

;

K1

N1

	 

¼ C1

h1
h2

	 

ð11:47Þ

Elements of matrices C0 and C1 are determined with the following dependencies:

cð0Þ11 ¼ 1þ bg11l; c
0
12 ¼ bg12l; c

ð0Þ
21 ¼ bg21l; c

ð0Þ
22 ¼ kþ bg22; c

ð1Þ
11 ¼ f�þ

blðg11 þ g21Þ; cð1Þ12 ¼ blðg12 þ g22Þ þ v�; c
ð1Þ
21 ¼ ðof =oxÞ� þ bg21; c

ð1Þ
22 ¼

ðov=ox)�þ bg22; where the asterisk meets the argument h� ¼ kj jl:
It follows from (11.47) that

h1
h2

	 

¼ C�1

0
K01

N01

	 

:

Located between the sections of element J0 andx ¼ 0 is the elastic element with the
torsional stiffness Dc. In this case, the transition matrix of the single module has the
form

Table 11.1 Dependencies for functions nij

Condition n11 n12 n21 n22
P00 [ 0 � sin h�

mp2Bh�
�1� cos h�

mp2Bh�
h� sin h� � ð1� cos h�Þ

mp2Bh2�

sin h� � h� cos h�
mp2Bh2�

P00\0 � sinhh�
mp2Bh�

�coshh� � 1
mp2Bh�

�h�sinhh� � ð1� coshh�Þ
mp2Bh2�

sin hh� � h�coshh�
mp2Bh2�
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C¼C1C
�1
0 CDc; ð11:48Þ

where CDc ¼ 1 Dc�1

0 1

� �
.

Thus, the following matrix relationship occurs between the state vectors in
section J0 and at the end of the module s = 1:

K1

0

	 

¼ c11 c12

c21 c22

� �
K0

N0

	 

ð11:49Þ

Here cij are the entries of the matrix C ; K0 is the amplitude in the section of the
element J0.

With reference to (11.49) and boundary conditions, we get the frequency
equation

c21ðp;u�Þ þ fðpÞc22ðp;u�Þ ¼ 0: ð11:50Þ

Here, fðpÞ ¼ Dc=R0ðpÞ; R0ðpÞ is the dynamic stiffness of the drive (“input”).
Let us emphasize here that because of the dependence of the transition matrix on

u� the “natural” frequencies are variable. We now consider some ultimate special
cases. It can be shown that det gij

�� �� ¼ D�1 det nij
�� �� so when D ! 0 we have

det gij
�� �� ! 1; therefore with reference to (11.44) and (11.45) when a 6¼ 0; c 6¼ 0

we get h1 ¼ h2 ¼ 0.
This condition implies

S2� þ 2S�ð6v22 � 3v1 þ 12Þ þ 12v22 ¼ 0;

Hence, the equation SðpÞ ¼ S� defines two “natural” frequencies assuming an
absolutely rigid shaft, disconnected from the drive. Other ultimate case occurs when
det nij

�� �� ¼ 0. Then det gij
�� �� ¼ 0, that when h1 6¼ 0; h2 6¼ 0 is possible only when

a ¼ 0; c ¼ 0, when the executive body doesn’t take part in the oscillatory process.
This situation arises, for example, in some frequency ranges, when the working
body substantially plays the role of framing (h� ¼ 2pk; k ¼ 1;1) or in case of
relatively small values of mechanism’s stiffness (B ! 1).

Frequency and modal analysis When j
 1; and j ¼ cos h�; we have

Ks ¼ h1 cos sh� þ h2 sin sh�;
Ns ¼ h1½cosðsþ 1Þh� � cos sh�� þ h2½sinðsþ 1Þh� � sin h��; ðs ¼ 0; nÞ:

�

ð11:51Þ

Here, Ks; Ns corresponds to the cross section of the main shaft at the end of the
module s.
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On the basis of (11.51), taking into account the boundary conditions, we obtain
the transcendental equation relative to h�:

½1þ fðpÞ� cos½ðnþ 0:5Þh�� � fðpÞ cos½ðn� 0:5Þh�� ¼ 0: ð11:52Þ

where fðpÞ ¼ Dc=R0ðpÞ; R0 is the dynamic stiffness of the driving mechanism
(“input”).

If the dynamic stiffness at the “input” is independent of p (see above), we have
f ¼ const, therefore, the solution of Eq. (11.52) can be obtained regardless of the
dynamic characteristics of module s. Since the oscillatory shape modes reflect the
amplitude values only “selectively”, i.e. only in certain sections of the main shaft,
they to some extent have conditional nature (such modes were called above as
stroboscopic). Figure 11.15 shows the shape modes when n = 5 (j is the mode
number). When f ! 1 hj ¼ jp=n; where j ¼ 1; n is the number of the main
shaft’s oscillatory mode (on sections s). In another ultimate case, when
f ! 0; hj ¼ pð2j� 1Þ=ðnþ 1Þ. As it was shown in Sect. 9.1,

0:5 SpCðpÞ ¼ jðpÞ ¼ cos h�ðpÞ; ð11:53Þ

where SpCðpÞ is the spur of the matrix CðpÞ [see (11.48)].
Let us remind here that the number of mode j, corresponding to the sections s of

the main shaft, cannot coincide with the number of frequency r. The point is that
each mode j corresponds to several values of r, the number of which is equal to the
number of “partial” frequencies of the single module subsystem.

Here above we considered the most common case, when j
 1: Such a situation
usually occurs over almost the entire frequency range, and is violated only under
certain values of f in the narrow bands near the “partial” frequencies of the module.
When j[ 1 ðIm k ¼ 0Þ; taking j ¼ coshh and having performed the similar cal-
culations, we get expressions differing from the ones above, only in a way that the
trigonometric functions are replaced with the cognominal hyperbolic ones.

When j\� 1 the condition j ¼ coshh is satisfied only when h ¼ h0 þ ip:
Then cosðh0 þ ipÞ ¼ coshh0cosh ip + sinh h0sinh ip ¼ �ch h0 
 � 1. Thus, in this

Fig. 11.15 Oscillatory mode
shapes
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case, we should accept coshh0 ¼ �j. Then cosh jh ¼ ð�1Þ j cosh jh0 and
sinh jh ¼ ð�1Þ j sinh jh0. Taking into account the given corrections, the depen-
dencies are valid for the case j[ 1:

As the analysis shows, these modes are usually very unstable. The mode
instability, at different stages of the kinematic cycle, often manifests itself as a jump
from one shape mode to another or to complete mode degeneration.

Here above, during drive’s frequency analysis, the two methods were combined,
to facilitate the study of complex oscillatory systems of large dimensions. The first
one of these comprises of the use, for each module, of the method of continuum
idealization, in which the elastic and inertial properties of the system are reflected
by some integral characteristic. This allows us to operate with the generalized
representation of variables and to reduce their number. A similar approach
(aggregation) is becoming more common in the study of complex objects in
mechanics, automatic control systems, economy [47]. The second method, based on
the theory of regular systems, allows us in the given case to reduce the task, of
studying the multi-section drive vibrations, to the analysis of a single repeating
module.

Such a combined approach is of particular interest in solving the problems of
dynamic analysis and synthesis of the automatic machines and automatic lines of
light, textile, printing and a number of other industries, in which the cyclic
mechanisms are widely used in zones of large extension of the technological
process.

11.4 Torsion-Bending Vibrations of Branched-Ring
Structured Systems

Dynamic model In Fig. 11.16, the dynamic model of the branched-circular
structure is represented, in which the input link (main shaft) is presented as the
torsional subsystem and the output link (executive body) as the bending subsystem.

The following conditional notations are accepted here: Ji are the moments of
inertia; mi are the masses; ci are the coefficients of torsional ( i ¼ 0; 1; 2ð Þ and
longitudinal i ¼ 3ð Þ stiffness; W are the reduced to the corresponding elements
coefficients of dissipation. P uð Þ is the position function. Without narrowing the
scope of generality in the formulation of the problem, we accept u0ðtÞ ¼
u�ðtÞ ¼ xt.

The reduced dynamic model consists of three integrated subsystems, corre-
sponding to the main shaft, cyclic mechanisms and executive body. On the main
shaft, gear can be noticed, which in this case is represented as the connection
c01 � J0 � c02, but generally it can be reflected with the corresponding dynamic
stiffness R0. The other part of the model is a set of n repeating modules corre-
sponding to the sections of the drive. The arbitrary module s, selected with
hatch-dotted line consists of the block of the circular structure and the connecting
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elastic member corresponding to the stiffness c1 of the main shaft portion or to the
clutch (to account for the inertial properties of the element, we can use its dynamic
stiffness). The block of the circular structure is formed with the main shaft portion
J1 � c2 � J1, executive body represented as the elastic beam with masses
m1 ¼ m3 ¼ m; m2ð Þ and with two cyclic mechanisms P� c;Wð Þ.
The elastic characteristics of the beam depend, among other factors, on the design

of bearings (supports) at the points of its connection to the output links of the cyclic
mechanisms. When planning the support two extreme cases are possible: clamping
(case 1) and pivotal connection (case 2). If we take the moment of inertia of the beam
I2 and mass per unit of the length ~m2 as constants, then we can take, in the first case,
e22 ¼ ‘3= 192EI2ð Þ; e31 ¼ e13 ¼ ‘3= 12EI2ð Þ;m2 ¼ 32~m2‘=75, and in the second

case e22 ¼ ‘3= 48EI2ð Þ; e31 ¼ e13 ¼ 0;m2 ¼ 48m2
�

‘=p2, where ‘ is the length of the
beam, E is the normal modulus, eik are the influence coefficients. When the actuator
is absolutely rigid the dynamic errors in the first case, for all masses, are equal and in
the second case they linearly vary along the beam (see 11.3). In particular, the
dynamic error of the mass m2 is then equal to half of the sum of the values defined in
the bearing’s sections.

Mathematic model of the arbitrarily given module For frequency and modal
analysis, Let us use the method of studying the regular systems. Let us take u� ¼
xt as the “dimensionless time”, where x is the ideal angular speed of the main
shaft. Let uj; yj be the coordinates of the absolute angular displacements of the
main shaft and linear displacements of shape. Then uj ¼ u� þ Duj,
yj ¼ P u�ð Þ þ Dyj, where Duj, Dyj are the dynamic errors; P u�ð Þ is the position
function, which describes the displacement of the executive body in the program
motion. With zero-clearance motion and small dynamic errors, we have
P uj

� � ¼ P u� þ Duj

� � � P u�ð Þ þP0 u�ð ÞDuj, where P0 ¼ dP=du�. When
determining the frequency and modal characteristics we can ignore the weak
influence of dissipative forces. Repeating unit s (see Fig. 11.16) has five degrees of

Fig. 11.16 Dynamic model
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freedom and is described by the following system of differential equations (repet-
itive index s is omitted completely):

J1Du
::

1
þ c1 Du1 � Du0ð Þ � c2 Du3 � Du1ð Þ � c3P0

� Dy1 �P0
�Du1

� � ¼ 0;

J1Du
::

3
þ c2 Du3 � Du1ð Þ � c1 Du4 � Du3ð Þ � c3P0

� Dy3 �P0
�Du3

� � ¼ 0;

m1D y
::

1
þ c3 Dy1 �P0

�Du1

� �þ e�1
13 Dy1 � Dy3ð Þ þ 0:25e�1

22 Dy1 � 2Dy2 þ Dy3ð Þ ¼ F1 tð Þ;
m2D y

::

2
þ e�1

22 Dy2 � 0:5Dy1 � 0:5Dy3ð Þ ¼ F2 tð Þ;
m3D y

::

3
þ c3 Dy3 �P0

�Du3

� �þ 0:25e�1
22 Dy1 � 2Dy2 þ Dy3ð Þ þ e�1

13 Dy3 � Dy1ð Þ ¼ F3 tð Þ:

9>>>>>>>>>=
>>>>>>>>>;

ð11:54Þ

Here in addition to the previously introduced notations, we accept e�1
13 ¼ e�1

31 is the
influence factor different from zero in case of clamping of the beam’s ends (see
above); Fi tð Þ ¼ FT tð Þ �P00 xtð Þx2mi; where FT is the technological resistance;
P00 ¼ d2P=du2

�.
The accepted indexing of coordinates corresponds to the following relationship,

linking the number of coordinate m in this block m ¼ 1; 3
� �

; the number of repeating
module s ¼ 1; n; number of section, counted from the origin of the regular part of
the system j ¼ 3 s� 3þ m. The total number of degrees of freedom is equal to
H ¼ H0 þ Hp, where H0 corresponds to the mechanism’s gear (for the model in
Fig. 11.16, we have H0 ¼ 1), Hp corresponds to the regular system Hp ¼ 5n

�
,

where n is the number of sections). Taking into account the slow change of the
“natural” frequencies p u�ð Þ according to the conditional oscillator method, the free
oscillations are looked for in the form

Dum ¼ Km sin

Z
p u�ð Þdu�; Dym ¼ Ym sin

Z
p u�ð Þdu�: ð11:55Þ

After substitution of (11.55) in the uniform system of differential equations, cor-
responding to the system (11.54), we get

M1=ðJ1x2Þ þ ðp22 þ p23q
�2P02

� � p2ÞK1 � p22K3 �P0
�p

2
3q

�2Y1 ¼ 0;

�p22K1 þ p22 þ p23q
�2P02

� � p2
� �

K3 �P0
�p

2
3q

�2Y3 �M4=ðJ1x2Þ ¼ 0;

�p23P
0
�K1 þ p23 þ p213 þ 0:25p222l� p2

� �
Y1 � 0:5p222lY2 þ 0:25p222l� p213

� �
Y3 ¼ 0;

�0:5p222Y1 þ p222 � p2
� �

Y2 � 0:5p222Y3 ¼ 0;

�p23P
0
�K3 þ 0:25p222l� p213

� �
Y1 � 0:5p222lY2 þ p23 þ p213 þ 0:25p222l� p2

� �
Y3 ¼ 0;

9>>>>>>>=
>>>>>>>;

ð11:56Þ

where p21 ¼ c1=ðJ1x2Þ; p22 ¼ c2= J1x2ð Þ; p23 ¼ c3= mx2ð Þ; p222 ¼ e22m2x2ð Þ�1
; p213

¼ e13mx2ð Þ�1 (in case of ball-bearings we should accept p13 ¼ 0Þ; l ¼
m2=m; q2 ¼ J1=m; m1 ¼ m3 ¼ mð Þ; P0

� ¼ P0 u�ð Þ Mm are the reactive moments.

342 11 Regular Cyclic Systems with Translational Motion of the Actuator



Taking K1 ¼ 0; K4 ¼ 0 into (11.56) and converting the determinant to zero,
we obtain the equation determining the slowly varying “partial” frequencies. The
variability of the amplitude functions is related to the slow change of the geo-
metrical transfer function of the cyclic mechanisms.

Employment of the theory of regular systems to construct the mathematic
model with a multi-modular structure The system of equations (11.56) consists
of two amplitude functions, corresponding to the boundaries of the selected module
s, namely K1 (the section at the input s� 1) and K4 (section at the “output” s).
Using the procedure outlined in Sects. 10.4 and 11.3, [19] for torsional branched-
circular regular systems, we can write the transition matrix, which connects the
amplitude functions in the cross sections s� 1 and s.

Ks

Ns

	 

¼ g11 u�ð Þ g12 u�ð Þ

g21 u�ð Þ g22 u�ð Þ
� �

Ks�1

Ns�1

	 

; ð11:57Þ

where Ns ¼ Ms=ðJ1x2Þ; Ms is the amplitude value of inertia in section s. Let us
recall that in Eq. (11.56) for simplification of recording index s, we omitted
Ki ¼ Ks;i
� �

. Returning to the original indexes for the given module s we have
K1 ¼ Ks�1; K4 ¼ Ks; N1 ¼ Ns�1; N4 ¼ Ns.

Further, let us dwell on the methodology of determining the functions gkm u�ð Þ,
which are the elements of the transition matrix, in the recursive dependencies
(11.57). On the basis of the fourth equation of (11.56) we have

Y2 ¼ 0:5p222 Y1 þ Y3ð Þ= p222 � p2
� �

: ð11:58Þ

After substitution of (11.58) in the third and fifth equation of this system, we will
write

u11 pð ÞY1 þ u12 pð ÞY3 ¼ p23P
0
�K1;

u21 pð ÞY1 þ u22 pð ÞY3 ¼ p23P
0
�K3;

ð11:59Þ

where

lu11 pð Þ ¼ u22 pð Þ ¼ p23 þ p213 þ 0:25p222l 1� p222= p222 � p2
� � �� p2;

u12 pð Þ ¼ u21 pð Þ ¼ 0:25p222l 1� p222= p222 � p2
� � �� p213:

Hence

Y1 ¼ P0
� r1K1 � r2K3ð Þ; Y3 ¼ P0

� r1K3 � r2K1ð Þ; ð11:60Þ

where r1 ¼ p23u1= u21 � u22
� �

; r2 ¼ p23u2= u21 � u22
� �

.
After substitution of (11.60) in the first two equations of the system of equations

(11.56), we have

11.4 Torsion-Bending Vibrations of Branched-Ring Structured Systems 343

http://dx.doi.org/10.1007/978-3-319-12634-0_10
http://dx.doi.org/10.1007/978-3-319-12634-0_11


N1 ¼ �a11K1 þ a12K3; N4 ¼ �a21K1 þ a22K3: ð11:61Þ

Here a11 ¼ a22 ¼ p22 þ p23P
02
� q

�2 1� r1ð Þ � p2; a12 ¼ a21 ¼ p22 �P02
� q

�2r2.
It follows from (11.61) that:

K3 ¼ ða11K1 þ N1Þ=a12; N4 ¼ �a21K1 þ a22 a11K1 þ N1ð Þ=a12;
K4 ¼ K3 þ N4=p

2
1:

ð11:62Þ

So K3 ¼ K3 K1;N1ð Þ; K4 ¼ K4 K1;N1ð Þ; N4 ¼ N4 K1;N1ð Þ: At the same time it
follows on the basis of (11.61) and (11.62):

g11 ¼ K4 1; 0ð Þ ¼ a11=a12 þ a211 � a212
� �

= a12p
2
1

� �
; g12 ¼ K4 0; 1ð Þ ¼ 1þ a11p

�2
1

� �
=a12;

g21 ¼ N4 1; 0ð Þ ¼ a211 � a212
� �

=a12; g22 ¼ N4 0; 1ð Þ ¼ a11=a12:

ð11:63Þ

The transition matrix entries are subjected to famous functional relation
g11g22 � g12g21 ¼ 1.

Composing the frequency equation on the basis of the theory of regular sys-
tems The relation (11.57), written in matrix form, fits the following homogeneous
system of linear differential equations.

Ks ¼ g11Ks�1 þ g12Ns�1;
Ns ¼ g21Ks�1 þ g22Ns�1;

�

The solution of which, we find in the form Ks ¼ kKs�1; Ns ¼ kNs�1. Then,

g11 � kð ÞKs�1 þ g12Ns�1 ¼ 0;
g21Ks�1 þ ðg22 � kÞNs�1 ¼ 0:

�

Excluding the trivial zero solution, we convert the system determinant into zero.
The roots, of the so obtained characteristic equation are k ¼ j� i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j2;

p
where

i ¼ ffiffiffiffiffiffiffi�1
p

; j ¼ 0:5 g11 þ g22ð Þ ¼ 0:5SpC ¼ 1� p222= p222 � p2
� � �� p2.

Here SpC is the spur of the transition matrix. When j
 1; taking j ¼ cos h, we
have:

Ks ¼ h1 cos shþ h2 sin sh;
Ns ¼ h1 cos sþ 1ð Þh� cos sh½ � þ h2 sin sþ 1ð Þh� sin h½ �: s ¼ 0; n

� �� ð11:64Þ

Let’s write the boundary conditions corresponding to the considered model:
N0 ¼ f pð Þ ¼ c1=R0 pð Þ; Nnþ1 ¼ 0, where R0 pð Þ is the dynamic stiffness of the
driving mechanism. For the model represented in the Fig. 11.16,
R0 pð Þ ¼ c02 c01 � J0p2ð Þ= c01 þ c02 � J0p2ð Þ. In a particular case R0 ¼ c02 when
c01 ! 1 and R0 � c01c02= c01 þ c02ð Þ when c01  J0p2. Then the dynamic
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stiffness doesn’t depend on the frequency p; at the same time f ’ c1=c0, where c0 is
the reduced stiffness coefficient of the driving gear at the “input”. On the basis of
(11.64), taking into account the boundary conditions we get the following tran-
scendental equation, determining the function h pð Þ:

1þ f pð Þð Þ cos nþ 0:5ð Þh½ � � f pð Þ cos n� 0:5ð Þh½ � ¼ 0: ð11:65Þ

In case, when the boundary conditions do not depend on the frequency p, we have
f ¼ const (see above) and therefore the solution of (11.65) can be obtained
regardless of the dynamic characteristics of the module. In particular when R0 ! 0
hr ¼ pr=n, where r ¼ 1; n is the number of the oscillatory mode of the main shaft,
and in the other ultimate case, when R0 ! 1 we have hr ¼ p 2r � 1ð Þ= 2nþ 1ð Þ.
Let us note here that the study of frequency characteristics of the systems, is
advisable to begin with review of these cases, since in case of “long” chains the
ultimate effect is often detected; this effect has the negligibly weak influence of the
boundary conditions of the main shaft on the analyzed frequency.

The formal frequency equation has the form:

0:5 g11 pð Þ þ g22 pð Þ½ � � cos h pð Þ ¼ 0: ð11:66Þ

Thus, for the original system with H ¼ 5nþ 1 degrees of freedom in the concise
form the frequency equation (11.66) is obtained, solving which in today’s com-
puting environments is easy.

The possible forecasting during dynamic synthesis, using this approach, is of
particular interest.

Study of the spectrum of “natural” frequencies First of all let us consider a few
special cases, being of some interest not only to simplify the calculations, but also
to identify the opportunities for system decomposition. The fact is that in the
vicinity of the ultimate cases often there is a loss of the roots of equations and other
computational difficulties. This is usually caused by physical prerequisites,
appearing in the weak dynamic connectedness, between the individual subsystems.

Suppose, for example, the partial frequencies of bending subsystem are practi-
cally determined with reduced stiffness coefficients of the cyclic mechanisms. In
this case p222 � p23; p

2
13 � p23. Then, we should take r1 ¼ p23= p23 � p2

� �
; r2 ¼ 0 in

the dependencies (11.58)–(11.63). For this case, in the Fig. 11.17a, the graphs of
the slowly changing “natural” frequencies, for the four sections of the drive n ¼ 4ð Þ
and the sufficiently dense distribution of the dimensionless frequency parameters
pr p1 ¼ 44:7; p2 ¼ 20; p3 ¼ 15ð Þ are represented. (The numbering of the curves
corresponds to the oscillatory mode of the main shaft.)

As follows from the graphs, there is significant variability of the frequency
characteristics, within the kinematic cycle, which can lead to loss of local dynamic
stability (see below). It is of interest that the lower frequency of the system meets
the third (two-node) mode of the main shaft, which is associated with the specific
interaction with the bending subsystem.
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As another extreme case we will consider the situation, when the executive body

can be schematized in the form of the solid, which has the mass mR ¼ P3
i¼1

mi and

moment of inertia about the center of mass Ja. In our case
mR ¼ m 2þ lð Þ; Ja ¼ 0:5 l2m 2þ lð Þ, where l is the length of the executive body
module. In this case the dimensionless partial frequency, of the turning oscillations,
is equal to pa ¼ p3=

ffiffiffiffiffiffiffiffiffiffiffi
2þ l

p
.

After some simple calculations, we find that the functions r1 pð Þ and r2 pð Þ,
included in the relation (11.60), are now defined as

r1 pð Þ ¼ p23= 2p23 � 2þ lð Þp2 �þ 0:5p2a= p2a � p2
� �

;
r2 pð Þ ¼ p23= 2p23 � 2þ lð Þp2 �� 0:5p2a= p2a � p2

� �
:

Fig. 11.17 Frequency characteristics; a low stiffness of the mechanism, b a large stiffness of the
actuator, c a large stiffness of the mechanism, d a large stiffness of the shaft
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In Fig. 11.17b the graphs of p u�ð Þ, with the same initial data, but taking into
account the features of the considered case, are represented. The chart shows the
most significant “strong” frequencies. The adopted above frequencies indexing
corresponds to the first three oscillatory modes of the main shaft. In addition we can
see the curves for pa and p3, which are represented for comparative purposes. In
qualitative terms, as compared to the previous special case, the influence of the low-
frequency turning oscillations of the executive body in the formation of the “strong”
lower frequencies of the main shaft, is seen. When P0

� � 0, the effect of degen-
eration of certain oscillatory modes, accompanied by “hops” from one curve to the
other, is observed. As in the previous case, the regularity of the system leads to the
appearance of frequency bands with high density of frequencies.

In case, when the absolutely rigid actuator moves in the guide, excluding the
possibility of turning oscillations, the tightening role of the executive body, in the
formation of the frequency spectrum, appears. As a result of frequency analysis, this
case is joined by the structural solution, which implements termination in the
bearings of the executive body.

In addition to the above special cases, in Fig. 11.17c, d, graphs of p u�ð Þ, for the
relatively high values of p�, are shown. In the first case (p1 ¼ 14:1; p2 ¼
20; p3 ¼ 15; p4 ¼ 16:3) Here, we again see the effect of concentration of fre-
quency spectrum and jumps in case of degeneration of certain oscillatory modes.
(The numbering of the curves in Fig. 11.17d corresponds to the notes to
Fig. 11.17a). With relatively rigid main shaft (p1 ¼ 141; 4; p2 ¼ 63:2; p3 ¼
11:5; p4 ¼ 5:16) the frequency spectrum has the traditional view (Fig. 11.17d). In
this case the lower frequencies correspond to the lower mode shapes of the main
shaft, practically zones with high density of frequency spectrum and also degen-
eration of the mode shapes may be lacking.

In Fig. 11.18 the typical graphics of the oscillatory modes, for sections s, of the
main shaft (Fig. 11.18a) and Y1; Y2; Y3 which correspond to module s on the
executive body Yj, are shown. At the same time the cases of the in-phase (see
Fig. 11.18b) and anti-phase (see Fig. 11.18c) oscillatory mode of the main shaft
ends are identified.

Dynamic stability in the finite time interval The dynamic effect, associated with
the violation of the dynamic stability, in case of slow variation of these parameters,
is described in Sect. 5.3.1. Let us recall that this effect means the appearance of
intervals, in which instead of the traditional attenuation of free accompanying
oscillations, there occurs an increase in amplitudes. Since in case of certain
intensity, of this increase, the vibration activity abruptly grows, the conditions
excluding this phenomenon should be fixed during the dynamic synthesis. Basi-
cally, the method of suppression of this effect is that the energy withdrawn due to
dissipation, during the oscillatory period, must exceed the input energy, related to
the specific influence of the time-dependent connections.

With reference to the considered model, the sufficient condition for dynamic
stability, in an arbitrary time interval, is given by
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#r [#r� ¼ npp�2
r dpr=du�;

where #r; #r� is the reduced to the mode r logarithmic decrement and its critical
value; n is the factor, which takes the value respective to 1, 2, 3, for oscillations,
vibratory speed and vibratory accelerations.

We can see in Fig. 11.19, the graphs of critical values of #r� (for accelerations)
in two cases, corresponding to the frequency characteristics, given in Fig. 11.17a, c.

Thus, as above, the curves shown with solid lines correspond to the first mode of
the main shaft’s oscillations, hatch-dotted lines to the second mode and the dotted
ones to the third form. The numbering corresponds to the first, second and third
frequency (in ascending order) for every mode. The graphs’ analysis suggests the
possible violations of dynamic stability conditions at the real level of the system’s
dissipation. The results of computer simulation, of oscillations of the system under
consideration, taking into account dissipation and clearances, are represented in
Sect. 12.2.

Fig. 11.18 Typical graphs of the mode shapes: r = 1, 2, 3 is the frequency number; a mode shapes
of the shaft, b in-phase mode shapes of the executive body, c anti-phase mode shapes of the
executive body

Fig. 11.19 Graphs of the logarithmic decrement’s critical values
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Chapter 12
Energy Exchange in the Regular Cyclic
Oscillatory Systems. Spatial Localization
of Vibrations

12.1 Brief Information About the Energy Transfer
in Oscillatory Systems

Introductory remarks In the problems of the machine dynamics, we often face a
variety of effects, associated with energy transfer from one subsystem to another or
energy exchange between different oscillatory shape modes. Sometimes these
effects are positive, helping protect machines and mechanisms against vibrations. In
other cases, these effects lead to undesirable redistribution of oscillations and their
localization in some units, links, sections etc.

When designing machines with increased length of technological processing
zone, it is necessary that the oscillations of the long working bodies would be close
to the in-phase ones. Failure to do so leads to the occurrence of undesirable
dynamic effects and in addition to the various defects of the products, such as yarn
divergency and edge defects in the manufacture of fabrics, yarn breakages, damage
to the printed products in printing machines, violations of the specified accuracy
and surface finish in machine tools and other. However, in the real conditions, it is
not always possible to keep the in-phase oscillations, in case of a relatively large
number of cyclic driving mechanisms. In such cases, it is necessary to suppress the
spatial energy localization of the oscillations, when in certain sections, the strict
dynamic regularity of the system is violated [12, 25, 37], to which the occurrence of
clear extremes in oscillatory shape modes is often related.

It should be noted that the problem under consideration is of a general nature and
is found in various areas of physics. In particular, in quantum mechanics, it is
known as the so-called Landau-Zener tunneling, in which the energy exchange
occurs between the two levels under the action of the external force [32]. The
mechanical analog of tunneling was proposed. It is a system of two weakly coupled
oscillators, in which the partial frequency of one of them changes slowly over time
and covers the area of the internal resonance. Besides, if the transfer of energy from
one oscillator to the other one is irreversible, there occurs a kind of a trap for the
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“capture” of the vibratory energy. Figure 12.1 shows graphs, illustrating the transfer
of vibrations from one subsystem (solid line) to another (the hatched line) [32].

Dynamic damping in case of forced excitation Dynamic damping is a well-
known and vivid manifestation of energy transfer. Dynamic absorber (DA), is the
extra mass m2, connected to the main mass m1, with the elastic element, to reduce
the amplitude of the forced oscillations of the main mass (Fig. 12.2a). In the torsion
oscillation system (Fig. 12.2b) the role of the dynamical absorber performs sub-
system consisting of the disk with the moment of inertia J2 and elastic element with
stiffness coefficient c2.

In the future, without restricting the scope of generality, we will illustrate the
main points for the model, shown in Fig. 12.2a. Let the mass m1 be applied with the
driving force F1 cosxt. Then the amplitude of the forced oscillations of mass m1 is
equal to

A1 ¼ F1ðc2 � m2x
2Þ=½ðc1 þ c2 � m1x

2Þðc2 � m2x
2Þ � c22�: ð12:1Þ

When c2 � m2x2 ¼ 0, we get A1 ¼ 0. The following expression corresponds to
this condition: x ¼ x� ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
c2=m2

p ¼ p2, where p2 is the corresponding partial
frequency.

Fig. 12.1 Energy transfer in
coupled oscillators with
varying parameters

Fig. 12.2 Dynamic absorbers
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Let us emphasize here that the numerator and denominator of formula (12.1) do
not vanish simultaneously, since the root of the numerator is the partial frequency,
and the root of the denominator Dðx2Þ ¼ 0 is the natural frequency. These fre-
quencies in the absence of multiple frequencies do not coincide. Out of structural
considerations usually we assign the value of m2, after which the stiffness coeffi-
cient of the elastic element is defined as c2 ¼ m2x2

�.
The physical essence of dynamic damping lies in the fact that in case of relevant

configuration, the reaction of the dynamic damper applied to the basic mass, during
steady mode, is equal to the driving force, but is opposite in direction. Dynamic
damping is a special case of anti-resonance (see Sect. 4.2).

Figure 12.3 shows the amplitude-frequency characteristics (AFC) in the absence
of a dynamic absorber (curve 1) and after its installation (curve 2). The estimated
regime, in which A1 ¼ 0, corresponds to the frequency x�. If the value of x is not
strictly constant, but varies in a certain frequency range, the amplitude A1, in the
vicinity of the resonant frequency x ¼ k1 and x ¼ k2, wherein ki are the natural
frequencies, can significantly increase. In such cases an additional damper is
installed, between the dynamic absorber and the main mass, which causes certain
resistance, providing an outflow of vibration energy. In such cases AFC has the
shape of curve 3.

It is easy to see that in the frequency range Dx, shown in Fig. 12.3, with hatched
line, the installation of the damper has led to the increase in the amplitude of forced
oscillations, since now the phase of oscillation damper is not strictly opposite to the
phase of the driving force. This effect shows that the inclusion of the resistance does
not always lead to the decrease in the amplitude of oscillations.

Dynamic damping in case of kinematic excitation Let us consider the dynamic
models, which differ from those shown in Fig. 12.2, only due to the fact that instead
of the driving force or torque, we have kinematic excitation. In this case, the “input”
of the elastic member c1 is forcibly moved, according to the predetermined position
function of the cyclic mechanism PðuÞ. Suppose, for example, the program motion
of the mass m1 is described as x ¼ r0ð1� cos xtÞ. Let us adopt the dynamic errors
as the generalized coordinates, i.e. the deviations from the program motion. In the
system of coordinates under consideration, which undergoes a translation motion
according to the specified program motion, in addition to the external forces, we

Fig. 12.3 To the analysis of
the dynamic damping
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must take into account the inertial forces FiðtÞ ¼ �mix2P00ðxtÞ; i ¼ 1; 2. Let us
introduce the dynamic factor j ¼ A1=r0. Defining, as per the abovementioned
method, A1, we get

j ¼ x2½p22ð1þ lÞ � x2�
x4 � ½ð1þ lÞp22 þ p21�x2 þ p21p

2
2

����
���� ; ð12:2Þ

where, l ¼ m2=m1; pi ¼
ffiffiffiffiffiffiffiffiffiffiffi
ci=mi

p
; i ¼ 1; 2:

When, x ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2ðm1 þ m2Þ=ðm1m2Þ

p
, according to (12.2), we have j ¼ 0; it is

the evidence of the complete unloading of the mechanism’s drive in this mode. Let
us represent dependence (12.2) in the following form:

j ¼ z21½z22ð1þ lÞ � z21�
z41 � ½ð1þ lÞz22 þ 1�z21 þ z22

����
����;

where, zi ¼ x=pi:
When z2 ¼ z�2 ¼

ffiffiffiffiffiffiffiffiffiffiffi
1þ l

p
, we have j ¼ 0, and when l ¼ 0� j ¼ 1= 1� z21

�� ��,
which, as expected, corresponds to the system with one degree of freedom. The
violation of frequency tuning, when m2 � m1, caused by the proximity to the
resonance zone, can lead to high dynamic loads. Furthermore, the amplitude of
vibrations in the dynamic absorber significantly increases. It should be noted that,
with regard to the problem of reducing the vibration activity in cyclic mechanisms,
dynamic damping of vibration is usually not the most effective way and is preceded
as per effectiveness by dynamic unloading.

Spatial localization in the classical chain Spatial localization in oscillatory chains
[25, 37] is directly related to the class of problems discussed in this chapter.
Hereunder we will limit our observation to brief information from the classical
theory of chains, which will used for further discussion. Let us consider the model,
which we have already referred to in Sect. 9.1 (see Fig. 9.1). Let the stiffness
coefficient c in the section s ¼ 0 differ by the amount of Dc. Then the equations of
motion, similar to (9.1), take the following form

q
::

s þ c1ð2qs � qs�1 � qsþ1Þ þ ðcþ DcÞqs ¼ 0: ð12:3Þ

Here qs is the coordinate of the corresponding mass. Parameter Dc, following the
terminology used in the classical theory of chains, in regards to the problems of
crystallography, will be called as “inclusion” (Below we use the dimensionless
form of the parameters, when m ¼ 1; c1 ¼ 1; ~c ¼ c=c1 ¼ c ). As shown in [37],
looking for the solution in the form qs ¼ AexpðXsþ iptÞ, we get
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X ¼ 0:5Dc=c1; p2 ¼ c� 0:25Dc2=c1:

This solution corresponds to the localized standing wave, whereas the “inclu-
sion” has reduced the lower frequency p. The localization region can be estimated
as Dn � 2c1= Dcj j. In case of having two inclusions, we accordingly have two areas
of localization, in phase and anti-phase forms of oscillations (Fig. 12.4). With the
increase in the “distance” s�, between the inclusions, the effective stiffness
decreases exponentially.

For the classical model this problem is concretized in [25] using the example of
vibrations of a string, as well as the Euler-Bernoulli and Timoshenko beam with
lumped inclusions. However, as the analysis showed, in regard to the class of
problems under consideration, the effects, observed during experiments and com-
puter simulations, do not fit into the framework of the classical theory.

This is primarily due to the fact, that instead of pointed masses, we have
repetitive modules, which form complex structures with variable parameters and
non-linear elements. Furthermore, the “inclusions”, which in the class of problems
under consideration, are associated with the deviations from regularity, because of
the design and other factors, which violate the strict dynamic similarity of the
modules, are significantly modified. In particular, not only the lumped elements of
the dynamic model can act as “inclusions”, but also the phase shifts of the argument
of the position function ui, arising due to the drive’s oscillations Dui and even the
small effect of dissipation. Nevertheless, the analysis of the classical models gives
very valuable insights of qualitative nature about the given problem and in some
cases, even, useful preliminary estimates.

Energy transfer in the cyclic system with variable parameters Let us illustrate
the transfer of oscillatory energy using the example of the dynamic model of a
cyclic mechanism with an elastic actuator, to which the structural formula 1 �
P � 1 (see Sect. 2.5) corresponds, when we have serial connection of the elements
J0 � c1 � J1 � P � c2 � J2. Let us adopt the following notation: u� ¼ x�t is the
ideal coordinate of J0 when x� ¼ const; Ji are the moments of inertia; ci are the

Fig. 12.4 Spatial localization
in the classical chain

12.1 Brief Information About the Energy Transfer in Oscillatory Systems 353

http://dx.doi.org/10.1007/978-3-319-12634-0_2


stiffness coefficients; u1 ¼ u� þ q1; u2 ¼ Pðu�Þ þ q2 where ui are the absolute
angular coordinates of the corresponding inertial elements; qi are the generalized
coordinates, equal to the absolute dynamic errors, i.e. deviations from the given
program motion.

This model, after linearization in the vicinity of the programmotion (see Sect. 5.1),
is described by the following system of differential equations (in relation to the
considered problem the driving forces are excluded).

q
::

1 þ k1ð2d1 _q1 þ k1q1Þ þ J2J�1
1 k2P0

�½2d2ðP0 _q1 � _q2Þ þ k2ðP0
�q1 � q2Þ� ¼ 0;

q
::

2 þ k2½2d2ð _q2 �P0
� _q1Þ þ k2ðq2 �P0

�q1Þ� ¼ 0;

�

ð12:4Þ

where ki ¼
ffiffiffiffiffiffiffiffiffi
ci=Ji

p
; di ¼ wi=ð4pÞ; wi are the reduced dissipation coefficients

ði ¼ 1; 2Þ; P0
� ¼ dP=du when u ¼ u�.

The graph of the second transfer function of the given program motion is shown
in Fig. 12.5. The results are reported for the two combinations of partial frequen-
cies: k1 ¼ 20 s�1; k2 ¼ 30 s�1 (option 1) and k1 ¼ k2 ¼ 30 s�1 (option 2). The
variable “natural” frequencies p1; p2 are displayed in the graphs of piðu�Þ
(Fig. 12.6).

Let at u ¼ 0, the subsystem of the output link, receive an impulse perturbation
ð _q2ð0Þ 6¼ 0Þ. The graphs of q1ðu�Þ (solid line) and q2ðu�Þ (dotted line) are repre-
sented in Fig. 12.7. For greater clarity in the graphs, the dissipative members in
system of Eq. (12.4) have been omitted. Since, in case of P0ð0Þ ¼ 0, the subsys-
tems are unrelated, the reserve kinetic energy in case of P0 6¼ 0 is redistributed
between both the subsystems. A comparison of the two graphs shows that in case of
equality of partial frequencies, the original level of the amplitudes in both sub-
systems is fully restored, at the end of the kinematic cycle. Unlike the case con-
sidered in paper [32] (see Fig. 12.1), the “trap” function is performed, by the cyclic
system, only partially: within the kinematic cycle, but generally exchange of energy
between the subsystems is observed during the cycle, whereas a fraction of the
transferred energy is largely dependent on the ratio of the partial frequencies.

Fig. 12.5 Graph of P00ðu�Þ
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As shown by the analysis, when taking dissipation into account, one of the
subsystems, in case of relatively higher coefficients of dissipation, can act as the
effective means of reducing the level of oscillations in the second subsystem.

12.2 Computer Simulation of Vibrations in Regular
Cyclic Systems, Taking into Account
the Clearances and Dissipative Forces

The clearances, in the kinematic pairs of cyclic mechanisms, significantly influence
the dynamic loads in the elements of the drive and dynamic accuracy, when
reproducing the given laws of program motion, while determining the level of
excited oscillations. The need to improve the “zero-clearance” model, instigated by
repeatedly closed oscillating contours, is primarily related to its static indetermi-
nation [28]. At the same time, as shown by the experience of operation of the given
class of machines and experimental data, dynamic loads are not distributed among
the actuators evenly and strongly depend on the size of the clearances. Some of the
mechanisms, operating in the parallel circuit, are often rather lightly loaded and
even play a negative role as a source of excitation of oscillations due to collisions in
the clearances [28–31]. In regards to the study of spatial localization in the regular

Fig. 12.6 Graphs of the change in “natural” frequencies: a option 1; b option 2

Fig. 12.7 Energy exchange between subsystems: a option 1; b option 2
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cyclic systems, described in previous chapters, the consideration of clearances is of
special interest. The point of the matter is that spatial localization occurs in the
natural frequencies, particularly in the clearances, we have periodic impact pulses,
which cause and support the accompanying oscillations at these frequencies
(see Chap. 7). Dynamic effects associated with the clearances are illustrated below
with reference to the two models, the frequency analysis of which are given in
Sects. 10.1 and 11.4.

12.2.1 Torsion System of Ring Structure

Let us consider the dynamic model of the drive (Fig. 12.8), consisting of the
subsystems of the main shaft ðk ¼ 1Þ and the executive body ðk ¼ 2Þ, connected to
the main shaft with n cyclic mechanisms [17, 29, 73]. Each of the mechanisms is
presented as a serial connection of the elements, taking into account the inertial,
elastodissipative and kinematic characteristics, as well as the reduced clearance Dsj
in the kinematic pairs. The following notations were adopted here: Jj; k are the
moments of inertia; cj;k; cj are the stiffness coefficients; wj;k; wj are the dissipation
coefficients; Pðuj;1Þ is the position function. It is assumed that the dynamic char-
acteristics of the main shaft and the executive body are reduced to the sections of
the input and output links of the cyclic mechanisms. Apart from that, the “input”
angular velocity x is assumed to be constant, which, in the first approximation,
usually corresponds to the real machines, in case of rational choice of characteristics
of the electric motor and the gears. The oscillatory system under consideration has
2nþ 1 degrees of freedom.

In comparison with the model discussed in Sect. 10.1, this model is supple-
mented with elements Dsj, that correspond to the clearances. As generalized
coordinates, we will accept dynamic errors, equal to the deviations of the absolute
coordinates, in the relevant sections of the inertial elements, from the program
motion coordinates. Thus, for the main shaft q1 ¼ u1;1 � u0; q2ðj�1Þ ¼ uj;1 � u0,

Fig. 12.8 Dynamic model of
the ring structure
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where u0 ¼ xt; j ¼ 1; nþ 1 and for the executive body q2j�1 ¼ uj;2 �
Pðu0Þ ðj� 2Þ. On the other hand uj;2 ¼ Pðuj;1Þ � 0:5Dsj.

The following system of non-linear differential equations, with slowly varying
coefficients, corresponds to the adopted dynamic model:

q001 þ 2p1;1d1;1q01 þ p21;1q1 � ½2p2;1d2;1ðq02 � q01Þ þ p22;1ðq2 � q1Þ�q2;1 ¼ w1ðu0Þ;

q002ðj�1Þ þ 2dj;1pj;1ðq02ðj�1Þ � q02ðj�2ÞÞ þ p2j;1ðq2ðj�1Þ � q2ðj�2ÞÞ
� ½2djþ1;1pjþ1;1ðq02j � q02ðj�1ÞÞ þ p2jþ1;1ðq2j � q2ðj�1ÞÞ�qjþ1;1

� qjKj½2djpjZ 0
j þ p2j Zj � 0:5DsjsignZj� ¼ w2ðj�1Þðu0Þ;

q002j�1 þ 2dj;2pj;2ðq02j�1 � q02j�3Þ þ p2j;2ðq2j�1 � q2j�3Þ
� ½2djþ1;2pjþ1;2ðq02jþ1 � q02j�1Þ þ p2jþ1;2ðq2jþ1 � q2j�1Þ�qjþ1;2

þ Kj½2djpjZ 0
j þ p2j Zj � 0:5DsjsignZj� ¼ w2j�1ðu0Þ:

9>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>;

ð12:5Þ

Here p2j;k ¼ cj;k=ðJj;kx2Þ; p2j ¼ cj=ðJj;2x2Þ; qjþ1;k ¼ Jjþ1;k=Jj;k; qj ¼ Jj;2=Jj;1.
(when j ¼ 2 it should be accepted that q0 ¼ q1; q00 ¼ q01; p2;2 ¼ 0, and when
j ¼ nþ 1� pnþ2;1 ¼ 0; pnþ2;2 ¼ 0); Zj ¼ q2j�1 �P0ðu0Þq2ðj�1Þ; Z 0

j ¼ q02j�1�
P0ðu0Þq02ðj�1Þ; di ¼ wi=ð4pÞ; Kj ¼ Kjð Zj

�� ��� 0:5DsjÞ; is the unit function (Kj ¼ 1

when Zj
�� ��[ 0:5Dsj; Kj ¼ 0 when Zj

�� ��	 0:5Dsj). In order to exclude the sliding
modes, when calculating, it is advisable to use the smooth approximation of the unit
function: Kj � 0:5 1þ 2p�1arctan ð Zj

�� ��� 0:5KsjÞL
� �� �

, where L 
 Zj
�� ��=Dsj;

Pðu0Þ ¼ r0ð1� cosu0Þ.
The system of the Eq. (12.5) is composed for the general case of the models of

the type under consideration. When the models have a regular structure and j� 2,
we have

cj1 ¼ c1; Jj1 ¼ J1; cj2 ¼ c2; Jj2 ¼ J2; cj ¼ c; pj;1 ¼ p1;
pj;2 ¼ p2; pj ¼ p0; dj;1 ¼ d1; dj;2 ¼ d2;

dj ¼ d;qjþ1;k ¼ 1; qj ¼ J2=J1;Dsj ¼ Ds:

Hereunder, when selecting the input data for computer simulation, we use
average values of parameters of loop-forming parts of the warp knitting machines.
We have identified two typical cases of excitation of oscillations, when resurfacing
in the clearances, which are illustrated in Fig. 12.9, in the graphs og qiðu0Þ; q00i ðu0Þ,
obtained for steady-state modes, when n ¼ 4; Ds ¼ 0:004 rad (the boundaries of
the clearance are shown with hatched lines at the adopted scale).

When r0 ¼ 0:2 (Fig. 12.9a) the oscillatory mode is practically implemented, in
case of which the executive body oscillates almost synchronously (mode type 1),
and the influence of the parameters of the main shaft’s subsystem and the stiffness
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coefficients c2 is weak. When r0 ¼ 0:5 (Fig. 12.9b) graphs of qi; q00i , for the first
three mechanisms ði ¼ 3; 5; 7Þ, differ a little, however, there are clearly expressed
continuous oscillations at coordinate q9, which are inherent to vibration-impact
regimes (regime type 2). Here we can see the effect of spatial localization of
oscillations, which will be analyzed hereunder. Similar dynamic effects were also
detected experimentally.

Figure 12.10 shows an experimental recording of dynamic loads, which arise in
loop-forming mechanism of the knitting machine, when n ¼ 3. The increased level
of oscillations in the last mechanism is clearly shown in the recording.

Fig. 12.10 Oscillogram of
dynamic loads: 1, 2, 3 are the
numbers of the mechanisms;
4 is the angular velocity of the
shaft

Fig. 12.9 Typical variants of excitation of oscillations, during passage through the clearance
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12.2.2 Torsion-Bending System of Branched-Ring Structure

Figure 12.11 represents the dynamic model of the branched-circular structure,
wherein the input link (main shaft) is represented as torsional subsystem, and the
output link (the executive body) as the bending subsystem. Thus, this model differs
from the model described in Sect. 11.4, taking into account the clearances and
dissipative forces.

Let us recall the previously accepted conventions: Ji are the moments of inertia;
mi are the masses; ci are the coefficients of torsion i ¼ 0; 1; 2ð Þ and longitudinal
i ¼ 3ð Þ stiffness; w is the dissipation coefficients, reduced to the corresponding
elements; Ds is the clearance of the mechanism, reduced to the output link; P is the
analogue of the mechanism corresponding to the angular coordinate transformation,
from the input link of the mechanism to the linear coordinate of the output link,
according to the position function PðuÞ.

Let us select the dynamic errors, equal to the deviations of the absolute coor-
dinates, in the relevant sections of the inertial elements, from the coordinates of the
program motion, as the generalized coordinates. Thus, for the main shaft q1 ¼
u1 � u0; q5s�3 ¼ qs;1 � u0; q5s�2 ¼ us;3 � u0; where s is the number of the
module, us;j is the angle of rotation in the cross section j of module s ðs ¼ 1; nÞ; and
for the executive body q5s ¼ ys;2 �PðuÞ; q5sþ1 ¼ ys;3 �PðuÞ; where ys;j is the
absolute coordinate in the appropriate section ðj ¼ 1; 2; 3Þ: In the model the inertial
elements, which correspond to the adopted generalized coordinates, are shown.

When composing the mathematical model, we will use the transition to the
dimensionless time u0 ¼ xt and introduce the following functions: Ws1 ¼ q5s�3 �
q5s�7; Ws2 ¼ q5s�2 � q5s�3; Ws3 ¼ q5s�1 �P0

�q5s�3; Ws4 ¼ q5sþ1 �P0
�q5s�2;

Ws5 ¼ q5s�1 � q5sþ1; where P0
�ðu3Þ ¼ dP=du0 corresponds to the first geometri-

cal function of cyclic mechanism in the program motion (hereunder the prime
marks the derivatives with respect to dimensionless time u0). For the selected

Fig. 12.11 Dynamic model of the branched-ring structure
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module s, the system of differential equations, after linearization in the vicinity of
the program motion, is reduced to the following form:

q005s�3 þ p1ð2d1W0
s1 þ p1Ws1Þ � p2ð2d2W0

s2 þ p2Ws2Þ
�mJ�1

1 p3P0
�ð2d3W0

s3 þ p3Ws3 � 0:5Ds signWs3ÞK1 ¼ 0 ;

q005s�2 þ p2ð2d2W0
s2 þ p2Ws2Þ � p1ð2d1W0

s6 þ p1Ws6Þ
�mJ�1

1 p4P0
�ð2d4W0

s4 þ p4Ws4 � 0:5Ds signWs4ÞK2 ¼ 0 ;

q005s�1 þ p3ð2d3W0
s3 þ p3Ws3 � 0:5Ds signWs3ÞK1

þ p4ld4ðq05s�1 � 2q05s þ q05sþ1Þ þ 0:25p24l
2ðq5s�1 � 2q5s þ q5sþ1Þ ¼ F1=ðmx2Þ;

p2ð2d2W0
s2 þ p2Ws2Þ � p1ð2d1W0

s6 þ p1Ws6Þ�
q005s þ p4ð2d4q05s þ p4q5sÞ � 0:5p4ð

ffiffiffi
2

p
d4W

0
s5 þ p4Ws5Þ ¼ F2=ðm2x2Þ;

q005sþ1 þ p3ð2d3W0
s4 þ p3Ws4 � 0:5Ds signWs4ÞK2

þ p4ld4ðq05s�1 � 2q05s þ q05sþ1Þ þ 0:25p24l
2ðq5s�1 � 2q5s þ q5sþ1Þ ¼ F1=ðmx2Þ:

9>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>;

ð12:6Þ
When s ¼ 1 we should accept q5s�7 ¼ q1; when s ¼ nþ 1 q5jþ1 � 0. In system

(12.6), in addition to the above notations, we also accept p22 ¼ c2=ðJ1x2Þ; p23 ¼
c3=ðmx2Þ; p24 ¼ ðe22l2x2Þ�1; l2 ¼ m2=m; di ¼ wi=ð4pÞ; K1 ¼ 0:5þ p�1arctg
½ð Ws3j j � 0:5DsÞ=e�; K2 ¼ 0:5þ p�1arctg[( Ws4j j � 0:5DsÞ=e�; F ¼ FT �P00

i x
2;

where FT is the force of the technological resistance. Functions K1 and K2, when
e � Wsj=Ds implement the so-called smooth approximation of clearance, which
excludes the occurrence of sliding modes during calculations.

One of the most important issues, facing the designer during designing, is related
to the feasibility of installation of the intermediate mechanism. In the given case, in
Fig. 12.12, the fragment of the model (module s) is represented. Each inertial ele-
ment in the model corresponds to the appropriate number of generalized coordinate.

Fig. 12.12 Repeated module
in case of installation of the
additional mechanism
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On the one hand, it should be expected that the installation of the additional
mechanism must tighten the system and reduce the level of oscillations, but on the
other hand, it leads to the increase in the mass of the executive body and the
reduced moment of inertia of the drive. These conflicting tendencies do not allow
us, a priori, to give a definite answer to the question.

Without the intermediate mechanism (model 1), the repeating unit has five
degrees of freedom and after its installation (model 2), it has six degrees of freedom.
The total number of degrees of freedom for the first model is equal to H ¼ 5nþ H0

and for the second—H ¼ 6nþ H0, where n is the number of modules, H0 is the
number of degrees of freedom of the driving mechanism.

For model 2 the system of the differential equations has the following form:

q006s�4 þ p1ð2d1W0
s1 þ p1Ws1Þ � p2ð2d2W0

s2 þ p2Ws2Þ
� mJ�1

1 p3P0
�ð2d3W0

s3 þ p3Ws3 � 0:5Ds signWs3ÞK1 ¼ 0 ;

q006s�3 þ p2�ð2d2W0
s2 þ p2�Ws2Þ � p2�ð2d1W0

s3 þ p2�Ws3Þ
� m2 J�1

2 p4P0
�ð2d4W0

s4 þ p4Ws4 � 0:5Ds signWs4ÞK2 ¼ 0;

q006s�2 þ p2ð2d2W0
s2 þ p2Ws2Þ � p1ð2d1W0

s7 þ p1Ws7Þ
� mJ�1

1 p3P0
�ð2d4W0

s4 þ p3Ws4 � 0:5Ds signWs4ÞK3 ¼ 0 ;

q006s�1 þ p3ð2d3W0
s4 þ p3Ws4 � 0:5Ds signWs4ÞK1

þ p4ld4ðq06s�1 � 2q06s þ q06sþ1Þ þ 0:25p24l
2ðq6s�1 � 2q6s þ q6sþ1Þ ¼ F1=ðmx2Þ;

q006s þ p4ð2d4q06s þ p4q6sÞ � 0:5p4ð
ffiffiffi
2

p
d4W

0
s5 þ p4Ws5Þ

þ p4ð2d4W0
4 þ p4Ws4 � 0:5Ds signWs4ÞK2 ¼ F2=ðm2x2Þ;

q006sþ1 þ p3ð2d3W0
s6 þ p3Ws6 � 0:5Ds signWs6ÞK3

þ p4ld4ðq06s�1 � 2q06s þ q06sþ1Þ þ 0:25p24l
2ðq5s�1 � 2q5s þ q5sþ1Þ ¼ F1=ðmx2Þ;

9>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>;

ð12:7Þ
In the system of the Eq. (12.7), the functions Wsj ;K1 ; K2 ; K3 are defined as

follows: Ws1 ¼ q6s�4 � q6s�8 (when s = 1, W21 ¼ q2 � q1); Ws2 ¼ q6s�3 � q6s�4;
Ws3 ¼ q6s�2 � q6s�3; Ws4 ¼ q6s�1 �P0

�q6s�4; Ws5 ¼ q6s �P0
�q6s�3; Ws6 ¼ q6s �P0

�q6s�2;

K1 ¼ 0:5þ p�1arctan[( Ws4j j � 0:5DsÞ=e�; K2 ¼ 0:5þ p�1arctan[( Ws5j j � 0:5DsÞ
=e�; K3 ¼ 0:5þ p�1arctan[( Ws6j j � 0:5DsÞ=e�. In addition to the previously intro-
duced notations, we also adopt p22� ¼ c2=ðJ2x2Þ.

Figure 12.13 shows the graphs of oscillations Dyj and functions Dy00j , propor-
tional to the vibration accelerations ðDy::j ¼ x2Dy00j Þ. The sections corresponding to
the location of the inertial elements are accepted as estimation points. To estimate
the values of deformations in the graphs, lines 3 are plotted, which are the
boundaries of the clearance Ds.

For model 1 (Fig. 12.13a), when passing through the clearance, clearly set apart
are the group of curves 1, corresponding to the average cross section of the working
body and the group of the curves 2, corresponding to the coordinates of the utmost
sections, directly connected through the cyclic mechanism, to the main shaft. For
model 2 (Fig. 12.13b), with an additional mechanism in the middle section of the
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working body, has nearly synchronous oscillations in all sections. When comparing
the graphs of acceleration, the marked advantages of this model are not so obvious,
which is evident from the zones of growing amplitudes, which leads to the increase
in the vibration activity. In the given example, the maximum accelerations, in case
of resurfacing in the clearance, are more than twice greater than the maximum
accelerations in program motion. The obtained results testify to the results of the
analytical study.

12.3 Spatial Localization of Vibrations

12.3.1 Parametric Analysis of the Results
of the Computer Simulation

Let us analyze the prerequisite for violations of the synchronous mode of oscillation
using the example of the regular model of the circular structure, considered in Sect.
12.2.1 (see Fig. 12.8). Among the possible causes of this effect, we can highlight
the following ones: the nonlinear factors, associated with clearances; interference of
the oscillations in the dense frequency spectrum and the variability of the param-
eters; the phase shifts in the argument of the position function PðuÞ in the different
sections of the main shaft. We will show that in the system under consideration,
when analyzing the conditions of occurrence of spatial localization of oscillations,
we can limit ourselves to the linear formulation of the problem. To eliminate the

Fig. 12.13 Results of computer simulations
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influence of the nonlinear factors, we will perform a numerical experiment, in
which the clearances are equal to zero and the excitation is caused by the same
initial conditions in each estimated section of the working body.

Some results of computer simulation are shown in Fig. 12.14. Fragments 1.1 and
1.2 (Fig. 12.14a) illustrate the change of oscillatory accelerations on the main shaft
and the executive body, when n = 5. In the vicinity of t ¼ 0 the curves 1 and 2,
corresponding to the coordinates q2 И q6 (see Fig. 12.8), are almost in-phase,
however, subsequently the phase shifts arise, which are associated with significant
excitations on the executive body. Let us note that the observed effect conforms to
the results obtained above, during the analysis of the mechanical analogue of
tunneling of oscillations (see Fig. 12.1).

When c52 ¼ 0, the dynamic model is transformed into a branched-circular
structure. The similar graphs in Fig. 12.11b correspond to this case. Now, the phase
shifts on the main shaft are close to zero, during all time intervals (fragment 2.1)
and the oscillations attenuate in all sections of the executive body (fragment 2.2).

12.3.2 Analysis of the Factors Influencing Spatial
Localization

Conditions of occurrence of spatial localization It can be assumed that the strong
additional excitations of mechanism n (see Fig. 12.14a, fragment 1.2) is associated
with the specific action of the subsystem, formed by the previous mechanisms,

Fig. 12.14 To the analysis of the free oscillations, taking into account the variability of
parameters
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which in case of synchronous oscillations, manifests itself as a massive inertial
member. The justification of this assumption is confirmed by the analysis of the
simplified analog of the original model (Fig. 12.15). Let us conditionally divide the
original model into the massive part, including n� n� modules, in which the in-
phase oscillations (type 1) dominate and n� modules with violation of the phase
synchronization. Let us recall that before the violation of the phase synchronism,
the oscillatory mode is implemented, in which the elastic elements c2 practically do
not participate in the oscillations (see Sect. 12.1).

To get some ideas of the influence of the system’s parameters, on the conditions
of occurrence of spatial localization, we will investigate the function D�1ðpÞ, which
is inversely proportional to the modulus of the frequency determinant. This func-
tion, which is proportional to the resonant amplitude and to the coefficient of
accumulation of perturbations (see Chap. 4), can be considered as an analogue of
the frequency response. However, in this case it should be taken into account that
the system parameters change slowly, which, as it will be shown below, also plays a
significant role.

In Fig. 12.16 depicts some of the results of model analysis, conducted under the
following normalized parameter values: J1 ¼ J2 ¼ 1; c ¼ cj jð1þ 2d iÞ; i ¼ ffiffiffiffiffiffiffi�1

p
(here we used the complex form of consideration of dissipation, when d ¼ 0:03;
r0 ¼ 0:8; n ¼ 6; cj j ¼ 1Þ; fk ¼ ckj j = cj j ðk ¼ 0; 1; 2Þ; f0 ¼ 4; f1 ¼ 2 ; f2; n�. In
the graphs the thick line corresponds toP0

max; apart from that the area corresponding to
the whole range of variation ofP0ðuÞ is highlighted.

The frequency p � 1 corresponds to the in-phase oscillations mode. Spatial
localization should be expected exactly in the vicinity of this frequency. Since the
violations of the phase synchronism originate in the module, which is the remotest
from the drive, we must first accept n� ¼ 1.

The first two graphs (Fig. 12.16a) differ by the parameter f2, herewith for f2 ¼ 0
the connection between the subsystems on the driven link is broken. The narrow
splash of amplitude, observed in case of internal resonance, corresponds to the
steady state, which in case of slow variation of the “natural” frequency has no time

Fig. 12.15 Simplified
analogue of the initial
dynamic model
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to be implemented. We can see in the second graph, when f2 6¼ 0, the broad
frequency band that overlaps the floating frequency of the internal resonance, which
leads to the beat mode.

It can be shown that in the revealed frequency range the phase shifts are close to
the value of p=2, whereby the energetic connection between the subsystems appears
to be maximum. This fact turns out to be the deciding factor in the transfer of
energy from one subsystem to the other. When n� ¼ 2, the graphs are of the similar
kind (Fig. 12.16b) and differ only by the smaller excitation.

The influence of variability of the program motion (parameter r0) Further, we
will use the obtained results, to estimate the determining factors of the spatial
localization in the model, shown in Fig. 12.8. To compare the intensity of the
excited oscillations, as criterion, we choose the ratio of the maximum vibratory
acceleration in this section of the executive body to the maximum of acceleration in
the program motion ni ¼ max q00i =r0

�� �� when P00 ¼ r0 cosu. The parameter r0 in this
case is equal to the maximum value of the first geometric transfer function of the
cyclic mechanism P0 ¼ r0 sinu, which is the determining factor, influencing the
variability of their “natural” frequencies (see Chap. 5).

Figure 12.17 shows the graphs n 3 (line 1), n 9 (line 2), obtained by computer
simulation when p0 ¼ 10 c�1; f2 ¼ c2=c ¼ 1; 25 [notations correspond to the
system of Eq. (12.5)]. The curves 3, 4 correspond to the results of the theoretical
studies (see below). When 0:15	 r0 	 0:3 the repeated collisions in the clearance
are absent, in this case for all mechanisms ni � const for the fixed value of r0.

Fig. 12.16 Analogue of the amplitude-frequency characteristics
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When r0 [ 0:3, the vibroimpact modes type 2 (see Fig. 12.9) occur on the last
mechanism that leads to the abrupt increase in the value of n9. With the increase in
the number of mechanisms n the violations of the synchrony of oscillations of the
executive body increase. For the vibration modes type 1 the frequency of the
excited oscillations is close to the case c1 ! 1 and is described as follows:

pr � p0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2f2½1� cosððr � 1Þp=nÞ

p
� ðr ¼ 1; nÞ; ð12:8Þ

where, f2 ¼ c2=c ; p0 ¼
ffiffiffiffiffiffiffiffiffi
c=J2

p
.

We can represent the reduced stiffness coefficient of the mechanism n, taking
into account the compliance of the main shaft, approximately as
c� � c=½1þ f�1

1� P
02ðu0Þ�, where f�1

1� ¼ f�1
11 þ f�1

1 n; f11 ¼ c11=c; c11 is the stiffness
coefficient at the “input” into the regular system (see Fig. 12.8). At the same time
formula (12.8) is reduced to the following form:

p�ðu0Þ ¼ p0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f2 þ ð1þ f�1

1� P
02ðu0ÞÞ�1

q
: ð12:9Þ

Using (12.9) and the calculated dependencies, represented in Sect. 7.1, for a
single impact pulse, when passing through the clearance, it is possible to esti-
mate additional accelerations determined with the parameter ni (see Fig. 12.17,
curve 3).

From here on, we will use the energy method of approximate estimation of the
possibility of occurrence of increasing oscillations, for excluding which we will
require DÅ ¼ DÅþ � DÅ�\0, where DÅþ; DÅ� is the introduced and with-
drawn energy, per one period of oscillation.

Taking into account that at the initial stage of violations of synchrony of
vibrations, we have sufficient proximity of the values of p0 and p� and accept
q2n�1 � Asinðpu0 þ aÞ. Then DÅþ � p~n2D�Að�Aþ D�AÞ sin c; DÅ� � 0�c�ðAþ DAÞ2,

Fig. 12.17 To the analysis of
the criterion ni ¼ max q00i

	
r0

�� ��
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where c is the phase shift in the oscillations of the n and n − 1 mechanisms;
0� ¼ 2pd� is the reduced value of the logarithmic decrement. It follows:

DA=A\0�=ðp12� sin c� 0�Þ; ð12:10Þ

where f2� ¼ c2=c� .
Usually when DA=A[ 0:1� 0:15, the condition (12.10) is violated, and, as

shown by computer simulation c � p=2. If we take the function DA=A inversely
proportional to the ratio of c=c� then when c ¼ p=2, using (12.10) we obtain the
following condition:

0\0� ¼ pf2�=ð1þ f1� r
�1
0 Þ: ð12:11Þ

We can see in Fig. 12.17, the graph of 0�ðr0Þ (curve 4), for the accepted above
data. In our case 0 � 0:2 ðd � 0:03Þ; with this the condition r0\0:25� 0:3 must
be satisfied. Thus, in spite of the approximate nature of the above calculations, this
result is in good agreement with the results of computer simulations.

In (12.10), (12.11) only one factor of possible increase in amplitudes is taken
into account, namely that one which is associated with structural changes of the
implemented form, caused by the “attachment” of the elastic element c2.

Another factor is the slow change of the “natural” frequency, which may reduce
the effective dissipation coefficient and even lead to the so-called negative dissi-
pation (see Sect. 5.3.1). As a result of this, the violations of the dynamic stability
can occur in a limited period of time. In this case, the effective value of the
logarithmic decrement is defined by the following expression (see Sect. 5.3.1):

~0 ¼ 0� 0p; ð12:12Þ

where

0pðu0Þ ¼
ðu� 0:5Þpr2 sin 2u0

2p11�m3ðu0Þð1þ 1�1
1� r2 sin

2 u0Þ2
;

u ¼ 0; 1; 2 for oscillations, vibration velocities and vibration accelerations,
respectively.

The analysis of (12.12) shows that in reality the value of max 0p
�� �� can be

comparable and sometimes even exceeds the original value of the logarithmic
decrement 0. Then ~0min � 0 or even ~0min\0. This effect is particularly evident for
the vibration acceleration ðu ¼ 2Þ for relatively flexible main shaft. Extreme of the
function 0p, in case of harmonic position function, is usually located in the vicinity
of u0 ¼ 3p=4 and u0 ¼ 5p=4. This explains, the observed during the experiments,
phase shifts of the maximum oscillation zones, caused by a clearance, relative to the
moment of transition through the clearance.
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Non-stationary interference forms. Beats As already mentioned, in proximity of
the “natural’’ frequencies the energy is transferred from one form into another. The
behavior of the system in such cases, was figuratively described, by Mandelstam, as
“contagious” [36]. Because of the variability of the frequencies in this case the
observed energy transfer has non-stationary character. Herewith, it should be borne
in mind that the time required to reach the extreme values of partial frequencies,
which under the current transfer function P0ðuÞ corresponds to the angle u ¼ p=2,
plays a certain role.

We can see, in Fig. 12.18, the graphs of the dimensionless “natural” frequencies
m0rðnÞ ¼ prðnÞ=p0, built as per formula (12.9), when r ¼ 1; 2. The height of
“columns” corresponds to the range of variation of frequencies, when the position
function of the mechanism is PðuÞ. For a small number of modules n the areas of
the frequency variation are almost not overlapping, at the same time, for the large
values of density of frequencies condensation, increases abruptly. This situation, of
course, does not correspond to the multiple frequencies, since it corresponds to the
different moments of the “slow” time, however, it provides evidence of the prox-
imity of the frequencies in these forms. Herewith, for the same frequency range, it is
possible to have both the in-phase oscillations (r = 1), as well as the oscillations in
anti-phase (r = 2). Suppose that in each cycle there are impulse disturbances, which
cause the free oscillations of the system. Such excitations are met in practice, in
case of sampling small clearances, when the nonlinear effect, inherent to the
clearances, substantially does not occur and only causes the short impact impulse
due to the quick change of the function P0ðuÞ (see Chap. 7).

After simple calculations, we find that in order to achieve the maximum of the
beats, it is necessary to satisfy the condition 2f= Dmj j\g; where Dmj j ¼
mjðr1Þ � mjðr2Þ
�� �� is the frequency detuning; r1; r2 are the numbers of the adjacent
oscillatory modes; g is the number of the periods of free oscillations in the period
2p=x.

Fig. 12.18 The ranges of
variation of the dimensionless
“natural” frequencies
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We should also take into account the system’s dissipation and the possibility of
accumulation of perturbations in the steady state. Consideration of these factors
leads to the following sufficiently effective assessment of the effect [77]:

v ¼ m2ðr1Þ sin½0:5pg Dm=ðr1Þj j�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dm2 þ ð0=pÞ2mðr1Þ4

q : ð12:13Þ

Here, v is the criterion, which characterizes the increase in the level of ampli-
tude, in case of beats, by energy transfer from one form to another; 0 ¼ 0:5w is the
logarithmic decrement.

We can see in Fig. 12.19 the typical plots, when vðg; nÞ at n ¼ 3; n ¼ 5; n ¼ 6.
For the first two cases the curves correspond to the averaged around u value of the
function P02, and when n ¼ 6, the curves are the boundaries of the crosshatched
regions, obtained when 0	 P0j j 	 P0j jmax.

Analysis of the graphs show that in case of increase in the number of mecha-
nisms n, the value of vmax typically increases, although with particular frequency
tuning g the situations can arise, where the lower value of n corresponds to the
higher value of v (see, for example, the case n ¼ 5 and n ¼ 6 in the vicinity of
g � 20).

We often come across the need to use the theory of regular systems for the study
of quasi-regular systems, when there are deviations from the strict spatial periodic
structure of the dynamic model. Essentially, we are talking about the already
mentioned “inclusions”, the consideration of which can lead to the localization of
oscillations in certain sections. In this case, the system is particularly sensitive to
disruption of spatial symmetry.

Estimation of the influence of vibro-impact regimes Here above, on the basis of
the linear system, with variable parameters, we observed the dynamic effects from
the single collision, in case of adjustment of clearance and the conditions for the
excitation of vibro-impact regimes.

Fig. 12.19 Graphs of the
criterion vðgÞ
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In case of their occurrence, due to nonlinear factors, the frequency spectrum of
oscillations may change significantly, for the analysis of which, we will use the
method of harmonic force linearization [4]. Then, if ðn�0Þ�1

cosu0

�� ��� 1, we have
mðu0Þ ¼ m0ðu0Þ, where m0ðu0Þ corresponds to formula (12.9). In case of breach of
this condition

mðu0Þ ¼ p�=p0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f2 þ m20ðu0Þ½1þ 2Dsðpn0�rÞ�1g2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n�2

0� cos2ðu0Þ
q

�
r

:

ð12:14Þ

With (12.14) we obtained the family of graphs mðu0; 12Þ (Fig. 12.20). In case of
synchronous mode of oscillations and rigid main shaft (11 ! 1) we have m ¼ 1
(line 1). The rest of the graphs correspond to f1 ¼ 2:5 when f2 ¼
0; 0:05; 0:5; 1; 2 (accordingly curves 2–6).

With the increase in the coefficient of stiffness c2 the width of the “cavity” grows
on the frequency characteristics, corresponding to the resurfacing in the clearance,
however, their depth decreases, which is in line with the physical representations of
the considered vibration modes with “soft” nonlinearity. During computer simu-
lations, it was revealed that in case of real level of dissipation and breach of the
synchronous oscillatory modes, the process of reaching the steady state, usually
takes about 3–5 rotation periods of the main shaft.

For the approximate estimation of levels of amplitude, in case of steady state, we
can use the analysis of the effect of the parametric pulse, described in Sect. 5.5,
where it’s been shown that in case of the impulsive nature of variation of the
“natural” frequency, the maximum factor of the increase in amplitude for the period
Tx ¼ 2p=x is determined as

jT ¼ expð��0��p�Þ
YN
i¼1

Dmij j;

where Dmi is the relative depth of frequency pulsation, caused by the clearance
(mean values are marked with a dash); N is the number of resurfacings in the

Fig. 12.20 Graphs of
variation of “natural”
frequencies, taking into
account the clearances
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clearance for the period Tx (in the absence of vibro-impact modes N ¼ 2). For the
steady-state regimes, we have jmax ¼ jTl, where l ¼ ½1� expð��0��p�Þ��1 is the
factor of accumulation of disturbances. Thus

jmax ¼ ½expð�0��p�Þ � 1��1
YN
i¼1

Dmij j ð12:15Þ

As it can be seen in the graphs, mðu0Þ, in case of breach of form phase syn-
chronism, the frequency, of the excited oscillations, increases, due to the inclusion
of additional stiffness and decreases in case of the breach of the kinematic contact in
the clearance. The least dynamic effect should be expected at Dmij j ! min, where
these two trends cancel each other.

The coefficients jmax, obtained using formulae (12.15), are in good agreement
with the results of computer simulations. Specifically, for the mode r0 ¼ 0:5 (see
Fig. 12.17, curves 1 and 2), this coefficient corresponds to the relative difference in
the value of n9=n3.

A combined analysis of these dependencies shows that in case of dynamic
synthesis the reasonable compromise should be considered, since we should take
into account the opposite tendencies of influence of partial frequencies of the
mechanism (parameter p). For large values of p the level of excitation, due to the
single resurfacing in the clearance, increase and for small values, the coefficient of
accumulation of disturbances and the amplitude of oscillations caused by kinematic
excitation, which occurs when P00ðu0Þ 6¼ 0.

Thus, to ensure the normal operation of the drives of such class, the number of
the mechanisms must be restricted in such a way, as to exclude the possibility of the
break-down of in-phase oscillatory form and arising of the vibro-impact regimes. In
such cases, one of the appropriate methods, of constructive solutions of this
problem of dynamic synthesis, is the transition to the multi-modular structure of the
drive, where the long executive body is replaced with separate sections, with the
limited number of mechanisms (see Fig. 12.14). The sections are still connected to
the general main shaft. In addition to the criteria ni for comparing the vibration
modes, particularly informative during the estimation of intensity of possible vibro-
impact modes, caused by the clearances, is factor KD: which is the number of
discontinuities in the kinematic chain, for one period of the kinematic cycle. For
modes shown in Fig. 12.9b, we have KD ¼ 5 on the first mechanism (i = 3), and
KD ¼ 9 on the last (i = 9). The removal of the elastic member between the last two
blocks (see Fig. 12.8, c42 ¼ 0) leads to the decrease in the criterion n9 from 2.52 to
0.63 and the number of breaks Ks, in this case, is reduced from nine to two.

In conclusion we shall note that with respect to the class of systems under
consideration, we have to face the same difficulties, which occur in the description
of complex dynamic systems, formed of bearing structures, with lots of fixing
elements [7, 19].

In particular in case of the frequency spectrum of high density, expansion into
series of natural forms appears to be ineffective [37]. For the given problem the
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variability of the parameters leads to additional complications; thus within the same
kinematic cycle occurs the structural transformation of the system, accompanied by
the degeneration of certain forms of oscillations and the appearance of new ones.

Slowly varying coincident waves, which are manifested in the form of spatial
localization of the oscillations in the certain areas of the objects under consider-
ation, occur in the system. At the same time the excited free accompanying
oscillations often do not decay, because there is an energy “make-up” due to
parametric effects. The study of the given problem, of course, cannot be considered
exhausted, both in general terms and with respect to the considered class of
problems 1.

1 In the development of this issue, see : Vulfson I. I. Energy transfer in vibratory systems of
drives with cyclic mechanisms. Journal of machinery manufacture and reliability . V.42, No4,
2013. Pp.– 261-268.
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Appendix
Method of Harmonic Linearization

General information A brief description of this method is restricted, only to the
applied side of the issue. Let the restoring force and resistance be described by the
nonlinear function �Pðq; _qÞ. Then the differential equation, describing the oscil-
lations of the system, with one degree of freedom, in case of the action of the
harmonic driving force, takes the form

a q
:: þPðq; _qÞ ¼ F0 þ F1 sinxt ðA:1Þ

or after dividing by the factor of inertia a

q
:: þUðq; _qÞ ¼ W0 þW1 sinxt; ðA:2Þ

where U ¼ P=a; W0 ¼ F0=a; W1 ¼ F1=a:
By analogy to the linear oscillatory system an approximate solution of Eq. (A.2)

will be sought in the form

q0 ¼ A0 þ A sinðxt � cÞ: ðA:3Þ

After substitution of (A.3) in Uðq; _qÞ, this function appears to be periodic, and
therefore it can be represented as the Fourier series

Uðq0; _q0Þ ¼ U0 þ Uc cosuþ Us sinuþ higher harmonic; ðA:4Þ

where u ¼ xt � c.
We assume that the higher harmonics (A.4) have little influence on the formation

of the approximate solutions (A.3), i.e. on A0;A1. This assumption is realized if the
oscillations are close to harmonic. In this case the judgment, about the validity of
this assumption, should be based on the physical background, for example, on the
experiment, operating experience, etc.

Let us note here that in the problems of nonlinear mechanics, the performance of
the approximate analytical methods largely depends on how correctly the form of
the approximate solutions is “guessed”.

© Springer International Publishing Switzerland 2015
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We will further introduce the formal linear differential equation

€q0 þ 2n _q0 þ k2q0 þ S ¼ W0 þW1 sinxt; ðA:5Þ

where, n; k2 are some unknown functions, and S is the unknown constant.
On the other hand, Eq. (A.2), taking into account (A.3), (A.4) and the above

assumptions, can be written as

€q0 þ Uc cosuþ Us sinuþ U0 ¼ W0 þW1 sinxt: ðA:6Þ

Comparing (A.6) and (A.5), we obtain

2n _q0 þ k2q0 þ S ¼ Uc cosuþ Us sinuþ U0:

Then, taking into account (A.3), after the equalization of the coefficients at
cosu, sinu and free terms, we get k2A0 þ S ¼ U0; 2nAx ¼ Uc; k2A ¼ Us:

Using formulae for determining the Fourier coefficients, we finally obtain

SðA;A0Þ ¼ 1
2p

Z2p

0

Uðq0; _q0Þdu� k2ðA;A0ÞA0;

2nðA;A0Þ ¼ 1
pAx

Z2p

0

Uðq0; _q0Þ cosu du;

k2ðA;A0Þ ¼ 1
pA

Z2p

0

Uðq0; _q0Þ sinu du:

9>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>;

ðA:7Þ

These functions are called the harmonic linearization coefficients. So, using the
accepted assumptions, the nonlinear differential equation (A.2), in case of using the
accepted approximate solutions, is formally equivalent to the linear differential
equation (A.5), the coefficients of which n; k2; S, are the known functions of the
unknown parameters of solution A;A0.

For small values of n, function k corresponds to the frequency of free oscilla-
tions, which now, in contrast to the linear case, depends on the level of amplitude.

Coefficient 2n, as in case of the linear oscillations, characterizes the dissipative
properties of the system, which, as already noted, in the engineering problems, are
usually evaluated by the dissipation coefficient w or by the logarithmic decrement 0.
For the formal linear equation (A.5), the valid relationship is n=k ¼ d ¼ 0=ð2pÞ.
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At the same time

2nðA;A0Þ ¼ 0kðA;A0Þ=p: ðA:8Þ

It can be shown that (A.8), when taking into account the approximate solutions
(A.3), is energetically equivalent to the corresponding expressions in (A.7), how-
ever, quite often, it is more convenient, while solving engineering problems, since
an analytical description of the dissipative forces, in many cases, is not possible or
is very difficult. Meanwhile, the definition of parameters 0 or w generally does not
cause difficulties, even in those cases, where these parameters are dependent on the
amplitude levels of A;A0.

Strictly speaking, the real dissipative forces, arising in case of machine and
mechanism oscillations, are always nonlinear, so their inclusion in previous
chapters, devoted to the linear oscillations, essentially also meets the harmonic
linearization of these forces. In this case, according to (A.8), when k ¼ const and
k ¼ const, we have n ¼ const, which allows us to use the linear differential
equations to analyze system oscillations (see Chap. 6).

Let us mention the following important property of the linearization coefficients,
which allows us to reduce the complex non-linear functions to the combination of
more simple ones.

If the nonlinear function U can be represented as a sum U ¼ Ps
i¼1

Ui then the

coefficients of harmonic linearization are defined as the sum of the corresponding
partial values

n ¼
Xs

i¼1

ni; k2 ¼
Xs

i¼1

k2i ; U ¼
Xs

i¼1

U0i:

No limiting requirements are required from the form of the function Uðq; _qÞ. In
particular, these functions can be composed of individual segments and have dis-
continuities of the first kind. We will emphasize that harmonic linearization, in
contrast to the usual linearization, when the nonlinear function is replaced by the
linear one, does not require that q and _q should be quite small. The only limitation
here is the proximity to the harmonic oscillations.

Forced nonlinear oscillations For greater clarity, we will consider the widespread
case U0 ¼ 0 and A0 ¼ 0 that means no constant component in the driving force
ðF0 ¼ 0Þ and an odd function PðqÞ, described in Eq. (A.1) the nonlinear restoring
force ðPðqÞ ¼ �Pð�qÞÞ.

To solve Eq. (A.1), obtained by harmonic linearization method, we use the
solution for the linear system with one degree of freedom (see Sect. 4.1.2)
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A ¼ W1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½k2ðAÞ � x2�2 þ 4n2ðAÞx2

q ; ðA:9Þ

tanc ¼ 2nðAÞx
k2ðAÞ � x2 : ðA:10Þ

However, the performed linearization leads to the fact that the coefficients of
harmonic linearization k2 and n are the functions of unknown amplitude of forced
oscillation A. Therefore if for the linear system, formula (A.9) is the final calculation
expression, then now it appears to be the equation with respect to A.

To construct the frequency response AðxÞ it is convenient to use the following
method. Take square from both sides of the Eq. (A.9) and write it as follows:

A2f½k2ðAÞ � x2�2 þ 4n2ðAÞx2g ¼ W2
1 : ðA:11Þ

Relative to x, the Eq. (A.11) is the biquadratic one. So it allows us to determine
x as the appropriate values of this equation’s roots. The resonance mode corre-
sponds to the condition

kðA�Þ ¼ x; ðA:12Þ

where A� is the amplitude of resonance.
Then according to (A.9) 2nðA�ÞA�x ¼ W1, or with reference to (A.8), (A.12)

0A�k2ðA�Þ=p ¼ W1: ðA:13Þ

Thus, the resonant amplitude A� can be determined as the root of the Eq. (A.13);
herewith the phase shift c according to (A.10) is equal to p=2.

We will consider the characteristics of nonlinear forced oscillations, using the
example of the cubic characteristic of the restoring force �c0qð1þ nq2Þ. With
n[ 0 the characteristic is termed as “hard”, with n\0 the one—as “soft”, and
when n ¼ 0 it is linear. For given example Eq. (A.1) has the form of Duffing
equation

a€q þ b0 _qþ c0qð1þ nq2Þ ¼ F1 sinxt;

and after dividing by the coefficient a

q
:: þ2n0 _qþ k20qð1þ nq2Þ ¼ W1 sinxt; ðA:14Þ

where 2n0 ¼ b0=a; k20 ¼ c0=a.
So with the account of the above mentioned, about the symmetry of nonlinearity

and the oscillatory process
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Uðq0; _q0Þ ¼ 2n0Ax cosuþ k20A sinuð1þ nA2 sin2 uÞ;
q0 ¼ A sinu;u ¼ xt � c:

�
:

According to (A.1)

2nðAÞ ¼ ðpAxÞ�1
Z2p

0

½2n0Ax cosuþ k20ðA sinuþ nA3 sin3 uÞ� cosudu;

k2ðAÞ ¼ ðpAÞ�1
Z2p

0

½2n0Ax cosuþ k20ðA sinuþ nA3 sin3 uÞ� sinudu:

After integration, we have 2n ¼ 2n0 and

k2ðAÞ ¼ ð1þ 0:75nA2Þk20 : ðA:15Þ

Dependence x ¼ k0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:75nA2

p
obtained from (A.15), when k ¼ x, defines

the so-called skeleton curve shown in the graphs AðxÞ, with hatch-dotted line
(Fig. A.1). To construct the graph of the amplitude-frequency characteristic, we
substitute (A.15) into Eq. (A.11) and convert it into the biquadratic equation relative
to x:

x4 � 2½k2ðAÞ � 2n2ðAÞ�x2 þ k4ðAÞ �W2
1=A

2 ¼ 0:

After solving the given equation we get

x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2ðAÞ � 2n2ðAÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2

1=A
2 � 4n2ðAÞ½k2ðAÞ � n2ðAÞ�:

qr
ðA:16Þ

Fig. A.1 Amplitude-frequency characteristic (AFC)
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When n[ 0 (“hard” characteristic), the resonance peak inclines to the right
(Fig. A.1a) and when n\0 (“soft” characteristic), to the left (Fig. A.1b).

Because of the inclination of AFC several values of the amplitudes of forced
vibrations ( A1;A2;A3) correspond to one frequency in the certain fixed frequency
range limited by the inflection points. In addition to that, the zone of increased
amplitudes now covers a much larger frequency range, as compared to the fre-
quency response of the linear system. The resonant amplitude A� is determined
from the Eq. (A.13) in the reference to (A.15):

A�ð1þ 0:75nA2
�Þ0k20 � pW1 ¼ 0: ðA:17Þ

Here 0 is logarithmic decrement.
The change of amplitudes, caused by the smooth increase or decrease in fre-

quency x, is represented on AFC, using arrows. In the vicinity of inflection points
the hopping from one branch of the characteristic to another occurs, which is
accompanied by an abrupt change in the amplitude of forced oscillations. Thus, the
implementation of a mode may depend on the conditions of entrance into this mode.

In general, when U0 6¼ 0, we have A0 6¼ 0, and the values A and A0 are deter-
mined by the system of equations obtained on the basis of (A.7). Then

k2 ¼ k20½1þ nð3A2
0 þ 0:75A2Þ�:

Stability of the modes of forced oscillations We will use the energy method, for
the determination of the stability of the identified periodic modes. In case of forced
oscillations the introduced energy is defined as DEþ ¼ pAF1 sin c and the with-
drawn one as DE� ¼ 2pnxA2a.

The indicative graph DE ¼ DEþ � DE� for the fixed value of x, to which the
three modes with amplitudes A1;A2;A3 correspond, is represented in Fig. A.2.

Obviously when DE[ 0 the amplitude increases, otherwise, it decreases, when
DE\0. When DE ¼ 0, the regime is stationary. However for practical imple-
mentation of this mode, it is necessary for it to be stable. In other words, in case of
deviations DAi ¼ A� Ai ði ¼ 1; 2; 3Þ, the condition DAi ! 0; A ! Ai is satisfied.
Using these simple considerations, we can easily verify that amplitudes A1 and A3

correspond to the stable regimes and amplitude A2 to the unstable regime. The
stability condition can be written as follows:

oðDEÞ=oA\0 ðA ¼ AiÞ ðA:18Þ

Fig. A.2 To the definition of
the conditions of stability of
the forced oscillations
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It turns out that the stable regimes in the zone, before resonance, have a positive
AFC slope, and in the zone after resonance they have the negative slope of the
response curve. The branches of the response (AFC), shown in the Fig. A.1, with
hatched lines, correspond to the unstable regimes. Unstable branch of the frequency
response is limited by the inflection points, at which the tangent to the graph AðxÞ
is vertical. Despite the fact that the unstable modes can not practically be imple-
mented, the corresponding, to these regimes, branch of the response is of particular
interest.

Suppose, for example, the system oscillated in the steady state regime with
amplitude A 1, and then as a result of an accidental disturbance (e.g. impact) it
experiences amplitude increment DA[ 0. Obviously if A1 þ DA\A2, then DE\0
and therefore, we return to the mode A ¼ A1. However, if A1 þ DA[A2, then
DE[ 0 and further system oscillations occur with amplitude A3.

The dependence of the regime of the implemented forced oscillations, from the
initial conditions, is detected similarly.

If the initial amplitude A0 is smaller than A2, then A ! A1 and when A0 [A2,
we have A ! A3. Thus, the unstable regime in the first approximation serves as a
“dividing line” between the two stable states.
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