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Preface 

Of prime concern in this book are combustion systems – confined fields 
of compressible fluids where exothermic processes of combustion take 
place.  Their purpose is to generate motive power.  In their course, exo-
thermic energy* is created by chemical reaction and deposited in the field, 
both actions carried out concomitantly and referred to popularly as 

’

heat 
release.’  Particular examples of such systems are cylinders in internal 
combustion engines, combustors of gas turbines and rockets, as well as ex-
plosions engendering blast waves - non-steady flow fields bounded by in-
cident shock fronts that impose on them the constraints of confinement.    

The process of combustion is carried out, as a rule, at a high rate, the 
life time of chemically reacting component being of an order of microsec-
onds, while the exothermic reaction of the whole system is accomplished 
in few milliseconds.  For that reason, its execution has been considered so 
far to be beyond the intervention of interactive controls – a hindrance that, 
in our age of microelectronics for which a millisecond is a relatively long 
time, can be eliminated. 

The technological objective of the book is to pave the way towards this 
end by bringing forth the dynamic features of combustion systems.  Their 
properties are expressed therefore as those of dynamic objects – entities 
amenable to management by modern tools of control technology.  

Sensible properties of combustion systems are displayed in a three-
dimensional physical space, while their processes are disclosed in a multi-
dimensional thermophysical phase space, where the states of components 
of the working substance are identified and the transformations of its con-
stituents are disclosed.  The dimension of the latter is equal to the degrees 
of freedom - the number of reaction constituents plus two, as specified by 
the Gibbs phase rule.   

 
 

                                                      
*  potential energy of thermal kind known as ‘heat of reaction’ and measured in 

terms of ‘heating value’ determined by the change in internal energy taking 
place at NTP (normal pressure and temperature)  
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Equilibrium states of the working substance and its components are 
specified in the thermodynamic phase space – a three-dimensional subset 
of the thermophysical space, provided that the internal energy, e, is one of 
its coordinates, as pointed out by Gibbs1  and Poincaré2 .  If e is expressed 
in units of energy per mole, it is compatible with temperature, T, as its 
concomitant coordinate.  If e is expressed in units of energy per unit mass, 
as appropriate for mass conserving chemical reactions, its dimensionally 
compatible coordinate is the dynamic potential, pvw ≡  - a parameter pro-
viding principal service of liaison between the physical space, where it is 
established, and the thermodynamic space, where it is employed as a fun-
damental coordinate of state.  The concept of pv is well known in the  
literature as ‘flow work’, without realizing its pivotal role in thermody-
namics. 

The subject matter of the book is exposed in three parts, each consisting 
of four chapters, Part 1 - Exothermicity – considering the thermodynamic 

exothermic energy is deposited; Part 3 - Explosion – revealing the dynamic 
features of fields and fronts due to rapid deposition of exothermic energy. 

In Part 1, 
Chapter 1 - Thermodynamic Aspects - presents the evolution of the 

combustion system by a model consisting of two parts: (1) the dynamic 
aspects, dealing with the properties of combustion in the physical space, 
and (2) the thermodynamic aspects, treating the processes of combustion in 
the phase space.   

Chapter 2 - Evolutionary Aspects – elucidates the fundamental features 
of evolution. 

Chapter 3 - Heat Transfer Aspects – describes experimental and ana-
lytical studies of energy loss incurred in a combustion system by heat 
transfer to its surroundings.  

Chapter 4 - Chemical Kinetic Aspects – furnishes a résumé of analytical 
technique for resolution of chemical kinetic processes of combustion.  

 
                                                      

1 Gibbs JW (1875-1878) On the equilibrium of heterogeneous substances. Trans-
actions of the Connecticut Academy, III (1875-76) pp. 108-248; (1877-78) pp 
343-524 [(1931) The Collected Works of J.W. Gibbs, Article III, Longmans, 

 
2 Poincaré H (1892) Thermodynamique, Gothiers-Villars, Paris, xix + 432 pp 

[1908 edition, xix + 458 pp] 
 

Green and Company, New York, 2: 55-353, esp. pp. 85-89 and 96-100] 

Part 2 – Field – exposing the dynamic properties of  flow fields where the 
effects due to evolution of exothermic energy in a combustion system; 
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In Part 2,  
Chapter 5 - Aerodynamic Aspects – provides a fundamental background 

for fluid dynamic analysis of flow fields at the limit of infinite Peclet and 
Damköhler numbers commensurate with inadequacy of molecular diffusiv-
ity and thermal conductivity to affect the rapid process of combustion taking 
place in exothermic centers – sites referred to in the literature as ‘hot spots.’ 

Chapter 6 - Random Vortex Method – presents the analytical technique, 
introduced by Chorin3, 4, that provides an insight into the mechanism of 
turbulent flow fields in terms of random vortex motion, mimicking the 
physical nature of turbulence as a phenomenon due to random walk of vor-
tex elements called blobs. 

Chapter 9 - Blast Wave Theory – provides a fundamental background 
for analysis of far fields created by an explosions, with respect to which 
sizes of their kernels, where the exothermic energy was deposited, is neg-
ligibly small. 

Chapter 11 - Phase Space Method - ushers in an analytical technique 
for treating blast waves propagating into atmospheres of finite pressure 
and density. 

sociated with exothermic processes. 

                                                      
3

 
4
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 Chorin AJ (1973) Numerical studies of slightly viscous flow. J. Fluid Mech.
 57: 785-796 

 Chorin AJ (1978) Vortex sheet approximation of boundary layers. J. Comp.
Phys. 27: 428-442. 

In Part 3, 

Chapter 7 - Gasdynamic Aspects - describes classical analysis of com-
pressible flow fields, featuring the method of characteristics for solution of 
hyperbolic equations in terms of which their gasdynamic properties are 
expressed. 

gasdynamic effects produced by shock and detonation fronts, as well as by 

tween different state regimes. 

Chapter 10 - Self-Similar Solu  tion - presents salient features of linearly,
cylindrically and spherically symmetric fields created by point explosions
whose fronts propagate into a vacuum.  

Chapter 12 - Detonation - displays the dynamic properties of fronts as-

Chapter 8 - Fronts and Interfaces - furnishes analytical treatment of 

interfaces (impermeable fronts) and simple waves that act as borders be-
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PART 1 

EXOTHERMICITY 



1. Thermodynamic Aspects  

1.1. Combustion System 

A combustion system, S, is a confined field of compressible fluid where 
exothermic process of combustion takes place, subject to restrictions im-
posed by boundary conditions at its, in general, deformable borders.  Pre-
sented here are global properties of these systems. 

The composition of a combustion system is specified by mass fractions 
of its initial components, YK, where K = F, A and B, for, respectively, fuel, 
air and the non-reacting portion of the fluid, like the recirculated exhaust 
or residual gas.  The reactants, YR = YF + YA, are formed by a mixture of 
fuel and air involved in the exothermic chemical reaction of combustion.  
The composition of a combustible mixture is expressed by the air/fuel ra-
tio, σK ≡ YAK / YF, (K = R, S).  For the reactants, σR is identified usually 
with the measured flow rates of air and fuel, whereas for the system, σS is 
deduced from the exhaust gas analysis.  The values of these ratios are ex-
pressed conventionally in terms of the air-equivalence ratio with respect to 
the stoichiometric proportion, referred to by subscript 

”

st”, stKK /σλ σ≡ , 
reciprocal of the fuel-equivalence ratio, φK.  Thus,   

FKstFKK Y)λσ1(Y)σ1(Y +≡+≡            (1.1) 

whence, for the same mass fraction of fuel, YF,  

  
KstKK

F

λσ1
1

σ1
1

Y
Y

+
=

+
=             (1.2) 

A phase diagram of the mass fraction of system components is dis-
played in Fig.1.1 with respect to the mass fraction of products, yP, i.e. 
those generated by oxidation of fuel and their mixing with the non-reacted 
portion of the cylinder charge. The variable mass fractions are denoted in it 
by small letters and the constants defining the system by capital letters.  
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Fig. 1.1. Phase diagram of component mass fractions with respect to mass fraction 
of products 
 

As displayed by this figure, in the course of combustion the mass frac-
tions of components, yK (K  F, A), are linear functions of the mass frac-
tion of products, , yP,namely 

 

)-(Y
Y
Y

PR
R

K
K yy =               (1.3) 

 
while the mass fraction of fuel 
 
  PF yx RY=               (1.4) 
 

For a system constrained by walls of its enclosure, like a cylinder in a 
piston engine, the sole purpose of combustion is to generate pressure.  
With a measured pressure profile, the objective of its thermodynamic 
analysis is the solution of an inverse problem: the deduction on this basis 
of data on the evolution of the thermodynamic state parameters of the sys-
tem components, as well as of the mass fraction of combustion products _ a 
quantity proportional, according to (1.4), to that of fuel.  

Mass fractions of fuel, xF, and of products, yP, consist of effective parts, 
xE and yE, producing the measured pressure profile, and the ineffective  

=
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parts, xI and yI, expended primarily on energy lost by heat transfer to the 
walls of the enclosure, i.e. 

 
  IEF xxx +=  and IEP yyy +=            (1.5) 
 
Their profiles are displayed by Fig. 1.2 in terms of the normalized 

time,  T/)t( i−≡ tτ , where T = tf – t is the lifetime of the exothermic proc-
ess.  As demonstrated in Chapter 3, the initial state, i, is a fundamental 
sharp singularity of combustion, while the final state, f, is a smooth singu-
larity at the maximum of the exothermic process.  
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Y
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x I

XE

XI
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Fig. 1.2. Profiles of effective and ineffective mass fractions of fuel ad products  

Global properties of a combustion system are established by pressure 
diagnostics – a procedure for solution of an inverse problem based on 
measured pressure, p, and given mass averaged specific volume, v.  The 
procedure of pressure diagnostics consists of two perspectives: 

 
1. Dynamic Aspect (Dynamic Stage in former publications) in physical 

space, expressed in terms of a set of relationships of volume profiles, v(t), 
and pressure profiles p(t), establishing among others the profile of the dy-
namic potential, )()()( tvtptw ≡  in the form of an analytic function. 
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2. Thermal Aspects (Exothermic Stage in former publications) in ther-

modynamic phase space, for which )(tw provides the fundamental refer-
ence coordinate of the state diagram where the trajectories of the processes 
carried out by the system are delineated and the profiles of the tempera-
ture, T(t), as well as of the effective mass fractions of products, yP(t),and 
hence of fuel, xF(t), expended to create pressure. 

1.2 Dynamic Aspects  

The dynamic aspects provide analytic expressions for the exothermic 
process (popularly referred to as ‘heat release’) of combustion.  Its life 
time is identified by the coordinates of its bounds: the initial state, i, and 
the final state, f.  State i is an essential singularity of combustion, a saddle 
point at which the specific volume of the products at this state, vi = Vi / Mi 
= 0/0 (!) – the raison d’être of what is known in combustion literature as 
the “cold-boundary difficulty” for laminar flames (Williams 1985).  Since 
nature abhors corners, it is bypassed by experimental data and, hence, state 
i is not identifiable by a data point.  

State f, is at a singular point of maximum in the evolution of the com-
bustion system, where its support by the deposition of exothermic energy 
is at equilibrium with the endothermic loss of energy incurred by heat 
transfer to the walls.   

1.2.1. Dynamic Potential  

Of particular significance to pressure diagnostics is the dynamic potential  
    

ehppvw −≡≡≡
ρ

 

 
whose time profile is a prominent variable of dynamic aspects, while for 
thermal aspects it plays the role of a fundamental thermodynamic reference 
parameter replacing in this role the temperature that is delegated then to 
the position of a dependent variable.  For convenience, the specific volume 
is often expressed in a non-dimensional, normalized form; w is then meas-
ured in units of pressure. Its magnitude can be readily determined from the 
equation of state for given values of p and w, or v, of the substance.  The 
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concept of w is popularly called flow work - a term demeaning its cardinal 
nature, as pointed out by Kestin 1966 (Sections 4.1 and 4.2).  

The significance of w is brought up by the virial equation of state, ac-
cording to which 
 

  ...2)C()B)A( +++= pΘp(ΘΘw  
 
where, with subscript m denoting the dynamic potential, w,  per mole and 

 the universal gas constant, 
 

   mw
Θ ≡  

 
It is on this basis that an equation of state for a system in equilibrium 

can be determined experimentally without measuring the temperature – a 
procedure engendering the concept of an absolute temperature scale (vid. 
e.g. Kestin 1966-68) 

The general utility of w is demonstrated by most equations of state, to 
wit: 

Van der Waals:   
vv

vTw a
bM

R
−

−
=  

Dietrich:   Tv

v
vTw Ra-e

bM
R

−
=  

Beattle-Bridgeman:  32
δγβ

M
R

vvv
Tw +++=  

BKW1:    [ ]xxTw βu e1
M
R

+=             
( )κ

k
ϑ+

=
Tv

x  

JWL2:  uvvvvw vv

v

vR-

cv2

vR-

cv1 c
Re

vc
1Be

vc
1A c2c1 +⎥

⎦

⎤
⎢
⎣

⎡
−+⎥

⎦

⎤
⎢
⎣

⎡
−=  

1.2.2. Data. 

The procedure for establishment of the dynamic aspects is illustrated here 
by a specific example of a HCCI (Homogeneous Charge Compression  
Ignition) engine – a system that today is at the crest of popular research on 

                                                      
1 Becker-Kistiakowski-Wilson 
2 Jones-Wilkins-Lee 

R

R
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novel piston engines.  The data of the engine adopted for the present pur-
pose are provided by Table 1.1.  The operating conditions of its dyna-
mometer test are listed in Table 1.2. 
 

Table 1.1. HCCI engine data 

Bore (cm) 7.95 
Stroke (cm) 9.56 
Length of piston rod (cm) 14.4 
Compression ratio 16.5 
Intake valve closing, Θa 205 
pa(bar) 1.39 
Ta(K) 325 
Exhaust valve opening Θz 512 

 

Table 1.2. Operating conditions 

 Speed rpm 1200 
 Torque Nm 75 
  Fuel (gasoline)  Octane No. 87 

12.305 
Stoichiometric air/fuel ratio 

νst, mol/mol  
σst, gm/gm 15.064 

: Air-equivalence ratio, λS, - 2.2 
Cylinder pressure at Θa, pa, atm 1.39 
 Gas temperature at Θa, Ta, K 325 

 
The air equivalence ratio cited in Table 1.2 was obtained from by ex-

haust gas analysis and pertains therefore to the system, S, rather than the 
reactants, R. 

Parameter profiles of the dynamic aspects, obtained from the dyna-
mometer test, are presented in Figs. 1.3-1.6, where, according to conven-
tion, their measured data are displayed by open circles. Figure 1.3 presents 
the record of the measured pressure, p(Θ).  Figure 1.4 displays the data of 
the work cycle (positive loop of the indicator diagram), p(ν), where ν ≡ 
vS/vc, subscript S denoting the displacement volume of the cylinder-piston 
enclosure and subscript c its clearance volume, vc.  Figure 1.5 depicts the 
profile of dynamic potential, w.  Figure 1.6 presents the work cycle in 
logarithmic scales. 
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Fig. 1.3. Data of the pressure record 
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Fig. 1.4. Data of the work cycle in linear scales 
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Fig. 1.5.  Data of the dynamic potential 
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Fig. 1.6. Data of the indicator diagram in logarithmic scales 
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1.2.3. Functions 

To provide a rational interpretation of the profiles presented by these fig-
ures, their data are expressed in terms of analytic functions. 

The changes of state taking place immediately before and after the exo-
thermic process are expressed by polytropes, kn

k pvπ ≡ , where subscript k 

= c, e for, respectively, compression and expansion, whence 
v
p

 dlog
 dlogn k = .  

The polytropic exponents are evaluated, accordingly, from data of log 
p(log vS) presented on Fig. 1.6 by least square fit regression of these data 
for sectors of the processes of compression and expansion where their pro-
files are linear.  For compression, the selected sector is between point b 
and the estimated location of the initial state, i.  For expansion, it is be-
tween the estimated location of the final state, f, and point c. 

The key to an analytic expression for the exothermic process is pro-
vided by the polytropic pressure model,  

   npvπ S≡              (1.6) 

In contrast to polytropes, the exponent of the exothermic process is 
variable, its value being expressed by a linear function of the crank angle, 
Θ, so that 
 

n(Θ) = nc + (ne - nc)τ (Θ),           (1.7) 
 
where  
 

if

i

Θ−Θ
Θ−

≡
Θ

τ              (1.8) 

 
is the progress variable for time, t, or crank angle, Θ.   In an enclosure of 
variable volume, the polytropic pressure model is equivalent to pressure in 
an enclosure of constant volume. 

The progress parameter for the polytropic pressure model 
 

if

i

ππ
π)()()(

−
−

≡=
τπ

 ττ πxx             (1.9) 

 
is expressed by the life function introduced in Chapter 2, namely 
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1e
1e

fζ −
−

=
ζζζζ

x            (2.49) 

 
where 
 

])(1[1
1

1+χ−−
+χ
α

= τζ          (2.48) 

 

And 
1f +χ

α
=ζ .  The two parameters, α and χ, are evaluated by regression 

of data between point i and f.  As demonstrated in Chapter 2, the life func-

lar bounds of the exothermic process.  
Its profile is presented by Fig. 1.7 together with profiles of the poly-

tropes for compression and expansion. 
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Fig. 1.7.  Profile of the polytropic pressure model 
 

Concomitantly with evaluation of the life function parameters: α and χ, 
the polytropic indices, nc and ne, together with the crank angles of point i 
and point f, Θi and Θf, are determined by iterative procedures.  The values 
of all these parameters are listed, together with the crank angles of all the 
bounds of analytic functions, in Table 1.3. 

 
  

depicted by Fig.1.6, and it satisfies both the conditions imposed by the singu-
tion is in shape akin to the profile of the polytropic pressure model 
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Table 1.3. Parameters of dynamic aspects  

Crank angle of point a 205o 

Crank angle of point b 320o 

Crank angle of point i  366 o 

Crank angle of point f 375o 

Crank angle of point c 500o 

Crank angle of point z  512o 

Life function coefficient, α 13.55 

Life function exponent , χ 2.19 
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Fig. 1.8.  Profile of dynamic potential 
       Data and analytic functions 
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Fig. 1.9. Work cycle 
       Data and analytic functions 
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Fig. 1.10.  Pressure profile  

     Data and  analytic functions 
 
Figures 1.8-10 demonstrate the remarkable accuracy with which the 

pressure data are, on this basis, modeled by analytic functions except, no-
tably, in the immediate vicinities of the two singularities at i and f that, as a 
rule, are obviated by the data.  Besides points i and f, marked in Fig. 1.9 
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are points a, b, c and z, whose crank angles are listed in Table 1.3.  Points 
a and z denote the bounds of the closed system, the first at the closure of 
the inlet valve, and the second at the opening of the exhaust valve.  Points  
b and c mark, respectively, the crank angle designated as the start of the 
process of compression and that chosen as the end of the expansion process. 

1.3 Thermal Aspects 

In accord with the zero-dimensional nature of dynamic aspects, the vari-
ables of thermal aspects are expressed in terms of time-dependent mass 
averaged thermodynamic parameters of state: the pressure, pK )(t , the tem-

perature, TK )(t , the specific volume, vK )(t , the internal energy, eK )(t , 

and the dynamic potential, wK )(t , where K = F, A, B, C, R and P, provid-
ing a link between the dynamic and thermal aspects.  Moreover,   since all 
the parameters of the dynamic aspects are expressed in terms of analytic 

1.3.1 Thermodynamic State 

The state of a constituent is identified by three parameters of its own equi-
librium.  The conventional equation of state, expressing a relationship be-
tween pressure, p, specific volume, v, and temperature, T, does not provide 
a comprehensive specification of state, because, to evaluate internal en-
ergy, e, specific heats are, moreover, required.  If, however, internal energy 
is included among the parameters of state, then, according to the funda-

Accordingly, the thermodynamic state of a constituent is expressed by a 
point in a three-dimensional thermodynamic phase space whose coordi-
nates are specific internal energy, e, specific dynamic potential, w, and 
pressure, p.  If internal energy is expressed in molar (volumetric) basis, the 
fundamental role of a reference coordinate is played by the temperature, T, 
rather than w.  However, since in system undergoing a chemical reaction 
mass is conserved rather than volume, the latter is for this purpose more 
appropriate. 

 

evaluation. 

functions, the time coordinate can be expressed in terms of any of them,  
in particular pressure whose time profile provides the basis for their 

mental principle of the First Law provided by Gibbs (1875-1878) and 

constituent is thereby completely specified. 
formulated by Poincaré (1892) and Carathéodory (1909), the state of a 
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Table 1.4: Thermodynamic parameters of components in the HCCI engine 

p T v e h w M K States atm K m3/kg kJ/g g/mol 
a 1.35 325 0.672 -0.12 0.03 0.09 29.50 
i 49.34 802 0.045 0.27 0.50 0.23 29.50 R 
f 78.37 1407 0.050 0.86 1.25 0.40 29.50 

(hp)i 49.34 1832 0.106 -0.03 0.50 0.53 28.73 P (hp)f 78.37 2359 0.086 0.57 1.25 0.68 28.74 
 

 
Fig. 1.11.  Diagram of states for an adiabatic and isochoric combustion system 
 
The reactants, R, are considered as an air/fuel mixture at their own air-

equivalence ratio, λR.  The products, P, are specified by the molecular 
composition of the system at thermodynamic equilibrium.  The states of 
both of them are established by appropriate algorithms.  Their thermody-
namic parameters are presented by Table 1.4 upon evaluation by means of 
STANJAN (Reynolds 1996), and CEA (Gordon and McBride 1994, 
McBride and Gordon 1996)3, on the basis of thermodynamic data pro-
vided by the JANAF Tables (Stull and Prophet 1971), as well as the 

                                                      
1 <http://www.grc.nasa.gov/WWW/CEAWeb> 
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Chemistry WebBook of NIST4, for a mixture of iso-octane and normal 
heptane in proportions provided by the octane number and the air-
equivalence ratio cited in Table 1.2. 

In a three-dimensional state space, the planar platform of this diagram 
presented by Fig. 1.11 is at the level of the initial pressure, pi.  For higher 
pressures, the e-w platform is at higher levels.  For the regime of pressures 
and temperatures existing in internal combustion engines, the reactants are 
made out of fixed fuel and air fractions, while, according to the available 
source of thermodynamic data, these components are perfect gases.  The 
locus of states of the reactants, R is, therefore, pressure independent.  
However, the locus of states of the products, P, is dependent on pressure, 
because, in order to comply with the condition of thermodynamic equilib-
rium, their composition is variable.  On the e-w plane, for higher pressures, 
the line of P tends to get straighter, so that, as indicated in Fig. 1.11, it is 
further away from the internal energy axis. 

In the course of an exothermic process, the states of reactants, R, and 
products, P, move along their loci of states, starting from the initial point, 
i, and ending at the terminal point t, where the generation of products, and 
hence, consumption of fuel, is terminated, that, in principle, is different 
than the final point, f.  Nonetheless, as demonstrated in Chapter 3, they are 
coincident  The change of state taking place in the course of exothermic 
reaction, when the reactants are transformed into products at a fixed pres-
sure, is presented by a straight line between a point on R and a point on P. 

In Fig. 1.11, the process of combustion is presented by vectors i – t, on 
the lines of R and P, while the processes of exothermic reactions promot-
ing the transition between them are depicted by vectors ion R – ion P, and ton R 
– t on P. 

 

1.3.2. Processes 

1.3.2.1 Mixing 

For a chemical reaction to take place, its components must be first mixed 
to form a molecular aggregate.  If, initially, the thermodynamic coordi-
nates of fuel and air are different, they have to be brought to the same state 
i on R - a task accomplished physically by transport processes of molecu-

                                                      
4 <http://webbook.nist.gov> 
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lar mass diffusion and thermal conduction, assisted by viscosity.  In Fig. 
1.11, the concomitant changes of state taking place in the course of mixing 
are expressed by broken curves between points o on A and o on F to point 
i on R, with their directions indicated by arrows.  The effect of mixing is 
manifested by rotation of the end point of the state vector around point i on 
R.  Irrespectively of the influence of molecular diffusion, which, as a rule, 
must be involved in forming the reacting mixture, its outcome can be iden-
tified right from the outset by the intersection of the straight line between 
points o on A and o on F with R. 

1.3.2.2 Exothermic 

Chemical reaction of combustion takes place in an exothermic center.  The 
concept of exothermic centers has been known for a long time in detona-
tion literature under the name of “hot spots.”  Their non-steady behavior 
under the influence of molecular diffusion has been studied extensively as 
the process of ignition (e.g. Boddington et al 1971; Gray and Scott 1990; 
Griffiths 1990).  Their diffusion dominated steady state model is a laminar 
flame.  Their non-steady version in a turbulent field is referred to as the 
‘flamelet model’ (Peters 2000).  The fluid dynamic features of exothermic 
centers were investigated experimentally and theoretically in connection 
with their relevance to detonation and explosion phenomena, leading to the 
identification of mild and strong ignition centers.  In a gasdynamic field 
where exothermic reaction takes place, exothermic centers occur at dis-
crete sites.  Each of them behaves then as a point singularity - a constant 
pressure deflagration where a finite change of state takes place locally at 
constant pressure - rather than across a straight line as it does in the classi-
cal version of a deflagration front. 

The behavior of a combustion system is specified by the balances of mass, 
volume and internal energy.  The mass balance is expressed simply by the 

fact that 1Y KS == ∑ y , or RKF YX == ∑ x , as depicted in Fig. l.1.  

The balance of volumes, ∑= KKS vyv is expressed by the balance of 

dynamic potential, ∑= KK wywS , since by definition w(t) = p(t)v(t), 

where p(t) is the same for all the components.  The balance of energy is 

1.3.3 System Parameters 
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similarly given by ∑= KKeyeS . Hence, for convenience, the two coor-

dinates of the thermodynamic states are expressed by a single generalized 
state parameter, zK = wK, eK (K = S, F, A, P, B, C, R), in terms of which the 
balances of volume and energy can be specified by a single equation,  
 
  BBPPAAFFS zyzyzyzy z +++=          (1.10) 
 
whence, in view of (1.7) and (18), 

 FAFPBAFS xzzzzzzz )YY(YYYY AFPBAF −−++= +         (1.11) 

The state of the cylinder charge, C - a substance whose composition is 
fixed by initial conditions while its thermodynamic parameters vary,  

 
  BAFC zzzz BAF YYY ++≡            (1.12) 

The state of reactants, R, considered as a mixture of fuel, F, with air, A, 
at their fixed ratio of σR is determined by the mass average 
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AF

AAFF
R

zz
YY

zYzYz
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σ
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+

=
+
+

=
1

          (1.13) 

 
With (1.12) and (1.13), in view of (1.8), (1.13) is reduced to 
 

PRPCS yzzzz )( −=−            (1.14) 
 

 
  )z(zYzz RPRSRSP −=−           (1.15) 
 

Presented in Fig. 1.12 are changes of state taking place in the general 
case of an exothermic system that, unlike that of Fig.1.11, is affected by 
energy losses occurring in the course of the transformation from R to P.  
As a consequence of them, the paths between corresponding points on R 
and on P, descend  at larger slopes than those of constant enthalpy.  
 
 

In a combustion field, an exothermic center is a front across which a
jump from i to t takes place at a constant pressure. Its amplitude is  
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Fig. 1.12.  Diagram of states for an exothermic system with energy loss 

As indicated in Fig. 1.10, the ordinates, eK, of the vectors i –t on the loci 
of states K = R, P, are expressed in terms of the products of the abscises, 
wK, and their slopes, CK.  

Thus, in terms of 
 

  CK ≡ (et – ei)K/(wt – wi)K           (1.16) 

 
  RRR wCe =             (1.17) 
 
while 
 
  Pq−= PPP wCe            (1.18) 
 
where qP = eRo - ePo, subscript o referring to the intersections of the lines of 
K with the axis of ordinates.  The quantity qP, referred to as the exothermic 
energy, provides a geometric measure of a reference parameter that re-
places the conventional concept of ‘heat release’ (HR), used as a constant 
in conjunction with fixed specific heats.  Its awkward role, when specific 

1.3.4. Coordinate Transformation 
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heats are variable, is evident in Fig. 1.10, where its reference states are de-
noted by symbol r. 

From (1.17) and (1.18) 
 

  PPR qCC +−=− PRPR wwee           (1.19) 
 

As an illustration of this expression, a transformation from a state of re-
actants, i, to that of products, f, for an adiabatic exothermic center, evalu-
ated according to it, is provided by Fig. 1.13. 
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Fig. 1.13.  Diagram of states for an adiabatic exothermic center in w(e) and 

w(h) coordinate systems 
   
The loci of states for R and P are displayed in this figure in e-w and h-w 

coordinates.  A change of state taking place in the course of an adiabatic 
exothermic reaction proceeds along a constant enthalpy path, a diagonal on 
the plane of e-w expressed by e = hi – w, and a horizontal line on the h-w 
plane.  As implied by the geometry of the diagram, the slope DK = CK + 1 
(K = R,P).  If the reactants are considered as perfect gases with constant 
specific heats, cKv ≡ (∂eK/∂T)v and cKp ≡ (∂hK/∂T)p, then, in terms of RK ≡ R 
/MK, where R is the gas constant and MK the molar mass, while γK ≡ 
cKp/cKv, CK = cKv/RK = 1/(γ – 1) and DK = cKp/RK = γ/(γ – 1). 
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The dynamic features of combustion are displayed when the reacting me-
dium is in a gaseous phase.  The trajectories of its states on the thermody-
namic plane of e(w) are then remarkably linear, as illustrated by the thick 
lines in Fig. 1.10, although they do not abide by the perfect gas equation of 
state because their molecular mass is not constant.  It is then for linear state 
trajectories that the thermal aspects of combustion are here established. 

Of particular significance in this respect are the generally applicable 
expressions for isentropic relationships.   To derive them, note that, irre-
spectively whether the gas is perfect or not, 
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while the polytropic index  
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so that, by virtue of the Second Law, according to which 
 

  
pv-h
vpesT

dd
ddd

=
+=

            (1.22) 

 
the isentropic index , the polytropic index for an isentropic process of 
ds = 0, 

  sss Γ)( nγ =
∂
∂

=≡
e
h            (1.23) 

 

  Thereupon, noting that wpvp
≡≡

ρ
, the velocity of sound 
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whence 

1.3.5. Linear State Trajectories 
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while, in view of (1.21) and 1.23) with the definition of w, 
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so that, by virtue of (1.24),  
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- a relationship of particular significance to gasdynamics presented in 
Chapter 7. 

Since, by definition, )dln(dln vpwwd += , it follows from (1.26) that 
 

pww dln
γ

1γd −
=           (1.28) 

 
and, according to (1.20),  
 

p
ρ
pwwe dln
γ

d
1-γ

1dCd k ==≡           (1.29) 

 
- a relationship of particular significance to blast wave theory presented in 
Chapter 9. 

A closed system is one whose volume, v(t), is restricted by prescribed 
boundary conditions.  In the cylinder of an internal combustion engine, for 
instance, the boundary conditions are imposed by piston motion estab-
lished by the kinematics of crankshaft mechanism.  Its volume and energy 
balances are specified by (1.14), for which wS(t) is prescribed.  

The volume balance is then obtained for z = w, while pR =pP, so that  

CSPRP wwyww −=− )(           (1.30) 

1.3.6. Closed System 
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The energy balance is obtained similarly for z = e, whence 

  CSPRP eeyee −=− )(           (1.31) 

for which  

  eSiS eee −=             (1.32) 

while  

  wwe qwe +≡             (1.33) 

expressing the energy expenditure that, in an internal combustion engine, 
consists of piston work,  

∫ −≡
t

i
Sc d)(v vppw bw            (1.34) 

where subscript c denotes clearance volume per unit mass, while b refers 
to backpressure, and energy loss, qw, incurred by heat transfer to the walls 
that, besides some usually negligible leakage, is the principal irreversibility 
of a combustion system.  

With (1.29) and (1.32), the energy balance specified by (1.31) becomes 
 

  eSiCPPR ewwyw w +−=+− )(C)qC(C CPPR         (1.35) 
 

Upon eliminating wP from (1.30) and (1.35), the mass fraction of prod-
ucts 
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This expression is cast into an explicit function of pressure by normaliz-
ing it with respect to the initial state, i, and expressing the process of com-
pression preceding the exothermic process by a polytropic function. 

Thus, in terms of SiKK w/wW ≡  (K = S, R, P), while by definition of 
wK, SS PVW = , where ip/p≡P , Si/vSS vV ≡ , whereas We ≡ ee / wSi, while 

SiPP w/qQ ≡ , it follows from (1.36) that  
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for which, noting that the slopes of the C and R lines are practically the 
same 
 

m
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where -1

cn1m −≡ . 
Concomitantly, according to the volume balance expressed by (1.30),  
 

PP

CS
RP y

PPVP
y

WWWW
m

m −
+=

−
+=          (1.39) 

 
- a relationship emphasising the singular nature of state i, at which the nu-
merator WS – WC = 0, while the denominator yP = 0. 

According to the results of a comprehensive, semi-empirical study of 
heat transfer in a closed combustion vessel presented in Chapter 3, the 
mass fraction of products, yP(Θ) = x(τ), the latter identified by (2.49) with 
(2.48), for which τ(Θ) is defined by (1.8). Concomitantly, 

  IEP yyy +=            (1.40) 

 

where yE is the effective part and yI is the ineffective part.  Then, by virtue 
of (1.37) and (1.38) with Siw/ww wW ≡ , 
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while, in turn, the effective part, yE, consists of the products generated for 
internal energy, yε, and to produce piston work , yω, so that 

  ωεE yyy +=            (1.42) 

where 



26      1. Thermodynamic Aspects 

 

m

m

P
PPV

y
)C(CQ

)1)(CC()1(C

RPP

CPP
ε −−

−−−−
=          (1.43) 

 

and 
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while the ineffective part 
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where Siw/wI qQ ≡ . 

It is of interest to note that, if RCP CCC == , (.40) is reduced to  

PPR C/QY
)1( w

E
WPVy +−

=             

- a relationship of the well established 

”

heat release analysis”, based on the 
classical paper of Rassweiler and Withrow (1938). 

For an isochoric and isentropic system of v = 1, Ww = 0 and QI = 0, ob-
tained thereby is the popular proportionality between the mass fraction of 
products, yP, and the measured overpressure, (P - 1) [vid. e.g. the classical 
text of Lewis and von Elbe (1987)]. 

The procedure of pressure diagnostics is completed by taking into ac-
count the conclusions reached by heat transfer study described in Chapter 
3.  According to them, 

(1) the time coordinate of the final state is identified with that of the 
terminal state, so that Θf = Θt  

(2) the mass fraction of products is identified with the progress vari-

function; so that yP(Θ ) = x(Θ ), the latter determined in the course 

Obtained therefore are means for evaluating the ineffective mass frac-
tion of products yI = yP - yE, identifiable, as demonstrated in Chapter 3, 
with energy loss incurred by heat transfer to the walls.  The relationship 

of the exothermic process displayed in Fig. 1.7.     

able for the polytropic pressure model, expressed by  the life 



1.3 Thermal Aspects      27 

between these variables is displayed on the phase diagram illustrated by 
Fig. 1.14     
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Fig. 1.14.  Phase diagram of the effective and ineffective parts of products 
 

Concomitantly, (1.39) yields the profiles of the dynamic potential and, 
hence, the temperature profiles of the reactants and the products.  The re-
sults obtained thereby for a diesel engine were found to be in satisfactory 
agreement with the well-known Woschni correlation [Woschni 1966/67, 
1967, 1970, Woschni and Anisits 1973, 1974]. 

As for the elucidation of dynamic aspects, the procedure for implementa-
tion of the exothermic process is presented here for the specific example of 
a HCCI engine. 

The diagram of its thermodynamic states is presented by Fig. 1.15.  Its  
parameters are presented by Table 1.5.  Profiles of the mass fraction of  
products, yP= x, its effective part, yE, consisting of yε and yω, are deter-
mined with the use of these parameters, according to (1.40), by (1.41), 
that, according to (1.42), by (1.43) and (1.44).  The results are displayed by 
Fig. 1.16.  The dynamic potential in its normalized form, WK, is thereupon 
obtained by virtue of (1.39), and its profile, wK(Θ) = WK(Θ)wSi, where K = 
R, P, S, is presented by Fig. 1.17, whence the temperature profiles depicted 
by Fig. 1.18, are evaluated the use of the equation of state whence TK(t) = 
wK/RK. 

 

1.3.7. Procedure 
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Fig. 1.15. State diagram of the exothermic process in the HCCI engine 
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Fig. 1.16.  Profiles of the mass fraction of products and its components  
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Fig. 1.18. Temperature profiles 



30      1. Thermodynamic Aspects 

Pressure diagnostics provides an appropriate method of approach to usher 
in micro-electronic control system to optimize the execution of the exo-
thermic process of combustion and improve thus significantly its perform-
ance.  Put forth thereby is the essential objective of internal treatment – a 
technology that has been aborted by the industry in favor of external 
treatment because, at the time when clean air laws were introduced, micro-
electronics was, as yet, in its infancy. 

effectiveness, and chemistry to modulate the chemical kinetic process of 
the exothermic reaction of combustion so that it takes place at the lowest 
temperature allowable at the verge of extinction. 

Presented here for illustration is the simplest example of optimization 
attainable by micro-electronic control, one particularly appropriate for 
HCCI engines: shifting of the exothermic process of combustion so that it 
takes place as close as possible to the top dead center – a task akin to en-
gine tuning for maximum torque. 

The logistics of control are implemented in two steps: 
(1) shift of the exothermic process to the top dead center 
(2) reduction of the thus augmented IMEP of the work cycle to its 

       original value 
The application of this procedure is illustrated by the subsequent figures 

where the reference case is depicted by continuous lines, while the two 
steps are delineated, respectively, by broken and dotted lines, whereas in 
the labels they are marked by single and double primes. 

As displayed by Fig. 1.19, the analytic profile of the polytropic pressure 
model is extended by, first, shifting the life function of the exothermic 
process along the horizontal polytropes of the processes of compression 
and expansion, so that its point of inflection is at the top dead center, and, 
thereupon, decreasing its amplitude to provide the desired work cycle.   

1.3.8. Control Logistics 

thermodynamics to reveal their physical properties and assess their effec- 
dynamics to create turbulent plumes as far away from the walls as possible, 
principles of Aero-thermo-chemistry introduced by von Karman: fluid 

The benefits of internal treatment are realized by implementing the 

In effect, one is treating, therefore, an inverse problem of the inverse 

combustion system on the basis of the measured pressure profile, its exe-

actuators are provided by a pulsed jet injector and a pulsed flame jet igniter. 
Oppenheim 2004. Its primary feedback is a pressure transducer; its principal 

cution is optimized by controlling its operating conditions.  A closed-loop 

problem of pressure diagnostics: upon assessing the performance of a 

micro-electronic control system suitable for this purpose is described in 
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Fig. 1.19. Profiles of the polytropic pressure model 
 

On this basis, all the parameters for optimal control of the engine com-
bustion system, corresponding to Figs. 1.3  1.10 and 1.15 – 1.18, are 
evaluated.  The results are displayed by Figs. 1.20 – 1.25 
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Fig. 1.20. Work cycle 
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Fig. 1.21. Pressure profiles 
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Fig. 1.22. Thermodynamic state diagram  
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Fig. 1.23. Profiles of the mass fraction of products and its components  
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Fig. 1.24. Profiles of dynamic potential 
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Fig. 1.25. Temperature profiles 
 

Since the thermal efficiency of the work cycle in step 3 is the same as in 
step 2, it follows from (1.2) for K  R that, with the same exothermic en-
ergy per unit mass (referred to popularly as calorific or “heating” value) 
and the same mass fraction of reactants,  
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whence 
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Provided thus is an expression for the mass fraction of fuel in the con-

trolled and uncontrolled cases.  The results based on the data of Figs. 
(1.20) and (1.23), are presented by Table 1.5    

=
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Table 1.5. Parameters of thermal aspects 

 
Step 0 1 2 

ΘΘΘΘi 366 3.56 
ΘΘΘΘf 375 365 

IMEP/atm 7.77 8.36 7.77 
λλλλ    2.2 2.37 

CR 3.4839 3.4839 
CP 4.0145 3.9448 
QP    7.3649 6.7781 
YE 0.7247 0.7465 0.7361 

 
According to the above, the ratio of the mass fraction of fuel in the second 
modification (step 2) to that of the unmodified operation of the engine 
(step 0)       

 

 916.0
2029.22
3431.20

7361.0)37.2305.121(
7247.0)2.2305.121(

Y
Y

F

"
F ==

⋅⋅+
⋅⋅+

=  

 
The saving in fuel consumption obtained by controlled operation of the 
engine is therefore 8.4% – a gain associated with equivalent reduction in 
the formation of pollutants.  This type of improvement can be advanced 
significantly further by charge stratification, so that within its relatively 
short lifetime the exothermic reaction is kept away from the walls, 
whereby the energy loss incurred by heat transfer to the surroundings is 
diminished, as demonstrated specifically in Chapter 4 

1.4. Production Engine 

To illustrate the application of pressure diagnostics to an industrial 
product, consider a Renault spark ignition engine operating at full and part 
loads, the latter being most often encountered in the European driving 
cycle [Gavillet et al. 1993; Oppenheim et al 1997, Oppenheim 2004].  Its 
specification is provided by Table 1.6. 
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Table 1.6. Engine Data  

Model F7P-700 
Bore(mm) x stroke(mm) 82.0 x 83.5 
Cylinders 4 
Piston rod length (mm) 144 
Compression ratio 10 

1.4.1. Full Load 

The operating conditions of the dynamometer test at full load are speci-
fied by Table 1.7 

 
Table 1.7.  Operating conditions of the Renault engine operating at full load 

Speed (rpm) 2000 

Torque (Nm) 128 

BMEP (kPa) 912 

Fuel RON 95 

Fuel flow (gm/min) 32 

λ 1 

σ 15.0 

Pi /atm 1 

Ti /K 300 

n 1.323 

1.4.1.1. Dynamic Aspects 

Parameters of dynamic aspects and the life function are presented by 
Table 1.8. 
 
Table 1.8.  Parameters of dynamic aspects and the  

life function for Renault engine operating at full load 

θι 353 
θf 384 
απ 9.38 
χπ 1.29 
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the indicator diagram in linear scales, p(v), the profile of the polytropic 
pressure model π(Θ), and the progress parameter, xπ(Θ), together with the 
analytic expression of the pressure profile. 
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Fig. 1.26.  Measured pressure profile of the Renault engine operating at full load 
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Fig. 1.27.  Indicator diagram in linear scales of the Renault engine operating at 
full load 

 
 

The characteristic features of dynamic aspects are displayed by Figs. 
1.26-1.29 in terms of, respectively, the measured pressure profile, p(Θ), 
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Fig. 1.28.  Profile of the polytropic pressure model of the Renault engine  
operating at full load 
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Fig. 1.29.  Profiles of the measured pressure data, P(Θ) ≡ p/pi, and the progress 
parameter, xπ(Θ), (presented by circles) and their analytic expressions in terms of 
life functions (displayed by continuous lines) of the Renault engine operating at 
full load. 
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by Table 1.9. 

 
Table 1.9.  Thermodynamic parameters of Renault engine operating at full load 

 p T v u h w M 
 

States atm K m3/g kJ/g g/mol 

i 17.18 623 26.206 1.2294 -1.1838 0.0456 113.53 
F 

f 44.24 637 10.412 1.1868 -1.1401 0.0467  

i 17.18 623 98.328 0.0693 0.24046 0.1712 30.258 
R 

f 44.24 772 47.295 0.2092 0.42124 0.2120  

uv 141.65 2870 98.328 0.0693 0.9176 0.8483 28.131 

hp 17.18 2515 423.87 0.4975 0.2405 0.7380 28.330 P 

pT 17.18 623 104.01 2.7255 -2.5444 0.1811 28.606 

 

The coordinates of the thermodynamic states of the components are 
listed in Table 1.10. 

 
Table 1.10.  State parameters of Renault engine operating at full load 

K CK uK0 qK 

A 2.7673 -0.3412 0 

F 38.7273 -2.995 2.654 

R 3.4281 -0.5176 0.1764 

P 5.1373 -4.2886 3.9474 

 
The diagram of thermodynamic states is displayed by Fig. 1.30. 
 
 

The thermodynamic parameters of the working substance are presented 

1.4.1.2. Thermal Aspects 
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Fig. 1.30  State diagram of the exothermic process in the Renault engine operating 
at full load 

Profiles of the normalized temperatures, iKK T/~ TT ≡ , and specific vol-

umes, iKK v/vv ≡ , are depicted by Fig. 1.31. 
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Fig 1.31.  Profiles of normalized temperatures and specific volumes in the Renault 
engine operating at full load  
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The operating conditions and life function parameters of the Renault en-
gine run at part load are as follows.  

1.4.2.1. Dynamic Aspects 

Table 1.11.  Operating conditions and life function parameters of Renault engine 
run at part load  

Speed (rpm) 2000 
Torque (Nm) 9.83 
BMEP (kPa) 70 
Fuel RON 95 

Fuel flow (gm/min) 32 
λ 1 
σ 15.0 
Pi /atm 0.6 
Ti /K 300 
n 1.365 

α 14.2 
xπ χ 2.78 
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Fig. 1.32.  Indicator diagram of Renault Engine operating at part load  

 
The indicator diagram of the Renault engine operating at part load is 

presented by Fig. 1.32.  The profile of the polytropic pressure model is 

1.4.2. Part Load 
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displayed in Fig. 1.33, while profiles of the progress parameter )(Θπx and 

of the normalized pressure, P(Θ) ≡ p(Θ)/pi, represented by its measured 
data (marked by circles) and its analytic expressions (delineated by con-
tinuous lines), is depicted in Fig. 1.34. 
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Fig. 1.33.  Profile of the polytropic pressure model for the Renault engine operat-
ing at part load  
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Fig 1.34.  Profiles of the measured pressure, P(Θ) ≡ p / pi, data and analytic func-
tions for the Renault engine operating at part load  
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1.4.2.2. Thermal  Aspects 

The thermodynamic state parameters of the exothermic process in the Ren-
ault engine operating at part load are specified in Table 1.12. 
Table 1.12.  State parameters of the dynamic aspects  of the Renault  engine oper-
ating at part load (Gavillet et al. 1993) 

uo K States C 
kJ/g 

i 0.3459 A f 2.7857  
i 3.7857 F f 54.0000  
i 0.4364 R f 3.0192  

uv 4.4670 
hp 5.4725  P 
PT 4.2093 3.5230 

 

Profiles of the normalized temperature, iKK T/~ TT ≡ , and specific vol-

ume, iKK v/vv ≡ , are depicted in Fig. 1.35. 
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Fig. 1.35.  Profiles of normalized temperatures and specific volumes 

for Renault engine operated at part load) 



2. Evolutionary Aspects 

2.1.  Introduction 

In essence, the process of combustion is a chemical reaction in the course 
of which an evolution, associated with the transformation of reactants into 
products, takes place – a metamorphosis affecting usually a part of the sys-
tem, while the rest changes its thermodynamic state as a consequence of its 
passive presence in the system without altering its identity.  The system 
exhibits then all the properties of a dynamic object: its state is displaced 
from a definite starting point to an end point – a process carried out at a 
rate, or velocity, whose variation plays the role of acceleration. 

tory determined by interpreting the sampled data points in terms of an 
integral curve.  One is confronted thus with an inverse problem: evaluation 
of the dynamic properties of the system from the record of the discrete data 
marking its evolution.  Since the dynamic properties are expressed by dif-
ferentials, finite differences between such data are inappropriate for this 
purpose.  The progress of evolution has to be expressed, therefore, in terms 
of ordinary differential equations (ODE’s).  Equations pertaining to evolu-
tionary processes occupy a prominent position in the theory of ODE’s.  
Their formal exposition was provided, among others, by Sell in Dynamics 
of evolutionary equations (1937) and by Hofbauer in The theory of evolu-
tion and dynamical systems (1956). 

Life function and its predecessors presented here are pragmatic exam-
ples of solution of evolution equations pertaining to specific problems in 
biophysics, physical chemistry and combustion. 

Progress of this evolutionary process is recorded, as a rule, by measure-
ments of its symptoms, like concentration of certain species, temperature
or pressure, at discrete instances of time, delineating thereby its trajec-



46      2. Evolutionary Aspects 

2.2.  Biophysical Background 

 
Fig. 2.1.  A growth curve of population of fruit flies described by Lotka (1924) 

 

 
Fig. 2.2.  Growth curve of a bacterial colony displayed by Lotka (1924) 

 
The dynamics of evolution is of direct relevance to the mathematical de-
scription of life, as manifested prominently in the biophysical literature. 

Fundamental principles for analytic description of life were formulated 
by Lotka in his book on Elements of Physical Biology(1924), where he in-

 
troduced the 

”

Law of Population Growth” in terms of a general equation  
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)(F
d
d tX,

t
X

=               (2.1) 

 
where F represents a prescribed algebraic function.  For illustration, he de-
scribed then a simple, autonomous case of 

 
2ba)( XXXF +=              (2.2) 

 

  

1e)X1( 1
o −λ+
λ

= α−− tX              (2.3) 

 
By adjusting the origin of time at an appropriately selected state, (2.3) 

can provide an interpretation to a variety of data, as exemplified by Fig. 
2.1, where, at t=0, N = /2, so that the population growth/2, so that the population growth 

 

tN α−+
Λ

=
e1

              (2.4) 

 
Another example of the many cases considered by Lotka, is presented 

here by the growth of a bacterial colony, depicted by Fig. B2, with its con-
stitutive equation displayed on the diagram.  In a treatise on “Fundamen-
tals of the Theory of the Struggle for Life” (

”

Les fondements de la théorie 
de la lutte pour la vie”), Volterra (1937) described the population growth 
rate of biological species as1 

 

NN
t
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– an expression that, in terms of a normalized variable x ≡ (b/a) N, is 
equivalent to  
 

)1(
d
d xx

t
x

−α=               (2.6) 

 

                                                      
1 vid. Volterra (1937) eq. (1) on p.4 and its simplified version on p.5 

whence, in terms of λ ≡ a/b, and Xo = X at t = 0 

Λ



48      2. Evolutionary Aspects 

where α = a2/b.  At the two boundaries of x = 0 and x = 1, x  = 0, while, at 
x = ½, x = 0  - a point of inflection.  The time profile of population is ex-
pressed then by an S-curve, just like that of (B4), with this point adopted 
as the origin of time, described by  

 

tx α−+
=

e1
1

              (2.7) 

 
so that at x = 0 at t = - ∞, and x =  1 at t = + ∞, – an infinite lifespan of 
god-like quality. 

Volterra introduced then a concept of the quantity if life, Q(t), defined 
as the time integral of its population.  As a consequence of (A7) with time 
measured from the point of inflection, 
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- a finite quantity of an infinite life. 

Analytical concepts of this kind have been developed also by 
Rashevski, who, in his book on Mathematical Biophysics (1948), formu-
lated the evolution of cell division from the observation observing that, in 
the simplest case, it can be expressed as2 
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d
d εε

t
ε
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- the same function as (2.5), where 
 

3 2
21
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rr

rrε −
=             (2.10) 

 
expresses the cell elongation in terms of r1 - its half-length and r2 - its 

half-width. 
The process of cell elongation is prescribed then by 

                                                      
2 vid. Rashevski (1948) eq. (45) on p. 159, with its simplifies version on 
p.162 
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- vid. (52) in [9] – an expression equivalent to (A7). 

It is of interest to note that, in their classical paper on the essential 
mechanism of diffusion, Kolmogorov et al (1937) brought up, as an exam-
ple of a simplified, one-dimensional problem, the case of the 

”

struggle for 
life” of a bacteria-like colony.  Its evolution was described in terms of the 
following basic equation3 
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Letting dν/dx = p, one gets then  
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and (2.12) becomes 
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- a more general form of the first order ordinary differential equation than 
(2.1) with (2.2), because here F = F(X,t), rather than just F(X). 

It was the advent of the chain reaction theory that gave the impetus to for 
the generation of mathematical expressions to describe the evolution of 

                                                      
3 vid. l Kolmogorov et al (1937) eq. (7) on p.243 in Selected Works (1991) 
 

physico-chemical processes . The founder of this theory, Nickolai Nickolae-
vich Semenoff (or Semenov), who got a Noble Prize for its development

kinetics and reactivity (1934).  In the simplest case of a gaseous substance, 
ment, provided its detailed description in his monographs on chemical 

2.3.  Physico-Chemical Background 
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undergoing an exothermic process in an enclosure of fixed volume, his 
method of approach is as follows4. 

 

 
Fig. 2.3.  Profiles of the amount of substance that has reacted and reaction velocity 
in comparison to experimental data, provided by Semenoff (1934) 

 
As a consequence of chain branching, the rate at which a quantity, x, of 

the substance reacts in time t can be expressed in terms of  
 

)P(B
d
d xx

t
x

−=            (2.15) 

 
- just like (2.6) and (2.9), whereas B is here a measure of the number of 
chain branching steps per active center, while P is the normalized pressure 
change associated with this event, upon the understanding, of course, that 
the reaction takes place in an enclosure of fixed volume. 

Thus, in terms of the time interval to reach maximum reaction rate,  = 
t - tm, where tm is t at (dx/dt)max, just like (2.4), (2.7) and (2.11), it fol-

lows that 
                                                      

4 vid. Semenoff 1934 eqs. (49)-(50) pp. 57-68 and Figs. 13 & 14 

Θ
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Θφ−+
=

e
Px

1
            (2.16) 

 
where φ ≡ BP.  A plot of this function, (in terms of ξ = 100x) and its derivative, 
presented by Semenoff, is reproduced in Fig. 2.3. 

 
 

Fig. 2.4.  Kinetic rules for chemical reactions according to Kondrat’ev (1964) 
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The dynamic features of the auto-catalytic chain reactions were ex-
pressed by Kondrat’ev (1964) in the general form of 5 
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whence, in the particular case of n = m = 1, upon integration with initial 
condition of x = 0 at t = 0, 
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where t’ = (1 + xo)kt, while x = 1 at t = ∞ - an unlikely feature of real life.  
The solution is thus expressed by an S curve whose point of inflection is 
located at t* = - ln xo / [k(1 + xo)].  The curve, its slopes, as well as the 
phase portrait of the solution, are displayed on Fig. 2.4. 
 

2.4.  Combustion Background 

A similar situation arose in the theory of flame structure, as exposed first 
by Zel’dovich and Frank-Kamenetskii (1938).  According to the Fourier 
equation of heat conduction in one-dimensional form, they express the 
thermal flame propagation as 

 

)(
d
dK 2

2

1 TQ
x
T

−=            (2.19) 

 

where K1 denotes the thermal conductivity of reaction products, while Q  

is the volumetric rate of heat release.  Then, in terms of p = dT/dx, simi-
larly as for (2.13), 

 

                                                      
5 vid. Kondrat’ev (1964). Chapter 1 General Rules for Chemical Reactions; §3. 

Catalysis by End Products, pp. 38-43, eqs. (3.22), (3.23); (3.25) and Chapter 9 
Chain Reactions; §39. Reaction Kinetics Taking into Account Fuel Consump-
tion. Overall Law of the Reaction; p. 624, eqs. (39.35)], 



2.4.  Combustion Background      53 

T
pppT

d
d

2
1

d
d

dx
d 2

2

2

=
ν

=            (2.20) 

 
so that, by quadrature, (2.19) yields 
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Considering T to express the temperature in terms of its progress pa-

rameter within the reaction zone, so that at x = 0, T = 0, they derived, by 
integration of (2.21), the following expression for the mass rate of combus-
tion 
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where q is the calorific value per unit mass of the mixture. 

Later, this argument was cast by Zel’dovich (1941) into a more con-
ventional form of 6 
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where  expresses the thermal conductivity, while  is the density of the 
reactants. 

On the basis of this method of approach, Spalding (1957) developed a 
“temperature explicit” theory of laminar flames.  Its principal variable is a 
generalized progress parameter, known today as the Zeldovich variable, 
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where subscripts i and f denote , respectively, the initial and final states.  
As a consequence of it, the diffusion and energy equations collapse into 
one. 

                                                      
6 vid. Zeldovich (1941)  eqs (15) &(16) 

η ρ
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Postulating its rate of change across the flame width, ξ, to be described 
by  

 

)1(
d
d nττ
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- an extended version of (2.5) – he obtained by quadrature the following 
expression for the flame structure 
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according to which τ = 0 at ξ = -∞, τ = 1 at ξ = +∞, while, at ξ = ξo, τ = 

1/2n1/n  - again an S-curve of infinite life span, as unrealistic as (2.4), 
(2.7), (2.11) and (2.16). 

Over the years, there were a number of similar functional relationships 
put forth in the combustion literature.  For example, in investigating the in-
fluence the burning speed exerts upon the working cycle of a diesel engine, 
Neumann (1934), proposed two functions, x(Θ), where Θ denotes the time 
normalized with respect to life time.  The first is 

 
ΘΘ )2( −=x             (2.27) 

 
whence 

 
)1(2 Θ−=x             (2.28) 

 
so that, at Θi = 0, xi = 0 and xi = 2, while, at Θf = 1, xf = 1 and xf = 0; 

whereas x =-2. 
The second is  
 

2)23( ΘΘ−=x             (2.29) 
 
whence 

 
ΘΘ )1(6 −=x             (2.30) 
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so that, at Θi = 0, xi = 0 and xi = 0, while, at Θf = 1, xf = 1 and xf = 0; 

whereas x = 6-7Θ, whence at the point of inflection, x = 0, Θ*= 6/7. 
Later, in a publication on a 

”

Precise Method for the Calculation and 
Interpretation of Engine Indicator Diagrams,” Goncar  (1954) introduced 
an empirical formula 

 
ΘΘ −+−= e)1(1x            (2.31) 

 
where Θ ≡ t/tm, is the ratio of elapsed time to the time of the maximum 

rate of combustion (maximum burning speed at the point of inflection). 
According to (2.31), the rate of combustion is  
 

ΘΘ −= e
t m

x             (2.32) 

 
while its rate of change 
 

ΘΘ −−= e)1(
t
1

2
m

x            (2.33) 

 
whence the maximum burning speed, i.e. the rate of combustion at the 
point of inflection, 

 
* /x et m= 1             (2.34) 

 
so that, when tm→0, *x →∞, while, when tm→∞, *x →0. 

Following the elucidation provided by Erofeev (1946) Vibe (1956, 
1970), expressed Semenov’s method of approach on the basis of the postu-
late that the rate at which reacting molecules, N, decay, due to consump-
tion by chemical reaction, is directly proportional to the rate at which the 
effective reaction centers, Ne, are engendered, i.e. 

 

t
N

t
N e

d
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d
d

−=             (2.35) 
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while the latter is expressed in terms of a relative number density function, 
ρ, as 

 

N
t

Ne ρ=
d

d
            (2.36) 

 
whence, with t expressed by the progress parameter of time and N = No at 

t = 0, 
 

∫ ρ−=
t

0
0 )dnexp(N tN            (2.37) 

 

Now, if ρ = ktm, while n = const, the fraction of molecules consumed 
by chemical reaction7 

 

)
1m

nkexp(1
N

N 1m

0

0 +

+
−−=

−
≡ t

N
x          (2.38) 

 
The function expressed by (2.38) is specified by two positive parame-

ters, α = nk / (m + 1) and β = m + 1.  With their use (2.38) is normalized, 

so that at t = 0, xi = 0, while, at t = 1, xf = 1 - e-α, yielding  

 

1)exp(
1)exp(

−α−
−α−

=
βtx             (2.39) 

 
- an expression referred to in the English literature on internal combustion 
engines8as the Wiebe function, rather than Vibe - the proper name of its 
founder, I.I. Vibe  Professor at the Ural Polytechnic Institute 
in Sverdlosk (now Ekaterinburg).   

It was introduced by him in the nineteen fifties (Vibe 1956) and later, 
upon many publications described its origin, in his book under the title 
“

                                                      
7 vid. Vibe (1956) eq. (7), or Vibe (1970) eq. (44) 
8 vid. e.g. Heywood (1988), as well as Horlock and Winterbone (1986), in contrast 
to the German book of Pischinger et al(1989-2002) where it is spelled correctly. 

(И. И. Вибe),

Нoвoe o Рaвoчем Цикле Двигателeй: Cкорость Cгорания и Рaвoчий 
Цикл Двигателя ” (“Novel Views on the Engine Working Cycle: Rate of
Combustion and Working Cycle in Engines”) (Vibe 1970).  Early publications
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According to (2.39), the rate of progress 
 

)exp(1
)exp(1

α−−
α−αβ

=
β−β ttx            (2.40) 

 
whence, for β > 1, it follows that, at the initial state of t = 0, ix  = 0, while, 

at the final state of t = 1, )e1/(exf
α−α− −αβ= > 0. 

Its rate of change is 
 

  
)exp(1

)exp()1(2

α−−
−αβ−−βαβ

=
ββ−β tttx          (2.41) 

 

so that at t = 0, xi = 0 , while, at t = 1, α−αβ−−βαβ= e)1(xf , whereas 
the point of inflection, where 0x = , is at 
 

1
)1(t

1
* −β

−

α
β−

=            (2.42) 

and 

1exp
1)1exp(x

1
*

−α
−−β+α

=
−

          (2.43) 

 
Examples of this function, with profiles of its slopes, are displayed in 

Fig. 2.5 for α = 3, on terms of β.  As brought out by it, for β > 1 the Vibe 
function describes an S-curve, starting at t =0 with an exponential growth 
at, initially, zero slope, traversing through a point of inflection into an ex-
ponentially decaying stage, until it reaches t = 1 at a finite, positive slope.  
For β = 1, it is reduced to an expression for a straightforward exponential 
growth, whereas, for β ≤ 1 and t* ≤ 0, it depicts only a decaying growth. 

 

of Vibe came to the attention of Professor Jante at the Dresden Technical 
University, who, upon their translation into German by his associate, 
Frick, wrote an enthusiastic paper entitled “Das Wiebe-Brenngesetz” 
(Jante 1960), known in English in translation as “The Wiebe Combustion 
Law.”  The name, as well as the initials (J.J. rather than I.I.), of Vibe were 
then misspelled – a misnomer that became thereby inadvertently intro-
duced into English literature by Heywood et al (1979). 



58      2. Evolutionary Aspects 

 

0

2

4

6

8

10

0 0.2 0.4 0.6 0.8 1ττττ

x α = 5α = 5α = 5α = 5

β β β β 999944441.51.51.51.50000ττττ* −0.5−0.5−0.5−0.5

 
Fig. 2.5.  Time-profiles of the mass fraction of fuel consumed by combustion and 
its rates for α = 3 in terms of β, according to the Vibe function  

 

The essential purpose of pressure diagnostics is to express the behavior of 
the system as a dynamic object – the typical kind that a control system can 
affect.  Such an interpretation of the evolution of the exothermic process of 
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combustion is provided by a progress parameter, )(τx , akin to displace-
ment or distance of travel, with its slope akin to velocity and the change of 
slope akin to acceleration - a monotonic, smooth function of time.  Be-
tween the singularities at its bounds, the initial point, i, and the final point, 
f, the trajectory expressed by )(τx  provides an analytic interpretation of 
the measured pressure data, as well as of the effective mass fraction of 
products generated by the exothermic process. 

The progress parameter, )(τx , models, therefore, the evolution of life: it 
starts at a finite slope - the condition of birth - and ends at zero slope - the 
condition of death.  For the exothermic process of combustion, it provides 
an analytic expression for its principal features: history of the evolution of 
fuel consumption (the rate of burn) and generation of products.  It has to 
be, therefore, sufficiently smooth to be differentiable. 

The rate of change satisfying these conditions is expressed in terms of 
the progress parameter for time, )/Tt( i−≡ tτ , where T ≡ tf – ti is the life-
time of the exothermic process, by the bi-parametric function 

  
χτ

τ
)1()(ξ α

d
d

−+=≡ xxx           (2.44) 

 
whence, at τ = 0, αξ=ix > 0,  and  at τ = 1, 0x f = , as postulated at the 
outset. 

For sake of convenience, (2.44) is split into two parts, 
 

   xx
+= ξ

d
d
ζ

           (2.45) 

and 

   χ)1(α
d
d τ

τ
ζζ −=≡           (2.46) 

 
whence by quadratures, 
 
   )1ξ(e −= ζx            (2.47) 
 
and 
 

   ])1(1[
1χ

α 1χ+−−
+

= τζ           (2.48) 
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According to the latter, at τ = 1, 
1χ

αζζ f +
== , and, to satisfy the 

boundary conditions of x = 0 at τ = 0 and of x = 1 at τ = 1, 
1e

1ξ
fζ −

= . 

Obtained thus is the life function expressed in the exponential form of 
 

   
1e
1e

f −
−

= ζ

ζ

x             (2.49) 

 
_ a reverse of the Vibe function _ for which the exponent is specified by the 
power function of (2.48). 

Then, it follows from (2.45) that the change of the rate of change 
 

   )()(/ 22 ζ ζτ 2 ++ξ=≡ xddx         (2.50) 
 

while 
 

   ζτζ
τ1

χ)1(χ 1χ

−
−=−−= −α          (2.51) 

 
At the point of inflection (menopause) where x = 0, according to (2.50), 

0  ζ ζ 2 =+ , so that, with (2.46) and (2.51), 
 

    0χ)1( 1χα =−τ− +*            (2.52) 
 

yielding 

 1χ
1

)
α
χ(1τ* +−=           (2.53) 

and 

   
1+χ
χ−α

=ζ*            (2.54) 

 
whence, according to the life function of (2.49),  
 

x
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so that, according to (2.44), 
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Fig. 2.6.  Time-profiles of the mass fraction of fuel consumed by combustion and 
its rates for α = 3, in terms of χ according to the life function  
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On this basis, two types of combustion events can be identified: those 
for which αχ < , so that τ* > 0, and those of χα < , when τ* < 0.  The 
former are the outcome of mild ignition producing flame kernels, and the 
latter are initiated by strong ignition stemming out of distributed combus-
tion.  If χα = , the point of inflection occurs at τ* = 0 _ the initial state, i. 

Profiles of a set of life functions and of their derivatives for α = 3, in 
terms of χ, are presented by Figs. 2.6, depicting, in effect, the reversed ver-
sion of Vibe function displayed by Figs. 2.5, where β = χ +1.  

 



3. Heat Transfer Aspects 

3.1. Introduction 

Pressure diagnostics presented in Chapter 1, provides a rational proce-
dure for evaluating the mass fraction of combustion products, yP,(Θ) with 
its effective and ineffective parts, yE and yI, the latter incurred principally 
by heat transfer loss to the walls, qw.  Presented here is an experimental 
and analytical study carried out to evaluate qw and determine its relation-
ship with yE (Oppenheim and Kuhl, 2000a, 2000b).  Its salient features are 
as follows: 

The experiments were carried out in constant volume cylinder with 
combustion of lean air/propane mixtures.  The cylinder was equipped on 
both sides with optically transparent windows for schlieren cinematogra-
phy, as well as with thin film heat transfer probes (surface thermometers) 
at the walls for time resolved measurements of local heat fluxes, and with 
transducers for recording the concomitant pressure profiles.  The combus-
tion tests performed by the use of this apparatus were run at a variety of 
operating conditions, from quasi laminar flames to turbulent jet distributed 
combustion. 

For all of them, the measured heat flux profiles, integrated over the wall 
surface area as a function of time were found to be self-similar and, on this 
basis, the profiles of energy loss incurred by heat transfer to the walls of 
the enclosure could be evaluated.   

The effective mass fraction of products was concomitantly deduced 
from the measured pressure records by the procedure of pressure diagnos-
tics.   

The total mass fraction of products was determined by the sum of the 
two whose value, YR, identified the mass fraction of reactants. 
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3.2. Experiments 

The experimental tests were carried out using a cylinder 3.5" in diame-
ter and 2" deep, amounting to 283 cm3 in volume, fitted on both sides by 
optical glass windows for unobstructed insight for schlieren photography.  
Its size corresponds to that of a CFR engine cylinder at a compression ratio 
of 8:1, when the piston is at 60 degrees crank angle from the top dead cen-
ter.  For tests, it was filled with a carefully mixed propane-air mixture at 
equivalence ratio of 0.6, maintained initially at a pressure of 5 bars and a 
temperature of 65oC. 

Four frames of schlieren cinematographic records are presented here 
for three modes of combustion: F for spark ignited Flame Traversing the 
Charge; S for combustion initiated by a Single stream Pulsed Flame Jet; 
and T for a Triple stream Pulsed Flame Jet. 

 
 
 

 
Fig. 3.1.  Sequence of schlieren records of mode F (Hensinger et al 1992) 
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Fig. 3.3.  Sequence of schlieren records of mode T (Hensinger et al 1992) 

 

Fig. 3.2. Sequence of schlieren records of mode S (Hensinger et al 1992 
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The four frames displayed in Fig. 3.1 were taken at 5, 10, 20 and 50 
msec after the trigger for spark discharge.  The frames in Figs. 3.2 and 3.3 
started upon a time delay of 21 msec after the trigger for spark ignition in 
the generator cavity and thereupon were taken 5, 10 and 20 msec later. 

As implied by their designations, the different modes of combustion 
were realized by three distinct types of igniters.  Covered thus was a wide 
range of operating conditions, from a practically laminar flame to a fully 
developed turbulent combustion.   

In mode F, the flame front is clearly delineated, acting as the boundary 
between the reactants and products.  Mode S appears as a round turbulent 
jet plume, while mode T is disk-shaped, in compliance with the geometry 
of the enclosure.  As evident on the photographs, in the first case the prod-
ucts are in contact with the walls right from the outset.  In the second, the 
combustion zone reaches the walls upon a distinct time delay, while in the 
third this delay is longer. 

Simultaneously with schlieren cinematography, pressure transducer 
records were taken and heat flux profiles were measured by thin film heat 
transfer gauges, one located at the side wall, marked by letter s, and the 
other on the back wall, marked by letter b.  The temperature sensed by heat 
transfer gauges, ∆T(t), and the pressure profiles are presented by Figs. 3.4, 
3.5 and 3.6. 
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Fig. 3.4.  Profiles of data sensed by thin film heat transfer gauges and a piezo-
electric pressure transducer in mode F 
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Fig. 3.5. Profiles of data sensed by thin film heat transfer gauges and a piezo-
electric pressure transducer in mode S 
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Fig. 3.6. Profiles of data sensed by thin film heat transfer gauges and a piezo-
electric pressure transducer in mode T 
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3.3. Analysis 

The heat flux was evaluated from the temperature profile, T(t), by the 
Duhamel superposition integral (vid. Carslaw and Jaeger 1948)  

 

  1/20 )(
d

d
)(dβ)(

i

i
t

i tt
t

t
tTtq

−
=′′ ∫             (3.1) 

 

where β=(kρc/π)
1/2

, while k is the thermal conductivity of the substrate, ρ 
its density and c the specific heat.  For Macor that was employed for this 
purpose, at the temperature of 300 K, k  12.87 MJ/(s-cm-K), ρ  2.52 

g/cm
3
 and c  0.795 J/(g-K), so that β 2.866 MJ/(s

1/-
-cm

2
-K). 

The integration was performed using the algorithm of Arpaci (1966).  
The results are presented by Figs 3.7, 3.8, and 3.9. 
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Fig. 3.7. Heat flux profiles in mode F deduced from the data of Fig.3.1 
 

All the heat flux profiles display a remarkably similar pattern: a ramp 
followed by a sharp pulse with a wavy decay.  The ramp is due to radiation 
from the high temperature combustion zone, replete of such strong radia-
tors as H2O and CO2, while the rapid increase of heat flux is engendered 

by the combustion zone touching the walls - an event starting at time t*. 
 

 

= =
= =
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Fig. 3.8. Heat flux profiles in mode S deduced from the data of Fig.3.2 
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Fig.3.9. Heat flux profiles in mode T deduced from the data of Fig.3.3 
 
The heat transfer profiles for each mode exhibit a self-similar pattern.  Its 
characteristic features are illustrated by Fig.3.10. 
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Fig. 3.10. Self-similarity features of heat flux profiles 
 

This observation furnished a rationale for self-similarity model, on the 
basis of which the heat flux profiles can be integrated to evaluate the total 
amount of energy lost by heat transfer to the walls.  This was accom-
plished as follows. 

The evaluation of heat transferred to the walls involves double integra-
tion 
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where subscript f denotes the final state of the combustion event when the 
exothermic zone extends over the total wall area of the enclosure. 

The evolution of heat transfer from a combustion event to the walls of 
the enclosure consists of two stages. 

Up to t  t*, when the exothermic zone gets first “in touch” with the 
wall at A  A*, the walls are heated only by radiation from the products. 
Hence, at t ≤ t*, 
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At t ≥ t*, both the reactants and the products are “in touch” with the 

walls.  For the part of the walls that is not yet “in touch” with the products 
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while heat transfer to the part of the walls “in touch” with the products is 
expressed in terms of a full Duhamel integral 
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where fjj )/AA(t)(tΛ ≡ , while, with reference to the geometry of the self-

similar profiles displayed in Fig. 3.3, 
 

)]()([)()()()( RPP t*qtqt*tt*;qtt*ttt;tq jRijjjij ′′−′′+−′′−=−′′ Λ       (3.6) 

 
The deformation of the self-similar heat flux profile, )(P t*tt*;q i −′′ , is 

prescribed by slopes α and β, noted in Fig. 3.10, that delineate the growth 
of its amplitude.  To evaluate the kernel of the integral presented by (3.5), 

)(P jij tt;tq −′′ , knowledge of function Λ(tj), expressing the growth of the 

combustion front, is required.  This can be inferred from the schlieren pho-
tographs, from which, especially t early times, the wall area in contact with 
the combustion products can be discerned.  It was found thereby that the 
profile of Λ(tj) is similar to the pressure profile, P(tj).  Hence it is postu-

lated that 
 
  P*]P*]/[P)([)( f −−= jj tPtΛ             (3.7) 

 
where P* P(t*). 

The total amount of heat transferred to the walls of the enclosure is 
given by the sum of the integrals expressed by (3.3), (3.4) and (3.5) 
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The results of calculations carried out for the three modes of combus-

tion according to the above heat transfer model, are presented by Fig.3.11.  
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Fig. 3.11.  Profiles of energy lost by heat transfer to the walls 
 
 

3.4. Pressure Diagnostics 

3.4.1. Dynamic Aspects 

The measured pressure profiles, depicted by Figs. 3.1, 3.2, and 3.3, are 
presented by Fig. 3.12 in a form normalized with respect to the initial pres-
sure of 5 atm.  Profiles of their life functions are displayed by Fig. 3.13. 
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Fig. 3.12.  Measured pressure profiles normalized with respect to state i. 
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Fig 3.13.  Life functions of pressure profiles with their data marked with circles 
for mode F, diamonds for mod S and squares for node T. 
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3.4.2. Thermal Aspects 

State diagrams of the three modes of combustion are displayed in Figs. 
3.14, 3.15 and 3.16.  Profiles of the mass fractions of fuel and products, 
evaluated by the use of (1.32) with the data of Fig. 3.13 are displayed in 
Figs. 3.17, 3.18 and 3.19.  The corresponding phase diagrams of the mass 
fractions fuel and products are presented by Figs. 3.20, 3.21 and 3.1.22.  The 
temperature profiles are depicted by Fig. 3.23. 
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Fig. 3.14. State diagram for mode F 
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Fig.3.15. State diagram for mode S 
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Fig.3.16. State diagram for mode T 
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Fig. 3.17. Profiles of mass fractions of fuel and products in mode F 
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Fig. 3.18. Profiles of mass fractions of fuel and products in mode S 

Fig. 3.19. Profiles of mass fractions of fuel and products in mode T 
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Fig. 3.20.  Phase diagram of mass fractions of fuel and products in mode S 

Fig. 3.21.  Phase diagram of the mass fractions of fuel and products in mode S 
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Fig. 3.22.  Phase diagram of the mass fractions of fuel and products in mode T 

Fig. 3.23. Temperature profiles 
 

The lifetimes, maximum pressure levels, and the parameters of the state 
diagrams and life functions are presented by Table 3.1. 

The mass fraction of reactants, YR, and of the effectiveness, YE, pro-
vided by the data of Figs. 3.17-19, are listed in Table 3.2. 
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Table 3.1.  Parameters of thermal aspects  

Mode F S T 

T/ms 257 118 93 

pt/bar 16.95 21.35 22.80 

Pt 3.39 4.27 4.56 

CR 3.86 3.86 3.86 

CP 2.74 2.74 2.74 

Q 6.98 6.98 6.98 

α 3.76 7.46 9.00 

χ 0.85 1.22 1.32 

 
Table 3.2. Mass fraction of reactants and effectiveness of fuel utilization 

Mode F S T 
YR 0.8203 0.8147 0.7155 
YE 0.5206 0.7212 0.8962 

 
As brought out in the above, higher values of effectiveness, YE, associ-

ated with higher pressure peaks displayed in Fig. 3.12, are produced by 
smaller mass fraction of reactants, YR. 

It is of interest to note that, in the phase diagrams presented by Figs. 
3.20, 3.21 and 3.22, the data of yE(yP), can be expressed in terms of the 
functional relationship 

 

   Eδ/Y
PE )1(1Y/ yyE −−=           (3.9) 

 
where δ is the slope of yE(yP) at yP = 0.  In its form, this function is identi-
cal to that of exponent, ζ(τ), defined by (2.46) for the life function. 

The mass fraction of products is prescribed then by the inverse of (3.9), 
i.e.  

 
   δ/Y

EEP
E)Y/1(1 yy −−=         (3.10) 

 

where 1/4
EY=δ  within an uncertainty range below 2.5% for all the three 

modes of combustion under study. 
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3.4.3. Conclusions 

Standard deviations between the profiles of yP, and, x, displayed in Figs.3. 
17, 3.18 and 3.19, with respect to x, are, respectively, 5.1%, 3.4% and 
3.6% for the F, S and T modes, significantly less than the uncertainty of 
their values deduced from experimental data.  Consequently:  

1. The progress variable for the effective mass fraction of products is 
expressed by the life function for the polytropic pressure model, 
π (τ), (equivalent here to the pressure profile, since for constant vol-
ume v 1), i.e. yP(τ)  xπ(τ).   

2. Τhe ineffective mass fraction of the combustion system is due to en-
ergy loss incurred by heat transfer to the walls, qw(t); its amount is  
determined by the difference between the profiles of the life func-
tion, xπ(t)  yP(t), and of the effective mass fraction of products, 
yE(t), both evaluated analytically on the basis of the measured pres-
sure profile.  

= =

=



4. Chemical Kinetic Aspects 

4.1. Introduction 

The conversion of reactants into products is of essential significance to the 
dynamics of exothermic systems.  Its analysis is based on thermo-chemical 
principles, subject to gasdynamic conditions of constraint.  The first is on 
the microscopic scale of molecular interactions, treated by chemical kinet-
ics.  The second is on the macroscopic scale of exothermic centers in the 
flow field.  Their salient features are presented here in turn. 

The role of chemical kinetics is prominently displayed in the thermo-
chemical phase space.  This has been recognized by Semenov (1944 & 
1958/59) right from the outset of his chain reaction theory, and its mecha-
nism in this space was formulated in terms of a set of non-linear ordinary 
differential equations (ODE's) that are autonomous with respect to time, 
the sole independent variable.  As typical of non-linear dynamics, the time 
was then eliminated by a simple expedient of dividing the constitutive 
equations by each other.  Obtained thus were the fundamental relationships 
governing the kinetic behavior of the system, expressed eventually in 
terms of integral curves, or trajectories, in the thermophysical phase space. 

The co-ordinates of the phase space are formed by the dependent vari-
ables of the problem.  The thermochemical phase space is, therefore, mul-
tidimensional in nature, the number of its co-ordinates being equal to the 
number of degrees of freedom.  The essential properties of the solution are 
expressed there by integral curves, or trajectories, whose manifolds are de-
lineated by separatrices and attractors whose intersections specify the co-
ordinates of singular points providing the boundary conditions for these 
curves.  The intrinsic nature of these curves is revealed by their projections 
on the planes of any two co-ordinates selected for this purpose.. 

In particular, the projection of the trajectories of the thermochemical 
phase space upon the plane of the temperature and the concentration of a 
chain carrier played an important role in physical chemistry of combustion.  
It is on its basis that Gray and Yang (1965) [with its sequel by Yang and 
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Gray, 1967], developed the concept of the “unification of the thermal and 
chain theories of explosion limits.”  They demonstrated that the effect of 
chain branching, referred to as the chemical kinetic explosion,  is mani-
fested there by a saddle-point singularity located at the intersection of a 
separator between the trajectories of the initial stages of combustion and 
the attractor for their final stages.  Thereupon, Peter Gray and his collabo-
rators applied this method of approach with great success to a number of 
chemical systems (vid. e.g. Gray & Scott, 1990.and Gray & Lee, 1967).  
Particularly noteworthy is the explanation provided by Griffiths (1990) of 
the roles played by singularities in the course of thermo-kinetic interac-
tions, encompassing a variety of nodal and saddle, as well as spiral points, 
the latter expressing the oscillatory behavior of cool flames. 

At later stages of the exothermic process of combustion, the integral 
curves tend to bunch together, forming manifolds attracted by the co-
ordinates of thermodynamic equilibrium, as demonstrated by Maas and 
Pope (1992).  This can be interpreted as an evidence that the reacting sys-
tem is then so much impressed by the final state of thermodynamic equilib-
rium, that, in its asymptotic approach, it becomes virtually independent of 
the events associated with its initiation (ignition) and evolution (chain 
branching).  

4.2. Principles 

4.2.1. Formulation 

The evolution of an exothermic center, introduced in Chapter 1, is inti-
mately associated with the progress of chemical reaction, subject to heat 
transfer across its boundaries.  In order to reveal its dynamic features, the 
influence of molecular diffusion, which tends to obscure the chemical ki-
netic mechanism, is excluded from the analysis, while that of conductivity 
is expressed in terms of a relaxation time.  

The process under study is, then, that of transformation of a chemical 
system from the state of the reactants into that of the products.  The former 
are at a given composition and temperature, TR = Ti, and the latter are at 
T*, which may be identified with either that of the surroundings, so that T* 
< T, or with the thermodynamic equilibrium, reached at Tf , of the prod-
ucts, in which case T* > T.  Constitutive equations of chemical kinetics 
consist of the chemical source and the thermal source.  

“ ”
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The chemical source is formulated in terms of the so-called law of 
mass action, which, in the form of the popular computer algorithm, 
CHEMKIN, is expressed by the species conservation equation in the fol-
lowing manner. 

For K chemical reactant species, Ak (k = 1,2,...K), reacting in I ele-
mentary steps (i = 1,2,...I), each of the form 
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for which the reaction rate constant 
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while vs is the specific volume of the system and Mk is the molar mass of 
the kth component. 

The thermal source is based on the elementary energy balance for an 
exothermic center 

 
pvhq d- dd =                      (4.2) 

where 
 

   ∑∑
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Then, since, according to the JANAF data base, the reaction constituents 

are perfect gases, Tch dd kp,k =  and the rate of the temperature rise 
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The last term in these equations is due to diffusion _ a gradient in the 
flow field expressed in the form of a partial differential.  In an ordinary 
differential form of (4.4), it is expressed in terms of a thermal relaxation 
time, τΤ, so that  

 

T
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p τ
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d
d

c
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t
q −

=         (4.5) 

 
The integration of (4.1) and (4.3) is carried out along a linear path of 

constant pressure between the corresponding points on R of xw = 0 and on 
P of xw = 1, delineating the evolution of consecutive exothermic centers.   
By making sure that the ratio of rate constants k+/k- = K _ the equilibrium 
constant _ the integration is, in effect, a solution of a double boundary 
value problem, for which the end state is specified by the condition of 
thermodynamic equilibrium. 

The solution is associated with an essential difficulty due to the fact that 
these equations are essentially stiff, as pointed out originally by Hirsch-
felder et al (1960), demanding a special treatment to assure convergence.  
This task nowadays significantly aided by the CHEMKIN method of Kee 
et al (1980, 1989 & 1993), and Miller et al (1990).  Its application involves 
the LSODE (Linear Solver of Ordinary Equations) procedure of Hind-
marsh (1971), using the multi-step integration method of Gear (1971).  Sa-
lient features of most numerical methods developed for treating such equa-
tions, in comparison to that of Gear, were reviewed by Bui et al (1984). 

4.2.2. Illustration  

An implementation of the theoretical background provided above to the 
evolution of an exothermic center is illustrated by ignition of a 
stoichiometric hydrogen–oxygen system, H2 + 0.5O2 + 1.88N2, contained 
in a constant volume vessel.  The kinetic mechanism of this system is pro-
vided by Table 4.1 - a source of data for all the parameters invoked in 
(4.1). 
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Table 4.1.  Kinetic mechanism and parameters of the H2-O2 system  
[k = ATn exp (–E/RT), where k is in moles/cm3sec, T in K, and E in kcal/mole] 

 
 Elementary steps A n E Notes  

1. OH + O → O2 + H 0.18 1014 0 0 — 
2. O + H2 → OH + H 0.15 108 2 7.55 — 
3. OH + H2 → H2O + H 0.18 109 1.6 3.3 — 
4. OH + OH → H2O + O 0.15 1010 1.14 0 — 
5. H + H + M → H2 + M 0.64 1018 –1 0 M = Ar, H2 
6. H + H + H2 → H2 + H2 0.97 1017 –0.6 0 — 
7. H + OH + M → H2O + M 0.14 1024 –2 0 — 
8. H + O2 + M → HO2 + M 0.7 1018 0.8 0 M = Ar 
9. O + O + M →  O2 + M 0.1 1018 –1 0 M = Ar 
10. H + HO2 → OH + OH 0.15 1015 0 1 — 
11. H + HO2 →H2 + O2 0.25 1014 0 0.69 — 
12. O + HO2 →OH + O2 0.2 1014 0 0 — 
13. OH + HO2 → H2O + O2 0.2 1014 0 0 — 
14. HO2 + HO2 → H2O2 + O2 0.2 1013 0 0 — 
15. OH + OH + M → H2O2 + M 0.13 1023 –2 0 M = O2 
16. H + H2O2 → H2 + HO2 0.17 1013 0 3.75 — 
17. O + H2O2 → OH + HO2 0.28 1014 0 6.4 — 
18. OH + H2O2 →  H2O + HO2 0.7 1013 0 1.43 — 
19. H + H2O2 → H2O + OH 0.1 1014 0 3.58 — 

 
For a specific example, let us consider the case when the exothermic re-

action takes place at a pressure is pi = 6 atm, while the thermal relaxation 
time τ = 1sec, whereas the surroundings are at a temperature of Ta = 300K, 
so that Tz = Ta < T and Ζ  is negative. 

Concentration histories of active radicals and the temperature profiles 
for the thermal case, i.e. when the components are devoid of active radi-
cals, are displayed in Fig. 4.1.  The two initial temperatures of 774 and 775 
K, adopted for this example, provide quite an accurate identification of 

particular significance.  Without it, i.e. for τΤ = ∞, extinction cannot take 
place, because, at constant pressure, the rate of the temperature rise an exo-
thermic reaction is always positive.  

 
 

of  energy loss brought about by heat transfer to the surroundings is then of 
what is  known  as ‘auto-ignition’ for the case under study.  The influence 
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Fig. 4.1. Temperature and concentration profiles of active radicals upon thermal 
ignition of an exothermic center for a stoichiometric hydrogen-oxygen mixture at 
6 atm. and 775 K (continuous lines) and 774 K (broken lines) in surroundings at 
288 K, with the thermal relaxation time τT = 1 sec. 
 

The most informative way to display the solutions of (4.1) and (4.4) for a 
system of K chemical species is by means of integral curves (trajectories) 
on an (K + 2) dimensional phase space.  Thus, projections of such integral 
curves for our example are presented in Fig. 4.2 on the plane of the mass 
fraction of hydrogen atom - the most effective chain carrier - and the  
temperature. 

4.2.3. Phase Space 



4.2. Principles      87 

 
 

Fig 4.2. Integral curves for ignition of a stoichiometric hydrogen-oxygen mixture 
at 6 atm. in surroundings at 288 K, with the thermal relaxation time τT = 1 sec. 
 

There are four families of curves evident on this diagram.  They corre-
spond to two sets of initial temperatures for two cases of active radical 
concentration, i.e. either zero, (YH)o = (YO)o = (YOH)o = O - the thermal 
case - or finite, i.e. (YH)o = 10-3 ,while (YO)o = (YOH)o = O - the thermo-
chemical case.  These families correspond to the following processes: (i) 
ignition for the thermal case (a), (ii) extinction for the thermal case (a), (iii) 
ignition for the thermochemical case, and (iv) extinction for the thermo-
chemical case.  The borderline between ignition and extinction is a separa-
tor, and that between the thermal and thermochemical cases is an attractor.  
The point of their intersection is a saddle point singularity. 

Initial states of the former specify the thresholds for ignition – referred 
to as the self-ignition, or auto-ignition, temperature - while the latter de-
fines the critical states of the radical pool into which all the trajectories 
tend to merge.  From the way the integral curves get bunched together on 
this plane, it is evident that the chemical system is so strongly attracted by 
the final equilibrium state, that its influence becomes prevalent long before 
it is attained. 
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For a chemical kinetic mechanism involving just one chain carrier, the 
phase space is, of course, expressed in terms of a single phase trajectory.  
The thermochemical phase space is reduced them to a plane.  It is, in fact, 
such a phase plane that has been elucidated in the seminal paper of Gray 
and Young (1965) on the thermochemistry of photolysis. 

The most remarkable feature of Fig. 4.3 is that the temperature thresh-
old for ignition is significantly lower in the thermochemical case than in 
the thermal.  Initial concentration of active radicals acts evidently as an ef-
fective substitute for the temperature.  Thus, the attractor represents, on 
one hand, the envelope of all the integral curves for thermal ignition, and, 
on the other, it specifies the minimum concentration of active radicals hav-
ing a significant effect upon the temperature for ignition in the thermo-
chemical case. 

Critical temperatures of thermal ignition, evaluated in this manner for τΤ = 
1 sec and τΤ = 30 sec, over a range of pressures from 10-3 to 10 atm, are 
depicted on the pressure – temperature plane of Fig. 4.4.  Shown there for 
comparison is the classical, experimentally established, thermal ignition 
limit, referred to conventionally as the “auto-ignition”. or “kinetic explo-
sion” limits (Lewis and Von Elbe, 1961).  The computed curves are in 
good agreement with the classical plot over all its three segments: the ‘first 
explosion limit’ at low pressures, ascribed in the classical literature as one 

comprehensively provides a noteworthy unification of the theoretical 
framework.  It is of interest then to note that, although the thermal ignition 
limit is nonexistent unless the relaxation time is finite, the magnitude of 
this parameter has a relatively small influence upon its coordinates on the 
plane of initial pressures and temperatures. 
 

ascribed to thermal conduction loss. The ability to account for all three 
kinetic chain branching, and the ‘third explosion limit’ at high pressure, 
intermediate pressures, credited to the escalating influence of chemical 
due to the quenching effects of the wall, the ‘second explosion limit’ at 

4.2.4. Ignition Limits 
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Fig. 4.3. Thermal ignition (‘kinetic explosion’) limits in the temperature-pressure 
diagram 

4.3. Exothermic Center 

4.3.1. Formation 

The runaway tendency of an exothermic center is usually modulated by 
molecular transport phenomena, leading to the formation of a flame kernel.  
In a turbulent field, however, there are, as a rule, a number of centers cre-
ated at about the same time.  Under such circumstances, the process of ig-
nition may be weak or strong.  The line of demarcation between their  
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regimes on the plane of initial temperatures and pressures is referred to as 
the strong ignition limit.  The case of strong ignition is known as the onset 
of knock – the phenomenon which played a crucial role in the evolution of 
internal combustion engines and attracted, therefore, a good deal of scien-
tific attention.  See, for example, Sokolik 1960; Saytzev & Soloukhin 
1962; Voyevodsky & Soloukhin 1965; Meyer & Oppenheim 1971 a, b.  
There is also ample background available for the theory of exothermic cen-
ters (e.g. Van Tiggelen 1969, Borisov 1974, Oppenheim et al 1974,1975).  
In particular, numerical analyses of strong exothermic centers were pro-
vided by Zajac & Oppenheim (1971) and by Cohen et al. (1975a), as well 
as by Cohen & Oppenheim (1975). 

The dynamic effects of ignition depend primarily on the amplitude of 
the specific power pulse - the rate of the exothermic process – that can be 
controlled by modifying the initial state of the reactants, their pressure, 
temperature and composition.  The most informative insight into such ef-
fects is provided by the reflected wave technique in shock tubes. 

Examples of the results obtained by such experiments are provided by 
cinematographic laser-illuminated schlieren records presented on the next 
two figures. 

Figure 4.4 illustrates the case of weak ignition manifested at its outset 
by the formation of flame kernels that occur at lower pressures and tem-
peratures.  Such kernels are developed as a rule in corner eddies generated 
by the interaction of the reflected wave with the boundary layer created by 
flow behind the incident shock.  The record of Fig. 4.4 was obtained by the 
use of an iso-octane-oxygen mixture at a pressure of 6 atm and a tempera-
ture of 1300K attained behind the reflected wave, taken at a frequency of 
0.5 MHz.   

Figure 4.5 illustrates the case of strong ignition, manifested by the ap-
pearance of a shock front of a blast wave without any prior evidence of 
flame kernels that occurs at higher temperatures or pressures.  The record 
of Fig. 4.5 was obtained under the same conditions as that of Fig. 4.4, ex-
cept for the temperature of 1400K, 100oC higher than before. 
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Fig. 4.4.  Cinematographic schlieren record of weak ignition behind a reflected 
shock front in a stoichiometric iso-octane-oxygen mixture diluted in 70% argon at 
p = 6 atm and T = 1300 K (Vermeer et al. 1972). 
End wall of the shock tube is at the right edge of the photographs.  Sequence of 
frames is from top to bottom at time intervals of 2 µs. 
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Fig. 4.5.  Cinematographic schlieren record of strong ignition at the same condi-
tions as Fig. 4.8, except for T = 1400 K, rather than 1300 K (Vermeer et al. 1972).   
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The line of demarcation between the regimes of mild and strong ignition 
on the plane of initial temperatures and pressures defines then, as pointed 
here at the outset, the strong ignition limit.  The existence of such a limit 
has been pointed out first by Saytzev & Soloukhin (1962) and, according 
to an early theory proposed by initially by Downs et al (1951), corrobo-
rated later by Voyevodsky & Soloukhin (1965), it has been interpreted as 
an extension of the second explosion limit  into the regime of explosion.
  An experimentally determined strong ignition limit for a stoichiomet-
richydrogen-oxygen mixture is presented in Fig. 4.6 (Meyer & Oppenheim 
1971a) 
 

 
Fig. 4.6.  Strong ignition limit - a line of demarcation between weak and strong 

ignitions - for a stoichiometric hydrogen-oxygen mixture 
 

As indicated by the horizontally shaded zone marking the demarcation 
between the weak and strong ignitions, instead of appearing as an exten-
sion of the second limit, it coincides most closely with a locus of a partial 
derivative of induction time, τι, with respect to temperature at constant 
pressure, i.e. const) =∂∂ pT/( ιτ .  This empirical observation can be ra-
tionalized by the randomness in temperature distribution (Meyer & Op-
penheim 1971 b). 

‘ ’ ‘ ’ 

4.3.2. Strong Ignition Limit 
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Consider a set of N exothermic kernels per unit mass of the reacting 
mixture, developing under the influence of a Gaussian temperature distri-
bution, so that 
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where σ is the standard deviation and subscript m denotes the mean. 

By virtue of its exponential dependence on the reciprocal of the tem-
perature, expressed by the Arrhenius relation, the induction time can be 
expressed by a Taylor series truncated at the linear term, i.e. 
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and (3.6) becomes 
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where σ∂τ∂−≡ϖ pT )T/(  

In order to establish the rule for the limit, consider the decay of a 
power pulse from its initial form of a square wave extending over a time 
interval, δ, with amplitude equal to a uniform rate of specific exothermic 
energy deposition, )(δq .  In turbulent field, where the temperature distri-
bution is random, the specific exothermic power at a given instant of time, 
t, is obtained from the contribution of centers whose induction times are 
within the interval τT’ = t - δ and τT” = t.  Thus, by integrating (3.8) from 
τι’ to τι”, with normalized amplitude of exothermic energy and time, the 
former with respect to its initially uniform value, )(/)( δ≡ qtqQ , and the 
latter with respect to the pulse width, δ≡ /tΘ , one obtains the following 
expression for the specific exothermic power 
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Expressed thus, in effect, is the dependence of the specific exothermic 

power pulse on the standard deviation in induction times, ϖ.   
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oxygen mixture at T = 1000K and p = 6 atm (Meyer & Oppenheim 1971b). 
 

The variation of Q  as a function of Θ-Θm is presented in Fig. 4.7, 
where the value of ϖ is expressed in terms of multiples of the exothermic 
pulse width, δ.  As expected, the decay of the power pulse is manifested by 
spreading out, as typical of diffusion.  According to (3.9) the decrease of 
their peak at the center, where Θ - Θm = 0.5, depends on the value of δ/ϖ, 
and, hence, by virtue of the definition of ϖ, on σ, so that 
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For the particular case of the stoichiometric hydrogen oxygen system 

of Fig. 4.6, where the strong ignition limit corresponds evidently to the lo-
cus of  

 
   K/2)/( p sT µ−=∂∂ ιτ  
 

while, at the level of 1000K, δ = 2 µs, independently of any local tempera-
ture variations.  The decay of the power pulse peaks, obtained from (4.8), 
is displayed on the right side of Fig. 4.7.  As apparent from it, the strength 
of the power pulse, expressed in terms of its peak, is remarkably insensi-
tive to the standard deviation in the temperature, its value of only four de-
grees at a level of 1000 K being associated with a tenfold decrease in peak 

Fig. 4.7.  Decay of a power pulse for a set of exothermic centers in terms of 
standard deviation in induction times, and the decay of their maxima in terms of 
standard deviation in the temperature distribution for a stoichiometric hydrogen-
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specific power, exposing thus the critical nature of the strong ignition 
limit. 

The concept of the strong ignition limit is of general significance to the 
dynamic features of combustion.  Its specific expression, pT/( )∂∂ ιτ , may 
differ somewhat from this straightforward derivative.  For instance, in the 
case of hydrocarbons, it was found to be rather p)/ln( T∂∂ ιτ , as revealed 
by Vermeer et al. (1972).  According to (4.10), this discrepancy is ascrib-
able to the fact that, for hydrocarbons, the width of the exothermic power 
pulse, δ, is proportional to the induction time, τι, whereas for hydrogen it is 
independent of it.   

Revealed thus is the mechanism of such well known intrinsic instabil-
ity phenomena in combustion as knock in internal combustion engines 
(see, for example, Sokolik 1960 ) and the explosion in explosion  at the 
onset of detonation (Urtiew & Oppenheim 1966). 

4.4. Engine Combustion 

4.4.1. Status Quo 

The chemical kinetic processes taking place in the course of combus-
tion in a piston engine are illustrated here by combustion in the Renault 
engine whose dynamic and thermodynamic properties were treated in Sec-
tion 1.4. 

The relaxation time, τT, required for this purpose according to (4.5), 
was determined by calibration.  Concentrations of NO were, first calcu-
lated for a set of relaxation times.  Then, as displayed by Fig. 4.8, the val-
ues of τT that matches their concentrations of 1459 PPM and 357 PPM, 
measured` at full and part loads, were established at, respectively, 20 µsec, 
and 4 µsec, as indicated by broken lines. 

Chemical kinetic computations for auto-ignition were carried out for a 
sequence of discrete exothermic centers, over intervals of crank angles ad-
justed to rapid changes of the temperature by small steps, and to its gradual 
changes by large steps. 

Pkk xyc d
f

i∫= ,  for  k = NO, CO, are presented by Fig.  4.12, 

‘ ’ 

The temperature profiles of representative exothermic centers are pre-
sented by Fig. 4.9. The concentration profiles of NO and CO are displayed,
respectively, in Fig. 4.10 and Fig. 4.11. The mass averages of concen-
trations, 
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where their measured engine-out values are indicated by broken line seg-
ments next to the appropriate coordinate axes.  The latter are evidently in 

To provide an insight into the thermochemical mechanism of chemical 
transformations, displayed by Fig. 4.13 are the projections of integral 
curves in the multidimensional phase space for k = NO and k = CO into a 
(T-logck) plane.  Time progresses from the initial state at -∞ in the direc-
tions indicated by arrows.  Particularly noteworthy in these diagrams are 
the vertical segments that indicate concentration freezing as the tempera-
ture drops. 
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Fig 4.8.  Calibration of relaxation times  

quite a satisfactory agreement with the results of calculations. 
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Fig. 4.9.  Temperature profiles  
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Fig. 4.11.  Profiles of (CO)  



4.4. Engine Combustion      101 

 
 

 

350 400 450 500 550
0

500

1000

1500

0

100 

200 

300 

400 

500 
N O / P P M

f Θ

FULL LOAD

PART LOAD

f i 
 

 

350 400 450 500 550
0

1

2

3

4

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 
%   CO

f Θ

FULL LOAD

PART LOAD

fi  
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Fig. 4.13.  Integral curves of (NO) and (CO)  

 

4.4.2. Prognosis 

The chemical kinetic analysis presented above provides the required 
background for evaluation of improvements that can be brought about by 
modifications of the exothermic process of combustion in an engine.  The 
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means used for this purpose are referred to as internal (or in-cylinder) 
treatment, in contrast to the external treatment that today is in universal use 
for reduction of pollutant emissions by employing a chemical processing 
plant, such as the catalytic converter, in the exhaust pipe.  The technology 
of internal treatment is based on the advantages attained by executing the 
exothermic process at a minimum allowable temperature – a condition 
achievable by reduction of heat transfer to the walls in its course.  As a 
consequence of this action the unavailable energy is minimized(the exergy 
is maximized), leading to significant reduction in the formation of chemi-
cally generated pollutants, NOx and CO. 

Specifically, the gains attainable by the Renault F7P engine if, instead 
of running it in a conventional, throttled, Flame Traversing the Charge 
(FTC) manner, it is operated in a stratified charge, wide open throttle 
(WOT), Fireball Mode of Combustion (FMC) are as follows (Oppenheim 
et al 1994). 

 
Table 4.2.  Operating conditions (Oppenheim et al 1994) 
 

 θi° θf° Q λo λr CASE 

FTC 335 410 QH 1 1 0 

QH 4.44 1.05 1 

QH/2 8.00 1.33 2 335 410 

0 9.09 2.00 3 

QH/2 5.41 1.67 4 

QH/4 6.90 2.00 5 

`FMC 

335 392.5 

0 9.52 2.50 6 

 

o r

o

dium with the walls of the cylinder-piston enclosure, while the time inter-
val within which fuel is consumed remains unchanged.  Cases 4, 5, 6, take 

heat transfer loss achievable by reducing the contact of the reacting me-
which λ  = 1.  Cases 1, 2, 3, are concerned with the effects of diminished 

The operating conditions examined for this purpose are listed in Table 4.2, 
where Q expresses the net energy loss incurred by heat transfer to the walls,
while λ  and λ  are the air excess coefficients in the cylinder charge and
in the chemically reacting mixture, respectively. Identified thus are six 
cases of FMC, besides the reference case of FTC, denoted by 0, for 
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into account, moreover, the consequences of having the lifetime of the dy-
namic process reduced by a factor of two – an outcome of increased of 
combustion rate that is attainable by turbulent mixing induced by jet injec-
tion and jet ignition.   

In all the cases, the indicated power was maintained carefully at the 
same level, as displayed by the indicator diagrams of the FTC and FMC 
modes of combustion portrayed in Fig. 4.14, for which the initial and final 
states of the dynamic process, θi and θf were adjusted for maximum 

IMEP, corresponding to MBT (Maximum Brake Torque) condition. 
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Fig. 4.14.  Indicator diagrams for part load operation of the Renault F7P-700 en-
gine at 2000 rpm, operated either by spark-ignited FTC (Flame Traversing the 
Charge) or in a jet generated FMC (Fireball Mode of Combustion).(Oppenheim 
et al 1994) 
 

The thermal relaxation time was fixed at τ 5 µs, appropriate, accord-
ing to Fig. 4.8, for part-load operation of the Renault engine.  The compu-
tations were based on the detailed kinetic reaction data for oxidation of 
propane provided by Westbrook and Pitz [1984]. 

=
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For stratified charge of FMC, presented by cases 1-7, the operating con-
ditions listed in Table 4.2 were established as follows. 

With o
IIH Q/QQ ≡ , the superscript “o” referring to the reference cycle 

of Case 0, the postulated magnitude of QH < 1 was satisfied by decreasing  
the value of QP so that the effective mass fraction of products, yE, is appro-
priately increased – an iterative procedure yielding a higher air equivalence 
ratio, λo, of the charge, specified in the fifth column of the table.   

Chemical kinetic calculations reveal that the corresponding temperature 
of the reactants at state i is then lower than that of the separator for auto-
ignition, whereas ignition by infusion of active radicals is ruled out as im-
probable.  In order to reach it, the charge has to be stratified, so that the 
air-equivalence ratio in the reaction zone, of is sufficiently low to satisfy 
this criterion.  Its low limit, λr, provided in column 6 of Table 4.2, has been 
evaluated for this purpose by an iterative procedure on λ for a fixed initial 
temperature of the charge at state i.   

  Upon the evaluation of the overall air excess coefficient, λο, to provide 
the required IMEP, the chemical kinetic calculations of combustion in the 
fireball were performed for a set of postulated air excess coefficients in the 
reactants, λr. 

Established thus was a critical threshold, λr*.  For smaller values of λr , 
the chemical induction time remained at a reasonably low level, while, for 
λr > λr*, computation of the oxidation mechanism at the same temperature 
ceased to proceed.  Marked thus was a sharply defined critical limit of ex-
tinction, reached as a consequence of dilution by excess air at a fixed tem-
perature, rather than, as is usually the case, by too low temperature at a 
fixed composition specified by λr.  Critical values of the air excess coeffi-
cient, λr, are listed in Table 4.2, and it is for them that all the results of cal-
culations for combustion in fireballs are presented here. 

Profiles of the temperatures, as well as the concentrations of NO and CO 
for all the seven cases are presented by Figs. 4.15-4.21 (Oppenheim et al 
1994). 

Principal performance parameters, thus established, are displayed in Fig. 
4.22 and listed in Table 4.3.   

They present the ISFC1, ISNO2 and ISCO3, obtained for all the cases 
specified in Table 4.2.  

As apparent from them, appreciable gains can be obtained by executing 

                                                      
1 Indicated Specific Fuel Consumption 
2 Indicated Specific NO 
3 Indicated Specific CO 
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the exothermic process of combustion in an engine cylinder in such a man-

brought down to well below 2000K, at which, with the same power output, 
the consumption of fuel is reduced by 50%, the formation of NO is practi-
cally annihilated and the concentration of CO is decreased by an order of 
magnitude. 
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Fig. 4.15.  Profiles of the temperature and mole fractions of NO and CO for FTC 
in case 0 (Oppenheim et al 1994) 

mixing produced by turbulent jets. The peak temperature can be thereby 
nished. Primary means to attain these gains are provided by turbulent 
ner that the energy lost by heat transfer to the walls is significantly dimi-
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Fig. 4.16.  Profiles of the temperature and mole fractions of NO and 

CO for FMC in case 1 (Oppenheim et al 1994) 
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Fig. 4.17. Profiles of the temperature and mole fractions of NO and CO for FMC 
in case 2 (Oppenheim et al 1994) 
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Fig. 4.18.  Profiles of the temperature and mole fractions of NO and 
CO for FMC in case 3 (Oppenheim et al 1994) 
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Fig. 4.19. Profiles of the temperature and mole fractions of NO and CO for FMC 
in case 4 (Oppenheim et al 1994) 
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Fig. 4.20. Profiles of the temperature and mole fractions of NO and CO for FMC 
in case 5 (Oppenheim et al 1994) 
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Fig. 4.21. Profiles of the temperature and mole fractions of NO and CO for FMC 
in case 6 (Oppenheim et al 1994) 



4.4. Engine Combustion      113 

 
 
 
 
 

0

1

2

3

4

5

6

-6 5 -6 -5 5 -5 -4 5 -4 -3 5 -3 -2 5

g/
kW

210 3 4 5 6

           ISFC/100             ISNOx               ISCO

 
Fig. 4.22.  Prognosis of engine performance parameters (Oppenheim et al 1994)  

 
 

Table 4.3. Performance parameters (Oppenheim et al 1994) 

CASE 0 1 2 3 4 5 6 

ISFC(g/kWh) 388 365 274 170 284 226 165 

PPM 368 88 70 8 14 5 1 

Mg/gfuel 6.5 5.7 6.3 1.1 1.2 0.6 0.2 

ISNO(g/kWh) 2.5 2.1 1.7 0.19 0.35 0.13 0.03 

PPM 1600 150 51 10 134 51 19 

Mg/gfuel 26.5 9.1 2.5 1.3 11.1 5.4 2.8 

ISNO(g/kWh) 5.9 3.3 0.67 0.22 3.2 1.2 0.46 

 
 

 
 



PART 2 

FIELD 



5. Aerodynamic Aspects 

5.1. Introduction 

Aerodynamics deals with a class of problems that can be resolved on the 
basis of solely the momentum and continuity equations.  In its application 
to the dynamics of combustion, the field is contained in an enclosure, S, 
whose volume is prescribed (like an engine cylinder equipped by a piston 
activated by a crankshaft mechanism to convert its reciprocating motion 
into rotary) as a function of time, i.e. VS V(t).  The working substance is 
expressed in terms of a multi-fluid system, made out of fuel, F, and oxi-
dizer, usually air, A, forming the reactants, R, that undergo the exothermic 
process in the course of which they are converted into products, P.  In rec-
ognition of the fact that ignition - the initiation of the exothermic process 
of combustion - is an essential singularity of the system (since the specific 
volume of products at time t  0, νP ≡ V/M  0/0 (!), its intrinsic mecha-

nism is taken out of scope. 
The reactants, R, are at frozen (fixed) composition of the system that 

consists of the substance initially in the enclosure and that exchanged, by  
intake and exhaust, with the surroundings, are distinguished from each 
other by impermeable interfaces. 

The products, P, are at thermodynamic equilibrium and, as a conse-

5.2. Transport 

Under such circumstances, the behavior of the turbulent field is governed 
by the transport of momentum described by the Navier-Stokes equation of 
motion: 

= 

= = 

quence of turbulent mixing, their composition is determined by the con-

and are therefore referred to as fronts. 
interfaces, the boundaries between products and reactants are permeable 
dition of maximum entropy or minimum Gibbs function.  In contrast to 
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  )](β[Re 21 uupν
Dt
Du

⋅∇∇+∇+∇−= −            (5.1) 

 
where ∇⋅+≡ utDtD ∂∂ , u is the velocity vector, ν - the specific vol-

ume, p - pressure, Re - the Reynolds number, while 13κ/µβ −+≡ , κ denot-

ing the bulk viscosity and µ the shear viscosity. 
By expressing it, respectively, in terms of its rotational (or curl) and 

divergent components, it provides expressions for the transport of vortic-
ity, u×∇≡ω : 

 

 )()(Repν 21 uu
Dt
D

⋅∇−∇⋅+∇+∇×−∇= − ωωωω
          (5.2) 

 
and for the transport of dilatation, u⋅∇≡∆ : 

 

∆∇
+

+ω⋅ω+∇−∇⋅−∇=
∆ 22

Re
β1

Dt
D pp νν            (5.3) 

 
The problem is fully formulated in terms of (6.1), combined with the 

global equation of continuity and appropriate initial and boundary condi-
tions.  Equations (5.2) and 5.3) provide information on the two fundamen-
tal components of the flow field: vorticity and dilatation. 

5.3. Velocity Field 

The mechanism of momentum transport, thus expressed, is revealed by a 
synthetic method of approach, based on the Helmholz (1858) velocity de-
composition theorem (known also as the Hodge decomposition), that plays 
a principal role in modern computational fluid mechanics.  According to it, 
the velocity vector is decomposed into a divergence-free, rotational and 
curl-free, irrotational components, i.e. 

 
  ∆ω += uuu              (5.4) 

 
where 0≡⋅∇ ωu , while 0≡×∇ ∆u . 

The rotational component is expressed in terms of the vector potential, 
Β, so that 
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   Bu ×∇≡ω              (5.5) 

 
whence 

 

 )'()()( 2 xBBBu ω=∇−⋅∇∇≡×∇×∇=×∇ ω            (5.6) 

 
The irrotational component is expressed in terms of the scalar poten-

tial, Φ, according to which  
 

   Φu ∇≡∆              (5.7) 

 
whence, according to the global continuity equation,  

 

 )'(∆ln)(ln 2 xΦνuν
t

u =∇=∇⋅+=⋅∇ ∆ ∂
∂

           (5.8) 

 
so that the dilatation is expressed in terms of an eikonal equation for lnν. 

The fluid dynamic consequences of the Helmholz decomposition are 
succinctly presented by Batchelor (1967) and what follows is, in effect, an 
implementation of his exposition. 

5.4. Rotational Component 

In the absence of sources for the vector potential, ΒΒΒΒ, its gradient 
0⋅⋅⋅⋅∇∇∇∇ B , refining, under such circumstances, its definition without any 

loss in generality.  It follows therefore from (5.6) that 
 

   )'()(2 xxB ω−=∇             (5.9) 

 
- a Poisson equation for the vector potential, Β.  Its solution is expressed in 
terms of the convolution integral 

 

 )'()( xGxB ω∗−= ∫ −
ω

π
≡ )'(d

|'|
)'(

4
1 xV

xx
x

         (5.10) 

 

=
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where 
|'|

1
4
1

xx
G

−π
−=  is the Green’s function. 

Then, in view of the definition of ΒΒΒΒ, invoked by (5.5), 
 

∫ −
ω

×∇
π

=ω )'(d
|'|

)'(
4
1)( xV

xx
xxu     

  ∫ −
ω×−

π
−= )'(d

|'|
)'()'(

4
1

3 xV
xx

xxx
         (5.11) 

 
which represents the Biot-Savart law for vorticity poles. 

Expressed thus is the formalism of vortex dynamics and, in particular, 
of the random vortex method of Chorin (1973, 1978, 1989, 1994), which 
was applied to turbulent combustion by Ghoniem et al (1982), as re-
counted by Oppenheim (1985). 

5.5. Irrotational Component 

According to (5.8), the Poisson equation for the scalar potential is straight-
forwardly 

 

   )'()(2 xxΦ ∆=∇           (5.12) 

 
Then, as before, the scalar potential is expressed in terms of the convo-

lution integral, based on the same Green’s function, so that 
 

 )'(*)( xGx ∆=Φ ∫ −
∆

−≡ )'(d
|'|

)'(
4
1 xV

xx
x

π
         (5.13) 

 
whence, by the definition of Φ, invoked in (5.7), 
 

 ∫ −
∆

∇
π

−=∆ )'(d
|'|

)'(
4
1)( xV

xx
xxu  

            ∫ −
∆−

π
= )'(d

|'|
)'()'(

4
1

3 xV
xx

xxx
          (5.14) 

 
which represents the Biot-Savart law for dilatation poles. 
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Similarly to the rotational component, the above expresses the formal-
ism of the fluid dynamic effects of dilatation due to exothermic centers. 

5.6. Multi-Fluid Systems 

The field where combustion takes place is a multi-fluid system whose 
thermodynamic properties are exposed in Chapter 1.  As displayed in Fig. 
1.1, the system is made out initially of the charge C, of which part, the re-
actants R, is transformed by tye exothermic process of combustion into the 
products P.  The predominant fluid dynamic feature of the system is turbu-
lent mixing.  A typical lifetime of the chemical transformation is orders of 
magnitude shorter than the characteristic time of the fluid dynamic events 
– a feature that lends itself to clear exposition of the field by treating it at 
the limit of the Damköhler number Da .   

Under such circumstances, the identity of each components of the 
multi-fluid system is maintained by having its bounds delineated by inter-
faces that, in the absence of combustion, are impermeable contact surfaces 
and, in its course, are semi-permeable combustion fronts made out of exo-
thermic centers due to one-directional transformation of R into P.   

The impermeable interfaces between the components of a multi-fluid 
system cannot exert any influence upon the flow-field.  In the Eulerian 
grid-based computations, their motion is traced by Level Set Methods 
(Sethian 1996).  In the Lagrangian grid-less computations, like the vortex 
method where the identity of each elementary particle, like the vortex blob, 
can be tagged, the interfaces are delineated by distinction between the tags.  

According to (5.8), the dilatation at an exothermic center at ξk,  
 

   kkk nl)()( ν
t

u k ∂
∂

=⋅∇≡∆ ∆ξ          (5.15) 

where tux RRk −≡ξ , while, in terms of α ≡ νP/νR, whose value is pre-

scribed by (5.9), 
 
   )]f()1α(1[)(

Rk tν −+=x'ν          (5.16) 

= ∞

The permeable combustion front acting, in effect, as exothermic cen-
ters, affect the flow field by the Biot-Savart effect of dilatation.  For the 
case of Da = ∞, a finite change in specific volume, v, takes place across 
then at constant pressure, invoking a change in dynamic potential, w, and 
internal energy, e. 
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Hence 

    )(f)1α()(
k

R
k t−=∆

ν
ν

ξξξξ           (5.17) 

 
At the limit of Da , the transformation of νR into νP takes place in a 

step.  Consequently, f(t) is expressed by a Heavyside function and its de-
rivative is a Dirac δ.  Since, at at ξk, νk = νR, (6.19) becomes 

 
   )(1)()(k itt −δ−α=∆ ξ           (5.18) 

 
Upon their formation, the exothermic centers form exothermic fronts, 

whose location and direction are determined by the intersection between 
two velocity vectors, one of the reactant field, u

R
, and the other of the 

products, u
P   The hodograph of these velocities defines a plane depicted by 

Fig. 5.1.   
As displayed there, the vector difference between them, UR – UP, identi-

fies the direction of the vector nF, normal to the front.  The paths of parti-
cles and the front in time-space coordinate system are presented by Fig. 
5.2. 

 
 

Fig.5.1. Velocity hodograph at an exothermic center 
 

= ∞
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Fig. 5.2. Time-space diagram of particle and front paths 
The exothermic front moves at a velocity, wF, whose component, nor-

mal to the front, is 
 

  RRPPF USUSW +=+=           (5.19) 

 

where WF ≡ wF. nF, SK ≡ sK.nF and UK ≡ uK.nF  (K  P,R), while nF is 

a unit vector normal to the front. 
To conserve mass across the front 
 

   α≡
ν
ν

=
R

P

R

P

S
S

           (5.20) 

 
whence (5.19) yields 

 

   
1α

α PR
F −

−
=

UUW           (5.21) 

 

=
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Then, as illustrated by Fig. 5.3, the transition within it can be expressed 
in terms of a front co-ordinate, tWnx FF −⋅≡ξ , so that, in terms of an S 

curve of a ‘diffusion wave front’ delineated by f (ξξξξ), 
 

  )()1α(1)()(

RR
ξ

ν
ξνξ f

U
U

−+==           (5.22) 

 
whereas 

 

  
ξ∂

∂
d
dW

t F−=   while  
ξd
dUu FF )( =∇⋅         (5.23) 

 
According to (5.8), 
 

 FFFFF ln)(ln)( νν
∂
∂

∇⋅+=∆=∆ u
t

x           (5.24) 

 
on the basis of which, by virtue of (5.25), and noting that, in view of 
(5.19), U(ξ ) + S(ξ) =WF, 
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d
d
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F
FF

F ξ
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ξ S
S

UWx
F

+−
=∆  

              )()1α(R ξfS −−=           (5.25) 

 
For the sake of sharpness, the transition across the front is considered 

here again to take place in a step.  Thus, as before, )(f ξ  is expressed by a 

Heavyside function, its derivative in (5.25) becoming a Dirac δ, whence, in 
view of (5.20) and (5.21), 

 
  )()1()()( FFPRF ξξδαξξδ −−=−−=∆ RSUU      (5.26) 

 
The propagation velocity of the exothermic front, as well as the strength 

of its dilatation, are thus functions of the turbulent velocity vector field, 
rather than being prescribed by the structure of the flame, as it is in a reac-
tion-diffusion system of a principally laminar flame. 
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5.7. Front 

The front is propagated by virtue of three mechanisms: 
(1) advection, due to the velocity vector field in which it resides 
(2) propagation, driven by dilatation due to its exothermic nature 
(3) baroclinicity, providing an additional source of vorticity 
The motion of the front, generated by the first two factors, is deter-

mined by implementing a level set method (Sethian, 1996).  Its position is, 
according to it, given by the zero level set specified by 

 
0/ =∇+∂∂ φφ Ft           (5.27) 

 
symbol F denoting the rate at which φ is advanced, referred to as the speed 
function.  If it depends only on the position, i.e. F(x) only, (5.27) is the 
well-known eikonal equation.  The dependent variable 
 
   cP VV /≡φ            (5.28) 
 
where subscrip P denotes the volume of the products, while c is that of the 
cell.  If the value of φ isgiven, (5.27) provides an expression for the evalua-
tion of F(x).  This is, indeed, the case in an unmixed system, where, ac-
cording to (5.18),  
 

)()1()(11
ik

P

P
tt

dt
dV

Vdt
d

−−=∆== δαξφ
φ

         (5.29) 

 
whence, in a finite difference form, noting that the computational time step 

)tt(tk i−δ∆= , 
 

kφαφ )1( −=∆           (5.30) 
 

It should be noted that a useful technique for tracking the motion of an 
exothermic front was was developed by Chorin (I980) and implemented by 
Ghoniem et all (1982), using the algorithm of Noh & Woodard (1976), 
known as SLIC (Simple Line Interface Calculation.  Today, this technique 
should be considered as a simplified version of the level set method.  It 
was used, as a matter of fact, in all the examples presented in the next 
chapter  

The third factor arises as a consequence of the turbulent nature of the 
field, where the exothermic front is intrinsically curved.  It generates thus 
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vorticity due to the baroclinic effect expressed by the first term in (6.2).  
Its principal action is evident on the plane of the front depicted in Fig. 6.2, 
while its vector, normal to this plane, is located in the field of the products.  
Pragmatically, the jump in vorticity across the front, due to the baroclinic 
effect, can be described (vid. Rotman et al 1988) in terms of a finite differ-
ence form  as follows 
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for which 
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while 
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Thus, since the stretch factor 
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then, taking into account (5.17) and (5.24), the vorticity increment due tom 
the baroclinic effect 
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6. Random Vortex Method 

6.1. Background 

A direct way to implement the fluid mechanical equations for turbulent 
flow fields, with the dynamic features of combustion taken into account, is 
by a grid-free algorithm of the Random Vortex Method (RVM), introduced 
by Chorin (1973, 1978).  For this purpose, instead of integrating the Na-
vier-Stokes equation directly, its differential, the vortex transport equation 
is considered constitutive with the stipulation that its dependent variable 
behaves as a set of discrete Lagrangian particles in random motion, putting 
it into the class of Fokker-Planck equations.  The consequences of diffu-
sion are then modeled by expressing the Laplacian in the vortex transport 
equation by random walks of discrete vortex elements, referred to as vor-
tex blobs and sheets.. 

In general, vortex methods are applicable to three-dimensional flows,  
as demonstrated by Ghoniem and Gharakhani (1997).  Here, the imple-
mentation of RVM is presented just for two-dimensional planar flow 

6.2. Formulation 

Presented here is RVM addressed to the solution of problems with follow-
ing idealizations. 
 

1. the flow field is planar 
2. the working substance consists of only two components: the 

reactants and the products 
3. the combustion front acts as a line of demarcation between the 

two components that behaves as a constant pressure deflagra-
tion, propagating at a prescribed normal burning velocity 

fields. 
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4. the exothermicity of combustion is manifested by an increase 
in specific volume associated with the transformation of reac-
tants into products across the front. 

 
The problem thus prescribed is consistent with the well known model of 

thin flame associated with infinitely fast chemical kinetics used widely for 
mixing-controlled turbulent combustion.   

As a consequence of the two-dimensional formulation, such effects as 
vortex stretching, compressibility and, hence, acoustic and energy, as well, 
if course, as chemical, transformation are neglected.  All that, however, is 
compensated by the emphasis given to the most significant effect of turbu-
lence: vorticity.   

Under such circumstances, the Navier-Stokes and continuity equations 
are reduced to, respectively,  
 
   pt ∇∇∇∇−∇= − uu 21R/DD         (6.1) 
 
and 
 
   )ε( Fru =⋅∇∇∇∇          (6.2) 
 
Wher u = (u,v) is the normalized velocity vector , R is the Reynolds num-
ber at system inle, p is the normalized pressure, ε is the rate of dilatation at 
rF, subscript F denoting the front, whereas ∆∆∆∆ is the gradient operator, ∆2 is 
the Laplacian, and ∇∇∇∇⋅+∂∂= uu tt //DD  is the substantial derivative.  

The flow field is specified by the solution of these equations, subject to 
the boundary conditions  
 
(1) at inlet:   u  (1, 0)        (6.3) 
 
(2) along the walls:  u  0         (6.4) 
 

The position of the front, specifying the location of the rate of dilatation, 
ε (rf),  is established by the eiconal flame propagation equation 
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where Su is the velocity of advection, referred in the literature as the nor-

=

=
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mal burning speed, and nt is the unit vector normal to the front. 
Here, the elementary component of the flow field is the vorticity 

 

   u  ×∇∇∇∇≡≡≡≡ωωωω          (6.6) 

 
whose propagation is specified by the vortex transport equation, the curl of 
(6.2),  
 

   ωωωωωωωω 21R/DD ∇= −t         (6.7) 
 

The velocity field, u(r), is determined by (6.1) and (6.6), while (6.7) is 
used to update the vorticity field, ωωωω (x, y).  The rate of dilatation, ε(x, y) is 
established by the front propagation algorithm for the solution of (6.5). 

The velocity vector, u, is decomposed, according to (5.4), into a diver-
gence-free component, uω , and a curl-free component, u∆, where 

 
   0≡⋅ ωu∇∇∇∇          (6.8) 
 
while 
   0≡× ∆u∇∇∇∇          (6.9) 
 

Both the velocity components have to satisfy the zero normal velocity 
boundary conditions, 

 
  0=⋅ nuω  and 0=⋅∆ nu       (6.10) 

where n is the unit vector normal to the walls, whereas only the total ve-
locity, u, is required to satisfy the no-slip condition 

 
   0=⋅ su         (6.11) 
 

where s is the unit vector tangential to the walls. 
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A vortex blob is a discrete elementary vorticity, ωωωωj, that acts within an 
elementary volume, ∆Vj, located at rj.  Its magnitude is expressed in terms 
of the Dirac delta function, i.e. 

 
)(δ jjj Γ rr −=ωωωω         (6.12) 

 
where 
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j

V
0V ∫

∆

→∆
= jj ωωωωΓΓΓΓ        (6.13) 

 
is its local circulation. 

For a planar field, the relevant component of the vector potential, B, is 
the stream function, ψψψψ , so that (5.9) is reduced to 

 
   ω−=∇ ψψψψ2         (6.14) 
 

As brought up by (5.10), its solution, for a given distribution of discrete 
vortex blobs, ωωωω(rj), is 
 

  Aω d)()G()( j j
A

rr-rx ∫=ψψψψ        (6.15) 

 
where  

 
  |-|ln)/2( )G( jjj rrΓ r r, π=        (6.16) 
 
is the Green’s function, while A is the area of the blob. 

The elementary vorticity, ωωωω(rj), is a function of small support that tends 
to a Dirac delta as the area where it exists, ∆Aj, approaches zero.  This 
process requires smoothing of the Green’s function to eliminate the singu-

6.3. Vortex Dynamics 

6.3.1. Vortex Blobs 
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larity at its center (Chorin I973).  As in a finite difference scheme, the in-
tegration of (6.4) is executed by summation, so that 
 
   ∑=

j
jG)( jΓxψψψψ        (6.17) 

for which 
 

∫∆

=
jA
jdAωjΓΓΓΓ         (6.18) 

 
where ∆Aj is finite, while Gj is a smoothed Green function at rj, (Chorin 
1973; Hald 1979). 

The velocity field it produces is determined by the stream function, 
whence, by definition, 
 
  yu ∂Ψ∂≡ /   x∂Ψ−∂≡ /v       (6.19) 
 
so that, in terms of complex variables,  
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where w = u - iv ( 1i −= ), z = x + iy, while ro is the cut-off radius, i.e. the 
radius of the core within which |u| is constant.  The velocity distribution 
of such a blob is displayed in Fig. 6.1. 
 

u

ku

kr jzz −
 

Fig. 6.1.  Velocity distribution induced by a vortex blob 
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Velocity vector fields satisfying zero normal boundary conditions, 
0=⋅ω nu  and 0=⋅∆ nu , can be determined by the use of any Poisson 

solver.  Employed here is he classical method of conformal mapping, 
whereby the vector field is transformed into the upper-half of the ζ-plane.   

The vector field produced in this plane by a vortex blob at ζj is pre-
scribed by 

 
  ),(),(),( *

jjj www ζζζζζζω ΨΨ −=       (6.21) 
 
where w(ζ, ζj) is given by (6.6), while the asterisk denotes a complex con-
jugate.  The total velocity produced by a set of Jb vortex blobs  
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),()()( ζζζζ ωω       (6.22) 

 
The solution in the physical domain, the z-plane, can be, thereupon, ob-

tained by virtue of the Schwarz-Christoffel theorem, according to which, 
for a given geometry of the field, the differential of the transform function 
is 
 
   dz/d)(F ζ≡ζ         (6.23) 
 
whence 
 

)()()( ζζ Fwzw =        (6.24) 
 
expressing the velocity vector, uω, of (5.4) in terms of its complex variable. 

The vorticity field, ωωωω(x), is updated at every computational time step, k, 
by a solution of the vortex transport (5.2) in fractional steps, made out of 
the contribution of the convection operator 
 
   0/ =DtDωωωω         (6.25) 
 
and that of the diffusion operator 
 
   ωωωωωωωω 21R/ ∇=∂∂ −t        (6.26) 
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The key to the random vortex method of Chorin is the observation that 
the solution corresponding to a time step, k, of a one-dimensional compo-
nent of the above diffusion equation, when the initial condition is provided 
by the Dirac delta function, δ(0), is the Green function 
 

)k4/Rexp()R/πk4()k,( 22/1 xxG −= −      (6.27) 
 

This is the probability density function of a Gaussian random variable 
with zero mean and standard deviation of 1/2(2k/R)σ = ! 

Thus, if the initial vorticity field is distributed over a set of discrete vor-
tex elements and each is given a displacement from the origin by an 
amount drawn from a set of Gaussian random numbers of an appropriate 
variance, it provides a sample of the distribution specified by (6.27).  Ac-
cording to its exact solution for a given distribution of vorticity, ω(x), after 
a time interval k, the circulation per unit length 

 

  jjj xxxxx d
A

)(k),(G)( ∫ −= ωγ        (6.28) 

 
for which G is prescribed by(6.27).  The probabilistic counterpart of this 
solution is obtained by displacing each vortex element from its position x' 
through a distance ηj. The random walk is then constructed by repeating 
this procedure at each time step. Two-dimensional random walk is treated 
in essentially the same way, the vortex elements being moved in two mu-
tually perpendicular directions x and y, by two independent Gaussian ran-
dom variables, ηj, with zero mean and standard deviation of 

2/1)2k/R(σ = . 
The convection and diffusion contributions in the z-plane are combined, 

according to equation (1.2), by summation 
 

zj(t+k) = zj(t)+w*(zj)k+ηj       (6.29) 
 

where w = wω + w∆ and :ηj = ηx + iηy, or, in the ζ-plane, in terms of its 
transform 
 

ζj (t+k) = ζj (t) + w*(ζj) F*(ζj) F(ζj) k+(ηj) F(ζj)      (6.30) 
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Since the velocity is calculated in the ζ-plane by means of (6.22), it is 

more direct and, hence, simpler to use for this purpose (6.30), rather than 
(6.29). 

To satisfy the no-slip boundary condition expressed by (6.11), the ve-
locity, w, has to be calculated at points along the wall. The points are se-
lected to be a distance h apart along each wall. Wherever the tangential 
component of velocity u at wall is not zero, a vortex with a circulation huw 
is created and included in the computations at the next time step, according 
to equation (6.30) or equation (6.29). However, this procedure of vorticity 
creation is not accurate since on the average one-half of the newly created 
blobs are lost through diffusion across the wall. This implies that Kelvin s
theorem is not satisfied exactly and the accuracy near the wall is poor. Fur-
thermore, vortex blobs do not provide a good description of the flow near 
solid walls where velocity gradients are very high, because inside the core 
of a blob the velocity is considered to be constant. This motivates the in-
troduction of vortex sheets to take up the role of blobs in shear layers at the 
walls. 

To satisfy the no-slip boundary condition, 0=⋅ su , the velocity, w, has to 
be calculated at points along the wall.  For this purpose Chorin (1978) in-
troduced the concept of a numerical sheer layer – a relatively thin slice of 
the field where the role of blobs is taken over by vortex sheets: vortex 
elements satisfying two conditions 

(i)  yuxv ∂∂<<∂∂ //  
(ii)  diffusion in the x-direction is negligible in comparison to convec-

tion. 
For sheets, the expression for vorticity, (1.6), is reduced to 
 

   yu ∂−∂= /δωωωω         (6.31) 
 

The velocity vector, uω (r), within the sheer layer is calculated then as 
follows. 

A definite integral of (6.31) from the outer edge of the shear layer, sδ , 
to an internal level, yi, is 

’ 

6.3.2. Vortex Sheets 
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 ∫
δ

δ ω−=−
s

iy
iii dy)y,x(u)x(u      (6.32) 

 
where uδ = u at y = δ, is transformed into a summation by partitioning the 
value of ω along discrete intervals ∆y, so that the circulation per unit 
length of a vortex sheet is expressed as 
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A: zone of dependence over point i; B: zone of influence under sheet j;  
C: zone of dependence around point i+½; D: zone of dependence around 
point i–½. 
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Fig. 6.2. Geometry of interdependence in the numerical shear layer 
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The circulation induced by a vortex sheet of length h is then 
 
   Γj = hγj        (6.34) 
 
so that, the velocity jump per unit length across it is 
 
   ∆uj = γj        (6.35) 
 

Unlike the elliptic flow field modeled by vortex blobs, where their ef-
fects extend throughout the field, the zone of influence of a vortex sheet is, 
as a consequence of (6.32), restricted to a shadow  below it, as shown in 
Fig. 6.2 by vertically hatched areas.   

Thus, the flow velocity at a point (xi, yi), where yi < yj, is determined 
by the summation equivalent of the integral relation expressed by (6.32), 
with (6.33) and (6.34) taken into account, whence 

 

 ∑γ−= δ

j

jjiii d)x(u)y,x(u       (6.36) 

where 
 

dj = 1 - |xi – xj|/h        (6.37) 
 

is the influence factor of sheet j on point i, expressing the fraction of the 
length of the sheet extending over the zone of dependence over point i, 
marked by horizontally hatched area Fig. 6.2. 

The normal velocity component, v, is determined from the condition of 
0=⋅∇ ωu , invoked in the Helmholz decomposition theorem, combined 

with (6.57), whence 
 

xIv ∂−∂= /         (6.38) 
 
where 
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In a finite-difference form, the above is expressed as 
  

  hIIyxv ii /}{),( −+ −−=        (6.40) 
 
where, according to (6.39), 
 

  ∑ ±
δ

± γ−±=

j

jj
o
jii dyy)h½x(uI      (6.41) 

while, as indicated in Fig. 6.2, 
 

hxhxd jij /)½(1 −±−=±   and  }y,ymin(y ji
o =      (6.42) 

 
The motion of a sheet is governed by the random displacement with u 

evaluated by the use of (6.41) and (6.42), while ηi = 0+i ηy, in accordance 
with condition (ii), formulated at the outset of this section.  To make sure 
that the motion of a vortex sheet is matched with the vortex blob into 
which it transforms, a correction term of j½γ−  is added to the expres-

sion for u(xi, yi) specified by (6.41) to account for the effect of the image 
of the blob.  The paper introducing the vortex sheet method (Chorin 
1978) contains information on techniques to reduce the statistical error and 
speed up the convergence of the algorithm. 

Computations of turbulent flows made out of vortex blobs and sheets are 
accomplished by adopting the strength of the sheet, h, - a feature specify-
ing their spatial resolution - and fixing, thereupon, the corresponding time 
step, k, in accordance with the Courant stability condition, k ≤  h/max u  
(Chorin 1980a).  For a given Reynolds number, identified thereby is the 
standard deviation, σ.  The thickness of the numerical shear layer sδ is 
then taken as a multiple of σ whereby, as shown in Fig. 6.3, the loss of 
vortex blobs due to their random walk is minimized.  Finally, the number 
of sheets initially in the stack is chosen, limiting the maximum allowable 
value for γ.  These decisions are equivalent to those made in choosing a 
grid size and the corresponding step in a finite difference algorithm. 

 

6.3.3. Algorithm 
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For initial conditions specified in terms of inlet flow velocity, the veloc-

ity along the wall is first evaluated by the potential flow solution of (6.14).   
The core radius, ro, is fixed to abide with the no-slip boundary condition 

– a requirement satisfied with a minimum error by setting ro> sδ .  The 
potential velocity at the wall produced by a vortex blob is, according to 
(6.34), 

 
ojo ru π/Γ=         (6.43) 

whence, by virtue of (6.35) with oj uu =∆ , 

 
   π= /hro         (6.44) 
 
providing an explicit relation between the length of the vortex sheet and 
the core radius of a vortex blob. 

The displacement of the sheets in the numerical shear layer is calculated 
by the use (6.29) for velocities specified by (6.36) and (6.40).  The vari-
ous consequences of random displacement of vortex sheet are presented by 
Fig. 6.3.  When a sheet jumps out of the boundary layer into the flow 
field, it becomes a blob.  If a sheet jumps out on the other side of the wall, 
it becomes restored by its mirror image either in the shear layer as a sheet 
or in the flow field as a blob.  If a vortex blob jumps from the flow field 
into the numerical sheer layer it is transformed into a sheet.  The possibil-
ity of losing a vortex blob depicted in Fig. 6.3 is minimized by having the 
layer thickness sδ < ro fixed by the size of the core radius, as pointed out 
at the outset. 

 

 
 

Fig 6.3. Transformation of vortex sheets into blobs at the numerical shear layer  
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Once the position and strength of both the sheets and blobs are estab-

lished, the flow field at a given time step is fully determined.  It should be 
noted that vortex blobs are generated only as a consequence of the dis-
placement of vortex sheets outside the boundary layer, modeling the 
physical mechanism of turbulence generation in actual flow conditions.

Source blobs manifest the dynamic effects of exothermic centers identified 
by (1.15).  Their intrinsic feature is dilatation.  Their fluid mechanical 
action is analogous to vortex blobs.  Whereas the former are elements of 
the rotational field, the latter are essentially irrotational.  Hence, albeit the 
velocity profile produced by a source blob is the same as that of a vortex 
blob depicted in Fig. 6.1, it expresses the effects of the velocity potential, 
rather than of the stream function. 

Thus, according to the definition of the velocity potential, the compo-
nents of the velocity vector induced by a source blob are 
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∂
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≡         (6.45) 

 
for which, according to (6.2), 
  

)( F
2 rΦ ε=∇         (6.46) 

 
Similarly as before, its solution is given by 

  

  AGxΦ d)(),()( j j
A

xx ∆∆∆∆∫= x        (6.47) 

 
where  

 
  |-|ln/2π2( )( jjj xxΓ x = x,G        (6.48) 
 
is the Green function, while A is the area of the blob. 

The solution of (6.47) is approximated by the summation 
 

6.4. Source Blobs 
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  jj
j

),(G)( ∆xΦ xx∑=         (6.49) 

where 
 

  Ad∆
A∫=

j

jj ε          (6.50) 

 
Then, the total velocity produced by a source blob in the ζ-plane is 
 

),(w),(w),(w *
jjj ζζ+ζζ=ζζ ΦΦ∆      (6.51) 

 
and, for Js source blobs, 
 

  ∑
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6.5. Implementation  

In calculations by the RVM, source blobs in the combustion zone are 
coincident with vortex blobs, forming a compound blob.  

Away from the center, irrespectively of its nature, such a blob induces 
an inviscid flow velocity.  Its far field is, therefore, potential. 

Thus, according to the Poisson equation 
 

   0
2 δ uΦ ⋅=∇         (6.53) 

 
where Φ is the velocity potential, δ the Dirac delta function and u0 the 
inlet flow velocity.   

To examine the flow field induced by the action of such a blob, its ef-
fects in a channel simulating a stream tube are determined by solutions of 
(6.51), subject to boundary conditions of 
 

   0=⋅∇ nΦ         (6.54) 
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where n is the vector normal to the channel walls. 

The motion of the blob’s front is formulated as an initial value problem 
of a Stefan-like interface at the cross section of a channel where the reac-
tants flow from right to left across it.  According to the three elementary 
components of the front identified in section 5.7, its effects are investi-
gated in three consecutive steps 

(1) advection induced by the vortex, plus 
(2) self-advancement at an appropriate normal speed, plus 
(3) dilatation due to the exothermicity 
The solutions are obtained by means of conformal mapping using the 

Schwarz-Christoffel transformation, according to which, for a channel 
flow  

 

   ζζ π=
dz
d

        (6.55) 

 
so that the position vector in the transformed plane 
 

   )πexp( ζζ =         (6.56) 

 
where z is the position vector in the physical plane. 

The initial velocity vector field is given by the complex potential of a 
vortex; 

 
   zΨΦw lnii Γ=+=        (6.57) 
 

where the circulation is normalized so that Γ π-1. 
The motion of the front is determined on the basis the Huygens princi-

ple, whose application to was presented by Chorin (1980).  The results 
derived for a particular case of the normal speed, wallSR 4.0S Φ∇= , after 

80 time steps of wall
3 h10785.1 Φ∇⋅ − , where h is the width of the channel, 

are displayed in Fig. 6.4. 
 
 
 
 

=
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Fig. 6.4. Compound blob in a channel stream 
 
On the left are the solutions in the physical z-plane, and on the right, 

their counterparts in the transformed ζ-plane.  The initial position of the 
front is marked a straight broken line passing through the blob’s center. 
The effect of each elementary component of the propagation mechanism is 
expressed by the successive deformation of the front in the three consecu-
tive diagrams of each column.  Shown on both sides of the deformed 
front are sets of velocity vectors displayed as straight line segments start-
ing from a row of arbitrarily selected cross sections to which they refer. 

The first two cases are entirely passive and therefore exert no influence 
upon the velocity vector field. However, the dilatation due to the exother-
mic center in third case manifests its effect upon the flow field.  Surpris-
ingly enough, the only side thereby affected is that of the reactants, the 
flow field of the products remaining unchanged.  The reason for this is 
displayed in the transformed plane, where the singularity at the center of 
the blob is anchored at its initial position and acts as the pivot for all the 
stream lines. 
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6.6. Applications  

The results of applications of the RVM to representative problems are il-
lustrated here by the following examples: 

(1) turbulent combustion behind a step in a channel;  
(2) wakes in channels with sudden expansion;  
(3) turbulent jets in closed channels; 
(4) turbulent combustion fronts in rectangular channels. 
Initiation of a combustion zone is simulated by the action of compound 

blobs situated at prescribed points of ignition starting at a prescribed in-
stant of time. 

 

 
A turbulent combustion field behind a step is presented by a sequence 

of cinematographic schlieren records displayed by Fig. 6.5. 
The height of the test section is 2.54 cm; its width is 3.81 cm.  The re-

actants, made out of a propane/air mixture at fuel-equivalence ratio, φ 
0.57, are flown into the test section at atmospheric pressure and room 

temperature.  Their velocity is Uo = 13.6 m/sec, corresponding to Rey-
nolds number Re = 22000.  The time interval between frames is 1.22 
msec.   

For application of the RVM, conformal transformation is used as a 
Poisson solver with its z-plane and the ς-plane, evaluated according to the 
Schwarz-Christopher theorem.   

The velocity functions of ζ are 
 

  πζζ /)( Hwp =        (6.58) 
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6.6.1. Turbulent Combustion Behind a Step 
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Fig. 6.5. Cinematographic Schlieren record of turbulent combustion field behind a 

step 
 

For the case at hand, the z and ς planes are displayed in Fig. 6.6. 
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Fig. 6.6.  Streamlines flow behind a step in transformed and physical planes  
 
 

The evolution of a turbulent velocity vector field of a non-reacting fluid, 
evaluated by the RVM at computational steps of ∆t = ∞H/2u sec, is pre-
sented by Fig. 6.7.  The vectors display the velocities of all the vortex 
blobs used in the computations.  It should be noted that vectors in all the 
displays of this kind presented in this book are depicted by line segments 
used conventionally for them, but, instead of arrowheads at the end, they 
are provided by small circles situated at the blobs to which they pertain.  

The turbulent velocity vector field of a non-reacting flow portrayed by 
Fig. 6.5, is presented by Fig. 6.7.  The turbulent velocity vector field of a 
reacting flow is displayed by Fig. 6.8, for which the conditions of calcula-
tions, as well as the time interval between frames are the same as those for 
Fig. 6.7.  In computations for the reaction zone, exothermic blobs are su-
perimposed upon vortex blobs.  The contour of the exothermic front - the 
undulating interface between the reaction zone and the unreacted fluid re-
ferred to popularly as the flame that is recorded by schlieren photography 
– is delineated by thick lines. 
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Fig. 6.7. Velocity vector field of a non-reacting turbulent flow at inlet Re = 22,000 
displayed at time intervals of 0.2∆t 
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Fig. 6.8.  Evolution of the velocity vector field of an exothermically reacting flu-
id portrayed by Fig. 6.4  
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Velocity profiles at a number of cross sections downstream of the step 
are calculated by averaging the results of 20 consecutive computational 
time steps.  Since the flow has reached a stationary state and the inlet 
flow is steady, time-averaging is identical to ensemble averaging.  While 
the flow field is continuously perturbed by the random samples used in 
the random walk modeling the effects of diffusion, the growth and decay 
of instabilities is governed by the nonlinear interaction due to convection. 

 
Fig. 6.9. Average velocity profiles for non-reacting and reacting flow fields at Re 
= 22,000 

Symbol Uo denotes the inlet velocity at the step, while H is the step 
height. Numerical results are presented by solid lines, while experimen-
tal data of Pitz and Daily 1983 are displayed by broken lines. 
 

 

 
Fig. 6.10. Streamwise turbulence intensity profiles (u'2)1/2/uo, for non-reacting and 
reacting flow fields at Re = 22,000 

Solid lines represent numerical solution, while broken lines display ex-
perimental data 
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Fig. 6.11. Transverse turbulence intensity profiles (v'2)1/2/uo, for non-reacting and 
reacting flow fields at Re = 22,000.  
 Solid lines represent numerical solution, while broken lines display 

experimental data.  

Figure 6.9 displays the average velocity profiles evaluated by the RMV 
and the experimental data of Pitz and Daily 1983 obtained by laser Dopler 
velocimetry for the non-reacting and reacting flow fields at Re 22,000.  
Figures 6.10 and 6.11 provide a comparison between the RMV computa-
tions and the experimentally measured turbulence intensities in streamwise 
and transverse directions, (u'2)1/2/Uo and (v'2)1/2/Uo, for the non-reacting and 
reacting flow fields.  As expected, they are at their maxima in the imme-
diate vicinity of the walls and at the start of the mixing layer.  Turbulence 
due to high shear is there continuously generated, giving rise to peak levels 
followed by their gradual decay downstream.   

From a similarity between Figs. 6.5 and 6.8, it appears that the results 
of computations made by the RVM for a two-dimensional flow field, are in 
quite a satisfactory agreement with the cinematographic schlieren record.  
This conclusion is enforced by the similarity between numerical results of 
RVM calculations and experimental measurements of velocity profiles 
presented by Fig. 6.9, and the turbulence intensities displayed by Figs. 
6.10 and 6.11, in spite of the relatively small samples of computational 
outputs taken into account. 

Upon the study of turbulent flow fields behind a step, similar fields tak-
ing place in channels with sudden expansion in their cross-section become 
of interest.  Numerical solutions obtained by the RVM of such fields are 
provided in the next section.   

= 
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In order to examine the effects of the singularity at the corner of the 
step, the non-slip condition at the walls are here relaxed.  Presented in 
this section are three cases whose geometrical configuration differs only 
by the expansion ratios of the channels, 2:1 in Fig. 6.12, 4:1 in Fig. 6.13, 
and 20:1 in Fig. 6.14.  At inlet in all of them Re = 104. 

 
 

Fig. 6.12. Vorticity and velocity profiles of a turbulent flow in a channel with sud-
den expansion at a ratio of 2:1  

6.6.2. Turbulent Flow Fields in Channels with Sudden Expansion 
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Fig. 6.13. Vorticity and velocity profiles of a turbulent flow in a channel with sud-
den expansion at a ratio of 4:1 
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Fig. 6.14. Vorticity and velocity profiles of a turbulent flow in a channel with sud-
den expansion at a ratio of 20:1.  

 
The difference between the first two cases and the third is quite distinct.  



6.6. Applications      153 

Whereas the former display turbulent wakes associated with recirculation 
manifested by reverse direction of velocity vectors at the corners of the 
channel, the third portrays the formation of a turbulent jet unencumbered 
by the walls of the enclosure. 

Turbulent jets injected transversely into a piston compressed channel are 
influenced by the flow field induced by the piston.  This effect is dis-
played in Figs. 6.15-18 by velocity vector fields and interfaces between the 
jet fluid and that in the channel initially at rest.  The jet velocity at inlet is 
10 times higher than that of the piston.  Its Reynolds number Re = 104. 

 

 
 

Fig. 6.15. Velocity vectors of a single jet injected into a piston compressed chan-
nel 

6.6.3. Turbulent Jets in a Piston-Compressed Channel 
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Fig. 6.16. Interfaces between the fluid of a single jet and that in the channel 
 
 
 

These figures simulate the formation of the turbulent jet plume dis-
played by cinematographic schlieren records in Fig. 3.3. 

Figures 6.17 and 6.18 depict the formation of a turbulent jet plume gen-
erated by opposed injection, demonstrating the advantage accruable by 
multi injection systems in keeping the combustible zone away from the 
walls. 
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Fig. 6.17. Velocity vectors of opposed jets injected into a piston compressed 
channel 
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Fig. 6.18. Interfaces between the fluid of opposed jets and that in the channel 
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The tendency of the front to cave in, acquiring what is known in the lit-
erature as a tulip shape (Bazhenova et al 1968), is exhibited by Fig. 6.19 
even upon asymmetric initiation of combustion.  In a close-ended enclo-
sure, without taking into account the baroclinic effects at the front, its is 
due to the zero velocity boundary condition imposed by the back wall. 

 

 

Fig. 6.19.  Propagation of an exothermic front and the concomitant evolution of 
the velocity vector field without taking account of the baroclinic effect 

6.6.4. Turbulent Combustion in Rectangular Channels 
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Fig. 6.20.  Propagation of an exothermic front and the concomitant evolution of 
the velocity vector field with the baroclinic effect at the front taken into account 
(Rotman et al, 1988) 
 

As evident above, due to the baroclinic effect, the combustion front ac-
quires a tulip shape independently of the boundary condition imposed by 
the back wall. 
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Fig. 6.21.  Propagation of an exothermic front and the concomitant evolution of 
the velocity vector field in a piston compressed channel simulating conditions of a 
piston engine 
 

The evolution of velocity field generated by a combustion front propa-
gating a in a piston compressed channel is displayed by Fig. 6.21.  Evi-
dently in this case the tulip shape of the front is reduced to its one-sided 
caving-in as a consequence of asymmetry due to piston motion.  Particu-
larly pronounced here is the significant velocity produced by the advanc-
ing front immediately upon its inception.  

 



7. Gasdynamic Aspects 

7.1. Formulation 

Gasdynamics deals with fast events where the effects of compressibility 
are of prime significance, while transport processes are of negligible influ-
ence because of their relatively short lifetimes.  The flow field is consid-
ered then at its limit of the Reynolds number Re   ∞, the Peclet numbers 
for diffusion and thermal conduction Pe ∞, and the Damköhler number 
Da  ∞. 

Under such circumstances, the mass balance is expressed by the global 
continuity equation for a closed system: 
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The force balance is expressed by the momentum equation: 
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where F is  a force per unit mass exerted upon the system from an outside 
source. 

The energy balance is expressed concisely as 
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where w is the dynamic potential and q  is the rate of irreversible energy 

acquired by the system per unit mass.  The latter is expressed in terms of 
the Second Law, according to which 

=
=
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- an expression deducible from (7.3) with the use of (7.1).  

The formulation is closed by a set of equations of state for each compo-
nent, K, of the flowing substance, according to which, as exposed in Chap-
ter 1,   

 
e = f(w, p)              (7.5) 

 
As shown in Chapter 1, the dynamic potential, ρ/ pw ≡ , is a link be-

tween the dynamic stage in the physical space and the thermodynamic 
stage, a three-dimensional subspace of the multidimensional thermo-
chemical phase space supported by the plane w-e platform with pressure, 
p, specifying its elevation.. 

For most computational algorithms of the flow field, the momentum and 
energy equations are transformed, the former by adding (7.1) multiplied by 
u to (7.2), whence  
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and the latter by adding (7.2) multiplied by u to (7.3), whence 
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where Fq Q u+≡ . 

For gasdynamic analysis, (7.7) is modified by the use of the local veloc-
ity of sound, a, expressed by (1.27), whence 
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Noting that, in a rectangular coordinate system 

7.2. One-Dimensional Flow Fields 
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in a cylindrical coordinate system 
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and in a spherical coordinate system 
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the conservation equations for one-dimensional flow fields are as follows.  

The continuity equation, according to (7.1), is 
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where 
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The momentum equation, according to (7.2), is 
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For example, in the case of flow though ducts, 
|u|

uuF
2D

f4 2

≡ where, with 

τw denoting the wall shearing stress, 2
2f
u

w

ρ
≡

τ
is the conventional pipe fric-

tion coefficient. 

The energy equation, according to (7.7), is 
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or, according to (7.8), 
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where Q)1−(≡ ΓρΩ  is usually ascribed to the energy derived from an 
outside source by heat transfer. 

7.3. Method of Characteristics 

In order to integrate the set of partial differential equations (PDE’s) for 
given boundary conditions of the flow field, they are expressed in terms of 
algebraic relations.  Such relations are provided by loci of singularities 
where the partial derivatives of the dependent variables, ρ, p, and u, are in-
determinate, as they are along the characteristics that are real in the case of 
the hyperbolic set of the PDE’s specified above.   

For this purpose, the partial derivatives, ξψ/∂∂ , where ψ = ρ, p, u and 

r t,=ξ , are considered as dependent variables.  Three PDE’s are then pro-

vided by the equations of continuity, momentum and energy, and three by 

the expressions for total derivates, ψψψ ddd  r
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The loci of singularities for each of the dependent variables is thus 
given by 
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where, according to the set of (7.13) – (7.18), 
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while the representative numerator for Ψ = u  
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The roots of (7.19) are 
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delineating the Mach lines along which u - a = const for the characteristics 
of positive slope, referred to as family I, and u+a = const for the character-
istics of negative slope, referred to as family II. 

Besides the directions of the characteristics I and II, one has also the di-
rection of the particle path, denoted by pp, 
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With the use of (7.13), (7.14) and (7.15) obtained thereby are the com-

patibility conditions  
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the second expression taking advantage of the isentropic relationship, 

ρaap )1/(2()/( s −γ=∂∂ , provided by (1.27). 

For a closed system of invariant mass C  0, while, in the absence of ir-
reversible effects, Ω  F  0.  Under such circumstances, (8.21) can be in-
tegrated throughout the domain, yielding an a priori constraint 
 

const
a1

2
a oo

=
−γ

±
au

          (7.25) 

 
One has then a physical plane of x and t that is expressed usually in 

terms of normalized coordinates, ox/x≡ξ  and t)x/a( oo≡τ , where xo is 
a reference dimension of space.  

The method of characteristics provides a solution of the set of partial 
differential equations (7.9), (7.10) and (7.12), along the characteristic di-
rections specified by (7.22) and (7.23). 

In principle, there are an infinite number of characteristics in the flow 
field, across each of them an infinitesimal change of state taking place.  A 
gasdynamic analysis is then implemented by chopping the field into a set 
of discrete cells whose thermodynamic states are fixed, while their change 
is allowed to occur only across the characteristics at their bounds.  The 
physical space of ξ and τ  is then mapped onto the thermodynamic state (or 
phase) diagram of u/ao and a/ao, so that the Cartesian coordinates of a point 
on it identify the thermodynamic parameters of a cell delineated by the 
characteristics. 

It should be noted that the fundamental features of the method of char-
acteristics, presented here for unsteady one dimensional flow, apply to 
steady two dimensional fields by replacing the time coordinate, t, and the 
space radius, r, by the Cartesian coordinates x and y, respectively. 

An example of a solution obtained by this method is provided by Fig. 
7.1 – a copy of Fig. 60 published in the classical book of Oswatitsch, 1956.  
It presents a non-steady flow field generated in a tube, initially closed at an 
elevated pressure, upon sudden opening of one of its ends. 

=
= =
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Fig. 7.1. Method of characteristics solution of a non-steady flow field in a tube, 
initially closed at high pressure, upon sudden opening at its right end (Oswatitsch, 
1956)  
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 In Fig. 7.1, the velocity of sound, a, is denoted by c, the particle veloc-
ity, u, by q, while the normalized time coordinate is cot/xo and the normal-
ized space coordinate is x/xo, subscript o referring to initial conditions of 
the undisturbed field, while xo is the tube length.  The physical space is 
presented by the x-cot diagram a, on the right, while the state (or phase) 
space is depicted by segments of c/co-q/co diagrams in different scales, b, c, 
d and e, on the left.   

The moment the right end is opened, a rarefaction wave propagates to 
the left with its front moving at the initial velocity of sound, co.  It is pre-
sented by a set of characteristics whose number is fixed by the assigned 
size of their mesh forming a rarefaction fan consisting of cells, each corre-

the nodes in diagrams b, c, d and e.  The rarefaction wave reflects from the 
open end as a compression wave presented by converging characteristics 
that, upon reflection from the closed end, are amplified to form a shock 
front delineated by a cluster of characteristics.  Thereupon, the shock front 
reflects from the open end in the form of a rarefaction wave etc, establish-
ing thereby subsequent periods of inflow and outflow marked on the right 
side of diagram a. 

Of particular interest to the dynamics of combustion is the so-called 
pulse detonation engine made out of a tubular chamber where intermittent 
explosions take place at regular intervals.  This type of a pulsating com-
bustion system was developed towards the end of the Second World War 
to power the first unmanned flying bomb, the V1, referred to popularly as 
the buzz-bomb. 

The intermittent combustion system was construed for it by an open-
ended chamber fitted with a set of reed valves at the front.  When pressure 
in the chamber was low, it was filled with ram air and when the pressure 
was elevated by combustion of air with fuel injected in the course of its in-
take, the intake valves were closed, while pulsating jets emanated from the 
open end providing thrust for propulsion. 

A method of characteristics solution for a rudimentary example of such 
an operation is presented by Figs. 7.2 and 7.3 for a particular case of a pipe 
fitted with reed valves at the front where the Mach number of the flame 

front, 2.0F =≡
a
SM  (Oppenheim 1949). 

ing to the compatibility condition (7.24). Their locus of states is delineated
by the descending diagonal on the upper edge of diagram. The rest of the
solution is by the corresponding numbers of cells in diagram a and of 

sponding to a smaller velocity of sound and larger particle velocity accord-
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Fig. 7.2. Characteristics diagram for the first cycle in a pulsating combustion tube  
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Fig. 7.3. Characteristic diagram for the second cCycle in a pulsating combustion 
tube  
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7.4. Exothermic Center 

The gasdynamic properties of an exothermic center, introduced in section 
1.3.2.2, are derived from constraints imposed by the compressible medium 
in which it resides.  The latter are expressed by conservation equations in 
Lagrangian form for an inviscid gas.  For mass, momentum, and energy, 
they are, respectively, as follows: 
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where t and r are the time and space coordinates, v is the specific volume, 
u – the particle velocity, p – pressure, e – internal energy, while j  0, 1, or 
2 for, respectively, planar, cylindrical, or spherical geometry. 

On this basis, computations were made for a stoichiometric hydrogen-
oxygen mixture in a kernel of initial radius ri 1 mm, initial temperature, 
Ti 1336 K, and initial pressure pi  3.24 atm, while the front of the center 
propagates into a gas of γR 1.14 (DR  8.1429) and the local velocity of 
sound ao 1km/sec. 

Front trajectories of exothermic centers are displayed by Fig.7.4 in 
terms of non-dimensional parameters, ir/rR ≡  and t)t/a( i≡τ .  Indicated 

by broken lines are their asymptotic limits corresponding to a volumetric 
expansion at constant pressure. 

The process paths are presented on the pressure-specific volume dia-
gram, Fig. 7.5.  Time profiles of internal energy, E ≡  e/wi, are shown by 
Fig. 7.6, while the power pulses of work done by the center in displacing 
the surrounding are depicted by Fig. 7.7.  Displayed there, to convey a 
sense of magnitude, are pulses for processes at constant volume, V, and 
constant pressure, P, as well as along the Rayleigh line, R, for a Chapman-
Jouguet deflagration. 

As evident from Fig. 7.5, the process taking place in an exothermic cen-
ter progresses along a path of a simultaneously increasing pressure and 
specific volume, bringing out its runaway nature. 

=

=
= =

= =
=
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Fig. 7.4 Time-space trajectories of interfaces of exothermic centers in a 
stoichiometric hydrogen-oxygen mixture initially at Ti 1336 K and Pi 
3.236 atm, in pPlanar (j  0), cylindrical (j  1), and spherical (j 2) ge-
ometry (Cohen et al. 1975). 
Broken lines delineate asymptotic limits of specific volume at constant pressure, 
P0, its square root, P1, and cube root, P2. 
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===
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When the energy generated by the exothermic reaction is deposited in 

the kernel of the center, its volume increases in conjunction with the tem-
perature rise that, in turn, accelerates the reaction rate.  The remarkable 
outcome of this process is the fact that the expenditure of energy for work 
in compressing the surroundings enhances the rate of chemical reaction. 

 

centers (Cohen et al. 1975). 
Fig. 7.5. Pressure-specific volume diagram of processes taking place in exothermic 
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1975). 
 

1975). 
 

Fig. 7.6. Time profiles of internal energy in exothermic centers (Cohen et al. 

Fig. 7.7. Power pulses of work executed by exothermic centers (Cohen et al. 
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Fig. 7.8. Time profiles of specific volume in exothermic centers (Cohen et al. 

Fig. 7.9. Time profiles of pressure in exothermic centers (Cohen et al. 1975). 
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8.1. Introduction 

Gasdynamic front (referred to in the literature as a discontinuity) is a sur-
face in the flow field across which a finite change of state takes place at 
constant mass flow rate and stream function per unit area; interface is an 
impermeable front.  Hence for a front, with respect to these conditions, 
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Fig. 8.1. Velocity change across a gasdynamic front in a plane orthogonal to its 
surface 
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As displayed in Fig. 8.1, the velocity at which the front propagates 
through the flow field  

 
  jjii vuvuw +=+≡              (8.3) 

 
where vk (k  i, j ) is the relative velocity with respect to the flow field 
immediately ahead of it and uk is the particle velocity 

Particular examples of gasdynamic fronts are shock fronts, rarefaction 
waves, detonation fronts and deflagration waves. 

8.2. Change of State 

According to (8.1) and (8.3), the change of particle velocity across a gas-
dynamic front,  
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whence the pressure jump across it, in view of (8.1) and, (8.2), 
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The energy conservation across a gasdynamic front is expressed by the 

condition 
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whence, the enthalpy change across a gasdynamic front, according to (8.1), 
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and the internal energy change, by definition of enthalpy,  
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The relationships expressed by (8.9) and (8.10) are known as the Hugo-

niot equations.  

8.3. Front Parameters 

Front parameters are expressed in terms of variables normalized, as in 
Chapter 1, with respect to the coordinates of the initial state i, i.e. the pres-
sure, ij/ppP ≡ , the specific volume, ij/vv≡ν , the velocity of propaga-

tion, iRi Mw/ γ=≡ ivV , the velocity change, iw/uU ∆≡ , and the 

velocity of sound, ijj w/ γ≡ aA , 

Thus, on the basis of (8.6), 
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according to (8.7), 
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while 
 

   νP=2A            (8.13) 
 



For fixed velocity of propagation, V Vj/v iR Mγ  =const, (8.11) 

specifies a straight line on the pressure specific volume plane, known as 
the Rayleigh Line, inclined at a slope of 
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that, at the limit of j ⇒ i, according to (1.47),  
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Thus, a Rayleigh line stemming from state i is tangent to an isentrope 

passing through it and the local Mach number AV /jj =M   1.  

8.4. Hugoniot Curve 

The Hugoniot Curve delineates the locus of states attained by a gasdy-
namic front from a fixed initial state, i.  Thus, in terms of 

iijij vp/w/ hhH ≡≡ , while ,constHi =  its equation, (8.9), acquires a 

normalized form of 
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Its plots on the plane of pressure and specific volume are presented by 

Fig. 8.2, while Fig. 8.3 depicts it on the plane of temperature and entropy. 
On curves denoted by H, state F is attained by an exothermic process at 

constant pressure, while state G by one at constant volume.  The branch 
above point G represents the locus of states attained by detonation fronts – 
gasdynamic fronts propagating at Mach numbers Mi > 1, since the slopes 
of their Rayleigh Lines SR Ψ>Ψ .  The branch below point F, corresponds 

to the states attained by deflagration fronts propagating at Mach numbers, 
Mi < 1.  All the states between points G and F, are, according to (8.11), un-
attainable by a single gasdynamic front. 

In the particular case of PG = vF = 1, the curve portrays an adiabatic gas-
dynamic front - a shock front - and it is referred to as the Rankine-

= =

=
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Hugoniot curve denoted by RH.  At the initial state, i, (8.9) is reduced to 
(1.45), demonstrating that the RH-Curve is there tangent to the isentrope.  
The branch of the RH curve below point i has no physical meaning. 
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Fig. 8.2. Hugoniot curves on the plane of normalized pressure and specific volume 
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Fig. 8.3.  Hugoniot curves on the plane of normalized temperature and entropy 

 



Straight lines stemming from point i on the P-v plane of Fig.8.2, are, 
according to (8.11) and (8.13), the Rayleigh Lines delineating the loci of 
m  const. and f  const.  Their slopes specify the Mach number at which 
a gasdynamic front propagates into the field immediately ahead of it.  
Point J represents the state attained by the Chapman-Jouguet detonation, 
whose Mach number MCJ > 1.  Point K depicts the state attained by the 
Chapman-Jouguet deflagration, whose Mach number MCJ < 1.  Point N is 
known as the von Neumann spike.  It denotes the state attained by a shock 
font propagating at MCJ.  Point G represents the state attained by an exo-
thermic process at constant volume.  Point F represents the state attained 
by an exothermic process at constant pressure, referred to, therefore, as a 
constant pressure deflagration.   

The local Mach numbers at states J and K are unity – a property re-
ferred to as the Chapman-Jouguet condition.  Its proof, presented here on 
the basis of the classical arguments put forth by Jouguet (1917) and Becker 
(1922), is as follows. 

By differentiating the Hugoniot equation, (8.9’), with respect to ν, 
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whence, the slope of the Hugoniot curve on the P-ν plane 
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The slope of the Rayleigh line, according to (8.11), 
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while for an isentrope, according to (1.45), 
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so that its slope 
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At the point where the Hugoniot curve is tangent to the Rayleigh line, 

RH Ψ=Ψ , according to (8.16) and (8.18), 
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whence 
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which, in view of (8.20), means that at this point, sRH Ψ=Ψ=Ψ , as stipu-

lated by the Chapman-Jouguet condition whose validity was thus demon-
strated. 
 

8.5. Linear State Trajectories 

The significant states of the reactants, R and the products, P, for a 
stoichiometric hydrogen-oxygen mixture initially at NTP, are presented on 
the state diagram, h(w), by Fig. 8.4  

Their loci are expressed as straight state lines evaluated by linear regres-
sion.  Their slopes  
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usher in  the isentropic index, γκ, that renders the algebraic relationships a 
familiar look of equations cited in the literature for the idealized case of a 
perfect gas with constant specific heats.  However, unlike its consequent 
meaning as a ratio of specific heats, here it is a measure of the slope of a 
linear state trajectory. 
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Fig. 8.4. State diagram for a stoichiometric hydrogen-oxygen mixture initially at 
NTP 
 
  

As demonstrated by Fig. 8.4, straight state trajectories introduced in 
Chapter 1 for evaluation of thermodynamic parameters over their relatively 
short segments provides quite an accurate assessment magnitude of their 
magnitude over a full range of gasdynamic fronts from initial NTP condi-
tions to the Chapman-Jouguet detonation.  According to it, for a 
stoichiometric hydrogen oxygen mixture initially at NTP, DR 3.660 (k 
i, j), whence 1.3759Rγ , and DP  8.2597, whence γP  1.1377, while 

their intercepts at w  0 specifying the exothermic energy, q 13.7615 
kJ/g, that, with wi  0.2063 kJ/g, yields Q ≡  q / wi  66.71. 

Since, at thermodynamic equilibrium, H is a unique function of P and v, 
the Hugoniot Curve, denoted by H, is, in effect, a locus of states at fixed 
exothermic energy, Q  const.  Then, in terms of 
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[whence )1/()1( kkk β−β+=γ ], the Hugoniot equation (8.9’) is expressed 

by the hyperbola 
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where, with 
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On this basis, according to (8.25) and (8.26),  
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whence, by virtue of (8.11), 
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Inverting (8.30) and taking into account the definition of V, 
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Specified thus are the coordinates of two intersections between a straight 
Rayleigh Line stemming from the initial point, i, and the Hugoniot Curve 
specified by PG.  At the Chapman-Jouguet point, the two intersections coa-
lesce into one, so that ∆ = 0, whence, according to (8.34), 
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Then, according to (8.25) and (8.26), the slope of the Hugoniot curve 
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At the Chapman-Jouguet state, J, where the Hugoniot curve is tangent to 

the Rayleigh line, (8.13) and (8.36) yield  
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The Rankine-Hugoniot curve, specifying the states created by an adia-
batic shock front, corresponds to the locus of states of reactants, R, on Fig. 
8.1 including the initial point, i, where the Mach number Mi = 1.  It is ex-
pressed, therefore, by the Hugoniot relationships presented in the previous 
section with the stipulation that Pβ  is replaced by Rβ , while PG = 1 and vF 

= 1.  Its equation is thus 
 
  ))(11())(( RRRR β−β+=β−β+ νP          (8.38) 
 
According to (8.37), in the particular case of Pβ = Rβ , the coordinates of 

the von Neumann spike, N, laying on the Rankine-Hugoniot curve, are re-
lated to those of the Chapman Jouguet state in terms of the following sim-
ple rule 
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This rule has been brought out by Langweiler 1938 upon the assumption 
that the products and the reactants behave as perfect gases with the same 
constant specific heats.  Here it becomes clear appear that this is just a 
consequence of the assumption that their linear loci on the state diagram 
are parallel. 

In view of (8.38), as a consequence of PG = 1, eliminating γR by virtue 
of (8.24), (8.30) is reduced to  
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while ,  (8.32) becomes 
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Inverting (8.40), 
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whence, by virtue of the above and (8.38),  
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With (8.25) taken into account and omitting subscript R, the above ex-

pressions acquire the well-known forms of 
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To elucidate the physical significance of these relationships, their 

graphical representation is provided in the following sections.  
 

8.6 Propagating Fronts 

Loci of states created by gasdynamic fronts are displayed by polar dia-
grams.  For propagating fronts, their coordinates are made out of pressure 
ratio, P, or velocity of sound ratio, A, as ordinate, and flow velocity 
change, U, as abscissa.  By expressing the ordinate in logarithmic scale, 
while the abscissa is in linear scale, the diagram is rendered a vector form, 
each polar acquiring the role of a hodograph.  A font intersection event is 
then evaluated by vector addition.   

Figure 8.5 presents shock polars on the P-U plane, evaluated by means 
of (8.43’) and (8.45’), and a plot of Mach numbers at which the shock 
propagates, Mi(P), computed by the use of (8.43’) and (8.40), with respect 
to the isentropic index,γ, as a parameter. 

Figure 8.6 displays shock polars on the A-U plane, evaluated by means 
of (8.46’) and (8.40), and the Mach number of the front, M(P), with re-
spect to isentropic index, γ, as a parameter.  Figures 8.7 and 8.8 depict 
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shock polars for a fixed isentropic index γ = 1.4, with respect to the veloc-
ity of sound in the field into which the front propagates, Ai, as a parameter  

Figures 8.9 and to 8.10 present deflagration polars on, respectively, the 
P-U and A-U planes with an auxiliary plot of normalized velocities of 
propagation for a stoichiometric hydrogen-oxygen mixture, evaluated by 
the use of (8.30), (8.31) and (8.32) with data of Fig. 8.1. 
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Fig. 8.5. Shock polars on the P-U plane and Mach numbers, M, with respect to the 
isentropic index, γ, as a parameter (Oppenheim 1970). 



 
 
 
 

 
 
Fig. 8.6. Shock polars on the A-U plane with respect to the isentropic index, γ, as 
a parameter (Oppenheim 1970) 
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Fig. 8.7. Shock polars on the P-U plane and the Mach number, Mi(P) for γ = 1.4 
with respect to the velocity of sound, Ai as a parameter (Oppenheim 1970) 
 
 



 
 
Fig. 8.8. Shock polars on the A-U plane for γ = 1.4 with respect to the velocity of 
sound, Ai , as a parameter (Oppenheim 1970) 
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Fig. 8.9. Deflagration polars on the P-U plane for γ = 1.4 with respect to the veloc-
ity of sound, Ai , as a parameter (Oppenheim 1970) 

 
Fig. 8.10. Deflagration polars on the A-U plane with respect to the velocity of 
sound, Ai , as a parameter (Oppenheim 1970) 
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A simple wave is made out of a set of sound waves, known as Mach 
waves, each propagating at a constant velocity of sound so that their world 
lines in time-space are straight.  They model either the process of compres-
sion, where they coalesce into a shock front, or expansion, where they 
form a rarefaction fan within which an isentropic process takes place.  In 
both cases a finite change of state is produced between two established re-
gimes of flow.  The effects of simple waves in a flow field are illustrated 
by Fig. 8.11, depicting an intersection between a compression wave and a 
rarefaction fan forming a sector of a continuous flow regime. 

 

 
Fig. 8.11.  Simple waves and their intersection in the physical plane 

 
The change of state across a Mach wave is specified by (7.24) that, in its 

normalized form, provides a fundamental relationship between the local 

8. 7. Simple Waves 
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velocity of sound, ij a/aA ≡ , and the change in particle velocity, 

iau/∆≡U ,  
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while, since γ−γ= 2/)1(PA , 
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Rarefaction polars on the U-P coordinates, are displayed, according to 

(8.48), in Fig. 8.12 for a set of γ’s, together with the corresponding plots of 

by Fig. 8.13. 
Equivalent polar diagrams for a set of initial velocities of sound, with 

respect to which each rarefaction polar is normalized, are provided for γ = 
1.4, by Figs. 8.14 and 8.15. 

 
Fig. 8.12. Rarefaction polars on the P-U plane and the concomitant plot of A(P) 
with respect to the isentropic index, γ, as a parameter, (Oppenheim 1970) 
 
 
 

A(P) evaluated with the use of (8.47) specifying the U-A polars presented 
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Fig. 8.13. Rarefaction polars on the A-U plane with respect to the isentropic in-
dex, γ , as a parameter (Oppenheim 1970) 

 
Fig. 8.14. Rarefaction polars on the P-U plane and the concomitant plot of A(P) 
for the isentropic index of γ = 1.4, with respect to Ai  as a parameter (Oppenheim 
1970) 
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Fig. 8.15. Rarefaction polars on the A-U plane for the isentropic index of γ = 1.4, 
with respect of Ai as a Parameter, according to (8.47) (Oppenheim 1970) 

8.8. Double Fronts 

The concept of a double front system stems from classical contributions of 
von Neumann 1941, Döring 1943, and Zeldovich 1941, made during the 
Second World War to reveal the gasdynamic nature of detonation fronts 
that became known as the NDZ detonation structure.  The model is made 
out of a shock front followed by a deflagration.  Both of tem move at the 
Chapman-Jouguet velocity, forming thus a steady state system.  Subse-
quently, this model has been generalized by allowing the two fronts to 
propagate at different velocities in the form of a non-steady double front 
system (Oppenheim 1952, 1953), capable to provide a. one-dimensional 
description of transition from deflagration to detonation – an elementary 
solution to what became known in the literature as the DTD problem. 

Such a double front system is presented by Fig. 8.16.  The process of 
transition is postulated as one involving first the products of deflagration to 
attain the Chapman-Jouguet state, K, of MK = 1 and, thereupon, keep it at 



this level from up to the establishment of the Chapman-Jouguet detonation 
state, J. 

 
Fig. 8.16. A double front system (Oppenheim 1953)  

 
The locus of states satisfying this condition is called the Q Curve.  Its 

coordinates are evaluated by the use of the Rankine-Hugoniot equation, 
(8.38), whence 
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for transition across the shock front, the Hugoniot equation, (8.24), whence 
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for transition across the deflagration front, and the Rayleigh Line equation, 
whence 
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establishing the condition of M3 = 1.  Upon elimination of P2 and ν2 from 
the above three equations, a unique function P3(ν3) is obtained. 

 

 
 
It is displayed in Fig. 8.17 on the normalized pressure-specific volume 

and temperature-entropy planes, together with the Hugoniot and Rankine-
Hugoniot Curves as well as the relevant Rayleigh Lines. 

Included there also is the locus of states, MI, situated on all the Rayleigh 
Lines stemming from the initial state, i.  Its specification is provided by the 
condition of  
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whence 

Fig. 8.17. Loci of states pertaining to a double front system (Oppenheim 1953) 
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The state of minimum entropy on the Q Curve is marked by symbol I.  It 
corresponds to the case when the mass flow rates across the two fonts are 
the same, so that the velocity of state3 is equal to that of state 1(i.e. zero in 
the case illustrated by Fig. 8.16).  Its coordinates are determined from the 

condition of 2
c

2
s mm = , i.e., according to (8.6), 
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Fig. 8.18. Transition from deflagration to detonation of a double front system on 
the p-ν diagram (Oppenheim 1953) 

The Q Curve and the locus of MI states pass through both the Chapman-
Jouguet points, K and J, the former tracing the intermediate states attained 
in transition from K to J by a hypothetical, one-dimensional, double front 
system, and the latter delineating the states of maximum entropy on .the 
Rayleigh Lines stemming from the initial state i. 

As displayed in Fig. 8.18a, as long as states 3 lies between states K and 
J, the slopes of the Rayleigh lines αs > αc.  The velocity of state 2, created 
by the shock front, is therefore higher than that at which the deflagration 
propagates into its regime.  Under such circumstances, the deflagration 
cannot catch up with shock front ahead of it.  It is only when state 2 is 
above state J, as depicted in Fig. 8.18b, that αc > αs and the deflagration 
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can capture the shock front to establish the Chapman Jouguet detonation 
when αs = αc, as illustrated by Fig. 8.18c.  For that reason, the attainment 
of overpressure with respect to the Chapman Jouguet pressure, PJ, appears 
to be a necessary prerequisite for a DTD transition to take place – a fact 
well documented by experimental evidence.  A history of this event, in the 
case of such a double front system in a one-dimensional flow field is por-
trayed by Fig. 8.19.  

 
 
Fig. 8.19. Transition from deflagration to detonation by a double front system on 
the space-time diagram (Oppenheim 1953) 



8. 9. Oblique Fronts 

The change of state across oblique fronts in a planar flow field is affected 
only by the geometry of the flow field.  In an inviscid flow field gasdy-
namic fronts can be influenced only by the component of the velocity vec-
tor normal to their surfaces, while the tangential component remains unal-
tered.  Kinematic consequences of this condition are portrayed by Fig. 
9.20, where the normal velocity vector, vi and the incident flow velocity 
vector, wj, have a common tangential component, vt. 
 

 
 
Fig. 8.20. Oblique front and its velocity vectors  
 

As apparent from Fig. 8.20 , the angle of incidence 
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w
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and the flow deflection angle 
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while the flow velocity immediately behind the oblique front 
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i
2
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Polar diagrams of oblique fronts are expressed similarly as those for 

propagating fronts except that, instead of the flow velocity change, U, the 
abscissa is expressed in terms of its deflection angle, δ.     

 

 
Fig. 8.21. Oblique shock polars on the P-δ plane for γ = 1.4, according to (8.59) 
with (8.43’) (Oppenheim al 1968) 
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In terms of the Mach number of incident flow, 
i

i
i a

M w
≡ , (8.55), taking 

into account (8.11), becomes 
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whence, in view of (8.12), (8.56) yields 
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while, on the basis of (8.11) and (8.12),  
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Fig. 8.22. Flow deflection angle across oblique shock fronts for γ = 1.4, according 
to (8.59) with (8.43’) (Oppenheim al 1968) 
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Fig. 8.23. Oblique detonation polars on the P-d plane for a stoichiometric hy-

penheim et al 1968) 
 

 
Fig. 8.24. Flow deflection angles across oblique detonation fronts for a 

(8.43) (Oppenheim et al 1968) 

drogen-oxygen mixture, according to (8.59), (8.58), (8.30) and (8.43’) (Op-

stoichiometric hydrogen-oxygen mixture, according to (8.59), (8.58), (8.30) and 
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8.10.1. Kinematic Relations 

Prandtl-Meyer expansion is a rarefaction fan in a steady two-dimensional 
flow field whose velocity diagram is presented by Fig. 8.23, together with 
its hodograph and expansion fan 

 

 

Fig. 8.25. The Prandtl-Meyer Expansion 
               (a) Velocity diagram); (b) Velocity hodograph; (c) Expansion fan  
 

8.10. Prandtl-Meyer Expansion 
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The height of the lower triangle in Fig. 8.25b 
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or, in the limit of vanishing second order terms, 
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whence 
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Since, as evident from Fig. 8.5b, 
v
v

w
w dd

= ,while v = a and, hence, 

1Msin −=θ , the above becomes 
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and, noting that 
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8.10.2. Thermodynamic Relations 

The energy balance across a Mach wave in the expansion fan is  
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whence 
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Since, according to (8.23), 
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where 
1γ

2α
−

≡ .  Thus, 

 

   
M
M

M
d

α
αd
2 +

−=
w
w

          (8.69) 

 
and (8.64) becomes 
 

   
M
M

M
M 2 d

α
1αd 2 +

−
=δ           (8.70) 

   

8.10.3. Expansion Fan 

The width of an expansion fan, from its leading edge to trailing edge, is, 
according to Fig.8.25c, 
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whence, with (8.70) and (8.65), 
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where 1−≡ 2Mµ .  Integrating the above, subject to initial condition of 

φ = 0 at M =1,  
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while, according to Fig. 8.25b, 
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whence, according to (8.71), in terms of 1µ 2 +=M and, 
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Finally, a relationship between the local ach number and pressure is ob-

tained from (8.68), according to which 
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and, since the flow field is isentropic, so that, according to (1.49), 
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whose integral, subject to initial conditions of M =1 at P =1, is 
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Shock Polar on the P-δ Plane for the Prandtl-Meyer expansion and its 
auxiliary functions M(P) and Θ(P), according to (8.74), (8.75) and (8.78)
with γ = 1.4, are displayed by Fig. 8.26. 
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Fig. 8.26. Front polar on the P-δ plane for Prandtl-Meyer expansion  and its auxil-
iary functions M(P) and Θ(P), according to (8.74), (8.75) and (8.79), for y = 1.4  

8.11. Front Interactions 

Interactions between gasdynamic fronts take place in one-dimensional un-
steady flow fields as either head-on collisions or rear-end merging (vid. 
von Neumann 1943, Courant and Friedrichs 1948, Glass and Hall 1958).  
Presented here are four cases: (1) interactions in a shock tube; (2) head-on 
collision of a shock front with a deflagration; (3) shock merging; (4) merg-
ing of a shock front with a rarefaction wave. 

Each of them is illustrated by space time wave diagrams on the physical 

plane of T(X), where 
La0

tT ≡ and  
L
xX ≡ , and by state planes of P(U) 
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and A(U), where 
op

pP ≡ , 
oa

uU ≡ . and 
oa

aA ≡ .  Shock fronts are de-

lineated by continuous lines, gasdynamic interfaces by broken lines, fronts 
of rarefaction fans by chain-dotted lines, and their rear borders by chain-
double-dotted lines.  Solutions were obtained by the vector polar method 
presented by Oppenheim et al (1964). 

8.11.1. Shock Tube 

A shock tube, in its simplest form, is a constant cross-section area duct 
filled with a gas, separated by a diaphragm into two sections, one at a 
higher pressure than the other.  Upon a sudden removal of the diaphragm, 
a shock front is formed, propagating into the low pressure section while a 
rarefaction fan expands into the high pressure section. 

The initial sequence of front interactions taking place in the shock tube 
immediately after the diaphragm is removed is illustrated in Fig. 8.27 for 
the particular case of the initial pressure ratio across the diaphragm, P4 = 
2.62.  The gases on both sides of the diaphragm are initially at the same 
temperature and their isentropic index, γ = 1.4.  The shock propagating 
into state 0 is modeled by shock polars of Figs.8.9 and 8.10 for Ax = 1, 
starting from point U = 0, P = 1 and A = 1.  The rarefaction fan expanding 
into state 4 is modeled by rarefaction polars of Figs. 8.14 ands 8.15 for Ax 
= 1, starting from point U = 0, P = 2.62 and A = 1.  The intersection be-
tween the two polars on the P-U determines state 1, while on the A-U 
plane it specifies states 1 and 1a, corresponding to two different tempera-
tures on the two sides of the gasdynamic interface that stems from the dia-
phragm section.  Presented, moreover, in Fig. 8.27 is the reflection of the 
shock front from the closed front end, establishing state 2, and the reflec-
tion of the rarefaction fan from the back end, producing state 3.  These two 
states are determined by the intersection with the U = 0 axis of the shock 
polar starting from state 1 for A1 = 1.067, and of a rarefaction wave start-
ing from state la for A1a = .933.  The parameters of Fig. 8.27 are listed in 
Table 8.1. 

The solution of front interactions in a simple shock tube is, in fact, so 
straightforward that it can be expressed in algebraic form.  Thus, according 
to (8.31) with PG = 1, the particle velocity behind the shock is 
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while behind the rarefaction fan, according to (8. 48), 
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Since u1 = u1a and p1 = p1a, it follows from the above that 

 

1)γ/(γ21)(P
1)γ(γ21)(P])

P
P

([1
1γ

2A

1
o1

2γ
1γ

4

14

++−
+

−=−
−

−

        (8.81) 

 
 

 

 
Fig. 8.27.  Front interactions in a shock tube 
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State M P A U V W 
4 -     

2.62 
1 - - - 

 1a -1 1.584 0.933 0.33    -1     -1 
 -1     -

0.933 
-0.60 

1       
1.25 

1.584 1.067 0.33 1.25 1.25 

2   -
1.2 

    
2.41 

1.133 0 -1.28 -0.95 

3 1 0.884 0.86 0   
0.933 

   
1.263 

1  0.86  0.86 

The initial pressure ratio across the diagram, P4, that is required to pro-
duce a desired shock pressure ratio, P1, or, by means of (8.43), a desired 
Mach number, M1, of the incident shock, is 
 

 1-γ
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Upon reflection from the back wall, the particle velocity is brought to 

zero and, as a consequence of this requirement, the pressure attained 
there is  
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8.11.2. Head-on Collision of a Shock Front with a Deflagration 

Consider the case of head-on collision between a shock moving to the right 
at M S = 1.6 with a deflagration moving to the left at M  = 0.14, illustrated 
by Fig. 8.28.  As it appears there, the transmitted deflagration polar 
reaches the Chapman-Jouguet state, K, expressed by point 2, before inter-
secting the polar 10-20 of the transmitted shock.  The only compatible 

Table 8.1. Parameters of  states in Fig. 8.2 



wave system of this interaction has to include a rarefaction wave 2-20, 
propagating immediately behind the Chapman-Jouguet state 2. 
 

 
Fig. 8.28. Collision of a shock with a deflagration front 
 

State M P A U V W 
1 1.6 2.75 1.173 0.8 1.6 1.6 

10 -0.14 0.61 2.47 1.8 -0.14 -1.4 
2 -0.08 1.336 2.44 3.02 -0.21 0.59 

20 -1 1.15 2.41 3.28 -0.244 0.58 
 -1    -0.241 0.87 

20a 1.37 1.15 2.62 3.28 3.38 5.18 

Table 8.2. Parameters of states in Fig. 8.28 
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The parameters of Fig. 8.28 are listed in Table 8.2.  As evident there, 
the shock raises the pressure by a factor of 2.75, while the deflagration 
brings about a pressure drop of ~40%.  

8.11.3. Shock Merging 

Two shocks propagating in the same direction must merge because the sec-
ond shock front propagates at supersonic velocity into a subsonic field left 
behind the first shock.  Therefore, as demonstrated by von Neumann 1942, 
such an interaction results in a transmitted shock and a reflected rarefaction 
fan.  This is illustrated by Fig. 8.29. 

 
 

 
 
Fig. 8.29. Shock Merging 



This outcome is brought about as a consequence of the fact that on the 
state plane of P(U), at state 1 produced by the first shock, the second shock 
polar that creates  state 2 is steeper than the first polar between states 0 and 
3, specifying the change of states formed by the transmitted shock front.  
Under such circumstances, a dynamically compatible closure between states 
2 and 3 can be provided only by a rarefaction fan, as demonstrated in Fig. 
8.29.  Since the opposite holds true for the corresponding shock polars on 
the A-U plane, the velocity of sound in state 2 is lower than that in state 3, as 
appropriate for a rarefaction. The coordinates of Fig. 8.29 are presented by 
Table 8.3. 

 
Table 8.3. Parameters of states in Fig. 8.29 

State M P A U V W 
1 1.60 2.77 1.176 0.80 1.60 1.60 
2 1.60 7.70 1.390 1.77 1.88 2.68 
3a     -1 7.24 1.377 1.83 -1.39 0.38 
     -1  -  -1.38 0.45 

3 7.24 7.24 1.49 1.83 2.54 2.54 

8.11.4. Merging of a Shock Front with a Rarefaction Fan  

Merging of a rarefaction moving to the right with a shock front propagat-
ing ahead of it is displayed by Fig. 8.30.   

The front ray of a rarefaction fan propagating at the local velocity of 
sound is bound to catch up with a presiding shock front that leaves be-

 At the point of intersection, 1, reached by the polar of the incident 
shock, 0-1, at the top of the state diagram of Fig. 30, the front ray of the 
rarefaction polar is steeper and flatter than the shock polar. 

Consequently, there are three dynamically compatible sets of wave 
fronts depending on the extent of the rarefaction fan 

   
(a) a transmitted shock, 0-4, with a reflected shock front, 2-3, and an  

inteface, 34, between them 
  

(b) a transmitted shock front, 0-4’, with a gasdynamic interface, 2’4’ 

(c) a transmitted shock front,0-4”, with a reflected rarefaction fan, 2”-
3” , and a gasdynamic interface, 3”4”, between them. 

hind a locally subsonic flow field. 

216      8. Fronts and Interfaces



8.11. Front Interactions      217 

 
 

 
 
 
 

 

 
Fig. 8.30. Merging of a Shock Front with a Rarefaction Fan (γ = 1.4) 



Table 8.4. Parameters of states in Fig. 8.30 

State M P A U V W 
1 3.92   18 2 3.1 3.92 3.92 
2 +1 8.6 1.8 2.1 2.0 5.1 
 +1 1.8 3.9 

3 
    

1.02 
0.05 1.81 2.04 -1.834 0.27 

4 
    

2.77 
8.9 1.57 2.04 2.77 2.77 

2’ +1 3.56 1.585 1.04 2.0 5.1 
 +1 1.585 2.625 

4’ 
    

1.78 
3.56 1.246 1.04 1.78 1.78 

2” +1 1.65 1.425 0.2 2.0 5.1 
 +1 1.425 1.625 

3” -1 1.506 1.405 0.32 -1.425
-

1.225 

 -1 
-

1.405
-

1.085 

4” 
    

1.2 
1.506 1.067 0.32 1.2 1.2 

 

8.12. Front Intersections 

Intersections of gasdynamic fronts are displayed in planar flow fields ori-
ented in orthogonal direction to their surfaces.  Typical intersections are il-

Fig. 8.32.   
They consist of the following (a) regular quadruple intersection; (b) in-

verse Mach intersection; (c) normal Mach intersection;(d) conventional 
Mach intersection; (e) limit of conventional Mach intersections;(f) conven-
tional arrowhead intersection; (g) chocked arrowhead intersection.  Solu-
tions were obtained by the vector polar method presented by Oppenheim et 
al (1970). 

lustrated on Fig.8.31, and their polar diagrams of P(δ) are presented by 

direction in the field generated by the intersection give rise to a slip inter-
The dynamic compatibility condition of invariant pressure and flow 

face between flow sectors of different particle velocities, temperatures, 
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hence velocities of sound and densities, on its sides, generating  shear that, 
in a viscous fluid, creates turbulence engendering vorticity. 

 
 

 
 

 
 
Fig. 8.31.  Shock intersections 



 
 
Fig. 8.32.  Polar diagrams of front intersections presented by Fig. 8.31 
 
 

To provide details of solutions, four typical cases of intersections are pre-
sented, namely: 

1. Arrowhead intersection or shock merging 

2. Mach intersection of shock fronts 

3. Mach intersection of a shock front with a detonation wave 

4. Collision of a Mach intersection with a wall. 

8.12.1. Arrowhead Intersection 

An arrowhead intersection is displayed by Fig. 8.33 for a representative 
case of M1 = 8-0, δ12 = 10° and δ 23 = 15° in a gas of γ = 1-4 (β = 1/6).  In 
general, according to Courant and Friedrichs 1948, Chapter IV, Fig. 68, 
such an intersection is created by two intersecting shock fronts.  The prob-
lem is specified by the Mach number of the incident front and the deflec-
tion angles, δ12 and δ23, imposed by the walls. 

With respect to the configuration of gasdynamic fronts on the physical 
plane of Fig. 8.33(a) and their state diagram provided by Fig. 8.33(b), the 
Mach number of the incident shock, M1, identifies the polar on the P-δ 
plane, and angle δ12 fixes state (2), while the auxiliary function M j(P), 
specifies the Mach number M2 and, hence, the polar for the second shock 
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front.  State (3) is then located on this polar by the second deflection angle 
δ23,.  Since the transmitted shock must propagate into state (1), its state 
must be located on the same polar as state (2).  A dynamically compatible 
configuration is obtained by a rarefaction fan producing state (4a), con-
comitantly with a shock front producing state (4b).  In the particular case 
of the second shock front producing state (3’), lying on the shock polar 
stemming from state (1), there is only a transmitted shock front.  Parame-
ters of Fig. 8.33 are provided by Table 8.5. 

 
 
Fig. 8.33. Arrowhead intersection 



 
 
Table 8.5. Parameters of Fig. 8.33 

 

8.12.2. Mach intersection of Shock Fronts 

 
 
Fig. 8.34.  Mach intersection of shock fronts 
 

A Mach intersection is fully defined in terms of two parameters: Mach 
number of the incident shock, M1, and the angle by which its front is 
inclined with respect to the incident flow, Θ1.  A representative case of 
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M1= 6 and Θ1 = 45o.in a gas of γ = 1-4 (β = 1/6) is illustrated by Fig. 
8.34, where the configuration of the shock fronts in the physical plane is 
displayed in (c), the solution on the state diagram P(δ) is presented in (b), 
and the auxiliary functions Θ(δ) in (d) and P(Mj) in (a).  The deflection 
angle, δ12, brought about by the incident shock front, is determined by 
the auxiliary function Θ(δ), while the Mach number of the flow field 
behind it, M2, is obtained from the function P(Mj).  Specifies thereby is 
the polar of the reflected wave, R, between states 2 and 3a.  Concomi-
tantly, at the same point on the polar of the incident shock front, is 
state 3b, reached by a third shock front that must be brought about in 
order to satisfy the dynamic compatibility condition of uniform pres-
sure and deflection angle in the field behind the intersection.  This 
front, as evident from the state diagram, (b), is stronger than the other 
two.  It is referred to the Mach stem. 

The parameters of Fig. 8.34 is provided by Table 8.6. 
 

 

In an explosive gas, the Mach stem, engendered by a triple intersec-
tion, may be a detonation front, as illustrated in Fig. 8.35.  The solu-
tion is, in principle, the same as that of Fig. 8.34, except for the use of 
a detonation polar instead of a shock polar propagating into state 
where the incident Mach number is M1. Since, for the same Mach 
number, the pressure reached by detonation is lower than that attained 
by the shock front, as depicted on the state diagram in Fig. 8.35, there 
is an upper limit in the strength of the incident shock front, beyond 
which a detonation cannot be established.  For a stronger incident 
shock, the only dynamically compatible solution is a triple intersec-
tion of shock fronts described in the previous section. 

8.12.3. Mach Intersection of Shock and Detonation Fronts  

Table 8.6. Parameters of Fig. 8.34 



 

 
Fig. 8.35. Mach intersection between shock and a detonation fronts  
 

 
Illustrated by Fig. 8.35 is the limiting case of the strongest incident 

shock that can produce a Mach intersection with a detonation front.  

Table 8.7. Parameters of Fig. 8.35 
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As evident there on the P-δ state diagram, for stronger shock fronts 
the deflection angle, δ12, is too large for the polar of the reflected 
shock to intersect with the detonation polar. 

Specifically, Fig. 8.35 displays the case of M1= 6 and Θ1 = 43o.in a 
gas of γ = 1-4 and the Hugoniot curve of β = 0.06 and C =9.  Its parame-
ters are provided by Table 9.7. 

In a medium at rest, the triple point of a Mach intersection moves in 
the direction of the incident velocity, corresponding to M1.  If the inci-
dent shock front is vertical to a plane wall, it travels toward it, resulting 
in a collision, as illustrated on the physical plane, (c), in Fig. 8.36.  Upon 
this event, the triple pint is reflected from the plane, traveling along the 
Mach stem that acquires thereby the role of an incident shock, while a 
new Mach stem, vertical to the plane, is formed.   

 

 
Fig. 8.36. Collision of Mach intersection with a wall 

 
The solution of this intersection is based on the premise that the new 

incident shock front that was formerly a Mach stem is not aware of the 

8.12.4. Collision of a Mach Intersection with a Wall 



reflection until it is reached by the reflected triple intersection point.  
Consequently the pressure ratio across the incident shock of the reflected 
intersection is equal to that across the Mach stem of the incident intersec-
tion, and the angle between the incident shock and the Mach stem re-
mains unchanged.  The dynamic compatibility conditions of a triple point 
reflection are expressed, therefore, by the invariance of pressure ratio 
across this front and its geometric orientation, so that, as demonstrated 
on the P-δ state diagram, Fig. 8.36(b), P2’ = P3, while, as displayed on the 
physical plane, Fig. 8.36(c), as well as on the Θ-δ diagram, Fig. 8.36(d), 
Θ’1M – Θ’1S = Θ1M – Θ1S.  

The problem is formulated, as before, in terms of the Mach number of 
the incident shock front, M1, and its angle of incidence, Θ1S.  Since the 
incident shock is perpendicular to the plane wall, it follows that the incli-
nation of the triple point trajectory to the plane wall is α = 90o - Θ1S. 

The condition of pressure invariance P2’ = P3 fixes point 2’ in Fig. 
8.36(c) of the incident shock front in the reflected triple point system.  
The condition of its invariant direction, Θ’1M – Θ’1S = Θ1M, – Θ1S, imposes 
further restriction on state 2' that, with reference to Fig. 8.36(d), identi-
fies its shock polar corresponding to, M1’.  Thus, all the states of the 
reflected intersection, 1, 2' and 3' are determined, including, in par-
ticular, the angle of reflection, β = 90o - Θ’1S. 

One should note that angle α of the incident triple point trajectory 
has a lower bound and angle β of the reflected point trajectory has an 
upper bound.  This is due to the fact that, in a Mach intersection, the 
incident shock polar is limited by δmax.  

Parameters of an intersection displayed by Fig. 8.36 for the case of 
M1 = 6 and Θ1S = 45°, in a gas of γ = 1.4, is provided by Table 8.8.  
 
Table 8.8. Parameters of Fig. 8.36 
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8.12.5. Intersections of Fronts of Explosions 

Consider double explosions forming blast waves headed by shock fronts 
that intersect, upon either head-on or rear-end collision.  The ensuing front 
configurations are displayed by Fig. 8.37, where the trajectories of propa-
gating intersection points are delineated by broken lines. 

The head-on collision is displayed as case (a), where, at first, the fronts 
of two blast waves collide on the line of their centers, forming, at first, 
regular shock intersections propagating on both sides along the center 
line of collision.  As they progress, the angle of intersection increases 
until it acquires a critical value, beyond which the regular shock inter-
section can no longer satisfy the dynamic compatibility conditions, 
and, as a consequence, they are transformed into two Mach intersec-
tions spreading apart from each other along their Mach stems. 

 
Fig. 8.37. Intersections between shock fronts of colliding and merging blast waves  

 

when the second explosion is initiated inside the first., or, what amounts to 
the same, when an explosion is created behind a plane shock.  In this case, 
at first the two shock fronts merge along the line of their centers, produc-
ing, as in the previous case, two turbulence generating Mach intersections. 

The merging of blast waves is illustrated by Fig. 8.37b.  It takes place 
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9. Blast Wave Theory  

Blast waves are flow fields of a compressible medium, bounded by a 
gasdynamic front.  They are essentially non-steady in nature and geometri-
cally symmetric.  Generally, they are formed by explosions _ phenomena 
generated by deposition of energy at a high power density in a compressi-
ble medium.  They can be generated also by a piston, whose acceleration is 
sufficiently high to form a shock front at the head of the field it creates.  In 
this respect, they are of direct relevance to prominent dynamic combustion 
instability phenomena, exemplified prominently by the onset of detonation 
and knock in internal combustion engines.  Their analysis is formulated in 
terms of spatially one-dimensional equations expressing the conservations 
of mass, momentum and energy, subject to appropriate outer boundary 
conditions at the front. 

Blast wave theory has been developed as a consequence of interest in 
the effects of the atom bomb, having been founded in the 1940’s by nota-
ble contributions of J. von Neumann 1941, G.I. Taylor 1946, and L.I. Se-
dov 1946, 1959a.  The primary incentive for them was furnished by the 
cinematographic record of the Trinity explosion test that took place at 
Alamogordo, New Mexico, in 1945, reported by Mack 1947 and published 
by G.I. Taylor 1950.  Its copy is presented by Fig. 9.1 

Among comprehensive expositions of the blast wave theory, are the 
authoritative chapters in the books of Courant arid Friedrichs 1948 and of 
Zel’dovich and Raizer 1963, as well as in the monographs of Sedov 
1959b, Sakurai 1965, and Korobenikov 1985.  All of them are concerned 
with point explosion – the far flow fields that exist a sufficiently large 
distant from their source to become independent of its shape.  The  
fields are then either spherical, cylindrical or plane symmetric and their  
 
 
 

9.1. Background 
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formulation is one-dimensional.  The exposition of theory presented  
here is based on the book of Oppenheim 1970 and the paper of  
Oppenheim et al. 1971. 

 

 
 
Fig. 9.1. Cinematographic record of the Trinity atom bomb explosion (Taylor 
1950) 
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The blast wave theory is expressed conventionally, in the Eulerian 
frame of reference and, being concerned with the outcome of explosions, it 
deals primarily with decaying adiabatic blast waves, while the constitutive 
equations are formulated for media behaving as perfect gases with constant 
specific heats.  The theory presented here is devoid of these restrictions.  It 
is formulated for the field structure expressed either in space at a fixed in-
stant of time, corresponding to Eulerian space profiles, or in time at a fixed 
point in space, corresponding to Eulerian time profiles, or along a particle 
path, corresponding to Lagrangian profiles.  Taken into account, moreover, 
are the actual thermodynamic properties of the medium, rather than their 
idealized expressions in terms of the conventional perfect gas assumption 
(vid. Chapter 1). 

9.2. Coordinates 

 

 
Fig. 9.2. Blast wave coordinates 
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9.2.1 Front 

The front coordinates rn and tn, are normalized with respect to a fixed point 
of reference, denoted by subscript o, yielding  
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The trajectory of the front is described then by ξ (η ) and its propaga-

tion velocity  
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is expressed in terms of the velocity modulus  
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The propagation of the front is expressed also in terms of the decay co-

efficient 
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where, 2
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2
a way /≡  - the reciprocal of Mach number squared – where aa 

is the velocity of sound in the medium into which the blast wave propa-
gates, a constant in combustion fields. 

The velocity modulus, µ, as well as the decay coefficient, λ, are func-
tions of y.  According to their definitions specified by (9.3) and (9.4), 
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If µ = constant, a commonly encountered case of a power-law front tra-
jectory expressed by 
 

 µηξ =                           (9.6) 
 
(9.5) is reduced to  
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whence 22/µλ −=  = constant. 

9.2.2 Field 

The field coordinates, the independent variables of blast waves, are 
normalized with respect to a point, n, at the front trajectory and expressed 
as 
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while the dependent variables in normalized form are 
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9.3. Formulation 

Blast wave theory for point explosions is formulated on the basis of 
conservation equations for one dimensional flow fields, expressed in terms 
of radius and time as their time-space coordinates.  By transforming them 
into generalized form expressed in terms of a field coordinate and a front 
coordinate, they are rendered a comprehensive character, applicable to any 
of three frames of reference: Eulerian space, Eulerian time, and Lagran-
gian time.  Thereupon, by transformation into normalized blast wave  
 
 
 



236      9. Blast Wave Theory 

A schematic diagram of plane, line or point symmetrical blast waves is 
displayed in Fig. 9.2.  Their conservation equations, formulated by (7.9), 
(7.10) and (7.11), are expressed in form of a divergence that, comprehen-
sively in a vector form, is as follows 
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ak, bk, kc  are components of a conservation vector specified in Table 9.1.  
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(9.10) is cast in a normalized form of  
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Then, in terms of 

coordinates, the physical coordinates of time and space are eliminated and 
they are cast into an autonomous form.  The exposition of blast wave the-
ory is culminated by specification of boundary conditions, imposed by 
gasdynamic fronts of a shock or a detonation, and by formulation of inte-
gral functions. 
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for which the components of vector )( kkk C ,B ,A  are provided  by Table 9.2. 
 
Table 9.1. Components of the conservation vector 

 
 
 
Table 9.2. Components of the normalized conservation vector 
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9.4. Blast Wave Coordinates 

The independent variables, x and τ, are transformed into a front coordi-
nate,: ),( τψ x  and a field coordinate, ),( τφ x .  A line of ),( τψ x  = constant 
can be identified either with τ = 1, or with x = 1, or with π = constant.  In 
the first case ψ  = 1 specifies the Eulerian space profiles expressed as func-
tions of φ = x.  In the second case ψ = 1 specifies the Eulerian time profiles 
expressed as functions of φ = τ.  In the third case ψ = π = constant, along 

which fx
=

∂
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, specifies the Lagrangian time profiles expressed as 

functions of φ = τ.. 
Since, for a continuous flow field of a blast wave, the functions ),( τψ x  
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and (9.10) is expressed by 
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Hence, upon incorporating (9.16) into (9.14), via (9.15), and invoking 
(9.4), (9.5) and (9.6), yields 
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9.5. Eulerian Space Profiles 

The Eulerian space profiles, as pointed out in previous section, are deline-
ated along the line of τ = 1, so that a line of constant φ corresponds to x = 
constant, whence 
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The components of the transformed conservation vector are reduced then 
to  
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for which, on the basis of Table 9.2, their explicit expressions, are pro-
vided by Table 9.3.  
 
Table 9.3. Components of conservation vector for Eulerian space profiles 
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9.6. Eulerian Time Profiles 

The Eulerian time profiles are delineated along the line of x = 1, so that a 
line of constant φ corresponds to τ = constant, whence  
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The components of the transformed conservation vector are reduced then 
to  
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Their explicit expressions, derived from Table (9.2), are provided by Table 
(9.4)  

 
 

Table 9.4. Components of conservation vector for Eulerian time profiles 
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9.7. Lagrangian Time Profiles 

The Lagrangian time profiles are delineated along a line of φ correspond-

ing π = constant, along which u
t
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The components of the transformed conservation vector are reduced then 
to 
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where 

   f
x
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and their expressions, derived from Table (9.2) are provided by Table 9.5. 
 

 

Table 9.5. Components of conservation vector for Lagrangian profiles 
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9.8. Expanded Form 

By expressing the logarithmic gradients of σ by logarithmic gradients of g 
and h by virtue of (1.22) and (1.23), so that 
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 and carrying out the differentiation of each term in (9.16), one obtains the 
expanded form of the conservation equations 
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whose coefficients are specified by Tables 9.6, 9.7 and 9.8, for, respec-
tively, the Eulerian space, Eulerian time and Lagrangian time profiles. 

 
Table 9.6. Parameters of expanded equations for the Eulerian space profiles 
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Table 9.7. Parameters of expanded equations for Eulerian time profiles 

 
 
Table 9.8. Parameters of expanded equations for the Lagrangian time profiles 

 

9.9. Autonomous Form 

Thereupon, the conservation equations for blast waves are compressed by 
combining the depended and independent variables into two phase coordi-
nates  
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which, for the space profiles where τ = 1, become 
x
fF ≡  and , 
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while, for the time profiles where x = 1, become fF τ≡  and 
h
gZ 2τ≡ .  

Obtained thus are autonomous equations in the form of  
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where, for the Eulerian system, D = (1 – F)2 - Z, while, for the Lagrangian  
system D = [1 – (1-µ)F]2 - Z, with β = 1 for space profiles and β = µ-1 for 
time profiles, whereas ψ expresses the normalized variables, F, h, g, Z, 
while ΨΨΨΨn (n = φ, ξ) denotes three types of function, F, H, G, Z. listed in 
Tables 9.9, 9.10 and 9.11, for the Eulerian space, Eulerian time and the 
Lagrangian time profiles, respectively. 
 
 
Table 9.9.  Functions in autonomous equations for Eulerian space profiles 
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Table 9.10.  Functions in autonomous equations for the Eulerian time profiles 
 

 
 
 
Table 9.11.  Functions in autonomous equations for the Lagrangian time profiles 
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9.10. Boundary Conditions 

The change of state taking place at the front denoted by subscript n - the 
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The pressure ratio, Pn, is expressed in terms of the Mach number, Mn, 

by virtue of (8.33) and (8.34), whence 
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gasdynamic front that, by definition, forms the outer boundary of a blast 
wave - is prescribed by the Hugoniot equation expressed, according to (8.25)
and (8.28), by 
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Then, in terms of 2
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where β is expressed, according to (8.24 ), in terms of γ, upon the under-
standing that for a shock γ = γR , while for detonation γ = γP.    

The equation for the Hugoniot curve on the phase plane is obtained by 
eliminating Pn from (9.37) and (9.38) yielding 
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that, for PG = 1, is reduced to the Rankine–Hugoniot equation 
 

  )1](21)-γ[(
2
1

nnn FFZ −+=           (9.40) 

 
while, for PG = ∞ - the limit of zero counter pressure - it becomes  
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The trajectory of the Rayleigh line is based on (8.4), whence Fn = 1 – 
νn, according to which, in view of (8.11),  
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whence, with Zn = Pnνn y, it follows from its definition that 
 
  )1)(γ( nnn FyFZ −+=            (9.43) 
 
which, as it should, is identical to (9.41) for y = 0. 

The Hugoniot curves for a set of PG and the Rayleigh lines for as set of 
y, evaluated by the use of (9.39) (9.40) and (9.43) are presented, for the 
case of γ = 1.4, by Fig.9.3. 

 

 
Fig. 9.3. Boundary conditions, specified by the Hugoniot curves on the phase 
plane and the concomitant Rayleigh lines, for γ = 1.4 

 
At an intersection between a Rayleigh line and a Hugoniot curve  
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-a relation obtained by eliminating Zn from (9.39) and (9.43).  For its inter-
section with a Rankine-Hugoniot curve, for which PG = 1, it follows from 
the above that 
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In Fig. 9.3, the boundary conditions at the front of blast waves propa-

gating into an atmosphere of uniform density are restricted to states re-
stricted within the region bounded by the Rankine-Hugoniot curve of PG = 
1 on one side and the Hugoniot curve of PG = ∞ on the other.  It is of inter-
est to note how rapidly an increase in the value of PG causes the Hugoniot 
curves to approach the limiting case of PG = ∞, the curve corresponding to 
PG= 10 being practically coincident with it. 

The D = 0 parabola, marked by a chain-broken line, represents  the lo-
cus of the Chapman-Jouguet conditions that separates the region of strong 
detonations on the right from that of weak detonations on the left.  Since 
the latter cannot be sustained by detonations, the physically relevant 
boundary conditions are confined for them to the relatively narrow region 
between the D = 0 parabola and the Rankine-Hugoniot curve. 

9.11. Integral Functions 

Integral functions express the global mass and global energy conserva-
tion principles.  Their conventional expressions, presented here, refer to 
point explosions. 

The conservation of mass stipulates that the total mass of a blast wave 
is equal to the mass of the atmosphere engulfed by its front.  Thus, at a 
given instant, in an atmosphere of uniform density, with σj = 1, 2π, 4π for, 
respectively, j = 0, 1 and 2. 
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or, in normalized form, the mass integral 
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The conservation of energy stipulates that the total energy of the blast 

wave is made out of the internal energy deposited initially for its genera-
tion, Ed, and the internal energy of the atmosphere engulfed by its front, 
i.e. 
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or, in terms of normalized variables defined by (9.9), 
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In non-dimensional form, the energy integral is 
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that, in terms of the phase coordinates defined by (9.29), is expressed as 
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The energy deposited in the medium to generate the blast wave of a 

point explosion is, according to (9.49), 
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Its value is expressed in terms of the reference radius  
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a constant for a constant energy blast wave introduced, on the basis of di-
mensional analysis, by Taylor 1946,1950, 1950a, as well as by Sedov 
1946, 1959a,b. 

In general, the energy of a blast wave is variable.  Its integral, IE, as 
well as the Mach number, and hence y, are therefore variable.  Thus, in 
view of (9.1), according to (9.52), 
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whence, from its definition specified by (9.5), 
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for which, on the basis of (9.51), 
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10.1. Introduction 

The concept of self-similarity played a key role in the development of 
blast wave theory.  It has been formulated to explore the effects of atom 
bomb explosion.  For that purpose, the blast wave is considered as a gas-
dynamic flow fields generated by the deposition of a finite amount of en-
ergy in zero time at a geometric point in an unbounded compressible me-
dium – an event referred to as a point explosion: Ipso facto, the flow field 
is geometrically symmetric, while its extent is bounded by a gasdynamic 

differential equations. 
In the pioneering solutions of von Neumann 1941; Taylor 1941; Sedov 

1945, the conservation equations were transformed into ordinary differen-
tial equations by reducing the independent variables, on the basis of di-
mensional analysis, into a single self-similarity coordinate - an obvious 
first step in treating a novel class of physical problems.  Thereupon, the 
concept of self-similarity has been prominently featured in most of the 
early studies (Taylor 1946; Sedov 1946; Stanyukovich 1946) and texts on 
this subject (Courant & Friedrichs 1948; Sedov 1957; Stanyukovich 1955; 
Korobeinikov et al. 1961; Zel'dovich & Raizer 1963, Korobeinikov 1985), 
achieving eventually a significant role in fluid mechanics (Barenblatt 1994, 
1996, 2003).  In all of these publications, the thermodynamic properties of 
the medium were expressed in terms of inviscid perfect gases with con-
stant specific heats, while the flow field was considered as adiabatic.  
Here, the idealization of a perfect gas is replaced pragmatically by the 
straight state line formulation introduced in Chapter 1 (based on Oppen-
heim et al 1972), while, as appropriate for combustion, the state of the me-
dium into which the blast wave propagates is considered to be uniform. 

front, whereas its structure is governed by conservation principles expressed
in terms of time dependent, spatially one-dimensional partial differential

10. Self-Similar Solution
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10.2. Formulation  

 
 
Fig. 10.1. Trajectories of a self-similar blast wave generated by explosion 
and implosion 
 
The trajectories of a self-similar blast wave are displayed in Fig. 10.1.  The 
conservation equations, expressed in an autonomous form by (9.30) with 

postulating that the front derivatives, ξ∂∂ /  expressed by ψψψψξ, are negligi-

ble, so that they are restricted to just the first term, ΨΨΨΨφφφφ.  
Moreover, since a self-similar flow field in one coordinate system is 

Tables 9.9, 9.10 and 9.11, are reduced to ordinary differential equations by 
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self-similar in any other system, all the equations are expressed in terms of 
a single independent variable 
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where 
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For the Eulerian space profiles, τ = 1, so that φ = x; for the Eulerian 

time profiles x = 1, so that φ = τ -µ, while for the Lagrangian time profiles 

the slope of the particle path at a point is equal to its local velocity.  The 

transformation of the independent variable into these three coordinate sys-

tems, respectively, is expressed by  
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Thus, the autonomous blast wave equations are reduced to the follow-

ing ordinary differential equations  
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whence 
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where 
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The structure of the flow field is expressed by the profiles of particle ve-

locity, temperature, pressure and density.  For the Eulerian space profiles, 
the first two are determined directly from the definitions of F and Z, so that  
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The evaluation of pressure and density profiles is based on the fact that 

the field of a self-similar, constant energy blast wave is homogeneously is-
entropic (“homentropic”), so that  
 

Q(F , Z ) = ( j +1)(F − b)Z − (a − F )(1− F )F  

  P(F , Z ) = d(c − F)D(F , Z ) + (γ −1)Q(F , Z )  
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according to which, the second and third terms for φ = x in Table 9.9 yield 
the so called adiabatic (in fact isentropic) integral expressed by 
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where 
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whence, according to (10.15), 
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while, in view of (10.18)  
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As evident from the above set, the governing equation is (10.7) – a 

nonlinear ordinary differential equation for solely the phase coordinates 
Z(F).  Once its integral curve on the phase plane of Z(F) is determined, all 
the profiles specifying the structure of the blast wave can be evaluated 
from the algebraic set of equations (10.14), (10.15), (10.19) and (10.20).   

10.3. Phase Plane 

Properties of integral curves on the phase plane of Z(F) for self-similar 
blast waves were a subject of extensive studies involving, in particular, 
their exploration for a number of representative velocity parameters, 
µ (vid. Sedov 1959b). 
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Fig. 10.2. Salient properties of singularities G and A in the phase plane of Z(F) 
 

Salient features of the integral curves are revealed by singularities iden-
tified by intersections between the loci of numerators and denominators of 
(10.5), (10.6) and (10.7).  As evident from (10.7), besides two fixed singu-
lar points at F = 1, Z = 0 and Z = ∞, the coordinates of singularities are 
identified also by the intersections between the lines of P = 0 and Q = 0.  
The line of D = 0 is a characteristic of the flow field, since, as evident from 
the  definitions  of F, Z  and µ ,  along  it au

t
x

+=
∂
∂

φ)(

According to (10.8), the line of D = 0 is a parabola 
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while, in view of (10.9) the lines of Q = 0 are specified by  
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and, by virtue of (10.10), the lines of P = 0 are delineated by 

 

locus of singularities. 
.   It is  therefore a 
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Table 10.1. Coordinates of singularities in the phase plane 

 
The coordinates of singularities identified by the intersections between 

the Q = 0 and P = 0 lines are provided by Table 10.1.  Singularity G on the 
D = 0 line is a saddle point identified by Guderley 1942.  Its axis provides 
the sole trajectory penetrating across the D = 0 line between a point at the 
front of a blast wave at y = 0 and its center at the origin of the phase plane, 
representing a unique solution for a self-similar implosion in a vacuum.  
As illustrated in Fig. 10.2, the Q = 0 and P = 0 lines passing through point 
G intersect again on the D = 0 line at singularity A – a nodal point because 
G is a saddle point.   

If D ≠  0, then, as apparent from (10.10), it is possible for P = 0, pro-
vided that F = c.  For that purpose, according to (10.13) and (10.14), the 
decay coefficient λ = dF – 2 and, upon its elimination from (10.9) taking 
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into account (10.11) and (10.14), the trajectory of singularities correspond-
ing to P = Q = 0, when D ≠  0, is expressed by 

 0)1)(1()1(j
2
1]2)1(j[),( 2 =−−γγ+−+−≡ FFZFZFB     (10.24) 

Table 10.2. Loci of the Q = 0, P = 0, D = 0 and B = 0 lines on the phase plane 

 
 

 
Fig. 10.3. Loci of Q = 0 lines (broken) and P = 0 lines (continuous) in the phase 
plane of Z(F) for j = 2 and γ = 1.4.  



Singularity D identifies the asymptotes of the P = constant lines at Z = 
∞.  Singularity F identifies their intersections at Z =0. 

The Q = 0, P = 0, D = 0 and B = 0 lines are specified in Table 10.2 and 
their loci on the phase plane of Z(F) are displayed in Fig. 10.3 for γ = 1.4.  
Each curve is labeled with its decay parameter λ. 

Loci of Q = 0 are delineated here by broken lines, while those of P = 0 
are represented by continuous lines, each labeled by the value of the decay 
parameter, λ.  Loci of singularities specified by their intersections, the D = 
0 parabola and the B = 0 curve, are delineated by thick lines.  As evident 
from Fig. 10.3, the singularities A and G are located at λ = 0.7887 – the 
classical solution of Guderley 1942. 

 

Boundary conditions of self-similar blast waves are specified by the coor-
dinates of point corresponding to y = 0 on the Rankine-Hugoniot curve of 
PG=1, portrayed by the spike in Fig. 9.2, namely, according to (9.45),  
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Concomitantly, for PG =1 at Mi = ∞, corresponding to y = 0, according to 

(8.44’),
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2

n )1(
)1(2p

+γ
−γγ

= .  In 

Fig. 9.2, point n, specified by (10.25) and (10.26), is marked by a cross.  
Front trajectories, the loci of states identified by these boundary condi-

tions - are, according to (10.3) and (10.25), power functions with index µ = 
2/5 for j = 2.  There are two exceptional cases: case 1 corresponding to the 
decay parameter λ = - 2, and case 2 corresponding to λ = 2/µ. 

In case 1, according to (10.3), the exponent µ = ∞.  However, for a vari-
able µ, instead of (10.3), one has, according to (10.6),

10.4. Front 
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whence, in terms of the normalized time coordinate, η, introduced by (9.1) 
 
   )1(exp 0 −= ηµξ          (10.28) 

 
- an exponential front trajectory. 
 

 
 
Fig. 10.4. Front trajectories of self-similar blast waves in the time-space plane. 
Broken lines depict the limiting cases of exponential and logarithmic trajectories. 

 
In case 2 for variable µ, according to (10.6),  

 

   1
ln
ln

−=
ξ
µ

d
d

          (10.29) 



whence  
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- a logarithmic front trajectory. 

Front trajectories for all these cases are displayed in Fig. 10.4. 

The field of a self-similar wave is expressed by a set of integral curves ob-
tained by solutions of the conservation equations, subject to boundary con-
ditions, displayed in Fig. 10.5 for spherical geometry of j = 2, in a sub-
stance whose isentropic index γ = 1.4. 
 

 
Fig. 10.5. Integral curves in the phase plane for y = 0, j = 2 and γ = 1.4 

 
 

All the integral curves culminate at the strong shock boundary, n, whose 

n n

by arrows directed toward it delineate explosions; those for which they are 
directed away from it denote implosions. 

10.5. Field 
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coordinates, F  & Z , are specified by (10.25) and (10.26).  Curves marked 
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The curves in sector (1), corresponding to 3 > λ > 0, stem from singularity 
E at F = 1, Z = ∞ and represent blast waves driven by pistons at zero den-
sity.  The integral curve for λ = 0 stems from the saddle point singularity H 
at P = 0, F = 1 and delineates a wave generated by piston moving at con-
stant speed. 

Integral curves in sector (2), corresponding to 0 > λ > -2, and those in 
sector (3), corresponding to -2 > λ > - ∞, stem from singularity C at F = 1, 
Z = 0 and represent blast waves driven by pistons at infinite density.  The 
two sectors are separated from each other by the integral curve for λ = −2, 
representing the limit of exponential front trajectory.  The integral curve 
for the decay parameter λ = ±∞ delineates the limit of logarithmic front 
trajectory. 

Integral curves in sector (4), corresponding to +∞ > λ > 1.2 represent 
implosions into a point of infinite density.  The integral curve for λ = a− 2 
= (j + 1)(y - 1), so that, for j = 2 and γ = 1.4, λ = 1.2, delineates the implo-
sion wave propagating into the singularity B(F, Z) = 0 defined by (10.24), 
at F = 1, Z = 0. 

Sector (5), corresponding to 1.2 > λ > λG = 0.7887, the axis of the Gud-
erley saddle point singularity G.  Since at this point the functions Q(F, Z) 
and D(F, Z) in (10.5), as well as P(F, Z) and D(F, Z) in (10.6), change 
signs, the field co-ordinate of the integral curve passing through this singu-
larity is monotonic and delineates the solution leading to the singular point 
O at F = 0, Z = 0. 

Sector (6), between the lines corresponding to an explosion of λ = j+1 
and the Guderley implosion (Guderley 1942), contains integral curves that 
have no physical meaning, since, as a consequence of intersecting the D = 
0 line, the gasdynamic parameters of the flow field become double-valued 
functions of the field coordinate. 

Profiles of all the gasdynamic parameters evaluated for all the physi-
cally meaningful integral curves displayed in Fig. 10.5 - the pressure, the 
temperature, the density and the particle velocity – by means of, respec-

10.9. 
Inserts in these figures depict the solutions for the limit of λ = ±∞, cor-

responding to the logarithmic front trajectory specified by (10.27), 
whereas the limit of the exponential front trajectory corresponding to λ  = 
- 2 is not anomalous for the Eulerian space profiles. 

 
 

tively, (10.19), (10.15), (10.20) and (10.14), are presented by Figs. 10.6 – 

The integral curve for λ = 3 stems from singularity D at Q = ∞, Z = ∞. 



 

 
Fig. 10.6.  Pressure profiles for y = 0, j = 2 and γ = 1.4 
 
 

 
Fig. 10.7. Temperature profiles for y = 0, j = 2 and γ = 1.4 
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Fig. 10.8. Density profiles for y = 0, j = 2 and γ = 1.4 
 
 

 
Fig. 10.9. Velocity profiles for y = 0, j = 2 and γ = 1.4 
 



The integral curve for the decay parameter 
 

1jλ +=          (10.31) 

 

portrayed by  λ = 3 for spherical geometry of j = 2 in Fig. 10.5, plays the 
central role.  It culminates at singularity D(F = b, Z = ∞) and represents the 
solution for a constant energy blast wave of a point explosion. 

With the decay parameter specified by (10.31), the locus of singularity 
B for  2 -dF  λ =  is expressed by 
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ordinates are specified by (10.25) and (10.26).  It provides, therefore, a par-
ticular algebraic solution of the governing equation (10.7) for a constant 
energy self-similar blast wave whose front propagates at y = 0 with a decay 
coefficient of λ = j + 1.  A remarkable coincidence! 

As a consequence, the structure of this blast wave can be expressed in 
terms of algebraic equations –a solution published by Sedov 1946, 19559b. 
Thus, with (10.32), (10.5) yields 
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whence, by quadrature,  
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where 
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10.6. Analytic Solution 
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 a relationship satisfied by the strong shock boundary condition whose co-



268      10. Self-Similar Blast Waves 

and 
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Fig. 10.10. Eulerian space profiles of pressure and temperature in spherical 
self-similar blast waves for a scope of isentropic indexes  
 

 
Fig. 10.11. Eulerian space profiles of the normalized coordinate, F, particle veloc-
ity and density in spherical self-similar blast waves for a scope of isentropic in-
dexes  



 
Fig. 10.12. Eulerian space profiles of pressure and temperature in planar, cylindri-
cal and spherical self-similar blast waves for γ = 1.4 
 

 
Fig. 10.13. Eulerian space profiles of the normalized coordinate, F, velociy and 
density in planar, cylindrical and spherical self-similar blast waves for γ=1.4 
 

The algebraic relationship between the field coordinate, x, and the nor-

provide a complete description of the blast wave’s structure, providing 
thus convenient means for their parametric investigation.  Profiles of all 
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malized coordinate, F, together with (10.19), (10.15), (10.20) and (10.14) 
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the gasdynamic parameters for spherical self-similar blast waves thus 
evaluated for a scope of isentropic indexes, γ, are displayed by Figs. 10.10 
and 10.11, while those with γ = 1.4 for planar, cylindrical and spherical 
geometry are presented by Figs. 10.12 and 10.13. 

10.7. Atom Bomb Explosion 

The theory of self-similar blast waves was developed as a consequence of 
interest in the gasdynamic effects of an atom bomb and is therefore of di-
rect relevance to the cinematographic record of the Trinity explosion pre-
sented by Fig. 9.1. 

In the introduction to Part I of his classical paper, Taylor 1950a, Sir 
Geoffrey expressed that as follows. 

“This paper was written in 1941 and circulated to the Civil Defence Re-
search Committee of the Ministry of Home Security in June of that year. 
The present writer had been told that it might be possible to produce a 
bomb in which a large amount of energy would be released by nuclear fis-
sion – the name atom bomb had not then been used – and the work here 
described represents his first attempt to form an idea of what mechanical 
effects might be expected if such an explosion could occur.  In the then 
common explosive bomb mechanical effects were produced by the sudden 
generation of a large amount of gas at a high temperature in a confined 
space*. The practical question which required an answer was: Would simi-
lar effects be produced if energy could be released in a highly concentrated 
form unaccompanied by the generation of gas?” 

Thereupon he set up the theory of his self-similar solution with numeri-
cal calculations of the density, velocity and pressure profiles normalized 
respect to their values immediately behind the shock front, for the case of 
the isentropic index γ = 1.4, as well as, approximately, γ = 1.666, 

The application of the self-similar blast wave theory to the Trinity atom 
bomb explosion was presented in Part II of his paper, Taylor 1950b, based 
on the data presented there by Table 1, whose copy is provided here by 
Table 10.3.  The first section was deduced from the cinematographic re-
cords of Mack 1947, presented in this book by Fig. 9.1; the second section, 
whose record is included in this figure, was obtained by Taylor from the 
Ministry of Supply, and the remaining sections were reproduced from 
small images and single photographs in Mack 1947, referred to as MDCC 

                                                      
* a piston driven blast wave whose theory had been published by Taylor 1946.  
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221, with their glossy prints received appreciatively by Taylor from N.E. 
Bradburry, Director of Los Alamos Laboratory.

. 
Table 10.3. Cinematographic records of Trinity explosion 

 

The values of R10log
2
5

 listed in the last column stem from his self-

similarity theory (Taylor 1950a), according to which they should be pro-
portional to time, t.  This is, indeed, brought out by the plot of Table 1 in 
Taylor 1950b, whose copy is provided here by Fig. 10. 14.  In accord with 
it, the velocity modulus of the Trinity blast wave µ =5/2, corresponding to 
λ = 3 for j = 2 of a self-similar adiabatic blast wave bounded by a strong 
front of a shock propagating at y = 0, whose structure is displayed by Figs. 
10.10 – 10.13. 

On this basis, in (Taylor 1950b) he published the energy of the Trinity 
blast wave, E, calculated by means of the energy integral (9.48), using 
variables of the self-similar blast wave structure presented by Figs. 10.10 – 
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10.13. The calculations were carried this out for, of course, the spherical 
case of j = 2, taking into account a set of isentropic indices, γ = 1.2, 1.3, 
1.4 and 1.667. 

Fig. 10.14. Front trajectory of the Trinity explosion (Taylor 1950) 
 
Thus he found that, if γ = 1.4, the energy of the Trinity blast wave 

should be 10107.14  E ⋅= MJ, equivalent to, 310 8.16 ⋅ tons of TNT, while, if 

γ = 1.3, it was 10109.74  E ⋅= MJ, equivalent to 31022.9 ⋅ tons of TNT, 
bracketing thus the value recorded in highly classified military documents 
of the Trinity explosion. 

Sir Geoffrey liked to recount the interrogation, to which he was sub-

wished to know how did he gained access to the securely guarded energy 
of the Trinity atom bomb. 

 

jected thereupon by agents of the American intelligence service who 



11. Phase Space Method 

11.1. Background 

As evident from Chapter 10, the structure of blast waves is associated with 
their front trajectory.  Blast wave theory was formulated at the onset of 
atomic bomb when the problem of a constant energy wave was of prime 
interest.  Since far-field effect of the bomb was then of crucial signifi-

The first solution of such a blast wave propagating into an atmosphere 
of finite pressure, was provided by Goldstein and von Neumann (1955) on 
the basis of its formulation in terms Lagrangian coordinates in the case of a 
perfect gas with constant specific heats.  This was accomplished by the use 
of a Fourier function to transform the partial differential equations into or-
dinary differentials, whereas the position and strength of the shock front at 
each time step was determined by iteration.  Brode (1955 and 1969) and 
Wilkins (1969), utilized a Lagrangian difference schemes employing arti-
ficial viscosity – a method introduced by von Neumann and Richtmyer 

On the other hand, blast wave equations formulated in the Eulerian 
frame of reference can yield satisfactory data on the evolution of the shock 
front.  Thus, as a prominent example, Korobeinikov and Chushkin (1966) 
followed by Korobeinikov and Sharovatova (1969) solved the non-self-

 
 

explosions.   
nitude, were then of particular interest were then blast waves of point 
cance, while the initial discharge of energy was of unprecedented mag-

“

(1950) whereby the numerical stability of the solution is obtained by sprea- 
ding the shock front over several mesh steps to ascertain the continuity
of flow variables across the front. As pointed out by them, the application

determiningof this method is associated with a certain loss of accuracy in
the shock position,” as well as in “difficulties that arise in multiple front
blast waves.” 

similar point explosion problem, formulated in Eulerian space coordinates, 
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on the basis of integral relations – a method proposed by Dorodnitsyn 
(1956a and 1956b) and refined by Belotserkovskii and Chushkin (1965).  
In spite of its success, the large number of ordinary differential equations 
that have to be then treated (typically, as much as 27) caused awkward dif-
ficulties.  It is, in fact, for this reason that this method of approach has not 
been further developed. 

It became therefore of interest to seek approximate solutions for prob-
lems where analytical insight into the intrinsic properties of blast waves 
were of particular interest.  The most popular approach to obtain such a so-
lution is based on the method of asymptotic approximations with the de-
pendent variables expressed in terms of the front coordinate, starting with 
the self-similar solution as the zero order step (Sakurai, 1965 and Korobe-

izes the so-called "quasi-similar" method developed by Oshima (1960), 
where all the terms containing the front coordinate are taken as equal to 
their values at the front.  By virtue of its construction, this method gives 
exact results at the self-similar limit just behind the front, whereas the ac-
curacy deteriorating fast as one proceeds towards the center.  In an alterna-
tive method, the density is represented by a power law of the field coordi-
nate (Mel’nikova, 1966 and Bach and Lee, 1970). 

Approximate analytic methods, applicable to cases when, by virtue of 

(1958) and Friedman (1961); these solutions became known as the 
Whitham rule.  The method is based on the postulate that the differential 
equations for one set of characteristic lines are satisfied by the gasdynamic 
parameters of the state immediately behind the front.  A classical method 
for, especially, weak non-self-similar regions of point explosion, was for-
mulated by Brinkley and Kirkwood (1947) by seeking a self-consistent set 
of ordinary differential equations that specify the problem without recourse 
to partial differential equations expressing the conservation principles. 

The Phase Space Method (PSM) is based on the autonomous form of 
blast wave equations in Eulerian space coordinates presented in Chapter 
10.  The solution is then obtained by determining a family of integral 
curves forming a surface in the phase space of blast wave coordinates, 
rather than directly in the physical space, as is conventionally done by nu-
merical algorithms.  It was first presented by Oppenheim, Kuhl and Kamel 
(Oppenheim et al 1978) and its exposition here has been improved thanks 
to comments provided recently by Allen Kuhl. 

inikov et al, 1963).  Another way to obtain an approximate solution util-

explosion, were developed by Chester (1954), Chisnel (1957),Whitham 
its distance from the center, the front is decoupled from the source of 
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11.2. Formulation 

11.2.1. Coordinates 

In the phase space, the blast wave problem is formulated in terms of the 
phase coordinates  
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is the decay parameter. 

The constitutive equations for blast waves are cast into an autonomous 
form of (9.30) that, for Eulerian space profiles, is expressed in terms 
specified in Table 9.9.  On its basis, they are expressed as functions of the 
phase coordinates as follows 

 

 

are the dependent variables - the gasdynamic parameters of the flow field 

11.2.2. Constitutive Equations  

describing the structure of the flow field.   
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with j = 0, 1, 2 for, respectively, plane, line and point symmetrical waves, 
and  
 

d = (j+1)(γ -1)+2        (10.13) 
 
whereas, with K = F, Z, h, g, 
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whereas  
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11.3. Procedure 

The phase space method is construed by the reduction of the constitutive 
equations (11.1) – (1.4) into ordinary differential equations by transform-
ing the cross derivatives expressed by (11.10) into algebraic form.  This is 
accomplished by the use of a progress variable, ε, in terms of which 

   )(Φ k
i

k
i

k Φ−Φ+= k
nΦ ε          (11.14) 

where subscript n denotes the outer boundary immediately behind the front 
at x = 1 and i marks the inner boundary at x =0, between which ε varies 
from 0 to 1.   

The expressions for the outer boundary conditions at the front, denoted 
by subscript n, are provided as functions of y in section 9.9.  At the inner 
boundary in the center of explosion, denoted by subscript i, the Mach 
number, M = 0 and, hence ∞=y .  In an inviscid substance, the tempera-

ture there is infinite and the density is zero, so that ∞=Z , while 
0
0

=F , 

forming a saddle point singularity.  In order to get an access to it, the con-
stitutive equations, (11.1)  (11.4) and their auxiliary relationships, (11.5)
(11.9), the dependent phase coordinate Z is expressed by its reciprocal 

ZZ /1ˆ ≅ , in terms of which 
 
 

– – 
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The saddle point singularity at i, has to be approached along its axis – a 
condition that is approximated by an asymptotic solution based on the first 
term in Taylor’s expansion  
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where from (11.15) with (11. 19), (11.20) and (11.21), by l’Hospital rule, 
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Then according to (11.16), (11.17) and (11.18), with subscript o denot-

ing the start of the asymptotic solution in the field, 
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whence, by quadrature, 
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   3c
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A numerical solution of this set of equations is obtained for the segment 

of the integral curve from 0Ẑ =  to oẐ , where it is matched with the inte-
gral curve evaluated by the integration of (11.1) – (11.4).  Each integral 
curve for a given y depends on four parameters that are unknown a priori: 
 

(1) the decay coefficient, λ(y), 
 

(2) the density parameter, hΦ (y), 
 

(3) the value of the saddle point singularity, Fi(y) 
 

(4) the derivative dFi/dy at Fi. 
 

These parameters are, in effect, eigenvalues of the problem and their 
magnitudes are determined by requiring the solution to satisfy, within at 
least one percent, the mass integral, IM, specified by (9.47), the energy in-
tegral, IE, expressed by (9.51), its derivative, dIE/dlnξ, calculated from 
(9.56), and the decay coefficient, λ, evaluated by (9.55), by a quadruple 
iterative procedure.  

11.4. Results 

Figures 11.1–11.3 present the solution surfaces in the phase space for blast 
waves generated by point explosions in, respectively, spherical, cylindrical 
and planar geometry.  They are made out of integral curves Z(F), evalu-
ated for a full decimal set of the front velocity parameter, y, each starting 
from a point on the Rankine-Hugoniot curve and terminating at the inner 
singularity, i, of F(y) at Z = ∞ .   On the right, the surface is bounded by the 
integral curve for y = 0  - the self-similar limit of the blast wave- and on 

is revealed by lines of constant Z.  For relatively weak shock fronts of 0.55 
< y < 1, the surface protrudes into the region of negative values of F, cor-
responding to negative particle velocities that are due to contraction of the 
flow field into the center upon initial overexpansion produced by the 
shock front. 
 
 

the left by the axis of F:= 0 – its acoustic limit.  The shape of the surface 
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Figures 11.4 - 11.6 depict projections of integral curves Z=Z(F) on the 
plane y = 0, while Figs. 11.7 - 11.9 show their reciprocals, )(ˆ FZ .  The 
slope of the curves is well behaved near the singularity i, as a consequence 
of the asymptotic approach to it implemented in the phase space method.  
For comparison, shown by dash curves in Figs. 11.4 and 11.7 are the solu-
tions of Korobeinikov and Sharotova (1969) obtained for the same point 
explosion by the method of integral relations that does not take into ac-
count the effects of the saddle point singularity at the center, which are 
clearly evident in Fig. 11.7.  

The Eulerian space profiles for spherical, cylindrical, and planar explo-
sions are presented by Figs 11.10 – 1.21 in four groups of three for, respec-
tively, pressure, density, temperature and particle velocity.  The match 
points between the integral curves started at the front and the asymptotic 
solution to the center are denoted by small circles.  

The density at the center is always zero, corresponding to an infinite 
temperature - a characteristic property of inviscid solutions.  When trans-
port properties are taken into account, a boundary layer is formed near the 
center where the temperature is restricted to a finite value. (Kim et al 
1975). 

Pressures at the center of blast waves for the full scope of the shock 
strength parameter, y, are displayed in Fig. 10.22 by open circles, triangles 
and squares in comparison to the results of Korobeinikov and Chushkin 
(1966) shown by continuous, chain-dash and dash lines, confirming that, 
in contrast to density, the effect of the saddle point singularity at the center 
on pressure is quite small – a manifestation of a paradox.  On one hand, 
pressure is the most prominent parameter in fluid dynamics, on the other, 
it is the least sensitive result of CFD calculations. 

Figure 11.23 depicts the decay parameter, λ, of blast waves generated 
by point explosion plotted as function of y, in comparison to the numerical 
solutions of Korobeinikov and Chushkin (1966), as well as the classical 
results of Goldstine and von Neumann (1955), demonstrating an agree-
ment with each other within a maximum deviation of 7% at y ≈  0.7.  

The display of results obtained by the phase method is culminated by 
the plots of the energy integral, IE(y) presented by Fig. 11.24 for spherical, 
cylindrical and planar geometry.  All of them peak at the sonic limit of y = 
1, where IE = [γ(γ − 1)(j + 1)]-1. and pass through a minimum at y ≈  0.3. 
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Fig. 11.1. Phase space solution surface for spherical blast waves 
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Fig. 11.2. Phase space solution surface for cylindrical blast waves 
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Fig. 11.3. Phase space solution surface for planar blast waves 



11.4. Results      285 

 
Fig. 11.4. Integral curves of spherical blast waves in the Z(F) plane on y = 0 

 
Fig. 11.5. Integral curves of cylindrical blast waves in the Z(F) plane on y =0 
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Fig. 11.6. Integral curves of planar blast waves in the Z(F) plane on y = 0 

Fig. 11.7. Integral curves of spherical blast waves in the )(ˆ FZ  plane on y =0 
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Fig. 11.8. Integral curves of cylindrical blast waves in the )(ˆ FZ  plane y = 0 
 

 
Fig. 11.9. Integral curves of planar blast waves in the )(ˆ FZ  plane on y =0 
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Fig. 11.10. Pressure profiles of spherical blast waves 
 

 
Fig. 11.11. Pressure profiles of cylindrical blast waves 
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Fig. 11.12. Pressure profiles of planar blast waves 

 
Fig. 11.13. Density profiles of spherical blast waves 
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Fig. 11.14. Density profiles of cylindrical blast waves 
 

 
Fig. 11.15. Density profiles of planar blast waves 
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Fig. 11.16. Temperature profiles of spherical blast waves 
 

 
Fig. 11.17. Temperature profiles of cylindrical blast waves 
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Fig. 11.18. Temperature profiles of planar blast waves 

Fig. 11.19. Velocity profiles of spherical blast waves 
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Fig. 11.20. Velocity profiles of cylindrical blast waves 
 
 

 
Fig. 11.21. Velocity profiles of planar blast waves 
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Fig. 11.22. Pressure at the center of blast waves generated by point explosion 

 
Fig. 11.23. Decay parameter of blast waves generated by point explosion 
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Fig. 11.24. Energy integral of blast waves generated by point explosion 



12. Detonation  

The dynamic effects of combustion are spectacularly displayed in the 
course of the development and structure of detonation fronts (referred to in 
the literature as detonation waves) – a subjects of classical research that 
fascinated combustion scientists for well over a century.  A list of classical 
literature, that bears this out is provided here in Section 12.3.  Particularly 
noteworthy among seminal contributions are the publications of Berthelot 
& Vieille (1822), Mallard & Le Chatelier (1883), Manson (1947), Zeldo-
vich & Kompaneets (1955), Taylor & Tankin (1958).  

The development of detonation - a subject that became known as DDT 
(Deflagration to Detonation Transition) - is recounted here in Section 12.1 
and its structure is presented in Section 12.2.  In each of them, upon pro-
viding a résumé of the background provided by its seminal contributors, 
the exposition is illustrated by cinematographic schlieren records pub-
lished by the author with his associates (vid. esp. Oppenheim 1965, 1972, 
and Oppenheim et al. 1968, 1969).  The knowledge they disclose is by no 
means the outcome of just their contributions.  It has been attained as a 
consequence of fundamental studies carried out all over the world in the 
second half of the last century as one of its most thrilling scientific events.  
Included among them prominently are the contributions of  Soloukhin 
(1963), Mitrofanov (1962), Shchelkin & Troshin (1963), Voitsekhovsky et 
al. (1963), Bazhenova et al (1968) in Russia, Van Tiggelen (1969) in Bel-

(1972, 1977) in Canada; Fujiwara (1970, 1975) in Japan; White (1961) and 
Strehlow (1968) in United States. 

 

12.1 Development 

Formation of detonation by an escalating progress of flame was recorded 
by the founders of the science of combustion, Mallard & Le Chatelier 

gium; Manson (1947) in France,  Edwards et al (1970) in England; Lee 
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(1883).  Streak photographs of an accelerating flame up to the onset of 
detonation – a phenomenon they ascribed in a chivalrous manner to the 
discovery of their competitors, Berthelot & Vieille (1822) – taken by a ro-
tating drum camera that have been featured in their monumental paper as 
Fig. 1, are displayed here by Fig. 12.1.  Onset of detonation was inter-
preted by them on this basis as an outcome of violent flame vibrations. 
 

 
 

nation (Mallard et LeChatelier 1881) 
 

A much better insight into the development of detonation was obtained 
by streak schlieren photographs recorded by rotating drum cameras 
through slits in the screens of detonation tubes.  Particularly noteworthy in 
this respect are the contributions of Payman & Wheeler (1922), Campbell 
& Woodhead (1928), and Payman & Titman (1935)   An example of this 
type of records is demonstrated here by Fig. 2 – a record obtained in the au-
thor’s laboratory. 

 

Fig. 12.1.  First photographic records flames accelerating up to the onset of deto-
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Fig. 12.2.  Streak schlieren record of the development of detonation 
 

It is on the basis of such experimental techniques that the domination of 
wave interactions over the development of a detonation front was realized.  
The earliest interpretation of these phenomena was published by Bone et al  
(1935) who ascribed the onset of detonation as a process initiated by igni-
tion of a shock-compressed gas ahead of the flame by radiation from it, as 
described schematically on their diagram presented here by Fig. 12.3.  This 
conclusion was reached by them in the course of an extensive study on 
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Numbers denote front velocities in m/s 
 
A more perceptive insight into the development of detonation was ob-

tained by cinematographic schlieren records.  The earliest contribution of 
this kind was produced by Schmidt et al (1951) in early nineteen forties 
using three rotating drum cameras operating in conjunction with three pul-

 

Fig. 12.3. First interpretation of the development of detonation (Bone et al 1935)

sating light sources.  A record thus obtained is presented by Fig. 4. 

spinning detonation – a concept deduced from the solenoid contours of 
glass tubes shattered  by propagating detonations they contained – hence 
the cone shape of its front. 
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Fig. 12.4.  Cinematographic schlieren record of the development of detonation ob-

 
 

tained by Schmidt et al (1951) 
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Its interpretation was obtained thereupon by Oppenheim and Stern 
(1958) by means of the vector polar method for front intersections pre-
sented in Section 8.11.  The time-space wave diagram of their solution is 
presented by Fig. 12.5, its magnified sector depicting the onset of detona-
tion is provided by Fig. 12.6, and their polar diagram is displayed by Fig. 
12.7  

 
 

 

Fig. 12.5.  Time-space wave diagram of the development of detonation displayed
played by Fig. 12.4 (Oppenheim and Stern 1958) 
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Fig. 12.6.  Enlarged sector of Fig. 12.5 demonstrating wave interactions in the vi-

 
 
 

cinity of the onset of detonation  (Oppenheim and Stern 1958) 
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Significant features of an accelerating flame from ignition up to its transition 
to detonation were revealed by cinematographic schlieren records.  The sys-
tem employed for this purpose utilized an open shutter rotating prism cam-
era with a stroboscopic light source made out of an amplitude modulated, Q-
spoiled ruby laser operating at a chronometer controlled frequency of 2 105 
per second (Oppenheim and Kamel 1972).  The detonation tube was of rec-
tangular cross-section, 2.54 cm x 3.81 cm, provided with transparent win-
dows on narrow walls.  As the principal test medium, a stoichiometric or 
equimolar hydrogen-oxygen mixture at room temperature and sub-
atmospheric pressures was used.  Ignition was performed by an electric 
spark discharge of an 0.25 µF capacitor, initially at a potential of 6 kV. 

(Oppenheim and Stern 1958) 
Fig. 12.7.  Polar diagram of front intersections presented by Figs. 12.5 and 12.6  
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 The events occurring immediately upon ignition are displayed in Fig. 
12.8 portraying a blast wave formed by the spark discharge, followed by a 
laminar flame front of spheroidal shape.  Thereupon, the flame accelerates, 
due to increase in the volume of the combustion products caused by the 
growth of its surface area, and becomes wrinkled, bringing about further 
augmentation of its surface area and, hence, further acceleration illustrated 
by Fig. 12.9.  

 
distance/cm 
 

 

Fig. 12.8. Cinematographic schlieren record of a spark ignited flame in a stoichio
metric hydrogen mixture initially at NTP (Oppenheim 1985) 

-
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stoichiometric hydrogen mixture at NTP (Oppenheim 1985) 
 

The flame acts as an accelerating piston generating a flow field ahead 
of it forming rolling vortices at the walls, known as the Tollmien-
Schlichting waves produced by shear due to the no-slip wall boundary 
condition. 

 

Fig. 12.9. Cinematographic schlieren record of turbulent flame propagation in a 
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By entrainment into these waves, the flame front acquires a well known 
tulip shape, depicted by the subsequent sequence of frames in Fig. 12.9.  

pressure magnifying Mach waves.   
A cinematographic schlieren record of the ensuing process is provided 

by Fig. 12.10 that was obtained with an equimolar hydrogen-oxygen, ini-
tially at a pressure of 0.11 bars.  As evident there, this pressure wave sys-
tem collapses into shock fronts that merge, producing transmitted shocks 
that propagate at a significantly higher Mach number and bring about an 
appreciable increase in the local gas temperature (vid. Section 8.11.3) 
ahead of the flame.  The chemical induction time is thereby reduced lead-
ing to the onset of combustion in the shock compressed gas ahead of the 
flame, where the reacting mixture resided in for the longest time. 

As a consequence, a blast wave, referred to as an ‘explosion in explo-
sion,’ is formed in the kernel of a Tollmien-Schlichting wave at the wall. 

This sequence of events recorded between 40 and 65 µsec is shown in a 
magnified scale by Fig. 12.11.  The front of the blast wave appears there 
first at the top of the gasdynamic interface in frame at 50 µsec.  Its interac-
tion with the transmitted shock front is recorded in frame at 55 µsec, and 
the emergence of a detonation is displayed by frame at 60 µsec.  After few 
oscillations, evident in frames at 60 and 65 µsec, a self-sustained detona-
tion, propagating at a Chapman-Jouguet velocity, is established.  

The subsequent events recorded between 80 and 105 µsec are displayed 
in enlarged scale by Fig. 12.12.  The backward propagating front of the 
blast wave forms the retonation front that collides with the turbulent flame 
front between 90 and 95 µsec, initiating a second blast wave, evident in the 
latter frame.  Unlike the 'explosions in explosion', the pocket of combusti-
ble mixture becomes then consumed on all sides and the second blast wave 
gets immersed in inert products collapses into a shock front whose sharp 
record is quite distinct from that of a self-sustained detonation front. 

Concomitantly with the cinematographic schlieren records, pressure 
profiles were measured by transducers of high frequency response at three 
stations.  Their records are presented by inserts in Fig. 12.10, where, on the 
vertical scale, 1 division = 0.68 bars, the oscilloscope sweep at location 1 
leading the cinematographic record by 245 µsec and, at locations 2 and 3, 
by 175 µsec.   

The laminar flame becomes then transformed into turbulent, generating 



308      12. Detonation 

 
 
 
Fig. 12.10. Cinematographic schlieren record of DDT in an equimolar hydrogen-
oxygen, initially at a pressure of 0.11 bar, produced by shock merging ahead of
flame (Urtiew and Oppenheim 1966) 
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Fig. 12.11.  Enlarged frames of Fig. 12.10 from 40 to 65 µsec  
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Fig. 12.12.  Enlarged frames of Fig. 12.10 from 80 to 105 µsec  

 
 
At location 1, marked at the top of Fig. 12.10, where the transducer was 

exposed to the regime created by three shock fronts, the maximum pres-
sure was 2.04 bars.  The first two merged, forming a transmitted front 



12.1 Development      311 

propagating at a speed of 720 m/sec (Ma = 1.5).  The third propagates at an 
absolute velocity of 1730 m/sec, corresponding to a relative velocity of 
1400 m/s (M = 2.5).  The pressure ratio across the transmitted front is 2.5 
and that across the third is 7.2 for an overall pressure ratio of 17.3, corre-
sponding to a pressure rise of 1.88 bars.  At location 2, the first peak was 
out of scale, but at location 3, where the transducer was exposed to a fully 
developed detonation, it was 2.04 bars, corresponding to a pressure ratio of 
19.5, while the velocity of the detonation front recorded in Fig. 12.3 was 
2380 m/sec.  For comparison, the pressure ratio of a Chapman-Jouguet 
detonation is 17.3 and its velocity is 2240 m/sec. 

The mode of DDT presented by the preceding figures is just but one of 
many in which it can occur (vid. Urtiew and Oppenheim 1966).  An exam-
ple of another kind is provided by Fig. 12.13 portraying its development in 
a stoichiometric hydrogen-oxygen mixture, initially at a pressure of 0.916 
bar,   Here the critical blast wave is initiated in the cavity of the tulip-shape 
turbulent flame, rather than by shock merging ahead of it.  There were also 
two blast weaves recorded in this case, but, unlike the previous case, it was 
the second blast that overwhelmed the first. 

This record was sufficiently complete to trace all the shock interactions, 
taking place ahead of the accelerating flame right from its inception by the 
spark discharge.  Together with the pressure transducer records taken si-
multaneously it was then possible to deduce the thermodynamic history of 
DDT.  The results are presented in Fig. 12.14 where, for reference, frame 
at 715 µsec of Fig. 12.13 is provided on top.  Displayed there, in particu-
lar, is the path of the critical particle, which was initially at rest and culmi-
nated at the center of the ‘explosion in explosion’ that marks the onset of 
the blast wave with the detonation front propagating forward and the reto-
nation front propagating backwards. 

The evolution of pressure and temperature of the critical particle speci-
fied its path on the state diagram of thermal ignition limits (vid. Fig. 3.3) 
displayed in Fig. 12.15.  As apparent there, its terminal point at 720 µsec, 
when the critical particle is at the center of the DDT’s ‘explosion in explo-
sion,’ is still below the third thermal ignition limit.  The gasdynamic com-
pression alone is, therefore, insufficient to produce the blast wave of ‘ex-
plosion in explosion.’  Its formation had to be promoted additionally by 
radiation from the high temperature of the flame front and active radicals 
jetted forth from it by the Tollmien-Schlichting waves. 
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Fig. 12.13. Cinematographic schlieren record of DDT in a stoichiometric hydro-
gen-oxygen mixture, initially at a pressure of 0.916 bars, triggered in the cavity of 

 
 

a tulip-shape turbulent flame (Meyer et al. 1970) 
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Fig. 12.14. Time-space history of the gasdynamic events culminated by DDT
displayed by Figs. 12.1-12.3 (Meyer et al. 1970) 
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Fig. 12.15. Process of the critical particle on the thermal ignition diagram (Meyer 
et al. 1970) 
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To provide an analytical interpretation of these records, the gasdynamic 
flow field produced by an accelerating flame leading to its transformation 
into detonation was reproduced by numerical analysis carried out by 
Kurylo et al (1979).  The gasdynamic equations presented in Chapter 7 
were integrated for this purpose by an explicit, second order accurate, fi-
nite difference technique combined with an algorithm for insertion of al-
gebraic expressions for front interaction events.  The space-time diagram 
thus evaluated is presented by Fig. 12.16, while, in order to display the 
gasdynamic flow field at the onset of detonation, an enlargement of the 
sector marked by frames in Fig. 12.16 is provided by Fig. 12.17.  This so-

  
 
 

 
  

 
Fig. 12.16. Time-space diagram of flow field produced by an accelerating flame 
leading to its transformation to detonation (Kurylo et al 1979)  
 

lution bears a remarkable similarity to that presented by Fig. 12.5 and 
12.6, which was obtained by the cruder vector polar method.
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Fig. 12.17.  Enlargement of sector marked by frames in Fig. 12.16 displaying the 
gasdynamic flow field at the onset of detonation (Kurylo et al 1979) 
 
In the numerical solution presented by Figs. 12.16 and 12.17, just like in 

onset of detonation had to be postulated since one-dimensional analysis 
cannot take into account the multidimensional phenomena illustrated by 
Figs. 12.10-12.13.  With the evidence provided by the latter, the physical 
mechanism of DDT has been exposed, while the full history of its devel-
opment from the start of a flame kernel is accounted for by its one-
dimensional interpretation.     

12.2. Structure 

Early concepts of the structure of detonation were based on the investiga-
tions of it spinning mode exemplified by the classical paper of Bone et al 
1935 recounted in previous section.  Thereupon, detonation was consid-
ered as a double front system, a shock followed by deflagration, expressed 
by the classical NDZ (Neuman-Doring-Zeldovich) model. 

The notion that there is more to it was first brought up by the records  
of White 1961 obtained with the use of a Mach-Zehnder interferometer.   
The impression conveyed by them was expressed in the title of his  

Figs. 12.5  and 12.6 obtained by the vector polar method, the instant of the 
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paper: “Turbulent structure of gaseous detonation,” as implied by Fig. 
12.18 and  12.19. 
 

 
 
Fig. 12.18. Longitudinal fringe interferometer record of a self-sustained detona-

 

 
 
Fig. 12.19.  Zero fringe interferometer record of a self-sustained detonation in 
2H+O2 mixture at initial pressure of 100.5 mm Hg (White 1961) 

tion in 2H+O2 mixture at initial pressure of 100.5 mm Hg (White 1961) 
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At the same time, extensive studies of detonation were carried out at the 
Academy of Sciences in Moscow.  Especially instrumental for them was 
the realization that detonation front has the biblical property of writing on 
the walls.  Its records were obtained by covering the walls of the detona-
tion tube with a thin layer of soot (Soloukhin !963).  An example of such a 
record is provided here by Fig. 12.20 displaying an imprint of a self-
sustained detonation front on a soot covered wall together with its cine-
matographic schlieren record. 

 
 
Fig. 12.20.  Imprint of a self-sustained detonation front on a soot covered wall and 
its cinematographic schlieren record (Oppenheim 1985) 
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By having one of the glass walls of the test section coated with a soot 
layer, the detonation front was caught in the act of writing on the wall.  A 
cinematographic sequence of schlieren records of a self-sustained detona-
tion front passing through this test section is presented by Fig.12.21.  

 
Fig. 12.21. Cinematographic schlieren record of a propagating self-sustained deto-
nation front with its simultaneously recorded imprint on a soot covered wall (Op-
penheim 1985) 
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 This action is displayed distinctly by Fig. 12.22 - a record obtained 
with a stoichiometric hydrogen-oxygen at a sufficiently low initial pressure 
to bring down the power density of deposited exothermic energy to  a 
minimum, as a consequence of which the number of the 'writing heads' is 
reduced to one. 

 

 
Fig. 12.22. Cinematographic schlieren record of a propagating self-sustained deto-
nation front formed by the triple point of a single Mach intersection with its simul-
taneously recorded imprint on a soot covered wall (Oppenheim 1985) 

 
A quantitative, experimental insight into gasdynamic mechanism, by 

which the cellular structure of a Chapman-Jouguet detonation is created, 
was provided by Lundstrom & Oppenheim (1969).  The experiments were 
performed with a mixture of 2H2+02+2N2, maintained initially at a pres-
sure of 59 mm Hg and room temperature (20oC).  A cinematographic 
schlieren record of the Chapman-Jouguet detonation obtained under such 
circumstances with a soot-coated wall is presented by Fig. 12.23.  With di-
lution by nitrogen and sufficiently low initial pressure the number of 

’

writ-
ing heads’ was, as in the previous case, reduced to one.  The progress of 
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the shock front across the cell was here monitored and its consecutive po-
sitions marked by numbers displayed in white on subsequent frames. 

 

 
Fig. 12.23. Cinematographic schlieren record of a single Chapman-Jouguet 
detonation in a mixture of 2H2+02+2N2, initially at a pressure of 59 mm Hg and 
room temperature with its imprint on a soot-coated wall  (Lundstrom and Oppen-
heim 1968) 

A time-space trajectory of the front, ti(xi), deduced from Fig. 12.23, is 
displayed by Fig. 12.24. 
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Fig. 12.24. Time-space trajectory of the front of blast wave formed by collision 
between Mach intersections in the course of its travel across a detonation cell, to-
gether with its velocity and Mach number (Lundstrom and Oppenheim 1968) 

  
 
Its velocity modulus, evaluated thereby, is µ = 0.5714 = constant, corre-

sponding to λ = 1.5.  On this basis, the front trajectory was extrapolated to 
ti = 0, the origin of the coordinate system where the radius of the front R = 
0.  As evident from the latter, upon deposition of the exothermic energy at 
the origin of the blast wave of point explosion, its front decays, as demon-
strated by the plot of its velocity, w, and Mach number, M, with reference 
to the scale on the right side. 
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Thus, a self-sustained Chapman-Jouguet detonation front has been re-
vealed to possess the following properties: 
 1. Its elementary component is a Mach intersection 

2. Its cellular structure is imprinted on the wall by the chisel-like action 
of the concentrated vortex formed by shear across the slip interface at the 
triple point of the intersection, acting as the ‘writing head.’ 

3. It is powered by point explosions created by collisions between Mach 
intersections whose kinematics is presented by Fig 12.25 – an event made 
out of two symmetric Mach collision with a wall presented in section 
9.12.4. 

 

 
Fig. 12.25. Schematic diagram of collision between Mach intersections 
I: incident shock; II: Mach front; R: reflected shock; S: slip line 
(Oppenheim 1985) 

  
A schematic diagram of a self-sustained detonation front, reconstructed 

on this basis, is presented by Fig. 12.26.  As portrayed there, the detona-
tion front is headed by the front of a blast wave, followed by a deflagra-
tion.  The blast wave is generated by the high power density of exothermic 
energy deposited in the high temperature and pressure regime created by 
Mach stems of triple point intersections.  Under such circumstances, the 
exothermic energy of the explosive gas is deposited almost instantane-
ously.  In its progress along the cellular structure, the energy of the blast 
wave remains invariant and the double-front system of the shock and de-
flagration is, therefore, progressively decaying.  The velocity of the shock is 
steadily decreasing and so is the temperature and pressure behind its front. 
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The distance between the deflagration and shock fronts is, concomi-
tantly, increasing, so that, at later stages of its traverse across the detona-
tion cell, the double front system is at the verge of extinction.  Propagation 
of the detonation front depends then crucially on the subsequent collisions 
between Mach intersections that occur at a frequency commensurate with 
the eigenvalue of oscillations satisfying the zero normal velocity condition 
at the walls.  It is by the same action that the size of the detonation cells is 
controlled. 

 

 
 
Fig. 12.26. Schematic diagram of a self-sustained detonation front displaying its 
cellular structures formed by collisions between Mach intersections (Oppenheim 
1985) 

 
Obtained thus is the following clarification for the remarkably constant 

propagation velocity of a Chapman-Jouguet detonation front.  The velocity 
is fixed by chocked flow of the Chapman-Jouguet condition, MCJ = 1, 
reached by detonation products behind the front.  This constrain is com-
municated to the front by the expansion wave that is formed whenever it 
tends to accelerate.  Its propagation velocity is then maintained by the fre-
quency of collisions between Mach intersections manifested by the size 
(and number) of its cellular structure – a mechanism typical of the modus 
operandi of closed-loop control systems.  
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Nomenclature 

Symbols 

 
 
A area 
CK  (∂eK/∂wK)p gradient of a vector in the state phase diagram 
cKp (∂hK/∂T)p specific heat at constant volume 

cKv (∂eK/∂T)v specific heart at constant pressure 
D mass diffusivity 
eK internal energy 
ev constant internal energy and specific volume 
G  Green's function 

g 2
na wρ

p  normalized pressure 

F u
r
tf

x µ
=

τ  velocity coordinate of phase space for blast waves  

f 
nw

u  normalized velocity  

h 
aρ

ρ  normalized density 

hK  enthalpy 
hp constant enthalpy and pressure 
M mass 
MK  molecular mass 
mk 1 - 1

kn−   
n polytropic index 
p pressure 
P p/pi normalized pressure 
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qRo uRo – uPo - reference exothermic energy 
qR exothermic energy 
qw energy expended by heat transfer to the walls 
R reactants, universal gas constant 
RK R/MK 
R radius 
t time 
TK temperature 
U velocity normal to exothermic front 
u internal energy in thermodynamic tables 
v specific volume 
V νK/vi  
w pv dynamic potential 
ww energy expended by work on the surroundings 
WK wK/wSi 

x progress parameter, 
nr
r  

YK mass fraction 
YR mass fraction of reactants  

Z 
ρ

τ p
r

t
h
g

x
22 )

µ
()( =  velocity of sound coordinate  

zK eK,,wK, generalized state coordinate  
 
α thermal diffusivity; coefficient of the life function 
χ power index of life function 
∆ dilatation 
δ Dirac delta function; index in life function,  

ε 2
nw

e  normalized internal energy  

Φ scalar potential of (irrotational) velocity 
γ isentropic index 
κ bulk viscosity 
λ air-equivalence ratio 

λ 2
n

nn

n

n

r
rr

rd
wd

d
yd

2
ξ

−=−=
ln
ln

2
ln
ln  decay parameter of blast waves 

µ 
2

2λ
ln
ln

ln
ln +

=≡≡
n

nn

n

n

r
tw

d
d

td
rd

η
ξ  velocity modulus of blast waves, 

 µ shear viscosity 
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ν vS/vc normalized volume,  stoichiometric coefficient, kinematic vis-
cosity 

π n
Spv  polytropic pressure model 

θ crank angle 
ρ density 
σ air/fuel mass ratio 

τ  
if

i

tt
t

−
−t , 

if

i

Θ−Θ
Θ−Θ

 progress parameter of time, 
nr
t  

ξ 
or
nr  normalized front radius of a blast wave  

ζ exponent of the life function 

Vectors 

B vector potential of (rotational) velocity 
nF unit vector normal to front 
s unit vector unidirectional to front 
u velocity vector 
u∆∆∆∆ dilatational velocity component 
uωωωω vortical velocity component 
U component of velocity vector normal to exothermic front 
WF exothermic front velocity 
x space co-ordinate 
ωωωω vorticity vector 

Subscripts 

A air 
a atmosphere of surroundings 
c compression 
E effective part of generated products, or of consumed fuel 
f final state 
F front, fuel 
i initial state 
I ineffective part of generated products or of consumed fuel 
n front 
p piston, effective part of consumed fuel 
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P products 
R reactants 
st stoichiometric 
S system 
 

Designations 

A air 
B inert component 
C charge 
c compression 
e expansion   
E effective 
F fuel 
f final 
i initial 
I ineffective 
K A, F, R, B, C, P 
R reactants  
P products 
s surroundings 
S system 
t terminal 



Index

advection  125, 141 
air-equivalence ratio  3 
Algebraic Solution  269 
analytic functions  11 
Arpaci  68 
Arrowhead intersection  220, 221 
Atom Bomb Explosion  270 
auto-catalytic chain reactions  52 
Autonomous Form  244 

  
balance of volumes  18 
Barenblatt  253 
baroclinic  125, 126 
Bazhenova  297 
Belotserkovskii  274 
Berthelot & Vieille  298 
Biot-Savart  120 
Blast wave coordinates  233, 238 
Blast waves  231 
Bone, Fraser and Wheeler  317 
Boundary conditions  247, 263 
Brinkley and Kirkwood  274 

  
Carslaw and Jaeger  68 
Chapman-Jouguet  181, 182, 183, 

184, 186, 197, 198, 200, 213, 214, 
307, 311, 320 

chemical source  83 
CHEMKIN  83, 84 
Chester  274 
Chorin  118, 120, 125, 127, 131, 

133, 134, 137, 141 
circulation  133 
collision  210, 213, 214, 220, 225,  
combustion system  3 
compatibility conditions  165 
complex potential  141 
components  3 

conservation principles  18 
conservation vector  237 
continuity  128, 161 
control logistics  30 
convection operator  132 
convolution integral  119, 120 
coordinate transformation  20 
Courant & Friedrichs  231, 253 
cylinder charge  19 

  
Damköhler number  121 
DDT  297, 308, 311, 312, 313,  

316  
decay coefficient  234 
deflagration polars  189, 193, 

194 
density profiles  266 
diffusion operator  132 
dilatation  118, 119, 120, 121, 124, 

125, 141 
Dirac delta  122, 130, 133 
Döring  197 
Duhamel integral  71 
dynamic potential 6, 10, 13, 15 
dynamic stage  5, 6 

 
Edwards  297 
effective  5 
eikonal  119, 125 
energy balance  3, 24, 161 
energy expenditure  24 
energy integral  251 
Eulerian space profiles  240, 256 
Eulerian time profiles  241, 255 
Evolutionary Aspects  45 
exothermic center  18 
Exothermic Center  171 
exothermic energy  20 



exothermic process  17 
expanded Form  243 
expansion fan  206, 207, 208 
explosion in explosion  307, 311 
exponential front trajectory  264 

  
far flow field  231 
field  235, 265 
field coordinates  235 
final state  6 
Friedman  274 
front  234, 263 
front coordinates  234 
fronts of explosions  227 
fuel equivalence ratio  3 
Fujiwara  297 

  
G.I. Taylor  231 
gasdynamic discontinuity  177 
Gaussian random variable  133 
generalized state parameter  19 
Ghoniem  120, 125, 127 
Gibbs   
Goldstein and von Neumann  273 
Green’s function  120, 130 
Guderley  261 

  
heat release  20 
heat release analysis  26 
Heavyside  122 
Helmholz  118, 119 
hodograph  122 
Hugoniot  179, 180, 181, 182, 184, 

186, 199, 225, 249 
Hugoniot equation  248 

  
ineffective  5 
initial state  6 
integral functions  250 
irrotational component  119, 120 
isentropic index  22, 183 
isentropic relationships  22 

  
Jacobian  238 
Jouguet  182, 186, 198, 201 

 

Kestin   
Korobeinikov  253 
Korobeinikov and Chushkin 273, 281 

 
Lagrangian grid-less  121 
Lagrangian time profiles  255 
Lagrangian Time Profiles  242 
law of population growth  46 
Lee  297 
level set method  121, 125 
life function  12, 58 
linear state trajectories  22 
locus of states  17 
logarithmic front trajectory  264 
Lundstrom & Oppenheim  320 

  
Mach intersection  218, 220, 222, 

223, 224, 225, 226 
Mach number  180, 182, 186, 188, 

191, 204, 213, 220, 222, 223, 226 
Macor  68 
Mallard & Le Chatelier  297 
Manson  297 
mass fraction of products  24 
mass integral  251 
merging  216, 217 
method of characteristics  164 
Meyer  312 
mixing  17 
momentum equation  161 

  
Navier-Stokes equation  117, 127 
normalized form  236 
numerical shear layer  135, 137, 

138 
oblique detonation polars  205

 

Oppenheim and Kamel  304 
Oshima  274 
Oswatitsch  166, 167 

  
Peter Gray  82 
phase coordinates  277 
phase plane  257 
phase space method  273, 274 
Poisson equation  119, 120, 140 
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polar diagrams  188 
polytropes  11 
polytropic index  22 
polytropic pressure model  11 
Prandtl-Meyer expansion  206 
pressure diagnostics  5, 35 
pressure profiles  265 
products  3 
propagation  124, 125 
propagation velocity  234 

  
random vortex method  127 
Rankine-Hugoniot  180, 186, 198, 

199, 250, 261 
rarefaction polars  195, 196, 197 
Rayleigh line  180, 182, 183, 186, 

199, 200, 249 
reference radius  252 
Reynolds number  118 
rotational component  118, 119, 120 

 
Sakurai  231, 274 
scalar potential  119 

Schwarz-Christoffel transformation  
141 

Sedov  231, 253 
self-advancement  141 
self-similar blast waves  253 
self-similarity  70 
Semenov  81 
Sharatova   
Shchelkin & Troshin  297, 312 
shock intersections  219 
shock merging  215 
shock polars  188, 189, 203, 211, 216 
shock tube  210, 211, 212 
simple waves  194 
singularities in the phase plane  261 
Soloukhin  297, 318 
source blobs  139 
Stanyukovich  253 
state diagram 28 
Stefan-like interface  141 
stoichiometric proportions  3 
stream function  130, 131, 139 

Strehlow  297 
struggle for life  47 
substantial derivative  128 

  
Taylor  253 
Taylor & Tankin  297 
temperature explicit  53 
temperature profiles  265 
terminal point  17 
thermodynamic phase space  15 
thermodynamic stage   
thermodynamic states  15 
Tollmien-Schlichting  306, 307, 311 
Trinity explosion  231 

  
Urtiew and Oppenheim  303 

  
Van Tiggelen  297 
vector form  236 
vector potential  130 
velocity modulus  234 
velocity of sound  22 
velocity profiles  266 
Vibe function  55 
Voitsekhovsky  297 
volume balance  23 
von Neumann  182, 186, 197, 210, 

215, 231, 253 
vortex blobs  130 
vortex dynamics  130 
vortex sheets  134 
vortex transport equation  129 
vorticity  134 
vorticity field  129, 132, 133 

  
wave interactions  210 
wave intersections  218 
White  316 
Whitham  274 
Whitham rule  274 

  
Zel’dovich  197, 231 
Zeldovich & Kompaneets  297 
Zel'dovich & Raizer  253 
z-plane  142 

ζ-plane  142 

Schwarz-Christoffel theorem  132, 143
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