
       

 
 



The Genetics of Cognitive Neuroscience



Issues in Clinical and Cognitive Neuropsychology

Jordan Grafman, series editor

Patient-Based Approaches to Cognitive Neuroscience

Martha J. Farah and Todd E. Feinberg, editors

Gateway to Memory: An Introduction to Neural Network Modeling of the Hippocampus and Learning

Mark A. Gluck and Catherine E. Myers

Neurological Foundations of Cognitive Neuroscience

Mark D’Esposito, editor

The Parallel Brain: The Cognitive Neuroscience of the Corpus Callosum

Eran Zeidel and Marco Iacoboni, editors

Fatigue as a Window to the Brain

John DeLuca, editor

Patient-Based Approaches to Cognitive Neuroscience, Second Edition

Martha J. Farah and Todd E. Feinberg, editors

Neurogenetic Developmental Disorders: Variation of Manifestation in Childhood

Michèle M. Mazzocco and Judith L. Ross, editors

The Genetics of Cognitive Neuroscience

Terry E. Goldberg and Daniel R. Weinberger, editors



The Genetics of Cognitive Neuroscience

edited by Terry E. Goldberg and Daniel R. Weinberger

The MIT Press

Cambridge, Massachusetts

London, England



© 2009 Massachusetts Institute of Technology

All rights reserved. No part of this book may be reproduced in any form by any electronic or 

mechanical means (including photocopying, recording, or information storage and retrieval) 

without permission in writing from the publisher.

MIT Press books may be purchased at special quantity discounts for business or sales promotional 

use. For information, please email special_sales@mitpress.mit.edu or write to Special Sales Depart-

ment, The MIT Press, 55 Hayward Street, Cambridge, MA 02142.

This book was set in Stone Sans and Stone Serif by SNP Best-set Typesetter Ltd., Hong Kong and 

was printed and bound in the United States of America.

Library of Congress Cataloging-in-Publication Data

The genetics of cognitive neuroscience / edited by Terry E. Goldberg and Daniel R. 

Weinberger.

 p. cm. – (Issues in clinical and cognitive neuropsychology)

Includes bibliographical references and index.

ISBN 978-0-262-01307-9 (hardcover : alk. paper) 1. Neurogenetics. 2. Cognitive neuroscience. 

I. Goldberg, Terry E. II. Weinberger, Daniel R.

QP356.22.G463 2009

612.8–dc22

  2008044259

10 9 8 7 6 5 4 3 2 1



Dedication

We would like to thank the subjects who willingly participated in these sometimes 

diffi cult studies and gave their time, effort, and DNA and the scientists, named in this 

book and unnamed, who thought hard about the issues in this fi eld and then did the 

work to get the studies done. We also would like to thank our families, who have been 

patient with us.





Contents

Preface  ix

Introduction  xi

I Methodologies for Genetic Association Studies of Cognition  1

 1 Molecular Genetics and Bioinformatics: An Outline for Neuropsychological 

Genetics  3

Lucas Kempf and Daniel R. Weinberger

 2 Statistical Methods in Neuropsychiatric Genetics  27

Kristin K. Nicodemus and Fengyu Zhang

 3 Animal Models of Genetic Effects on Cognition  51

Francesco Papaleo, Daniel R. Weinberger, and Jingshan Chen

II  Genetic Approaches to Individual Differences in Cognition and Affective 

Regulation  95

 4 The Genetics of Intelligence  97

Danielle Posthuma, Eco J. C. de Geus, and Ian J. Deary

 5 Candidate Genes Associated with Attention and Cognitive Control  123

John Fossella, Jin Fan, and Michael I. Posner

 6 Genetics of Corticolimbic Function and Emotional Reactivity  145

Ahmad R. Hariri, Erika E. Forbes, and Kristin L. Bigos

 7 Genes Associated with Individual Differences in Cognitive Aging  159

Terry E. Goldberg and Venkata S. Mattay



viii Contents

III  Genetic Studies of Cognition and Treatment Response in Neuropsychiatric 

Disease  175

 8 Genetics of Dyslexia: Cognitive Analysis, Candidate Genes, Comorbidities, and 

Etiologic Interactions  177

Bruce F. Pennington, Lauren M. McGrath, and Shelley D. Smith

 9 Cognitive Intermediate Phenotypes in Schizophrenia Genetics  195

Gary Donohoe, Terry E. Goldberg, and Aiden Corvin

10 The Genetic Basis for the Cognitive Deterioration of Alzheimer’s Disease  221

John M. Ringman and Jeffrey L. Cummings

11 Pharmacogenetic Approaches to Neurocognition in Schizophrenia  245

Katherine E. Burdick and Anil K. Malhotra

Contributors  261

Index  263



Preface

Cognitive genetics and imaging genetics are emerging fi elds that seek to combine and 

integrate advances in capturing the implications of the sequence of the human 

genome with advances in understanding the neural underpinnings of cognitive archi-

tecture, personality dimensions, and affective regulation. This edited, multichaptered 

volume is designed to give the reader a working understanding of the infl uence of 

specifi c genetic variants on cognition, affective regulation, personality, and CNS dis-

orders. The book can be read as a primer with sections on molecular genetics, statistical 

approaches, and heritability of cognitive and personality traits, with up-to-the-minute 

reviews of promising candidate genes for cognition and affective regulation, neuro-

logic and psychiatric disorders, and pharmacogenetic response. We view the book as 

a how-to manual that should provide a set of principles or “tools” for critically evalu-

ating recent studies and as a compendium of “what’s out there” for thinking about 

and planning one’s own studies.





Introduction

It has been known for a century that many aspects of personality run in families. 

Adoption studies and studies of twin populations have shown that many human 

characteristics related to cognition, temperament, and other aspects of personality, as 

well as all major psychiatric disorders, are heritable. Recently, genes for variation in 

such human characteristics are being discovered, and the mechanisms by which they 

have an impact on these characteristics is a matter of active investigation. This volume 

is about one approach to understanding the genetic mechanisms of such inherited 

traits. We have attempted to maintain a balance between up-to-the-minute under-

standing of new candidate genes and their relationship to cognition, affective regula-

tion, and neurophysiology and more general methodological points about association 

studies as they may relate to cognition and their conceptual underpinnings, emphasiz-

ing the latter. We have taken this tack because the shelf life of a book on genetics will 

be an issue in this fast-evolving fi eld. We are hoping that by using a set of judiciously 

focused and formatted chapters, the book will remain a fresh and a valuable resource 

even as new discoveries and advances come out around it.

One key aspect of the book is an emphasis on the fundamental conceptual issues 

regarding experimental designs and their limitations, use of informatic tools, integra-

tion of data from different levels of analysis, and basic ideas about validity of fi ndings 

in a fi eld already notorious for arguments about false positive results. We hope to get 

across the idea that the genetic endgame is not only about statistical p values but also 

depends on prior probabilities based on knowledge of a gene’s biology; that is, associa-

tions must be replicable and placed in a neurobiological context for validation.

Of course, the critical dependent measures in the work presented here will involve 

cognitive test scores, personality measure profi les, and electrophysiological and 

neurophysiological responses (the latter driven by various neuroimaging activation 

paradigms), as opposed to categorical case-control studies of disease. The use of inter-

mediate phenotypes with a putatively simpler genetic architecture (e.g., cognition in 

schizophrenia), which may be necessary to discern associations between gene and 

dimensional aspects of disease, will also be discussed.



xii Introduction

The strength of associations between genes and cognitive processes and affective 

regulation will be key to the endeavor’s scientifi c success and will be a function of the 

paradigm’s sensitivity to common genetic variants that affect the gene’s product. 

Many of the paradigms that are being used or will be used to assess gene–cognitive 

phenotype associations come from cognitive science. However, this is no guarantee 

that we have parsed cognition in a genetically informed way, and it will take numer-

ous reparsings of cognitive operations that occur iteratively before the fi eld stabilizes 

around core fi ndings.

The level of the reader of this book may be quite broad, from an advanced post-

doctoral fellow or independent researcher who wants to bring himself or herself 

quickly up to speed in the area and gain a more sophisticated understanding of the 

fi eld’s methods and assumptions to an experienced researcher in genetics or cognitive 

science who wants to learn about the bridge between these scientifi c disciplines. The 

book can be read both as a primer with sections on molecular genetics, statistical 

approaches, animal models (including “knockout” and transgenic mice), and herita-

bilities, and as a series of critical, up-to-the-minute reviews of promising candidate 

genes for cognition, affective regulation, neurologic and psychiatric disorders, and 

pharmacogenetic response. Our ideal reader should come away with an appreciation 

that the approach offers a translational and mechanistic approach to higher level 

information processing and behavior. Demonstrating how DNA sequence or structural 

differences result in molecular biological differences which result in neurophysiologi-

cal differences which result in cognitive differences is the goal. Animal work will be 

reviewed when its relevance to humans at the phenotypic and genetic levels is clear 

or makes an important conceptual point. It should be appreciated that, at least at this 

stage, the work is reductionistic in nature as phenotypic development will be oriented 

to discovering the most basic and elemental information-processing routines.



I Methodologies for Genetic Association Studies of Cognition





1 Molecular Genetics and Bioinformatics: An Outline for 

Neuropsychological Genetics

Lucas Kempf and Daniel R. Weinberger

In investigating the hereditary transmission of talent, we must ever bear in mind our ignorance 

of the laws which govern the inheritance even of physical features.

—Francis Galton

There is a beautiful diversity and depth to human thoughts and behaviors. Poets, 

philosophers, and children alike wonder at the mysteries of why we cry with sorrow, 

laugh with joy, learn to read, or ride a bicycle. By what mysterious mechanisms do 

we experience these feelings and develop these abilities? The fundamental governing 

principles of biology are found in our genes. Human genetics is the study of the 

biology of inheritance and variability in our human species, and, therefore, neuropsy-

chological genetics is the study of human genetics as it applies to the cognitive and 

emotive functions of the brain. This is not to say all our brain functions are purely 

controlled by our genes, but neuropsychological genetics is the study of those com-

ponents that can be explained by them.

It has long been argued that cognitive and behavioral traits might primarily be the 

result of either nature or nurture. This time-honored dichotomous argument is gradu-

ally dissolving with the discovery that it is ultimately the interaction between our 

biology and our experiences that determines how we think and feel. While the concept 

of a phenotype’s equaling the combined effects of genetic and environment compo-

nents (G + E) is taught in basic biology classes, the popular conception of this reality 

has lagged when we point the microscope at our own thought processes. Neuropsy-

chological genetics has emerged as a discipline focused on the interaction between 

our genetics and our experience within the context of processing cognitive and emo-

tional information. This new focus has led to a revolution in the understanding of 

our basic thought processes.

One of the key concepts underlying the role of genetics in any complex human trait 

such as cognition is that of heritability. A trait’s heritability is the variance in its 

expression that can be accounted for solely by variation in genetics. The total variance 

in the expression of a phenotype is the combination of the variance that is genetically 
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determined and that which is environmentally determined. A person’s height is deter-

mined by both genetic predispositions and nutrition. It is important to note that the 

term “heritability” does not mean whether something is inherited or not. For example, 

having a head is obviously a genetically determined human trait, but its heritability 

is zero, because the phenotype does not vary in viable human beings. Conversely, 

religion shows considerable variability of expression in humans, but it is not accounted 

for by genetics and is therefore not inherited. The heritability of a trait can be deter-

mined from studies of twin populations, comparing the similarity of expression of a 

phenotype (e.g., height, asthma, diabetes, etc.) in identical (i.e., monozygotic) versus 

fraternal (i.e., dizygotic) twins, who share all of their genetic variance in the fi rst case, 

and, on average, only 50% in the second, but also mostly the same environment in 

both. Such studies have shown that many complex aspects of human cognition, tem-

perament, and personality are relatively highly heritable; in most instances more than 

50% of the variance in these characteristics is accounted for by genetic variance 

(Plomin et al. 1994). The term “heritability” also should not be confused with the 

concept of familiality. Characteristics may run in families because they are inherited 

(e.g., hair or eye color), but they also may be familial because they are “cultural” (e.g., 

going to school at Oxford or Harvard or eating with chopsticks). Thus, while aspects 

of cognitive functions are clearly under biological control, the impact of the environ-

ment may refl ect familial components that are not genetic.

The cognitive processes that we will discuss below arise from the nervous system, 

which is made up of networks of nerve cells that operate as molecular machines that 

are designed and maintained by intricate and elegant principles determined by our 

genes. Therefore, a brief review of the basics of molecular genetics, recent develop-

ments in the fi eld, and strategies for investigating the association between our genetics 

and our neuropsychological functions is of value.

A Brief History of Medical Genetics

For centuries, people have recognized the heritable nature of variable traits and have 

even explicitly used this knowledge on a limited scale in the breeding of domesticated 

plants and animals. The diversity and varieties of domestic dog breeds and the size 

and bountiful production of domestic crops compared to the wild varieties illustrate 

the use of controlled breeding programs for mutable traits. Ancient cultures had a 

keen interest in the inheritance of selected physical attributes of animals, and genetic 

anthropology illustrates the extent of these relationships. For example, modern com-

parative genomics studies have shown that all common species of domestic dogs are 

the result of selective breeding from a Chinese wolf ancestor, and the existing various 

domestic dog breeds are closer genetically to that wolf than other wild dog species 

(e.g., coyote, jackal) are to each other (Savolainen et al. 2002). This implies that the 
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complete spectrum of dogs seen at the Westminster Dog Show has been selectively 

bred after wolves, coyotes, and jackals diverged evolutionarily. Even the Old Testa-

ment makes reference to selective breeding programs in the story of Jacob and Laban, 

where Jacob was to inherit the spotted sheep from Laban’s herd and Jacob artifi cially 

infl uenced the breeding so the majority of the new generation was of the color he 

desired. Though the move away from mystical explanations for manipulation of vari-

able characteristics began relatively recently in human history, it is only in the last 

hundred and fi fty years that we have developed a scientifi c approach to understanding 

differences between inherited traits such as eye color and familial traits such as 

attending Oxford.

Two major observations greatly infl uenced the science of inheritance. The fi rst was 

Charles Darwin’s theory of evolution, revealed in The Origin of Species in 1859. He 

pointed out that variable traits of a species were heritable and evolving due to repeated 

matings under selective pressure for “fi tness,” with the environment’s being the pre-

dominant selective pressure for shaping a trait. Darwin believed that the offspring of 

individuals with a specifi c variation of a trait that improved their survival, even if the 

improvement was marginal, would also have an improved chance of reproducing. 

Over several generations of mating of the fi ttest specimens of a population (here defi ned 

as a group of individuals that are breeding together), the result would be a new species 

with special characteristics to fi t the environmental niche. Since the environment was 

changing, species were constantly under selective pressure, and therefore new species 

were continuously evolving. Darwin also recognized that, within a species, it was 

important for the entire population to contain large amounts of minor variation to 

serve as a reservoir for possible adaptive processes. He also believed that the minor 

variation seen in a population contains evidence of the evolutionary trail the species 

has taken through its history. As such, traits that no longer serve a current biological 

advantage, such as light skin pigmentation for enhanced vitamin D production in 

Northern Europeans, may still exist. Indeed, the skin cancer protection of darker skins 

in our now vitamin D–rich environment may currently have a selective advantage 

that was once a disadvantage in light-poor northern climates.

Darwin’s theory was quickly applied to human cognitive and behavioral traits by 

his half-cousin, the noted eugenicist Francis Galton. Galton authored the article 

“Hereditary Talent and Character” in 1865 and founded the Anthropometric Labora-

tory in London, which, as part of its scientifi c studies, included one of the fi rst 

attempts to show the heritability of cognitive and behavioral “biometrics.” This 

branch of study in London fathered many of the founding luminaries of the statistical 

method for measuring traits, most notably Karl Pearson and Charles Spearman.

In the same year that Galton wrote the fi rst paper on neuropsychological genetics, 

a monk and high school teacher in the natural sciences in Austria, named Gregor 

Mendel, was breeding peas hybrids at his monastery and made a series of seminal 
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observations that forever changed the fi eld of genetics (Mendel 1865). He noted that 

some simple traits, such as pea color or plant height, followed simple laws of inheri-

tance across plant generations. At the time it was believed that hybrids were always 

an intermediate phenotype between the parents—for example, a pink-colored fl ower 

would result from the mating of a red and a white fl ower. Mendel made the funda-

mental observation of a special case of inheritance of traits in hybrids that provided 

the fi rst insights into the fundamental mechanisms of genetics. When he mated (i.e., 

cross-pollinated) yellow peas with green peas, he discovered that these matings resulted 

in a predictable pattern of pea color in the next generation (F1); all were yellow. 

However, when this new all-yellow generation (F1) self-pollinated, the result was a 

3 : 1 ratio of yellow:green peas in the F2 generation. Mendel recognized that this unex-

pected result implied that traits were being passed silently from one generation to the 

next. In this example, the simple Mendelian trait of yellow pea color is referred to as 

dominant and green color is called recessive. This distribution of effects can easily be 

seen in a Punnet square (see table 1.1), in which b refers to the heritable unit account-

ing for green and B relates to yellow.

Mendel formulated that each individual pea had a combination of two basic units 

of inheritance, one from each parent, and that the male and female sex cells, the 

sperm and the egg in humans, contain only one unit from each parent and combine 

in mating to form a new offspring. This concept is one of the fundamental principles 

of heredity. While Mendel’s conceptualization is credited with being the fi rst descrip-

tion of a gene as being the fundamental functional unit of heredity information, the 

term “gene” was not used until 1909 by Wilhelm Johannsen. The term “gene” itself 

has gone through a complex evolution as the basic biological understanding of the 

structure and function of genes has changed.

Chromosomes and Meiosis

Further testing of Mendel’s observations by other scientists brought new insight that 

these units of inheritance did not sort independently with each mating. Some of these 

simple traits tended to segregate together with matings and were not found in off-

Table 1.1

Punnet square of a Mendelian trait crossing two heterozygotes (F1 generation), showing there 

would be a 3:1 distribution on traits in the resultant population (F2)

Maternal

Paternal B b

B BB Bb

b Bb bb



Molecular Genetics and Bioinformatics 7

spring according to a random distribution. In other words, it might be observed that 

short leaves and yellow peas tended to be found in the same offspring more than 

expected by chance. Long before the discovery of DNA and the visualization of the 

chromosome under the microscope, it was recognized that genes were lined up in 

series and were passed on in the egg or sperm in linked units. Our genome comprises 

two copies of twenty-two chromosomes (autosomes) and a pair of sex-determining 

chromosomes, XY for males and XX for females, contained in the nucleus of the cell. 

Each member of a pair of matching chromosomes is called a homologous chromo-

some. Each chromosome is made of a linear string of double-stranded DNA, composed 

of the four component nucleotides, and a complex of chromosomal proteins that 

provide structure and regulatory control. Chromosomes can be seen clearly under a 

microscope with special staining in the nucleus of dividing cells when the DNA strand 

is packaged tightly. The chromosome pairs are numbered from one to twenty-two for 

the autosomal chromosomes, and the order of their numbering corresponds roughly 

to their physical length, from the longest to the shortest. Chromosomes are further 

characterized by their physical structure, with each having a long arm, called the q 

arm (for queue, or tail, in French), and a short arm, the p arm (for petit, or small, in 

French), separated by a centromere. By using specifi c stains to label the appearance of 

chromosomes under the microscope, the arms can be further subdivided by patterns 

of stained bands, which have numbering designations. Thus, physical locations within 

a chromosome are designated by arm and band identity (e.g., 22q11 corresponds to 

the 11 (pronounced “one–one”) band of the long arm of the twenty-second chromo-

some). The visualization of chromosomal structure is called cytogenetics and is the 

oldest molecular method for studying human genetic disorders.

The evidence that there are exceptions to the law of random assortment of inherited 

traits led to the observation that, in general, the more tightly two genes are linked, 

the more physically close they tend to be along a chromosome. Unlinked genes (e.g., 

those on different chromosomes) are sorted together 50% of the time, because any 

offspring has a 50–50 chance of getting any individual chromosome from the chromo-

some pair. On the other hand, genes lined up on a chromosome should be inherited 

as an intact chromosomal unit. However, even genes that are close together on a 

chromosome can be segregated in a mating. This exception to the rule of chromosomal 

linkage was fi rst observed by Thomas Morgan in his studies of traits in fruit fl ies. He 

noted that genes that were on the same chromosome were not always passed together, 

and he devised a unit of measure, the morgan, representing the probability that two 

linked genes would end up being separated in a mating. Thus, a centimorgan (1  cM) 

denotes a genetic distance corresponding to the likelihood that two traits on the same 

chromosome will be separated once every hundred matings.

Separation of linked genes on a chromosome occurs because homologous chromo-

somes of a pair exchange genetic material, that is, they recombine during meiosis, the 
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process in cell division that is critical for forming gametes: sperm and egg. The fi rst 

step in meiosis involves alignment of the homologous pairs of chromosomes in the 

center of the nucleus. At this stage, homologous chromosomes can exchange portions 

of their q or p arms. This is called a crossover event, and it happens at least once for 

every pair of chromosomes for each meiosis. The exact location of the crossover is 

theoretically random, so genetic distance can be calculated as the probability that two 

linked loci will be separated by a crossover. The further apart two loci are on the 

chromosome, the more probable it is they will be separated by a crossover, because 

of the increased likelihood that the obligate crossover event will happen between 

them. Thus, if loci are close, they may only be separated once every ten meioses (cor-

responding to 10  cM of genetic distance), whereas if they are further apart, they may 

be separated half the time (50  cM), analogous to their being on separate chromosomes. 

This is the concept of genetic distance. Genetic distance is a rough estimate of physical 

distance measured in nucleotide base pairs (1  cM is about one million base pairs), 

although recent population analyses have discovered that this is not a precise measure 

of physical distance because crossovers do not occur at random; instead, there are 

so-called recombination hot spots and regions of relative sparing of crossover events. 

This has led to recent speculation that genes of evolutionally relative importance map 

to hot spots.

Errors can occur at all stages of the meiosis machinery, producing a variety of chro-

mosomal abnormalities, many of which result in nonviable zygotes or clear develop-

mental abnormalities. For example, whole chromosomes can be missorted during 

meiosis, creating some of the most commonly recognized genetic causes of mental 

retardation, such as Down’s syndrome, or trisomy 21, and Edwards syndrome, or 

trisomy 18. The crossover events of meiosis can lead to mismatches of base pairing, 

causing DNA deletions, insertions, duplications, inversions, and translocations of 

sequence. Each of these errors has provided insights into the discovery of genes that 

impact cognition. For example, the observation that patients with Down’s syndrome 

develop Alzheimer’s dementia was one of the fi rst clues to a gene for Alzheimer’s 

disease, the amyloid precursor protein gene on chromosome 21. Similarly, a family 

with a rare translocation of a chromosomal block from 1q to 11q led to the discovery 

of DISC1, a pleiotropic gene implicated in mood and psychotic disorders and related 

to memory and hippocampal function.

Gene Structure and Function

Identifying the genetic bases of cognitive and emotional traits involves an approach 

called statistical association. We know that genes do not code directly for complex 

phenomena like the experience of hallucinating a voice commenting on how you 

comb your hair or the belief that aliens have implanted a chip in your head or for 

more mundane cognitive experiences like memory or language. Rather, genes code 
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for the molecular machinery that carries out the functions of a cell. Historically, Beadle 

and Tatum (1941) proposed a theorem that one gene was responsible for one enzyme, 

but now we know that genes can code for many proteins and RNA structures. We now 

know that genes are responsible for a diverse array of proteins that extends beyond 

those related only to metabolism and includes those related to the structure and 

physiology of the cell. Therefore, genes f or memory or intelligence or for complex 

medical disorders such as schizophrenia are genes associated with the underlying 

physiological processes that each individual genetic polymorphism alters through 

its role in the molecular machinery of the cell. Together, susceptibility genes and 

environmental factors combine to impact these basic cellular mechanisms and cause 

variance in expression of cognition or of a behavioral disorder.

The human genome project has provided us with a nearly complete sequence of the 

entire human genome. Most of the DNA sequence is nongenic, meaning it is does not 

contain genes sequences and does not code for proteins. In fact, less than 5% of the 

human genome is thought to contain “genes” (Gerstein et al. 2007). However, the 

concept of what a gene is is still evolving: currently, a gene is considered to be a 

sequence of DNA that is transcribed into messenger RNA (mRNA) and further trans-

lated into a protein. A gene consists of multiple elements, including sequences called 

exons that are transcribed into mRNA and transported out of the nucleus for process-

ing into protein as well as sequences called introns that are not part of the mature 

mRNA. Introns often contain regulatory domains—for example, regions involving 

specifi c instructions in the splicing together of exons. Genes vary enormously in size 

and in their composition of exons and introns. Some genes are only a few thousand 

nucleotide bases in length, and others are over a million bases long. The common 

functional structure of a gene is that it starts transcription from the 5′ end with an 

untranslated sequence of mRNA that typically contains the signals for the transcrip-

tional machinery. Sequences of DNA that control whether the gene is transcribed are 

called promoter, inducer, or inhibitor sites. They are typically found close to the begin-

ning of the 5′ end of a gene, but sometimes they reside in sequences that are a great 

distance from the transcription start site. (It should be noted, however, that, due to 

coiling of the DNA strand itself, “a great distance” as laid out in a linear sequence in 

a textbook or on a Web site may be a distance that is quite short when measured in 

the three-dimensional space of DNA in vivo.) Researchers have even found some 

promoters and inhibitors 2 million bases distant from the 5′ transcription start site of 

a gene. The 3′ end of the gene also usually contains an untranslated region, which is 

important for mRNA stability, translational effi ciency, and mRNA degradation. While 

the vast majority of mammalian genes encode for proteins, some do not. For example, 

some genes encode ribosomal and transfer RNAs, which are involved in the translation 

of the genetic code into peptides. Some genes encode antiRNAs, or small interfering 

RNAs (siRNAs), a recently discovered family of genes involved in regulation of the 
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processing of other RNAs. Very recent evidence indicates that much more of the 

human genetic sequence is involved in gene regulation than was previously thought 

and that most DNA is transcribed as non-protein-coding regulatory elements 

(ENCyclopedia Of DNA Elements (ENCODE) pilot project 2007).

DNA codes for the construction of a protein via several intermediate steps. First, a 

section of the DNA sequence is copied or transcribed into an mRNA which is further 

processed or spliced and then translated into proteins. This is initiated by transcrip-

tional regulatory machinery, including factors that drive transcription, factors that 

inhibit it, and factors that modify both of these processes. The exact protein structure 

can also be modifi ed at the level of the mRNA, a process called splicing, which refers 

to the editing of expressed elements in the DNA sequence (exons), where some ele-

ments are added and others are subtracted. The fi nal mature mRNA, from which the 

protein is translated, may represent the full gene or only a portion of it. These are 

called slice variants. Splicing is a level of genetic variation that is especially important 

in the brain. It is thought that approximately 20,000 genes are expressed in the brain, 

but over 2 million proteins are estimated to be derived from these relatively few genes 

(Gerstein et al. 2007). With the addition of posttranslational modifi cations, the pro-

teins themselves can go through other modifying steps to change the function of the 

protein in the cell, its packaging, how and where it is shipped, its fi nal placement in 

or outside the cell, whether or not it is imbedded in the membrane or released as an 

extracellular messenger, or even specifi cation of a particular time in development for 

the gene to be active.

Principles of Genetic Variation

If the genomic sequence was exactly alike in every human, we would know that all 

human variation is a result of variation in each individual’s environment, but that is 

not the case. It has been estimated that unrelated humans are 99.9% the same as each 

other based on sequence variance. Humans are 96% to 97% genetically the same as 

the chimpanzee. That little difference in sequence makes a vast difference in pheno-

type. The human genome sequence that appears in the databases is actually a com-

posite sequence that resulted from the sequencing of several separate individuals. 

When variations between individuals were discovered, they were classifi ed and 

recorded as known variations and given numbered designates. Several private and 

public databases exist to catalogue these variations, the most commonly used database 

being dbSNP, sponsored by the U.S. government (see the Web site links at the end of 

this chapter).

The variation that we see in the human genome is largely the result of evolutionary 

changes based on the diversity of responses to our uniquely complex environment. 

Variation that impacts the brain is a key ingredient in the diversity of reactions to 

mental experience. Some people are thrilled with a multivariate linear algebra problem 



Molecular Genetics and Bioinformatics 11

that others fi nd to be the dullest thing imaginable; some of us love jumping out of 

airplanes with only a silk cloth and rope for protection, while others will fi nd that to 

be the most horrifying thing imaginable. Similarly to how a species benefi ts from 

variable traits to survive changing environmental pressures, our human species ben-

efi ts from an enormous variety of cognitive and emotional capacities. As a society or 

population of humans, we benefi t from having among us people who enjoying climb-

ing mountains, people who remember exactly what happened many rainy seasons 

ago, and people who can fi ght the neighboring tribe for water in times of drought. 

Without this cognitive and social diversity, our species would have diffi culty surviving 

the changing demands of the environment. Variations that have environmental 

advantage will increase in frequency over time in our species, those that are neutral 

will likely remain at a low frequency unless they are carried along by other variations 

that are linked to them, and variations that are deleterious will be selected out over 

time and become rare.

What is the form of this variation? Since our genome is made up of a double strand 

of 3 billion base pairs of DNA, the genetic variation takes place mostly in the sequence 

itself. This can be in the substitution of something as small as a single nucleotide for 

another (a single nucleotide polymorphism; SNP) to larger structural variations involv-

ing duplications or deletions of large segments of sequence. SNPs are the most frequent 

polymorphism, occurring approximately every 500 base pairs in the human genome, 

with simple short repeated sequences being the next most common. Repeated 

sequences are classifi ed by the number of repeating nucleotides, which can range from 

small repeats of only two nucleotides (dinucleotide repeats) to ones of quite some length. 

They are also characterized by the number of repeating elements, sometimes called 

variable number tandem repeats (VNTRs).

A recently discovered common genetic variation is in copy numbers of DNA 

sequences, so-called copy number variations (CNVs). While large cytogenetic deletions 

or duplications of sequence can be seen through the microscope, it has only recently 

been revealed that there are a surprising number of small deletions and duplications 

of DNA throughout the entire genome. Recent estimates are that CNVs, currently 

defi ned as being at least a kilobase in length, may actually be as common as SNPs 

(Sebat et al. 2004). Several well-known large deletions are relevant to neuropsychology. 

One is the deletion of a portion of 22q11, that is, the fi rst subband of the fi rst major 

band on the long arm of the 22nd chromosome, leaving affected individuals with 

only one copy of that genetic region. This hemideletion encompasses approximately 

thirty genes, one of which is the gene catechol-O-methyltransferase (COMT), whose 

function has been instrumental in elaborating the genetic contributions to variation 

in the physiology of the working memory network through its modulation of dopa-

mine levels (Egan et al. 2001). Likewise, the Williams–Beuren syndrome, caused by a 

smaller deletion on chromosome 7, has led to an understanding of genetic regulation 
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of visual spatial cognitive networks and to the facial emotion processing networks, as 

these patients have unique visual construction defi cits and a lack of social anxiety 

with people, but phobias related to threatening nonhuman objects such as sharks and 

barking dogs (Meyer-Lindenberg et al. 2006).

Another form of genetic variation that has been explored only superfi cially to this 

point is epigenetic control of gene function. Epigenetic regulation refers to genetic-like 

effects that are not related to changes in the DNA sequence. These effects may be 

inherited, or they may be spontaneous and arise in the genome after conception. 

Epigenetic mechanisms include changes in the histone proteins that package DNA 

into chromosomes and in the methylation of promoter–inhibitor regions in genes. 

For genes to be effectively transcribed, their promoters must be unmethylated and 

histones need to be appropriately unraveled so that the transcriptional machinery has 

access to the DNA molecule. One example of epigenetic regulation is the modifi cation 

of a chromosome inherited from one parent that effects gene transcription in the 

offspring. This is called imprinting, a term borrowed from the behavioral psychology 

literature. Angelman syndome is a classic example of genetic imprinting caused by 

deletion or inactivation of critical genes on the maternally inherited chromosome 15. 

Angelman syndrome is characterized by seizures, severe mental retardation, inappro-

priate laughter, and a characteristic face that is small with a large mouth and promi-

nent chin. The sister syndrome is called Prader–Willi syndrome and is caused by 

paternally derived deleted or inactivated genes. Prader–Willi syndrome is characterized 

by developmental delay, mild retardation, cryptorchidism (small or undescended 

testes), short stature, and hyperphagia and obesity (fatness due to overeating in an 

attempt to reach satiety). The phenotypes for each syndrome are vastly different, while 

genetic region is the same but depends on the paternally versus maternally different 

methylation patterns.

Variation Can Affect Gene Function

We have discussed several forms of genetic variation. Such variations can be coinci-

dental, that is, accounting for sequence variation in human beings but not accounting 

for variation in gene function, or they can be functional, that is, resulting in a change 

in the biology of a gene and its product. The mechanisms by which genetic variation 

affects gene function are numerous and can occur at every stage of gene processing, 

that is, at transcription, translation, and posttranslational modifi cation. For some 

examples that relate to brain function see table 1.2. To begin with, variations can 

affect the structure of the DNA or the transcribed mRNA. The genetic variations we 

discussed above are of the primary structure of DNA, simply the linear sequence of 

nucleotides. Genetic variation also can impact on the secondary structure, that is, how 

the DNA or RNA sequence loops around and interacts with itself. DNA and RNA are 

not stiff noodles; the sequence curls and can bind to itself in looping formations. 
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Changes in mRNA secondary structure may even involve sequence variations that 

appear functionally inert at the level of protein structure. For example, recent fi ndings 

have identifi ed a coding SNP in the COMT gene that changes both the primary and 

the secondary structure of the mRNA, but not the sequence of amino acids in the 

protein (Nackley et al. 2006). The SNP changes the DNA primary sequence in exon 4 

of the gene. Because the amino acid code is redundant (sixty-four trinucleotide codons 

code for the twenty amino acids), this nucleotide switch does not change the protein 

structure (i.e., it is a synonymous SNP). It encodes for leucine regardless of the SNP 

allele. Since there is no change in protein sequence, such SNPs have traditionally been 

thought to be functionally neutral. However, this SNP is not functionally neutral; it 

affects the translation of the gene by changing mRNA secondary loop structure and 

the ability of the translational machinery to have access to a more stable looping 

variant of the mRNA. Tertiary structure is the three-dimensional structure of the 

sequence, the coiling and bundling of the structure much like the classic description 

of the old desk telephone cords. Q  uaternary structure is the dynamic coiling and 

uncoiling and vibratory nature of the sequence. This can be varied by the binding of 

proteins to the sequence or the sequence itself. Different polymorphisms can alter all 

of these aspects of DNA and mRNA structural biology.

While genetic variation in noncoding parts of genes will not affect the amino acid 

sequence, they can still effect the transcription phase. By changing promoter or inhibi-

tor binding sites for various transcription regulatory factors, an allele can change the 

likelihood and amount of the gene that is transcribed. One example is the serotonin 

transporter gene polymorphism in which the promoter sequence is moved further 

from the start sequence of the gene physically by a VNTR (14), or the example of a 

SNP in neuregulin 1 (NRG1), a psychosis susceptibility gene, that changes the short 

sequence of a promoter–inhibiter binding site, thereby altering the binding of a 

Table 1.2

Examples of functional polymorphisms that affect neuropsychological function

Gene Location Polymorphism Function

COMT 22q11.2 Leu13Lleu Increased stability of mRNA and decreased 
translation

Val108/158Met 50% change in enzymatic activity

BDNF 11p14.1 Val66met Impaired intracellular transport

5-HTT 17q11 5-HTTLPR Altered transcription rate

NRG1 8p12 rs6994992 Promoter binding

Note. COMT, catechol-O-methyltransferease; mRNA, messenger RNA; BDNF, brain-derived 

neurotrophic factor; 5-HTT: serotonin transporter; 5-HTTLPR, a common polymorphism in the 

promoter region of the serotonin transporter; NRG1, neuregulin 1.
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transcription factor that turns the gene on or off (Tan et al. 2007). The effects of 

sequence variations that impact on transcription are typically quantifi ed by the 

amount of the mRNA measured in the cell. Other things that can alter the amount of 

mRNA transcripts found in the cell are CNVs that deviate from the typical two copies 

of any autosomal gene.

Once transcribed to mRNA, sequence variations in the mRNA sequence can affect 

the splicing of the transcript into different isoforms that are used differentially in 

specifi c cell types or at different developmental stages. This might be a more frequent 

source of variation than previously appreciated. Since these forms of variation tend 

to impact the timing and spatial characteristics of gene function, they are less likely 

to be as generally deleterious to the brain as alleles that cause widespread change in 

the gene by alteration of the amino acid sequence or disruption of the gene product 

completely. While the human genome project has given us the sequence of the human 

genome, the fi ner points of the human transcriptome are barely known. Expression-

level databases have been created that quantify the relative expression levels of differ-

ent genes by tissue type, development stage, or organism. These give helpful clues as 

to which genes may be involved in specifi c brain regions and, by inference, in the 

specifi c cognitive and behavioral functions mediated by these regions. For example, 

if a cognitive process requires hippocampal function, then testing genes that are 

expressed in the hippocampus would be a good start.

mRNA and protein translation levels can be altered also by variations that affect 

mRNA degradation. After DNA is transcribed into mRNA, a tail of multiple adenines 

is added to its “downstream” 3′ end. The length of the polyadenylated tail determines 

the stability of the message and how long the transcript can exist in the nucleus. 

Sequences in the 3′ end of the mRNA can bind a special set of ∼20 base pair sequences 

of RNA called siRNAs, which lead to more rapid degradation of mRNA. This recently 

discovered mechanism of mRNA regulations appears to have evolved from a protective 

mechanism that helped to degrade double-stranded RNA commonly found in viruses. 

This mechanism can greatly reduce the translation levels of an mRNA due to the lack 

of transcript available for translation. This mechanism is used by the cell to have 

ultrafast translational control of mRNA. This recent discovery of transcript regulation 

by microRNAs led to the awarding of the 2006 Nobel Prize in medicine.

SNPs in exons, called coding SNPs, may change the amino acid sequence and thus 

the primary, secondary, and tertiary structure of the protein. In the primary sequence, 

different amino acids each have different chemical and charge properties that infl u-

ence the complex three-dimensional structures of the protein products. Coding non-

synonymous SNPs can twist and bend the protein out of its usual shape. These effects 

usually change the physiology of the protein, and such SNPs are called functional. In 

the brain, there are examples of functional polymorphisms that alter protein sequence 

and cause ion channels to be leaky (Hahn and Blakely 2007) or result in changes in 
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an enzyme’s reaction sites (Bender et al. 2005) and, thus, its dynamics (Chen et al. 

2004).

The simplest form of protein sequence change and the fi rst to be investigated in 

human genetics are changes in the activity of enzymes. Sir Archibald Garrod, one of 

the forefathers of medical genetics, identifi ed at the turn of the 20th century a meta-

bolic change in urine that led to the discovery of the metabolic disease alcaptonuria, 

a genetic defi cit caused by a mutation in the enzyme homogentisic acid oxidase 

(Childs 1970). Changing a single amino acid has been shown to alter the activity of 

the enzyme COMT, a gene extensively studied recently in behavioral genetics that 

degrades catechole molecules like caffeine, estrogen, and also the neurotransmitter 

dopamine. A simple valine-to-methionine change alters the active of this enzyme by 

approximately 50% and therefore changes the dynamics of the dopamine system in 

the brain (Chen et al. 2004).

Changes in the amino acid sequence can also affect the traffi cking of the protein 

within the cell. There are signals embedding in the protein sequence that control how 

proteins are processed by the cellular machinery. Signal sequences determine whether 

a protein is traffi cked to a dendrite, to a vesicle for release as a neurotransmitter, or 

provides a structural support. The right part in the wrong place is just as bad as having 

a broken part in the right place. An example of a functional polymorphism in a sig-

naling sequence that disrupts the normal processing of a protein is the val66met 

functional polymorphism in brain-derived neurotrophic factor (BDNF) (Egan et al. 

2003). In this case, the mature protein is normal and functions normally but is not 

transported to the right location within the cell, so it is no longer able to perform its 

normal plasticity-enhancing effects.

Posttranslational modifi cation of the gene’s protein product can also be altered by 

genetic variation. This can be the splicing of the protein or addition of specialized 

molecules to the protein chain. The cell is not just a series of proteins but a complex 

of organic and inorganic materials such as fats, sugars, ions, and more exotic sub-

stances. Simply attaching a fatty acid tail to a protein can anchor the protein in the 

cell membrane, or adding trees of branching sugars can extend a protein out into the 

extracellular matrix as a signal to the exterior world. Thus, changes in a gene based 

on genetic variation may result in changes in the molecular modifi cations that the 

protein engages.

It is important to remember that variations in genetic sequence are common. Most 

such variations are not likely to be functional. In searching for associations with 

genetic variations at the level of protein function, or metabolism, or brain function 

or behavior, the prior probability of any SNP’s showing real association to brain-related 

phenotypes is low and many positive associations will be spurious and not make sense. 

However, such variants have neighbors, variations that are in linkage disequilibrium 

(LD; see below) with them, and associations to changes in brain function related to 
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nonfunctional variations may be clues to functional variants in their neighborhood. 

These alternative interpretations of positive results represent complexities that often 

require additional experiments and other levels of analysis. In the meantime, as novel 

candidate genes for behavioral phenotypes are identifi ed, new doors open that may 

lead to the expanded molecular system through which the phenotype of interest (e.g., 

an illness, a brain phenotype, and cognition) arises.

About Complex Phenotypes

Neuropsychological genetics is the discipline of characterizing the genetic contribu-

tion to variation in human cognition and emotion. This involves characterizing 

human behavior as a phenotype that will show variation based on genetic variation, 

that is, genotype. It is assumed that many genes will be implicated in the various 

human cognitive capacities and that fi nal phenotypic variation will refl ect the contri-

butions of these genes, the effects of their interactions with each other, the impact of 

the nongenetic environment, and the interactions of the genes with the environment. 

The fi rst task in studying the genetic contribution to this complexity is to characterize 

the phenotype as completely as possible. The next step is to identify relevant genes.

There are an estimated 20,000 genes in the human genome, and the majority of 

these genes are expressed in the brain in one way or another, so how do we pick one 

to investigate? Single-locus categorical Mendelian medical disorders were the fi rst to 

be investigated due to the relative ease of identifi cation in simple family studies, but 

most mental traits and mental illnesses are complex traits that do not represent the 

effects of a single major gene. In large part, the answer to this question involves a 

full understanding of the phenotype and its likely genetic and neurobiological 

complexity.

The term “complex trait” refers to a phenotype that is determined by multiple 

variables. These phenotypes can be dimensional or categorical. Dimensional traits like 

height, weight, and IQ commonly have a Gaussian distribution in the population and 

are called quantitative traits. Individuals can be plotted in a multidimensional space 

based on the measurement of their distribution of traits in every measurable dimen-

sion. The fi rst major quantifying measure of general cognition was by Alfred Binet, 

who published his general intelligence test in France (Binet 1905). Binet did not advo-

cate his test as a measure of a singular factor for intelligence. In London, however, 

Charles Spearman introduced a measure of general intelligence, called “g,” in 1904, 

and advocated for the concept that most neuropsychological measures were proxies 

for this single determinant. This continuing argument has since spawned an industry 

of tests that attempt to parse different aspects of cognition. The general concept of 

intelligence has been dissected in scientifi c ways using statistical means to subdivide 

the concept into possibly divisible brain functions. Now there are measures of verbal 

IQ, performance IQ, immediate memory, short-term memory, long-term memory, 
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working memory, attention, visual construction, motor performance, and many more. 

Generally, a proper test contains questions or measures that maximally differentiate 

from each other and has a normal population distribution. These principles are dis-

cussed in detail elsewhere in this volume. Several attempts have been made to dissect 

these cognitive constructs by means of genetics from the gross construct of g to more 

narrowly defi ned constructs.

Similarly, the desire to dissect quantifi able dimensional aspects of personality and 

temperament is almost as old as recorded history. From the zodiac signs to the four 

humors, we have attempted to derive systems to better defi ne personality types. While 

most ancient forms used a categorical method, modern personality research has also 

focused on dimensional traits. For example, Hans Eysenck and his associates enumer-

ated a set of independent personality characteristics based on a factorial analysis of 

personality measures (Eysenck 2001). In the fi eld of personality dimensional research, 

the most widely used of such factor-based inventories is the “Big Five,” or NEOAC 

(also called NEO). This instrument consists of fi ve factors, dubbed Neuroticism, Extro-

version, Openness to Experience, Agreeableness, and Conscientiousness (Costa and 

McCrae 1985). The Axis II diagnostic scale of the Diagnostic and Statistical Manual of 

Mental Disorders, fourth edition, approaches the concept of personality with a categori-

cal description of behaviors that, interestingly, have been shown to overlap with the 

NEOAC mappings of personalities and that typically are two standard deviations from 

the mean in one or several factor dimensions Eysenck 2001).

From a genetic perspective, however, categorical descriptions of human neuropsy-

chological and temperamental characteristics are problematic, because they attempt 

to represent a complex and likely quantitative trait as a binary state. Either you have 

it or you do not. However, the genes associated with these complex traits are not about 

the behaviors, per se, but refl ect the underlying neurobiology. Fisher argued at the 

turn of the twentieth century that Gaussian distributed complex polygenic human 

traits are probably made up of multiple additive or multiplicative effects of several 

genes (Fisher 1918; see fi gure 1.1).

Another example of this complex genetic phenomenon is the observation that 

quantitative traits in offspring typically regress to the mean of the two parents. 

Initially, categorical diseases were thought not to be complex disorders but rather 

examples of simple Mendelian genetic disorders. How, then, is one to conceptualize 

something like schizophrenia as a categorical but complex disorder? One formulation 

is based on a proposal by Fisher, who advanced the notion of a threshold genetic 

effect. In other words, a quantitative accumulation of risk factors (e.g., multiple genes 

for a purely genetic trait) is required before a biological threshold is crossed that results 

in clinical expression (see fi gure 1.2).

Threshold disorders theoretically have the predicted prevelance rate in fi rst-degree 

relatives that is the square root of the population rate. This appears to be the case for 
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Figure 1.1

A theoretical complex trait derived from three independent genes with each polymorphism 

contributing in an equal and additive fashion.
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A theoretical complex trait in which a threshold of fi ve risk alleles are needed to exhibit the 

categorical trait.
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schizophrenia, where the fi rst-degree relatives have a prevalence rate of 1/10 whereas 

the population rate is 1/100. Using these polygenic disorders as a target phenotype 

based on a threshold categorical model, large association studies have helped identify 

the fi rst neuropsychiatric genes from patient categories of schizophrenia, bipolar 

disorder, major depression, and anxiety disorder. Interestingly, these disease and 

behavior disorder susceptibility genes have a strong impact on neuropsychological 

measures.

Likewise, direct large population association studies have led to the discovery of 

several neuropsychological genes that directly impact quantitative dimensional traits. 

That such genes have been found is somewhat surprising, since genetic polymor-

phisms that impact complex mental traits are subtle and of small effect. If they were 

otherwise, they would probably be dramatically disabling. The phenotypes that we 

can observe at the level of behavior are remote from the cells in which the genes 

operate, and common polymorphisms in genes typically explain only a relatively 

small amount of the variance in quantitative traits or increase the relative risk for 

categorical traits minimally. This increases the need for targeted strategies for picking 

the genes we investigate. Because of the vast number of polymorphisms in the genome, 

if we indiscriminately pick them to test against the myriad of phenotypes related to 

behavior and cognition, then the likelihood of spurious associations is high. Therefore, 

it is important that the genes investigated meet a standard of biological plausibility 

and the methods be statistically rigorous.

How to Pick Genes for Neuropsychological Genetic Studies

Many of the fi rst disease susceptibility genes for complex disorders such as mental 

illness were localized in the genome through linkage mapping. This statistical method 

is a family-based strategy that exploits the likelihood of multiple affected family 

members sharing DNA markers in regions of the genome in which causative genes 

reside. Linkage is a fairly easy exercise in Mendelian disorders of simple categorical 

traits and requires only a handful of families. For complex traits, however, substan-

tially larger numbers of families are needed. The fi rst wave of linkage studies in psy-

chiatric and neurological disorders provided neighborhoods in the genome for more 

intensive study of individual genes that reside in the identifi ed regions. There was 

some confusion about inconsistencies in several of the early linkage studies. Differ-

ences from one study population to another are not surprising considering the het-

erogeneity of these disorders. An informative illustration of the impact of heterogeneity 

on the consistency of linkage and, for that matter, association fi ndings is the case of 

blindness. If one were looking for genes for blindness, specifi c genes for macular 

degeneration in the elderly, multiple sclerosis affecting the optic radiations in young 

women, retinoblastoma in children, retinal microvascular change in diabetics, and 

susceptibility to infectious onchocerciasis from the black fl y in Africa would vary 
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greatly in their impact depending on the composition of the samples studied. Stratify-

ing populations by more biologically distinct subgroups is an important strategy to 

reduce heterogeneity. Further success in dissecting meaningful subtypes will come 

from bottom-up stratifi cations based on genotype, though this assumes a relative 

independence of subtypes in these heterogenic disorders.

Candidate gene approaches have also been successful as a direct means to investigate 

cellular and neural systems mechanisms when we know something about the biology 

of the trait. If we know, for example, that medications used to treat major depression 

impact the serotonin system, then investigating genes involved in the serotonin 

system for their impact on emotion-processing neuronal systems is biologically plau-

sible. Candidate genes are investigated through statistical association. Genetic associa-

tion tests whether a specifi c allele of a gene has an increased frequency in the disease 

population relative to a normal population or predicts the relative mean scores of 

quantitative traits. A signifi cant increase in genotype or allele frequency or in mean 

score based on genotype is evidence for association.

Candidate gene associations have become the staple of the gene discovery fi eld, 

though they are frequently inconsistent across different populations and susceptible 

to problems in study design and interpretation as well as heterogeneity. Association 

may be spurious for a number of reasons, particularly stratifi cation and admixture, 

measures of the substructure of the populations studied. These artifacts refer to the 

instance in which different alleles appear to be associated with a trait because, coin-

cidentally, the populations that vary in the expression of the trait have unrelated 

background allele frequency differences. The human population is made up of several 

subpopulations that are the result of restrictions on random breeding, based on factors 

such as geography, religion, politics, and so forth. This is most obvious in terms of 

race. Because modern humans are descendents of an original African population, the 

variability seen in the African population today is only partially represented in the 

branches of the subpopulations that migrated to Europe or across Asia and down into 

the Americas. Additionally, some new mutations have arisen in the subpopulations 

since the human diaspora from Africa. Allele frequencies in the subpopulation refl ect 

the alleles in their founders. Neil Risch of Stanford University offered a useful illustra-

tion of how ancestral structure in a study sample derived from the population in San 

Francisco would lead to a spurious case–control association between genes and chop-

stick use. Alleles that are overrepresented in Americans of Asian descent would be 

erroneously associated with the genetics of chopstick use. This example illustrates the 

importance of controlling for ancestral variation that may corrupt genetic association. 

Databases now frequently report differing population allele frequencies for many 

genetic markers to help avoid these problems.

Since population structure can confound genetics research, methods have been 

developed to adjust for this effect. A human-genome-wide-mapping study of thou-
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sands of SNPs across the entire genome for several populations, called the Interna-

tional HAPMAP Project, has recently been completed (2003). The allele frequencies of 

each of the SNPs and the frequencies of haplotypes made up of linked SNPs is avail-

able from four ethnic populations, including Europeans, Nigerians, Japanese, and Han 

Chinese. A statistical haplotype is a set of two or more SNPs whose alleles are highly 

correlated with each other. In other words, if one knows the allele at one SNP in a 

haplotype, there is a high probability of knowing the status of its neighbor, and runs 

of these SNPs can be treated as one block of a chromosome that are inherited together. 

This relationship between SNPs is called linkage disequilibrium, or LD, refl ecting that 

in a population the two markers do not randomly assort but are linked DNA markers. 

The reason for LD is that recombination has not occurred between the markers over 

the ancestral history of the particular chromosome in which they reside. Haplotypes 

are very useful for selecting SNPs to genotype in a sample. Haplotypes make it possible 

to assay genetic variation more specifi cally than individual SNPS, and they allow for 

a reduction in the total number of SNPs that must be typed to survey a region of a 

gene. SNPs that mark haplotypes and serve as proxies for other SNPs are called tag 

SNPs. If the SNP tested is in a haplotype but is not a known functional SNP, it could 

reside in the same haplotype block as the causative allele. It therefore serves as a proxy 

for the functional allele. For a candidate gene or mapping approach, researchers can 

simply chose the subset of “tag” markers to run their association test and reduce 

problems of multiple testing and the fi nancial expense of wasteful genotyping.

While candidate gene association studies have been marginally successful with 

complex behavioral traits, remarkable advances in our understanding of the underly-

ing mechanisms have rapidly expanded by investigation of quantitative intermediate 

phenotypes. This term, while historically used to describe phenotypes derived by the 

mating of extreme phenotypes for polygenetic complex traits, is now also used to 

mean a phenotypic trait making up one of the variables of the complex trait. Being 

one level down in complexity in this multidimensional space, one can more clearly 

see the impact of individual alleles. Currently, the most common approach to inter-

mediate phenotypes in neuropsychological research is brain imaging and more 

narrowly defi ned neuropsychological measures rather than broad concepts like g. 

Additionally, brain imaging provides a means to visualize and quantify the mechanism 

of the genetic variation associated with behavior.

Beginners’ Guide to Gene Picking and Bioinformatics

The most important thing to do when starting an analysis of the impact of a gene on 

a neuropsychological phenotype is to ground it in a solid understanding of biology. 

As we previously discussed, biological plausibility is the most important consideration 

in picking a gene. There are many ways to approach the plausibility issue. One could 

start from existing association studies of psychiatric or neurological diseases, or from 
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gene or protein expression data from brain regions of interest, interactions with 

known neuropsychological genes, medication–drug site of action, known critical bio-

logical systems, and so forth. Once one picks a gene to interrogate, it is important to 

thoroughly understand the literature about the gene. Reading the published papers 

on the gene and the OMIM article about it are good starting points. There may be a 

previously reported functional variant to examine with your phenotype of interest 

that was discovered or possibly associated with another disorder. It is generally advis-

able to make known functional variants top-priority polymorphisms to study in a 

given gene. After one has a good idea what is known about the gene and what it does, 

then it is important to see how it is expressed in the brain. Browsing the gene expres-

sion Web sites and the animal literature is valuable. One should download the Allen 

Brain Atlas mRNA expression data and display it in Brain Explorer to see if there is 

further evidence that this gene is expressed in the brain and that it is expressed in a 

regionally relevant manner. For example, if one is studying declarative memory and 

hippocampal function, then it is not plausible to examine association if a gene not 

expressed in the hippocampal formation.

The next step is to pick variants in the gene, usually SNPs, to genotype in your 

sample. First go to the genome.ucsc.edu genome browser and search for the gene map 

of the gene. There is a specifi c “track” on the browser that shows all SNPs in the gene, 

their locations, and their potential functions. Since the causative variants in a gene 

are ultimately functional variants by defi nition, you should pick polymorphisms based 

on increasing probability of their being functional. A polymorphism that interrupts 

or changes any of the functions discussed above should be considered, that is, a non-

synonymous SNP that changes the amino acid may be fairly signifi cant and even more 

so if the change is in the active site of the protein product or if it is a “distant” change 

like a hydrophilic amino acid for a hydrophobic amino acid. The modeled protein 

shape can be visualized for many genes using ModBase, NCBI cd3d structures, or 

similar programs and will give you a good idea of how the protein looks and where 

the variations lie if there is not already a crystal structure done. You can predict the 

relative effect of a coding polymorphism from the structure. If you are looking at a 

synonymous SNP then one would then looking at the secondary structure of the 

mRNA through a variety of programs that predict whether the polymorphism greatly 

changes the free energy of the mRNA. Mfold is a popular program for this analysis, 

and an alternate program for calculating this is linked through the genome.ucsc.edu 

browser. Outside of the coding variations, one can consider splice site variations that 

may affect the isoforms that are created. One should look for known splice site motifs 

in intronic regions. In general, splice sites are found within fi fty nucleotides of the 

start and end of exons. An alternative strategy, if this information is not known, is to 

identify intronic regions within the gene that are highly conserved across species. This 

can be visualized by turning on the conservation track in the UCSC genome browser. 
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SNPs that fall into these regions may be interesting and have occult functions. For the 

possibility of SNPs that have an impact on epigenetic or transcription mechanisms, 

one can also examine SNPs that lie in CpG islands, which are typically methylated 

sequences. There is a CpG track in the browser that allows inspection of these 

sequences. If one has access to transcription site analysis software, looking at these 

predictions in relation to the polymorphisms that may lie in promoter–inhibitor 

regions is important. The same is true for all other forms of regulation such as 

microRNAs binding sites.

Currently, not all variations are known or represented in the databases. Since the 

databases of genetic variation are not fully annotated, one must sometimes make an 

educated guess concerning whether a polymorphism may be functional and concern-

ing how best to capture all important genetic variation within a gene. One screening 

method is to pick tag SNPs. The HAPMAP site has a public downloadable program 

called Haploview, which provides a semi-automated routine for selecting tag SNPs 

across a region, though there are an ever growing number of programs to pick tag 

SNPs. The SNPs are selected from the HAPMAP catalog and are only as good as the 

catalog is complete, which varies by gene. The selection of tag SNPs also helps with 

the multiple testing problem that occurs when testing many polymorphisms, espe-

cially when some of them are neither truly independent nor functional. Haploview 

also allows you to force the inclusion of SNPs with putative functional signifi cance 

during the tagging process. This is helpful if you want to increase the likelihood of 

picking a functional SNP as a tag SNP. Since regulatory SNPs exist both upstream and 

downstream of regions of genes, one should attempt to include variants found within 

a region about 5  kB upstream and about 2  kB downstream from the start and stop sites 

of transcription, respectively.

Now you are ready to run your association analysis with these SNPs. The use of tag 

SNPs is also the basis of genome-wide association studies, which involve genotyping 

upwards of 500,000 SNPs on a chip for a single individual. This industrial-scale geno-

typing method is an agnostic search strategy, which identifi es association based on a 

brute-force genetic algorithm. Because SNPs are typed across the genome, the likeli-

hood of association is not limited by the validity of a candidate gene hypothesis. Early 

experience with this technique has been mixed, as there have been important discover-

ies of novel genes for common medical disorders, but correction for the large number 

of tests required limits the fi ndings to common genes that are relatively uncorrupted 

by heterogeneity and that tend to account for small increments in risk across the whole 

sample. One study that applied this approach to fi nding genes for episodic memory by 

typing 500K SNPs across in genome in normal subjects stratifi ed by episodic memory 

performance (Gerstein et al. 2007) has appeared. The gene KIBRA was found using this 

approach, and it strongly predicted variation in normal human memory and hippo-

campal function studied with functional magnetic resonance imaging.
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All of these steps are purely limited by your fi nancial resources and the technological 

advances in this fi eld. Several private human genomes have been sequenced at the 

cost of $1 million U.S., and the goal is to get whole genome sequencing to a cost of 

under $1,000. While the option to have the complete sequence and all the variation 

in your subjects is out of reach for now, our understanding of the genome is rapidly 

expanding one variation at a time.

The characterization of neuropsychological genes is opening up a new understand-

ing of brain mechanisms. It is important to remember, however, that reductionist 

interpretations of genetic variations as being good or bad are no longer realistic. A 

good variation for working memory may be a bad variation for cancer prevention. 

Also the genomic and environmental background greatly infl uences gene expression 

and the impact of a polymorphism. While we are acquiring the ability to know one’s 

entire genome, our understanding of the interaction of genetics with our environment 

is just beginning. The neuropsychological genetics of our population allows an inter-

esting view of our species’s genetic anthropology. We have been uniquely selected 

for a variety of complex cognitive and social abilities. The shadows of our species’s 

history are refl ected in our own biology as it plays out in the current pressures of 

our environment.

Our natural constitution seems to bear as direct and stringent a relation to that of our forefathers 

as any other physical effect does to its cause. Our bodies, minds, and capabilities of development 

have been derived from them. Everything we possess at our birth is a heritage from our 

ancestors.

—Francis Galton
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2 Statistical Methods in Neuropsychiatric Genetics

Kristin K. Nicodemus and Fengyu Zhang

Many phenotypes, or observed characteristics, are infl uenced by the interplay of genetic 

and environmental factors and thus are considered complex traits. Phenotypes that are 

studied in psychiatric genetics range from binary characteristics, such as presence or 

absence of a disease, to categorical ones, such as severity of disease (e.g., mild, moder-

ate, or severe), to continuous ones, such as scores on cognitive tests, for example, the 

Wechsler Adult Intelligence Scale (WAIS). Given that complex traits are the product 

of both genetic and environmental factors, how do we know if a trait is hereditary or 

if it is largely the product of environment? Further, how do we decide which pheno-

types should be evaluated by genetic studies along with studies of environmental 

factors?

Overview of the Statistical Genetics of Neuropsychiatric Traits

Researchers can use several study designs to determine whether a trait is under the 

control of genetic versus environmental infl uences, including familial aggregation, twin, 

and migrant studies. Once the trait has been shown to be genetic, researchers may 

want to determine how much of the variance of the trait is under genetic control 

using variance component methods to estimate heritability (h2) in both the broad and 

narrow sense. To ascertain genomic regions that may contain genes that infl uence a 

trait, family-based analyses such as parametric or nonparametric linkage that trace chro-

mosomal regions that segregate with values of a phenotype are conducted; alterna-

tively, a more recent approach is to use either a family-based or case–control study of 

genome-wide association (GWA) to fi nd areas of association between a marker and a 

trait. Once regions of interest are determined or genes are selected based on known 

function, fi ne mapping via association studies is performed to determine the causal vari-

ants within the gene that contribute to the phenotype. Once the putative causal 

variant(s) are determined, functional studies are used to delineate the mechanism by 

which the variant infl uences the phenotype and, if appropriate (such as in the case 

of studies of disease states), ways in which to alter the pathology to improve human 
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health. We give a general overview of each type of study below; more in-depth discus-

sion of components of genetic variance, population genetics, linkage analysis, and 

association studies follow.

Familial aggregation studies compare rates of disease between the relatives of indi-

viduals with a disease versus rates observed in relatives of individuals who do not have 

the disease. If a trait is under genetic infl uence, the rate of disease among relatives of 

affected individuals would be expected to be higher than among relatives of disease-

free individuals. Indeed, the degree of relationship (e.g., full siblings, fi rst cousins) 

should be predictive of disease rates if a trait is under strong genetic control because, 

on average, full siblings share 50% of their genomes, whereas more distantly related 

relatives such as fi rst cousins share 25%. However, because family members share 

environments, familial aggregation can suggest both shared genetic and environmen-

tal factors. Twin and migrant studies are used to untangle the correlation between genes 

and environment. Because monozygotic (MZ) twins share 100% of their genomes, we 

expect any trait greatly determined by genetics to show more similar phenotypes in 

MZ twins than in dizygotic (DZ) twins or full siblings, both of whom share, on average, 

50% of their genomes. Migrant studies assess differences between, for example, the 

rate of disease in individuals who have migrated to a new environment–lifestyle versus 

that observed in the migrants’ source population, with differences in rates often inter-

preted to be refl ective of environmental factors if the migrants are representative of 

the source population. A related paradigm is the adoption study, in which the rate of 

illness in individuals adopted at birth who have biological relatives with illness is 

compared with that of control adoptees that have illness-free relatives.

Linkage analysis is used to localize genomic regions that may contain genes that 

infl uence the outcome of interest. In general, linkage analysis scans hundreds to 

thousands of markers across the genome to fi nd chromosomal regions that segregate 

with disease status or other phenotypes within families. Linkage studies have been 

responsible for successfully mapping many monogenic or single-gene disease genes such 

as the CF gene that causes cystic fi brosis. There are two main types of linkage analysis: 

parametric and nonparametric. Parametric linkage analysis requires large, multigen-

erational multiplex families, or families with many individuals carrying the trait of 

interest, such as a particular disease. When this paradigm is used, the fi nding that a 

genetic locus marker segregates with illness in a predictable pattern of inheritance 

within these families more often than would be predicted by chance indicates that 

the marker locus is in linkage with the disease locus. Ascertainment of multiple 

members of the same family across generations who carry the phenotype of interest, 

especially if the phenotype manifests itself in later life, such as Alzheimer’s disease, or 

if the phenotype leads to a higher probability of death, such as familial breast cancer, 

can be time-consuming, expensive, and sometimes impossible. Nonparametric linkage, 

on the other hand, requires only pairs of relatives and assesses the deviation from 
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expected allele-sharing values given the relationship between the relatives. For 

example, full sibling pairs are expected to share no alleles at a locus at approximately 

25% of their genomes, share one allele at a locus approximately 50%, and share both 

alleles at a locus 25%. When relative pairs show excess allele sharing at a locus, it can 

be said that the locus shows linkage with the phenotype providing the phenotype is 

shared between relatives.

There are two broad categories of genetic association studies: candidate gene and 

GWA. The candidate gene approach is used if a gene has a known function that is 

plausibly related to the trait and is often used to follow-up regions of interest discov-

ered during a linkage study. GWA studies use markers covering the genome to test for 

association, similar to a linkage scan, and may be followed up with a candidate gene 

approach. Designs for association studies may include nuclear family based (some-

times used on samples of families ascertained for linkage analysis), case–control, and/

or a combination of the two, such as a set of families with an affected proband and 

a set of unrelated healthy controls. The statistical methods used for each type of study 

and to combine studies are similar and generally differ in the type of control sample. 

Family-based studies generally are analyzed using some form of the transmission dis-

equilibrium test (TDT) (Spielman et al. 1993), which considers the alleles carried by the 

parents of a proband to be the unit of analysis and compares the distribution of alleles 

transmitted to a proband versus those carried by the parents but not transmitted to 

the proband. Under the null hypothesis of no association (and/or no linkage; cf. Laird 

and Lange 2006 for a review), the expected values for transmission of a single nucleo-

tide polymorphism (SNP) with two alleles would be 50:50, and the statistical test is 

testing for distortions in transmission from the expected values. In fact, the TDT can 

be considered to be a matched case–control study and can be analyzed using methods 

appropriate for such studies such as the McNemar χ2 or conditional logistic regression. 

However, there are many extensions to the basic formula of the TDT to handle general 

pedigrees (including multiple probands and extended families), to handle missing data 

(e.g., a missing parent), to estimate parent-of-origin effects (useful for detection of 

imprinting), and to conduct genotype-based analyses, to name a few; the selection of 

which method to use should be based on the characteristics of the data at hand and 

the most statistically powerful method should be applied (Nicodemus et al. 2007). 

Case–control data may be analyzed using a Pearson χ2 test, Fisher’s exact test (espe-

cially for rare alleles or small sample sizes) and/or unconditional logistic regression. 

In addition, methods have been developed to combine families, unrelated cases, and 

unrelated controls from the same study and also to combine independent samples 

across studies via meta-analysis. The combination of samples is an important issue, 

since the effect size of individual genes in any complex trait is likely to be modest, 

and increasing the sample size often increases the statistical power to detect 

association.
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Determination of a Genetic Component for a Trait

The determination of evidence of a genetic component for a trait is an important step 

for planning a molecular genetic study. Once a phenotype, which can be a disease, 

subphenotype, or a quantitatively measured trait, is defi ned, one needs to assess 

whether or not the phenotype of interest has any genetic component by conducting 

a series of statistical analyses.

Heritability is one of common measures for determining the genetic component. In 

quantitative genetics, phenotypic variance (V) of a trait can be decomposed into addi-

tive genetic variance (Va), dominant genetic variance (Vd), and environmental variance 

(Ve) due to nongenetic factors. Most practical applications have been concerned with 

only the additive genetic component of the phenotypic variance, with remaining 

components being treated as random error. The ratio Va/V is known as the heritability 

(also called the narrow sense heritability). The proportion of the total phenotypic vari-

ance that is attributable to genetic factors, that is, defi ned as ratio (Va + Vd)/V, is known 

as broad sense heritability. Variance components are the key elements in estimating the 

heritability of a trait. Determination of these variance components can be estimated 

in families, based on degree of relatedness of family members as a function of pheno-

typic variance. The classic strategy, however, is to compare phenotype variance in MZ 

versus DZ twins, who share both variable genetic and environmental components.

Familial aggregation measures whether or not a potential genetic trait tends to aggre-

gate in families. In practice, twin studies are optimal for estimating heritability, but 

such studies are sometimes diffi cult to implement. Familial aggregation can provide 

evidence for a genetic component by examining how the phenotype correlation 

changes with genetic relationship. Genetic relationship or relatedness is an important 

concept in statistical genetics, particularly for linkage analysis. It is defi ned by the 

probability that two members of a pedigree share one or two alleles from the same 

ancestor at any autosomal locus. Two alleles are identical by descent (IBD) if they are 

derived from a common ancestor.

Familial correlation measures the family aggregation for a quantitative trait. If we 

randomly sample or enroll a certain number of families, examine the pattern of cor-

relation in a trait between different types of relatives (sib–sib, parent–offspring, etc.), 

then, in principle, the Pearson’s correlation coeffi cient can provide a measure of the 

correlation between pairs of relatives. When there are multiple sibs in the family, the 

intraclass correlation coeffi cient (ICC) from variance components can be used. Suppose 

we have trait (Yij) data from families; the trait can be expressed as Yij = m + mi + eij, 

where m is the overall mean, mi is the random effect from family, and eij is the devia-

tion of an individual j from the family mean. The variance of Yij can be decomposed 

into variance from family (s2
u) and variance from individuals (i.e., within family; s2

e ). 

These variances can be obtained by fi tting a one-way analysis of variance model. The 

ICC can be calculated as follows:



Statistical Methods in Neuropsychiatric Genetics 31

ρ
σ

σ σ
µ

µ ε
=

+2 2

2

.

The interpretation of ICC is intuitive; it directly depends on the variance from family 

(σ2
m), that is, heterogeneity at family level. A large r may imply that a trait has a familial 

aggregation. One should keep in mind that this measurement may be affected by 

individual and shared environmental factors at the family level.

Familial risk is used to measure familial aggregation for a disease (or binary trait). It 

is defi ned as the probability that an individual will be affected by a disease, given that 

he or she has an affected family member or a family history of the disease. The ratio 

of the familial risk to the risk in general population or to the risk in those without an 

affected family member is known as familial relative risk. Similarly, for a disease trait, 

when we randomly select families from a population, we can conduct variance com-

ponent analysis for a binary trait using a random-effect logistic model. Assume that 

the likelihood of an individual in a family j having a disease follows a binomial dis-

tribution (nj, pj). When using logistic regression (or other models such as a probit 

model) to fi t the relationship between the probability and predictors, we can use a 

random-effect logistic regression. When there is no predictor in the model, a logistic 

variance component or variance partition model can be log it(p) = a + mj, where mj is 

random effect at the family level (Browne et al. 2005). We can calculate the ICC for 

a disease as follows:
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where s2
m is random effect at the family level and p2/3 is the variance at the individual 

level for a standard logistic distribution (Snijders and Bosker 1999). When the random 

effect at the family level (heterogeneity between families) is very large, it is less likely 

that the disease has familial aggregation. However, this type of analysis often requires 

that families are randomly selected from a population. Where the disease is rare, it 

may require a very large sample size.

Regressive Model Although variance components can be used to provide evidence 

for familial aggregation, they may be affected by individual or family environments. 

For example, when sampling multiple people from the same family, we may extend 

the variance component to a random-effect regression model to control some observed 

environmental factors. When sampling parental data, parent–offspring may have a 

natural order. Bonney (1986) proposed a regressive model for a binary trait to include 

an individual’s covariates (Bonney 1986). With this approach, one may regress an 

offspring’s trait on parental traits, that is, using parental traits as independent vari-

ables, while controlling for some other covariates, to examine how the individual’s 
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trait status depends on the parental trait. For quantitative traits, one can regress the 

individual’s phenotype on midparent (i.e., the average of parental) phenotypes. The 

regression slope provides an estimate of the proportion of phenotype variance due to 

additive genetic factors and is also known as the narrow sense heritability (Lynch and 

Walsh 1998).

Marker Statistics in Population Genetics

Marker statistics are important for understanding of properties of a single locus before 

starting a genetic data analysis. A genetic marker is a known DNA sequence which 

can be described as variation that may arise due to mutation or alteration in the 

genomic loci that can be observed. It may be a short DNA sequence, such as a tri- or 

dinucleotide repeat, a tandem repeat element (so-called variable number of tandem 

repeat or VNTR), or a single base-pair change (SNP). Microsatillites and SNPs are the 

two most common markers for genetic studies of human disease. At a given single 

locus, we observe a genotype, the pair of alleles that a (diploid) individual carries. 

Individuals that have two identical alleles are called homozygotes, whereas those that 

have different alleles are heterozygotes. If we denote the alleles at a particular diallelic 

locus as A and a, there are three possible genotypes: AA and aa homozygotes and Aa 

heterozygotes.

Allele frequency measures how a known DNA sequence varies at the observed genomic 

locus. It is defi ned uniquely by genotype frequencies, which are denoted as PAA, PAa, 

and Paa and represent the proportions of the population that are homozygotes AA, aa, 

and Aa heterozygotes (here, PAA + PAa + Paa = 1). If there are N individuals in the popu-

lation, then PAAN individuals have two A alleles and PAaN contain a single A allele. 

Since there are a total of 2N alleles in the populations for each locus, the frequency 

of allele A1 is (2PAAN + PAaN)/2N, which is the observed frequency of observed homo-

zygotes plus one-half the observed frequency of all heterozygotes containing allele A. 

This is a general rule of estimating allele frequency for diploids. The estimate is math-

ematically equivalent to a maximum likelihood estimate.

Hardy–Weinberg equilibrium (HWE) is an important measure in population genetics. 

It states that the genotype frequencies in a population remain constant or are in 

equilibrium from generation to generation. Consider alleles A and a, with frequencies 

p and q, respectively, in the population; under random mating, the offspring will have 

the proportions of p2, 2pq, and q2 for three possible genotypes AA, Aa, and aa, respec-

tively. These proportions, called Hardy–Weinberg proportions, are the same as their 

parental proportions.

Departure from HWE may occur in a population where nonrandom mating is taking 

place or in a case-control study where population stratifi cation exists, whereas new 

mutations, random genetic drift, and sampling error due to genotyping error also may 

disturb the HWE in a population. A number of methods for genetic data analysis 
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including allele frequency estimation, linkage analysis using relative pairs, and hap-

lotype analysis require that genetic markers analyzed are in HWE.

A test for HWE is generally performed using the chi-square test. If, for example, we 

observed at a locus that 200 (N) individuals have genotype counts of 60 (nAA), 120 

(nAa), and 20 (naa) for three possible genotypes AA, Aa, and aa respectively, allele fre-

quencies can be calculated as follows: p = (2*nAA + nAa)/2N = (2*60 + 120)/2*200 = 0.6 

for the frequency of allele A, and 1 − p = 1 − 0.6 = 0.4 for allele a. Based on these allele 

frequencies and assuming that the sample is from a population that is in HWE, we 

can calculate the expected genotype counts as follows: E(AA) = p2N = 0.6*0.6*200 = 

72, E(Aa) = 2*p*q = 2*0.6*0.4*200 = 96, and E(aa) = q2N = 0.4*0.4*200 = 32. Pearson’s 

chi-square test states

χ2
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with 1 degree of freedom, the p value = 0.000407 < .05, which suggests that the locus 

we observed is not in HWE. When HWE tests need to be performed for a small sample 

with a low minor allele frequency, the Fisher’s exact test can be applied.

Linkage disequilibrium (LD) is defi ned as the association of alleles between two or more 

loci, which can be either on the same or on different chromosomes. It is different 

from linkage, which describes the association of two or more loci on a chromosome with 

limited recombination between them. Since LD is the nonrandom association of alleles 

from different loci, it can provide valuable information on the structure of haplotypes, 

or alleles on the same chromosome, in the human genome. LD can help to character-

ize markers from within a gene to a large chromosomal region. Based on the LD 

between markers, we can understand genomic structure in populations.

LD provides an important concept that leads to the large-scale genomic association 

study including GWA. Suppose there is an observed disease-risk allele in a gene or a 

chromosomal region, but it is unknown. Through LD, however, we can genotype a 

SNP that is in LD with the disease SNP and use this SNP as a proxy to perform associa-

tion analysis. This is the beauty of LD for genetic association studies. Moreover, if 

there are a number of SNPs or markers that are in LD, we may perform haplotype-

based association to localize the gene to a small chromosomal region.

Among several LD measures, Delta (∆) is the most widely implemented LD measure 

for association study (Devlin and Risch 1995). Assuming two diallelic loci A and B, 

and pA1B1
, pA1B2

, pA2B1
, and pA2B2

 are frequencies for possible haplotype A1B1, A1B2, A2B1, 

and A2B2, resepctively, the corresponding frequencies for allele A1, A2, B1, and B2 are 

pA1+, pA2+, p+B1
, and p+B2

, and the LD measure delta is defi ned as

∆ =
−

( )+ + + + 2

π π π π
π π π π
A B A B A B A B

A A B B

1 1 2 2 1 2 2 1

1 2 1

1 2
.
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Delta is commonly squared to remove the arbitrary sign. In practice, ∆2, also known 

as r 2, is often used. Another commonly used LD measure is D′, introduced by Lewontin 

(1964), a normalized measure of D by dividing it with theoretical maximum (Dmax) for 

the observed allele frequency, where Dmax = min(pA1+p+B2
, pA2+p+B1

) when D > 0, or 

max(−pA1+ p+B1
, −pA2+ p+B2

) when D < 0 (Jorde 2000). Both r2 and D′ range between 0 and 

1. However, there is no statistical test for LD based on these measures. In general, r 2 

= 1 indicates complete LD, or allelic identity between two loci, and r2 > 0.3, which is 

equivalent to r > 0.55 or r < 0.55, indicates a moderate LD. D′ = 1 indicates a complete 

LD between two markers, however; D′ = 0 indicates a complete equilibrium, but unlike 

r2, typing one SNP provides no information on the other SNP.

Linkage Analysis

Linkage analysis is an important tool for localizing genetic loci for human disorders 

by applying molecular biology techniques in combination with statistical linkage 

analysis. It examines whether individuals affected with a disease within the same 

family have likely received chromosomal material from a common ancestor who pos-

sessed a disease-causing DNA sequence variation. This chromosomal material is likely 

to be measured by variations at neighboring loci inherited together with disease 

(Schork et al. 2007). By looking at the number of recombinants between two loci 

(disease locus and marker locus) in families, we can decide whether or not two loci 

are linked.

The LOD score is a statistical method for linkage analysis. It was defi ned to represent 

the logarithm of the odds (to the base 10) for linkage. Suppose we observed a particular 

relationship between a disease and a marker locus in a family or pedigree; we can 

calculate the likelihood of having this confi guration when assuming there is no 

linkage between a disease and a marker locus. Then, we compare this likelihood with 

the likelihood of observing the same family assuming different degrees of linkage, that 

is, recombination fraction (a value ranging from 0 to 0.5) between two loci. It can be 

expressed as

LOD L pedigree x L pedigree= =( ) =( )( )log . .10 0 5θ θ

Assuming that a recombination occurs during meiosis between two loci and the 

number of individuals in the family, the probability of observing this in the pedigree 

(i.e., r, the number of recombinants at a locus) follows a binomial distribution, and 

the likelihood is

Pr .R N
n

r
r n r( ) = 





−( ) −θ θ1

We can appreciate this calculation in the pedigree shown in fi gure 2.1. The affected 

and unaffected individuals are denoted as D||d and d||d, respectively, and the genetic 
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marker alleles are M and m. It is evident that the fi rst four offspring are nonrecombi-

nants, having a consistent relationship between M alleles and illness status, but the 

last one is recombinant. When there is no linkage q = 0.5 between two loci, the likeli-

hood (L0) of the observed pedigree structure is

Pr . . ,R N= =( ) = 





−( ) −1 5
5

1
0 5 1 0 51 5 1

and assuming q = 0.05, the likelihood (L1) of the observed pedigree structure is

Pr . . ;R N= =( ) = 





−( ) −1 5
5

1
0 05 1 0 051 5 1

therefore, the LOD can be directly calculated as: LOD(x = 0.05) = L1/L0 = 10*0.07673 

= 0.7673. In practice, we can use a maximum likelihood method to directly estimate 

the recombination fraction q where the maximum LOD score is obtained. This LOD 

score, based on one disease and one locus, therefore is known as a two-point LOD 

score.

Linkage analysis examines the “within-family association.” When there are multiple 

families for linkage study, a total LOD score can be obtained by summing over the 

LOD scores from all individual families. This is intuitive because likelihoods of inde-

pendent families are multiplied to form a total likelihood for a sample population. A 

LOD score of 3 or greater is usually considered to be strong evidence for linkage. 

Unfortunately, there is no formal statistical test to perform. The LOD score analysis 

 d||d
m||m

 d||d
m||m

D||d
M||m

D||d

M||m

NR

 d||d

m||m

NR

D||d

M||m

NR

 d||d

m||m

NR

D||d

m||m

R

Figure 2.1

A pedigree with information on two genetic loci, where an open circle and square are unaffected 

female and male; black fi ll stands for affected; D||d, d||D are genotype information for affected 

and unaffected at disease locus; and M||m, m||m are genotype information for affected and unaf-

fected at a marker locus. Non-recombinants, NR; recombinants, R.
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requires a specifi ed disease model (e.g., dominant or recessive model) and penetrance 

function, which are in practice diffi cult to defi ne. The necessity for defi ning these 

terms, or parameters, is why this is referred to as parametric linkage analysis.

As we described above, in determining the genetic components of a disease or trait, 

one of the important concepts is that the relative risk of a trait or disease is changing 

with genetic relationship. IBD is often used to measure genetic relatedness at a specifi c 

locus. DNA at the same locus on homologous chromosomes in individuals is said to 

be IBD if it originated from the same ancestral chromosome. If two homologous chro-

mosomes from different people are IBD at some locus, the people are related. Two 

people, neither of whom is inbred, can share DNA IBD at a particular locus on either 

0, 1, or 2 chromosomes.

The relative pair linkage method examines whether relative pairs with similar pheno-

types tend to share marker alleles more than would be expected by chance given the 

nature of their relationship. Instead of using unaffected individuals in relative pairs, 

an affected individual is more likely to carry a risk allele than an unaffected individual. 

When a disease is rare, affected relative pairs are more informative.

Affected sib pairs (ASP) is the most commonly used relative pair linkage method. ASP 

is based on the probability of sharing alleles IBD. In general, a random pair of siblings 

would be expected to share two alleles IBD with probability p2 = 1/4, to share one 

allele IBD with probability p1 = 1/2, and to share no allele IBD with probability p0 = 

1/4. This would be true for a diallelic marker between two sibs. If a marker is linked 

to a disease, an affected sib pairs would be expected to share more alleles IBD than 

expected at the locus. If , for example, we observe N affected sib pairs for linkage 

analysis, the number of pairs sharing 0, 1, and 2 alleles IBD is n0, n1, and n2, respec-

tively. As noted above, the expected number of affected sib pairs for sharing 0, 1, and 

2 alleles IBD would be 0.25N, 0.5N and 0.25N. As we stated in the HWE test, a chi-

square statistic with 2 degrees of freedom (d.f.) can be constructed to test whether or 

not the observed alleles shared IBD is signifi cantly different from expected. Since the 

number of allele sharing 0, 1, and 2 has an ordinal nature, the trend test with degrees 

of freedom (d.f.) of 1 can be applied and provide more power due to the reduction in 

d.f.

In general, the LOD score is powerful, and it is especially powerful for testing linkage 

with Mendelian disorders, but sometimes it is diffi cult to specify the related parameters 

that may affect the LOD score calculation. When the two-point LOD score indicates 

a linkage signal, multipoint analysis and haplotype analysis can be performed to defi ne 

the disease-associated fl anking markers and refi ne localization of a linkage region. ASP 

is a nonparametric method, but it offers statistical validation and does not require any 

assumption of penetrance function or disease model. This is particularly useful for 

screening a large number of markers for linkage evidence. Markers for linkage analysis 

are also required to be in HWE.
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Quantitative trait linkage analysis is another important method in mapping genes for 

complex human diseases. Many complex diseases such as neuropsychological and 

cardiovascular diseases have some intermediate subphenotype that can be used for 

facilitating gene mapping. The Haseman–Elston regression is one of the methods for 

quantitative trait linkage analysis using sib pairs, based on regressing the squared trait 

difference between sib pairs and shared allele IBD. Sib pairs sharing two alleles IBD 

would tend to have greater similarity in traits if the trait is related to the genetic marker 

(Haseman and Elston 1972). Based on sib pairs, Fulker et al. proposed a multipoint 

linkage analysis method using variance components, and it was later extended to use 

general pedigrees (Fulker et al. 1995; Almasy and Warren 2005). Solar (sequential oli-

gogenic linkage analysis routines) software provides both two-point and multipoint 

linkage analysis for quantitative traits based on general pedigrees.

Candidate Gene Association Analysis

The candidate gene association study design is effi cient in terms of time and cost. In 

general, one tends to fi nd candidate genes in under a chromosome region defi ned by 

a linkage study peak or based on a known function and its potential relevance to the 

phenotype of interest. We can also fi nd some genes for candidate gene association 

studies based on possible molecular pathways. Recently GWA studies have emerged 

as an important tool for searching for genes associated with disease. One may use 

GWA results to select candidate genes for follow-up.

The chi-square test is generally performed to examine association between a genetic 

marker and disease in a study using a population-based case–control design. It simply 

analyzes a 2-by-3 contingency table to compare the genotype differences between 

cases and controls. For example, we observed a sample at a locus based on a case–

control design (see table 2.1). When we perform a Pearson’s chi-square test, χ2 = 7.40, 

with 2 degrees of freedom, p value = 0.025, which implies that the genotype distribu-

tion is different between cases and controls. One should keep in mind that the chi-

square test requires computing expected genotype frequency by using allele frequency. 

As we stated above, estimation of allele frequency requires the assumption that the 

marker is in HWE. We should check for HWE for this marker before performing the 

statistical test. In addition, we can test the association under dominant (AA + Aa vs. 

Table 2.1

Genotype distribution in cases and controls

AA Aa aa

Case 143 203 91

Control 110 225 68

Total 253 428 157
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aa) or recessive (AA vs. Aa + aa) models, or whether or not heterozygote (Aa) is associ-

ated with disease.

The chi-square test is unable to tell which allele is associated with disease and what 

the effect size is. Assuming an additive genetic model, we can perform the trend test 

by coding a SNP genotype as an ordinal variable (0, 1, 2) to test whether or not the 

association has a linear trend with the number of alleles. The trend test is believed to 

have more power to detect signifi cant association than the chi-square test, and it does 

not require that markers are in HWE.

When covariates or known genes need to be controlled for analyzing the genotype–

phenotype association, logistic regression can be used by coding genotype as a categori-

cal variable or an ordinal variable. One of the advantages for the population-based 

case–control study is that it is easier to recruit participants and collect samples than 

in the family-based study, but it is well-known that the association may be con-

founded by genomic structure (discussed later in the chapter) and potential environ-

mental confounders. Depending on the scale of a candidate gene study, we may need 

to genotype extra ancestry informative markers to control for genomic structure. 

Meanwhile, when there are a number of markers that are in LD, that is, markers are 

highly correlated with each other, we may need to perform haplotype analysis to 

reduce multiple testing.

Haplotype analysis in case–control studies is problematic because phase, or the 

assignment of alleles to each chromosome, is unknown. There are two ways to perform 

haplotype analysis under these circumstances. The fi rst is to infer phase for each hap-

lotype and to use the inferred haplotypes as observed predictors, which can introduce 

bias (Mensah et al., 2007). A more sophisticated but unbiased way to perform haplo-

type analysis in case–control data is to weight phase assignment probabilistically for 

each individual and use those weights as the observed predictors when assessing asso-

ciation between haplotypes and phenotype, such as the score-statistic-based method 

implemented in the R package haplo.stats (Schaid et al. 2002).

Family-based association studies are an ideal design to reduce the population struc-

ture problem. For the genetic association study of a disease, the TDT can be used 

(Spielman et al. 1993). The TDT considers parents heterozygous for a certain allele (A) 

at the marker locus and counts the number of times that such parents transmit A to 

their affected offspring. The ideal design for the TDT test needs an affected offspring 

and their parents genotyped at the marker locus.

It often happens, however, that parental genotypes are missing when the disease of 

study is more prevalent in older adults. Sib-TDT can be used in these circumstances. 

It constructs probabilities of association by comparing the observed number of A 

alleles in affected children with the number expected with no linkage, conditioned 

on the observed distribution of marker genotypes in the whole sibship (Spielman and 

Ewens 1998). This test does not require parental marker genotypes but uses marker 
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genotypes of both affected and unaffected siblings. Several other versions of the TDT 

test, such as combined TDT and reconstruction combined TDT, have been derived to 

accommodate a variety of family data.

Family-based association test (FBAT) is one of the most widely used tests for analyzing 

family-based association data (Laird et al. 2000). Based on offspring in each nuclear 

family, the test statistic (S) is constructed to be the sum of the product of trait (T) and 

a function of offspring genotype (X) across each family, that is, S TX= ∑ . Traits can 

be disease status, quantitative traits, or censored traits, that is, time to event such as age 

of onset of the trait where only individuals with the disease have a complete observa-

tion and others have a censored age of onset at the time of study completion. When it 

is applied to study a disease trait, the S statistic is equivalent to the test statistic used in 

TDT. However, FBAT can be extended to test quantitative traits, using nuclear families 

and/or sibships. It allows using multiple nuclear families from a large pedigree, testing 

multi-allelic markers, considering additive, dominant, or recessive models, and it can 

adjust for covariates. FBAT also has been implemented to perform haplotype-based 

association analysis, and recently it has been developed to test multiple markers.

Genome-Wide Association Analysis

The advent of high-throughput genotyping platforms has ushered in the current era 

of GWA studies, which allow the examination of association between thousands to 

millions of SNPs and a phenotype, which may be binary (e.g., disease status) or quan-

titative (e.g., WAIS scores). GWAs may be family-based, case–control, or a combination 

of both. The same types of analyses described for candidate gene association studies 

may be performed for single SNPs and/or haplotypes, given the type of study sample. 

Because genotyping in the larger SNP (100,000 and larger) sets is dense, fairly strong 

LD is found in most regions of the genome, allowing imputation of both missing 

(observed) genotypes and ungenotyped SNPs (Marchini et al. 2007). The ability to 

impute genotypes in GWA studies facilitates pooling of data across studies either 

directly or via meta-analysis, thus increasing sample size and subsequent ability to 

detect modest association signals. A major challenge of GWA studies is analyzing and 

summarizing a large volume of data, which has led to the development of genome-

wide software packages that range from open source (e.g., PLINK; Purcell et al. 2007) 

to proprietary (e.g., Biocomputing Platforms Ltd., Espoo, Finland).

In large-scale association studies, multiple testing is an important issue that has to be 

addressed. In searching for a genetic variant associated with a disease or trait, one may 

genotype a large number of SNPs and perform thousands to millions of statistical tests. 

Thus, for example, when we test 100,000 SNPs for association, 5,000 SNPs will be 

expected to be signifi cant at the level of 0.05 by chance alone, even though there is 

no SNP associated with disease. Therefore, we have to correct for multiple testing when 

we test a large number of SNPs for association.
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A number of approaches have been proposed for correcting for multiple testing 

(Dudbridge 2006). Stranger et al. (2005) compared three approaches—Bonferroni, 

permutation-based, and the false discovery rate (FDR)—and found substantial overlap 

of signals detected from all three approaches (Stranger et al. 2005). To apply an FDR 

approach in a large-scale association study, an initial screening can be based on com-

puting the positive FDR (pFDR), which is the expected proportion of false positives 

among all the positive results, conditional on at least one positive at a given signifi -

cance level (Efron et al. 2001; Efron and Tibshirani 2002; Storey 2002). A q value can 

be computed for each test, which indicates which pFDR would result from calling that 

test signifi cant. A local FDR can also be calculated for each test—the local FDR is the 

posterior probability that the null hypothesis is true, given the observed statistic (Efron 

et al. 2001; Aubert et al. 2004). Both the q value and the local FDR are computed for 

individual tests, the q value is preferable if one is going to follow up all positive results, 

as might happen in a study with moderate power where true and false positives are 

intermingled. In contrast, if there are a handful of very strong associations, with some 

moderate associations, then the local FDR is preferable (Dudbridge 2006). These FDR-

based approaches still work well even when applied to markers in LD (Sabatti et al. 

2003). When hypotheses are stratifi ed, it is possible to control the FDR by stratum, as 

recommended by Sun (Sun et al. 2006). When choosing the appropriate FDR level, it 

is preferable to also take into account the nondiscovery rate (Craiu and Sun 2006), so 

as to minimize the false-negative rate.

As a complement to FDR-based approaches, it is sometimes possible to use more 

computationally intensive permutation procedures that takes the LD of the markers 

into account and which are considered the “gold standard” in controlling for multiple 

testing. Many methods have been proposed for fast permutation algorithms (Lin 2005; 

Seaman and Muller-Myhsok 2005; Dudbridge 2006; Kimmel and Shamir 2006), so 

applying permutation procedures can be computationally feasible.

When evaluating statistical signifi cance in light of the multiple tests conducted, it 

is important to remember that these statistical criteria are based simply on the distri-

butions of the observed p values and no other prior information. Also, true positives 

may not be ranked near the top of the list (Zaykin and Zhivotovsky 2005). Replication 

is an important step of GWA studies for further testing or validating the statistical 

signifi cance. However, in prioritizing signals of statistical signifi cance for replication, 

it is important to consider the biological plausibility, the strength of prior evidence 

and the statistical power of the various associations tested (Whittemore 2005). While 

some argue that the primary emphasis should be on the statistical evidence, others 

argue that use of the ever increasing amounts of genomic annotation data is merited 

(Pharoah et al. 2005; Whittemore 2005; Thomas 2006). Bayesian, weighted FDR, and 

hierarchical regression models have recently been developed and allow us to incorpo-

rate a variety of prior information—for example, location relative to genes, putative 
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function, biological pathways, or previous linkage or association fi ndings—into evalu-

ation of results (Thomas 2006).

Inference from observational studies such as GWA studies of human disease can be 

impacted by the effects of confounding, in particular, due to population stratifi cation or 

population substructure, although more traditional epidemiological confounding may 

also exist. Confounding in the traditional epidemiological sense occurs when a third 

variable is associated with the predictor and outcome of interest. For example, a 

researcher interested in the association between coffee drinking and lung cancer 

designs a case–control study to assess this question. Let us assume that there is a strong 

positive correlation between coffee drinking and smoking cigarettes, and cigarette 

smoking is also strongly related to increased lung cancer risk. If the researcher exam-

ines the relation between coffee drinking and lung cancer risk without considering 

the effect of smoking simultaneously, it may appear that coffee drinking increases 

lung cancer risk even when coffee is not associated with risk for lung cancer at all, 

because people who drink more coffee are more likely to smoke. In this scenario 

smoking is a confounding variable in the coffee drinking–lung cancer association. To 

reduce the impact of confounding by smoking, a researcher may design a study to 

assess the coffee drinking–lung cancer relation in only nonsmoking or smoking indi-

viduals or may analyze their data after creating subgroups of never smokers and ever 

smokers. Another way to handle confounding in this case is to statistically control for 

it by entering smoking variables into the statistical model while analyzing ever and 

never smokers together.

GWAs of human disease are not immune to traditional epidemiological confound-

ing, and studies should be designed to reduce the degree of environmental confound-

ing to ensure valid statistical inference. Genetic studies also have their own special 

type of confounding: population stratifi cation, which occurs when the genomes of 

cases and controls are not well matched. If we assume there are two subpopulations—1 

and 2—and that they differ in both the rates of the disease under study and the fre-

quencies of genetic variants carried, subpopulation membership may confound the 

relationship between disease status and genetic markers at a particular gene or region 

of the genome, even though the gene or region is not associated with risk for the 

disease. For example, if the rate of disease is 20% in subpopulation 1 and the minor 

allele frequency of a SNP is 0.45 in this subpopulation and the rate of disease in sub-

population 2 is 5% and the minor allele frequency of a SNP in this subpopulation is 

0.10, on average cases from subpopulation 1 will be sampled 4 times more often than 

cases from subpopulation 2 because the rate of disease in subpopulation 1 is 4 times 

greater than in subpopulation 2. In a sample of 200 chromosomes (50 cases and 50 

controls), the frequency of the SNP will be a weighted average of the two sets: 0.38. 

Likewise, in a sample of controls (which would be more likely to be sampled from 

subpopulation 2) the frequency of the SNP will be 0.17.
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Subpopulation 1 is shown in table 2.2. The OR for the risk allele in subpopulation 

1 is 1.0 (0.33, 3.06), χ2
1 = 0, p value = 1.0. Subpopulation 2 is shown in table 2.3. The 

OR for the risk allele in subpopulation 2 is 1.0 (0.10, 5.65), χ2
1 = 0, p value = 1.0. 

Pooling subpopulations 1 and 2 yields the values shown in table 2.4. The OR for the 

risk allele in the pooled population is 2.99 (1.48, 6.18), χ2
1 = 11.06, p value = 0.0009, 

indicating that the SNP is associated with case status, even though none exists. This 

example illustrates the main concern regarding the presence of population stratifi ca-

tion: it can induce spurious associations.

Two well-established ways to statistically control for population stratifi cation have 

been developed: structured association and genomic control. Structured association 

approaches attempt to estimate the subpopulation membership or percentage of sub-

population membership for each individual, using frequentist methods such as prin-

cipal components (Price et al. 2006) or Bayesian methods such as STRUCTURE 

Table 2.2

Example subpopulation 1: Allele frequencies in cases and controls

Risk Allele Nonrisk Allele Total

Case 36 44  80

Control  9 11  20

Total 45 55 100

Table 2.3

Example subpopulation 2: Allele frequencies in cases and controls

Risk Allele Nonrisk Allele Total

Case  2 18  20

Control 18 72  80

Total 20 80 100

Table 2.4

Example pooled population: Allele frequencies in cases and controls

Risk Allele Nonrisk Allele Total

Case 38  62 100

Control 17  83 100

Total 55 145 200
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(Pritchard et al. 2000), and then, as in the traditional epidemiologic confounding 

example above, the subpopulation information can be used to split the sample into 

more homogeneous subsamples for analysis, or the information can be used to statisti-

cally control for subpopulation membership in the statistical model. Genomic control 

approaches exploit the fact that when population stratifi cation exists, the chi-square 

statistic tends to be infl ated versus what would be expected under the null hypothesis 

of no association. Therefore, one can adjust the test statistics for the infl ation to 

empirically remove the effect of population stratifi cation (Devlin et al. 2004).

Epistasis and Gene–Environment Interaction

Epistasis, or gene–gene interaction, may indicate a biological interaction, a statistical 

interaction, or both. Biological interaction is generally given at the trait level—for 

example, in the context of one locus masking the effects of a second locus. A classical 

example of biological epistasis is coat color in mice. At the albino locus there are two 

variants: the wild-type locus A, which is able to synthesize melanin, which results in 

coat pigmentation, and the variant a, which, when carried on both chromosomes, 

results in albinism. At a second locus, agouti, the allele G encodes for melanization 

of the entire hair producing a black coat; the variant g encodes for black hair to the 

tip, which is yellow. If a mouse carries two a alleles at the albino locus, it cannot 

synthesize melanin and thus appears albino, regardless of alleles carried at the agouti 

locus; thus, the phenotype at the agouti locus is masked by the phenotype at the 

albino locus. On the other hand, statistical epistasis generally indicates a departure 

from a linear statistical model of effects at both loci. For example, in the context of a 

logistic regression model testing for interaction between 2 SNPs, the appropriate test 

for interaction is a likelihood ratio test (LRT) comparing nested models. The reduced 

model is a model including main effects at each SNP and any covariates, for example, 

if the genetic model for SNP1 was coded as dominant and the genetic model for SNP2 

was coded as recessive, the minor (2) allele was the risk allele, and including no 

covariates:

ln . . .
p

p
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1
1 21

−
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The full model would include both of the main effect terms plus the interaction term:
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which can be thought of as a set of 2-by-2 contingency tables comparing frequencies 

of each type in cases and controls (see tables 2.5 and 2.6). In this example, the full 

model output gives the following estimates:
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 OR ln(OR) 95% CI Z score  p value

SNP1 2.22 0.798 (1.71, 2.89) 6.0 <0.000001

SNP2 1.84 0.610 (1.40, 2.41) 4.42 5E-06

Interaction — 0.588 — 2.94  0.0016

The log likelihood for the model is −1173.1779. The actual interaction OR and its 95% 

confi dence interval (CI) are not usually given in the output of most statistical packages 

because this statistic is a linear combination of the parameters that comprise it, so 

what is generally shown is the deviation from log additivity, not the true interaction 

OR. Therefore, to calculate the OR and 95% CI for the example above, the interaction 

OR is given as

ORint exp exp . . . . ,= + +( ) = + +( ) =1 2 3β β β 0 798 0 610 0 588 7 36

and to calculate the standard error of this linear combination in order to use it in the 

calculation of the CI, one must fi rst obtain the variance–covariance matrix (e.g., using 

the command vcov in R/Splus or vce in STATA). The variance–covariance matrix for 

the example is as follows:

 SNP1 SNP2 Interaction

SNP1  0.018  0.0095 −0.018

SNP2  0.0095  0.019 −0.019

Interaction −0.018 −0.019  0.040

The variances are given on the diagonal, and the covariances are given in off-diagonal 

cells. The standard error is calculated as follows:

Table 2.5

Contingency table showing distributions of genotypes at SNP1 and SNP2 in cases

Cases SNP2: Genotype 1/1 and 1/2 SNP2: Genotype 2/2

SNP1: Genotype 1/1 153 195

SNP1: Genotype 1/2 and 2/2 248 343

Note. SNP, single nucleotide polymorphism.

Table 2.6

Contingency table showing distributions of genotypes at SNP1 and SNP2 in controls

Controls SNP2: Genotype 1/1 and 1/2 SNP2: Genotype 2/2

SNP1: Genotype 1/1 332 230

SNP1: Genotype 1/2 and 2/2 242 101

Note. SNP, single nucleotide polymorphism.
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and a 95% CI may be calculated as

exp ln .
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int intOR SE( ) ± ( )( )
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. . . . * .

. . == 9 82.  for the upper bound of the 95% CI.

To test for an interaction, we will use a likelihood ratio test. Therefore, we must now 

compute the log likelihood for the reduced model containing only the main effects 

for each SNP, which gives a log likelihood of −1177.5338. The LRT tests 2 times the 

difference in the minus log likelihoods for each model:

LRT LRT reduced LRT interaction= − ( ) − − ( )( ) = −2 2 1177 5338* ln ln * . 11173 1779

8 71

.

. ,

( )
=

which is distributed as a chi-square with degrees of freedom equal to the difference 

in the number of parameters estimated in the two models. In the example above, three 

parameters (one for SNP1, one for SNP2, and one for the interaction) were estimated, 

whereas in the reduced model, only two paramters were estimated, giving the degrees 

of freedom for the LRT = 3 − 2 = 1, and the corresponding p value for the test 

for interaction is 0.0032. A model assessing gene–environment or environment–

environment variables may be constructed similarly.

At the GWA level it has been shown that it is computationally tractable to do all 

possible 2-SNP interactions (e.g., for a 500K SNP chip = 124,999,750,000 interactions; 

Marchini et al. 2005); however, it is not feasible to do all possible subsets of SNP 

interactions due to both computational and statistical limitations. Given that 

for most complex traits it is commonly believed that networks of gene–gene, gene–

environment, and environment–environment interactions infl uence phenotype, how 

can researchers begin to unravel the complexity? One approach gaining in popularity 

in related fi elds such as biomedical text mining, bioinformatics, and gene expression 

analysis is the use of data mining algorithms borrowed from computer science. 

Although many algorithms have been developed and applied to statistical genetics, 

we will briefl y outline only the most commonly used: random forest (Breiman 2000). 

At initialization, random forest selects a subsample or resampled (bootstrap) sample 

of observations to create a training set; the observations not sampled are set aside as a 

test set. The next step selects a subset of the predictor variables (e.g., SNPs) to test on 
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the training sample; the association between each predictor and outcome is calcu-

lated, and the predictor with the strongest association is used to partition the data 

into two subsets (e.g., individuals carrying 1/1 genotype vs. those carrying 1/2 or 2/2 

genotypes at a SNP). In each of the subsets, the remaining predictors are tested for 

association with the outcome; if a signifi cant association is observed, that predictor is 

used to further partition the data. The recursive partitioning is continued until the 

sample size in the subset is below a certain size or until no additional signifi cant 

association with remaining predictors is observed. This procedure creates one tree; 

random forest constructs a forest of hundreds to millions of trees. After each tree is 

created using the training set, the independent or “out-of-bag” test set is run through 

the tree and the predictive ability of the tree is calculated by comparing correctly 

classifi ed observations with misclassifi ed observations. This process is then repeated 

after permuting the predictors to break up any observed association, and the differ-

ence in predictive ability for each predictor is calculated by subtracting the rates from 

the permuted data set from the test set to obtain a measure of variable importance for 

each predictor. To take advantage of all the information in the forest, these variable 

importance measures are averaged across all of the trees in the forest. Machine learn-

ing algorithms such as random forest are attractive for several reasons: they are effi -

cient and computationally tractable for high-dimensional data (such as GWA studies), 

and they can model both main effects of a single SNP and high-order interactions 

simultaneously.

Power and Sample Size Calculation

Power and sample size calculations are very important for designing a genetic study. 

Since both recruiting participants and genotyping may be costly, one may want to 

obtain more power with smaller sample size. For a linkage study based on LOD scores, 

Ploughman and Boehnke (1989) proposed estimating power by computer simulation. 

Providing related parameters such as marker allele frequency, penetrance function, 

mode of inheritance, and recombination fraction, one can obtain the mean maximum 

LOD score based on pedigrees for a planned study. Other methods were proposed for 

calculating power for a linkage study using ASP (Krawczak 2001). Most power calcula-

tion methods assume that markers are in linkage equilibrium, and the allele frequency 

assumption is crucial, particularly for ASP and association studies. Studies have sug-

gested using average power to ensure appropriate power calculation (Ambrosius et al. 

2004; Zheng et al. 2004). For association study, PBAT and QUANTO software can be 

used for power calculation for a variety of study designs including gene–gene interac-

tions (Gauderman 2002; Gauderman 2003; Lange et al. 2004).

Power calculation depends on a number of assumptions. For example, for an asso-

ciation study, one may need to assume effect size for a potential genotype or allele 

and disease model (e.g., dominant, recessive, or additive). No one calculation will be 



Statistical Methods in Neuropsychiatric Genetics 47

a best fi t for a real study in practice. It is best to perform power calculations using 

different combinations of the assumptions.

Conclusions

Researchers have a plethora of statistical tools available to determine genetic infl u-

ence on neuropsychiatric phenotypes. However, the search for genes that control for 

complex traits is challenging due to issues such as phenotypic and allelic heterogene-

ity, small effect sizes and statistical power, high dimensionality of data, computa-

tional restraints, and undetected population stratifi cation and other forms of 

confounding. The fi eld of statistical genetics holds great promise for unraveling the 

complex web of gene–gene, gene–environment, and environment–environment 

interactions that underlie neuropsychiatric traits, hopefully leading to improved 

human health.
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3 Animal Models of Genetic Effects on Cognition

Francesco Papaleo, Daniel R. Weinberger, and Jingshan Chen

The Basic Goal of Genetic Animal Models

Although the application of genetic mouse models to behavioral disorders is at an 

early stage, rodent genetic manipulation offers advantages over pharmacological 

models because it is more selective in its molecular targets, is developmental by nature, 

and can be varied in terms of penetrance, allele dose, and temporal characteristics. 

We will begin this chapter by considering the different tests available to study cogni-

tive functions in mice and the brain areas principally involved in each of these tasks. 

We will also describe the different genetic techniques available to modify specifi c 

genes potentially involved in cognitive function. We will next present some examples 

of specifi c gene modifi cations being carried out in mice that have been shown to play 

a role in cognition using the tasks explained in the second section of the chapter. We 

will conclude with a few words on the usefulness of the different tasks in the assess-

ment of cognitive functions as well as their advantages and disadvantages. Until now, 

genetic engineering in animals for neuroscience research has been confi ned almost 

exclusively to mice. There are several reasons for this. There are a number of readily 

available strains of inbred mice that are homozygous at virtually all loci, making them 

a genetically reliable tool. The mouse genome has been extensively sequenced so it 

can be easily manipulated. Specifi c inbred strains can be selected to maximize the 

effect of genetic engineering. It is regrettable that mice have been studied much less 

completely than rats in terms of cognition, physiology, and pharmacology. It is likely 

that genetic manipulation of other genomes to enable the study of higher order cogni-

tion, including in rats and monkeys, will begin soon.

Methods Employed

Transgenic Mice

Overexpression of a gene of interest in a mouse is a gain-of-function approach to 

studying the roles of a gene in a systematic manner. It is an important approach for 
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dissecting a molecular pathway in cognitive function or dysfunction in a mouse 

model. The fi rst transgenic mouse was successfully developed by microinjection of a 

cloned gene into pronuclei of fertilized mouse oocytes in 1980 (Gordon et al. 1980). 

Since then, engineering of the mouse genome has gone from dream to reality, and 

many eukaryotic genes have been introduced into the mouse genome. Transgenic 

mouse technology has been widely used in neuroscience research because the func-

tions of most neural genes involved in cognition and other brain functions can be 

tested at the behavioral level in animal models. Many successful examples of trans-

genic mouse models evincing cognitive phenotypes have been reported, such as 

amyloid precursor protein, galanin (GAL), and CaMKII transgenic mice (Hsiao et al. 

1995; Mayford et al. 1996; Steiner et al. 2001). A transgene is a simple genetic construct 

containing the gene of interest, a promoter sequence that will turn the gene on in 

situ, and a polyadenylation signal for transcription termination of the transgene. The 

major advantage of transgenic technology is that a genetically altered mouse can be 

developed in a relatively short time, approximately two to three months. It takes much 

longer, however, to breed and characterize the transgenic mouse. Unlike homologous-

recombination-based genetic alterations, such as stem cell knockouts or knock ins (see 

below), the transgene randomly inserts into different sites in the mouse genome after 

microinjection into the oocytes, and the copy number of the transgene at each inser-

tion site varies; different lines of the same transgenic mice show different levels and 

patterns of the transgene expression. Therefore, more than one line of the transgenic 

mouse is needed to confi rm the function of the transgene. Early transgenic mouse 

technology used viral promoters such as the SV 40 promoter to drive expression of 

the transgene. Under these conditions, the transgenes were expressed ubiquitously in 

the whole mouse body. To express the transgene in a spatial and temporal manner, 

several modifi ed transgenic mouse technologies have been developed:

Tissue-specifi c transgenic mouse technology Expression of a transgene in specifi c neurons 

or brain regions is important for studying the functions of neural genes. To drive 

neural specifi c transgene expression, neuron specifi c promoters, such as CaMKIIα 

neuron-specifi c enolase, and nestin promoters, have been widely used to develop 

tissues-specifi c transgenic mice (Forss-Petter et al. 1990; Betz et al. 1996; Chen et al. 

1998). The promoters direct transgene expression in cortical, hippocampal, striatal, 

and cerebellar neurons. However, the promoters of most neural genes are poorly 

defi ned, and the regulatory elements for tissue-specifi c expression might also reside 

in introns or in other untranslated regions. To achieve more specifi c expression pat-

terns, bacterial artifi cial chromosome (BAC) clones containing neural genes, which are 

about 100 kb long, on average, and are more likely to carry all regulatory elements for 

the expression of the neural genes, have been used for developing transgenic mice (Gong 

et al. 2003). However, BAC clones are so large that the effi ciency of transgene insertion 
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is much lower. Some BAC clones contain more than one gene, and they have to be 

modifi ed to delete or disrupt the unintended gene before being introduced into the 

mouse genome.

Inducible transgenic mouse technology Expression of most neural genes is regulated 

developmentally or by neurotransmitters and neuromodulators in response to internal 

or external stimuli. It is important to regulate transgene expression in a temporal 

manner. In addition, if a transgene is expressed too early during development, com-

pensatory changes or embryonic death might occur. The most widely applied method 

of inducible transgenic technology involves the tetracycline regulated gene expression 

system (see fi gure 3.1; Gossen and Bujard 1992). The tetracycline-regulated gene 

expression system involves two genes, one encoding the gene of interest under the 

control of a tetracycline-responsive promoter (TetP) and the other one encoding an 

artifi cial transcription factor, tetracycline transactivator (tTA). tTA expression is neces-

sary for activation of the TetP and, thus, expression of the transgene. Activity of tTA 

is in turn suppressed by tetracycline or doxycycline, an analog of tetracycline with 

1,000-fold higher affi nity to tTA and higher blood–brain barrier permeability than 

TATA

tTAtTA

TetR VP16NSEGENE 1

GENE 2

tTA

tTA

gene of interest

TATA

tTA

TetR VP16Promoter tTA
Tissue-specific promoter Tetracycline Transactivator (tTA)

Tetracycline
binding
pocket

+ Tetracycline

- Tetracycline

TetOp minimal promotor which needs

bound tTA to activate transcription

Inducible gene

Figure 3.1

Schematic diagram of a tissue-specifi c tetracycline-regulated gene expression system. Gene 1 

encodes tTA under the control of a tissue-specifi c promoter. Gene 2 encodes the gene of interest 

under the control of the tetracycline-responsive promoter, TetOp. Mating of mice carrying one 

or the other of these genes results in offspring with the genes of interest under the control of 

the tetracycline-regulated promoter.
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tetracycline. Thus, adding doxycycline to the drinking water or food suppresses the 

transgene expression. This technology has been successfully applied to the develop-

ment of inducible transgenic mice carrying CaMKII, ∆ FosB, CREB, and other neural 

genes (Mayford et al. 1996; Chen et al. 1998; Sakai et al. 2002). A reverse tTA (rtTA) 

gene regulation system, which is activated by tetracycline, also has been successfully 

applied to the development of calcineurin transgenic mice (Mansuy et al. 1998). 

However, leaky expression of the rtTA system and requirement of high doses of doxy-

cycline to activate the rtTA have raised concerns about the rtTA system. Other induc-

ible gene expression systems have also been applied to transgenic animal models, but 

they are not used as widely as the tetracycline-regulated inducible gene expression 

system.

“Humanized” transgenic mouse technology Although humans and mice share about 

70% of their DNA sequences, there are major differerences in many genes and there 

are many human- or primate-specifi c isoforms of neural genes. It is important to 

humanize those genes in mice for studying their functions at the behavioral level and 

for testing drugs specifi c for human drug targets. To develop animal models for testing 

human-specifi c genes or human-specifi c isoforms, human genes are introduced into 

the mouse using transgenic technology. Thus, transgenic mice will express the human 

gene and serve as an important tool for research and drug development (Akassoglou 

et al. 2003; Miksys et al. 2005). Introduction of the human transgene into a mouse 

with targeted disruption of the endogenous mouse homologue will generate a geneti-

cally modifi ed mouse with exclusively the humanized gene.

Targeted Gene Knockout Mice

Loss of function is another approach to study the role of neural genes in cognition 

and other brain functions. Genetic manipulation of mouse embryonic stem (ES) cells 

by homologous recombination in cell culture and inhibition of ES cell differentiation 

by leukemia inhibitory factor to keep the ES cells at a pluripotent stage are important 

steps toward the development of targeted gene knockout mice. ES cells with a dis-

rupted target gene by homologous recombination are selected by drug resistance and 

screening with long polymerase chain reaction or Southern blotting. The selected ES 

cells are introduced into a foster mom by blastocyst injection to generate chimeric 

mice, which are then bred with wild-type mice to generate knockout mice. The fi rst 

targeted gene knockout mouse was developed in 1987 (Thomas and Capecchi 1987). 

There are several targeted gene knockout technologies that can be used to knock out 

a gene completely, partially, tissue-specifi cally, or randomly or to replace a wild-type 

gene with a small mutation:

Traditional knockout technology To knock out a specifi c gene completely, genomic 

DNA of the gene is fi rst cloned and a major component of the gene such as start codon 
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in the cloned genomic DNA fragment is mutated usually by a deletion mutation to 

abolish translation (see fi gure 3.2). A drug selection gene such as neomycin resistance 

gene (neo) is also introduced so that ES cells carrying the knockout mutant construct 

will survive in cell culture containing neomycin while other cells will not. The knock-

out mutant construct consists of two fragments of the cloned genomic DNA fl anking 

at both ends of the selection gene, and one of the fragments contains the mutation. 

When homologous recombination occurs in the ES cells during mitosis, the wild-type 

DNA of the targeted gene is replaced with the mutant DNA. Many neural genes includ-

ing neurotrophic factors, neurotransmitter receptors, and other genes important for 

neuronal functions have been knocked out with this technology (Forrest et al. 1994; 

Li et al. 1994; Conover et al. 1995; Picciotto et al. 1998).

Conditional knockout technology The major problem of the traditional knockout tech-

nology is that the genes are knocked out at an early developmental stage, which may 

result in compensational changes or embryonic death if the gene is important for 

embryo development. A gene recombination system, cre and loxP, derived from bac-

teriophage was applied to knock out a gene at a specifi c stage during development 

(Gu et al. 1994). Cre is a recombinase, which can recognize a specifi c DNA sequence, 

named the LoxP element, and catalyze the recombination of two LoxP elements to 
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Cloned mouse

genomic DNA
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Mutate the start codon and insert neo gene. 

Mutant construct 

Wild type gene

in genome

Mutant gene

in genome 

Homologous recombination in ES cells. 

Figure 3.2

Schematic diagram of targeted gene knockout by homologous recombination. Cloned mouse 

genomic DNA, usually containing the start codon ATG of a specifi c gene, is mutated by introduc-

tion of the drug selection gene, neo (neomycin), to replace a genomic DNA fragment containing 

the translation start codon, ATG. The mutant construct is introduced into mouse embryonic 

stem (ES) cells by stable transfection. Homologous recombination within the ES cells results in 

the mutant ES cells carrying the mutant gene in its genome.
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remove the DNA sequence between them. To knock out a specifi c portion of a gene, 

two loxP sites are introduced into the genetic construct to fl ank the portion of the 

gene, now named a fl oxed gene. The two loxP sites are usually placed in introns so 

that they do not alter coding sequences. Mice carrying the fl oxed targeted gene are 

generated using traditional knockout technology, and the wild-type gene product is 

produced in the mouse because the two loxP sites are placed in introns. This mouse 

is then mated with another mouse line created to express the cre gene driven by a 

tissue-specifi c promoter. Thus, recombination between the two loxP sites occurs and 

the portion of the targeted gene is excised, but only in tissues that express the cre 

gene, which is named a conditional knockout (see fi gure 3.3). Conditional knockout 

of the N-methyl-D-aspartate receptor 1 (NMDAR1) gene is an example of application 

of the cre/loxP system in a mouse model that has been used to study cognition (Li 

et al. 1994). Another recombination system, called fl p/frt, which is similar to the cre/

loxP system, is also used to develop conditional knockout mouse (Meyers et al. 1998).

Gene trapped knockout mouse technology To knock out genes on a large scale, gene 

trapped knockout technology was developed. This approach utilizes random insertion 

of a drug resistance gene such as the neo gene lacking a promoter or polyadenylation 

signal into the mouse genome to trap the native promoter or polyadenylation signal 

of a gene disrupted due to the insertion of the drug resistance gene (see fi gure 3.4). 

The drug selection gene utilizes the promoter or poly(A) signal of the disrupted gene 

Exon 

loxP loxP 

promoter cre 

Crossbreeding 

Mouse carrying a gene with
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Figure 3.3

Schematic diagram of conditional gene knockout using the cre/loxP recombination system. A 

mouse carrying the fl oxed targeted gene and a mouse carrying a cre gene under the control of a 

tissue-specifi c promoter are crossbred to bring the two genes together. Recombination between 

the two loxP sites occurs in the cells expressing cre and the targeted gene is disrupted.
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in stable transfected mouse ES cells, so that the ES cell clone with the trapped disrupted 

gene can survive in a neomycin selection medium (von Melchner et al. 1992; Niwa 

et al. 1993). The reason to use the poly(A) signal to trap the disrupted gene is that 

many promoters are not active in ES cells. Theoretically, all genes can be knocked out 

randomly using this strategy. However, only about 50% of the genes in the mouse 

genome have been knocked out so far using gene trapped technology.

Knock-in mouse technology Most genetic mutations associated with common diseases 

do not involve a complete knockout of a gene. To more precisely mimic a genetic 

mutation for a disease or for susceptibility to it, less deleterious mutations have to be 

introduced into the mouse genome using knock-in technology, which is similar to 

knockout technology using homologous recombination to introduce mutations into 

the specifi c targeted gene (Geng et al. 1999). The major difference is that most of the 

coding sequence is intact except the small mutation, and the drug selection gene is 

usually placed in an intron.

promoter pAneo pA

neo pA 

promoter pA

pAneo SV40P 

neo SV40P 

pA

B. Polyadenylation signal trap: 

A. Promoter trap: 

Mouse genome 
Random insertion 

Random insertion 
Mouse genome 

neo gene with poly(A) signal but

without promoter 

neo gene with SV40 promoter but

without poly(A) signal 

Figure 3.4

Schematic diagram of gene knockout using gene trap technology. (A) A neo gene with a polyad-

enylation signal (pA) but without a promoter is introduced into a mouse embryonic stem (ES) 

cell by transfection, and the neo gene construct randomly inserts into the mouse genome in the 

ES cells. The neo gene utilizes the promoter of the disrupted gene to express and gives the ES 

cell clone neomycin resistance. (B) A neo gene with an SV40 promoter but without polyadenyl-

ation signal is introduced into mouse ES cells by transfection, and the neo gene construct ran-

domly inserts into the mouse genome in the ES cells. The neo gene utilizes the pA signal of the 

disrupted gene for expression and gives the ES cell clone neomycin resistance.
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National Institutes of Health (NIH) knockout mouse initiatives Developing a knockout 

mouse is usually very time-consuming and expensive. It would take even more 

effort if more than one gene will be brought together by crossbreeding for studying 

gene–gene interactions. To meet the expanding needs of the research community, 

the NIH started new animal model initiatives as parts of the NIH Blueprint for Neu-

roscience Research in an effort to knock out all mouse genes including psychiatric 

disorder susceptibility genes and to make all knockout mice available to the 

research community (http://neuroscienceblueprint.nih.gov/neuroscience_resources/

animal_models.htm#rodents). Although most of the new initiatives are at their 

infant stages, some knockout mice or ES cell clones are already available to the 

research community, distributed by animal centers established by or contracted 

with NIH.

Behavioral Tests

We describe below the standard approaches to testing cognition in mice. We will not 

discuss tests of other psychological functions, such as emotion and sensory processing, 

but it should be noted that genetic manipulation of these functions may also impact 

on cognition.

Declarative Memory

Morris Water Maze Currently, the most frequently used paradigm to evaluate learning 

and memory abilities in rodents is the Morris water maze task. This task is based on 

the principle that rodents are highly motivated to escape from a water environment 

by the quickest, most direct route. In this task, the mice are expected to learn the 

location of a hidden platform submerged in opaque water based on spatial extramaze 

cues. A step-by-step description of the procedures can be found elsewhere (Crawley 

2007). After a period of habituation, mice are trained to locate a visible platform, to 

test their visual and motor ability, and then they are trained to locate a hidden plat-

form. Over the course of training, mice will swim to the hidden platform with an 

increasingly direct swim pathway and a diminishing latency to reach the platform. 

Training sessions are conducted on consecutive days until the established acquisition 

criteria are reached by the mice (e.g., the latencies to reach the hidden platform must 

be shorter than a prefi xed timing). After the training days, each mouse is tested in a 

probe trial, in which the platform is removed from the pool and each mouse is tested 

as in the training. Search time spent in the trained quadrant must be signifi cantly 

greater than search time spent in the other quadrants of the pool in order to conclude 

that environmental spatial cues were learned and remembered as the specifi c strategy 

for locating the hidden platform. Swim speed and swim pathway provide measures of 

the procedural abilities of the mouse to perform the task. Probe trials without addi-

tional training can be conducted at chosen time points after the end of training, to 
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evaluate retention (forgetting).The Morris task cannot be used to measure learning 

and memory in mice with impaired swimming abilities. Moreover, it is among the 

most stressful cognitive tests for mice. Lesion studies revealed that spatial learning in 

the water maze task is dependent on hippocampus (Morris et al. 1982) and nucleus 

accumbens (Annett et al. 1989).

Cued and Contextual Fear Conditioning This task measures the ability of the mouse 

to learn and remember an association between an aversive experience and environ-

mental cues (Fanselow 1980; LeDoux 1995). Cued and contextual conditioning 

requires a different set of sensory and motor abilities compared to the Morris water 

maze. The parameter measured in this task is freezing behavior, a common response 

to fearful situations in mice as well as many other species, defi ned as no movement 

other than respiration. In the fi rst stage, or the conditioning training, the mouse is 

placed in a chamber and exposed to a mild footshock paired with an auditory cue. 

Time spent freezing in this phase is considered the measure of unconditioned fear. 

Twenty-four hours after the conditioning session, the mouse is returned to the same 

chamber and the freezing behavior is scored. The time spent freezing in this stage is 

considered to be the measure of contextually conditioned fear. An hour later, the 

mouse is placed in a new chamber differing from the fi rst for shape, visual cues, light-

ing, olfactory cues, and fl oor surface texture. Freezing behavior in this chamber is 

scored before and during the presentation of the auditory cue previously associated 

with the footshock. Freezing is expected to be minimal in the new altered context 

and to increase suddenly when the mouse is presented with the conditioned sound, 

demonstrating a cued conditioning. In order to properly evaluate memory perfor-

mance in mutant mice, a careful examination of sensory and motor abilities, such as 

pain threshold, hearing, vision, smell, neuromuscular dysfunctions, subthreshold 

seizures, or sedation, is required (Crawley 2007). An advantage of this task is that 

specifi c impairment or improvement of the contextual and/or the cued fear condi-

tioning can yield information about neuroanatomy, neurotransmitters, and gene 

regulating emotional components of memory. This test also enables the dissection of 

different phases of memory formation, including acquisition, consolidation, and 

extinction. The area of the brain that seems to be mainly involved in cued and con-

textual fear conditioning in rodents is the amygdala (LeDoux 1995; LeDoux 1996; 

Fanselow and Poulos 2005), but the involvement of the hippocampus is also impor-

tant as indicated by the disruption of recent but not remote contextual fear memo-

ries by posttraining lesions of the hippocampus (Kim and Fanselow 1992; Anagnostaras 

et al. 1999). The subiculum, cingulated cortex, prefrontal cortex, perirhinal cortex, 

and sensory cortex, as well as the medial temporal lobe, also appear to mediate com-

ponents of contextual fear conditioning (Eichenbaum et al. 1996; Squire and Zola 

1996; Logue et al. 1997).
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Passive and Active Avoidance Avoidance learning requires that a subject learn that a 

certain response will result in the termination or prevention of an aversive stimulus. 

The stimulus typically used in this task is a mild footshock; the response is the avoid-

ance of the location in which the footshock was received. Passive avoidance tasks 

require the mouse to refrain from entering the chamber in which the aversive stimulus 

was previously delivered. Active avoidance tasks require the mouse to exit from the 

chamber in which the aversive stimulus was delivered. General defi cits in vision, 

altered pain threshold, sedation, and motor impairments could interfere with the 

procedural components of this task.

Y-Maze The Y-maze recognition task is believed to be a specifi c and sensitive test of 

memory that is useful when it is necessary to minimize the confounding infl uences 

of nonspecifi c factors such as those generated in tasks involving deprivation, electric 

footshock, motoric demands, and so on. Constant proximal and distal visual cues may 

be placed around the apparatus. The experiment consists of two trials that are sepa-

rated by a designated intertrial time interval (thirty minutes up to six hours). During 

the acquisition phase, trial 1, one arm is blocked and referred to as the novel arm in 

trial 2. The position of the closed arm is chosen randomly among the three arms. Mice 

are allowed to explore the two open arms of the maze for fi ve to fi fteen minutes. 

During the retrieval phase, trial 2, the door that previously blocked one of the arms 

is removed. The percentage of visits and time spent in the novel arm are compared 

to random exploration (33%) of the three arms of the maze. The dependent variables 

measured in trial 2 are (1) fi rst arm entered (between the novel and other arm), (2) 

the percentage of time spent in each arm for each minute, and (3) the percentage of 

entries made into each arm for each minute. The Y-maze has been proven to be a 

hippocampal-dependent spatial memory task.

Barnes Maze This test takes advantage of the superior abilities of mice to fi nd and 

escape through small holes. Mice are motivated to escape from a brightly lit, open 

platform into a small, dark, enclosed box. In the open platform several holes are 

present. One of those holes opens into a hidden dark box. The mouse learns the spatial 

location of this exit hole. In contrast to other maze tasks, dietary restriction is not nec-

essary and the dry-land environment is less stressful than that of the Morris swim task 

(Mayford et al. 1996). As in the Morris water maze, a cued version of the task is used to 

test general sensorimotor activity of each subject. Apart from the time and distance that 

the mice need to solve the task, the strategies used by the animal to perform the task 

can refl ect different cognitive processes (for the different strategies, see Barnes 1979).

Social Transmission of Food Preference (STFP) Task Rodents have a very highly devel-

oped olfactory sense. Olfactory discrimination tasks are excellent measures of learning 



Animal Models of Genetic Effects on Cognition 61

and memory in rats and mice (Eichenbaum et al. 1988; Staubli et al. 1989; Zhang 

et al. 1998). The STFP is based on the ability of rats to use olfactory cues to transmit 

food preferences to each other (Ross and Eichenbaum 2006). In this test, animals are 

required to remember the scent of food smelled on the muzzle of a “demonstrator” 

mouse earlier. Retention time between the observation session and the choice session 

is either zero (immediately thereafter) or twenty-four hours later, providing a proce-

dural control and a delay condition. When offered a choice of the fl avored food eaten 

by the demonstrator mouse (cued food) or another novel-fl avored food, mice with 

normal olfactory memory will eat a greater proportion of the familiar cued food than 

of the novel food. Hippocampal lesions severely impair choice accuracy in this task 

in rats (Bunsey and Eichenbaum 1995).

Working Memory

T-Maze In maze learning tasks mice are trained to choose specifi c arm(s) of the maze 

to receive reinforcement (food or water) or to avoid footshock. One of the most 

common tests used to assess prefrontal cortex (PFC)-sensitive working memory in 

rodents is the T-maze. The T-shaped apparatus is composed of a “starting” alley and 

two side alleys at the end, in one of which reinforcement (food or sweet solution) is 

hidden. To motivate the animals to work for these tasks, they are maintained on either 

a food-restricted or water-restricted diet. Mice are fi rst habituated to the maze so they 

get used to running to the ends of the alleys to obtain the reinforcer. Different para-

digms have been developed to address different kinds of cognitive functions. In the 

continuous delayed alternation T-maze task, mice are trained to enter and retrieve the 

reinforcement in the arm opposite to the one they successfully entered on the previ-

ous trial. Due to its repetitive nature, this is not the best paradigm to study working 

memory (Green and Stanton 1989). Moreover, it is sensitive to both frontal cortex 

and hippocampus lesions (Thompson 1981; Brito and Brito 1990).

The T-maze discrete paired-trial variable-delay alternation task has been established 

to most closely model important elements of working memory tasks used in studies of 

human and nonhuman primates. This task requires constant updating of information 

and response on a trial-by-trial basis (Aultman and Moghaddam 2001). Animals are 

presented with a sequence of discrete trial pairs in which a randomly chosen forced run 

is followed by a choice run. In the forced run, the animals are given access to only one 

arm of the maze and rewarded after entering that arm. After an intratrial delay, they are 

presented with the choice run, during which they have access to both arms and are 

rewarded (having made the “correct” choice) after entering the arm not entered on the 

previous forced run. After this choice run and an intertrial delay, animals are exposed to 

the next forced run, and so on. The same intratrial and intertrial delays are used during 

the training phase. After reaching a prefi xed criterion (e.g., more than or equal to 

80% correct choices in three consecutive days) mice are tested at different intratrial 
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delays presented randomly. This task has been used to test working memory in rats, 

as well. As in rats, lesion of the medial PFC in mice signifi cantly increases the number 

of days required to reach criterion (Kellendonk et al. 2006).

Radial Maze The radial maze is composed of eight arms radiating from a central 

platform. As in T-maze paradigms, dietary restriction is used to help motivate learning. 

As usual, at fi rst the animals are habituated to the maze and to the presence of food 

at the ends of each of the arms of the apparatus. Correct arm choices are those that 

are visited once to obtain the reinforcement. Visiting a specifi c arm more than once, 

where food has already been obtained and the arm is now empty, is considered an 

incorrect response. Alternatively, only some of the arms are baited with food, requiring 

the animal to learn the location of the baited versus unbaited arms and also to learn 

not to return to an arm already visited. Time to complete the task is recorded and 

considered as another measure of acquisition.

A different version, called “eight-arm radial maze delayed nonmatch to sample,” or 

“win-shift,” has been used to specifi cally address working memory performances 

(Seamans and Phillips 1994; Seamans et al. 1995). In each trial there are two phases: 

the training and testing separated by a delay. During the training phase, four out of 

the eight arms are open, and four closed, and the rodent has to retrieve the food 

reward from the open alleys. A new set of four arms is baited each day. After a delay 

period in the home cage, the mouse is put into the maze where all arms are open, but 

only the previously blocked arms contain food reinforcement (test phase). In this 

phase, any reentry into an arm that was entered earlier during the training phase is 

indicated as an across-phase error, and any reentry into an arm that has been entered 

earlier during the test phase is defi ned as within-phase error. The time taken to retrieve 

the fi rst reinforcement and the time to complete the two phases of the task are 

recorded along with the errors. Days to reach prefi xed criteria and percentage of mice 

able to learn the task together constitute an index of the cognitive performance of the 

animals in this paradigm.

In the “random foraging task” the mice are not provided with any previous infor-

mation about the location of food in the maze, permitting researchers to assess the 

mice’s ability to acquire or use within-trial information (Seamans et al. 1995). In each 

trial, four different arms of the eight-arm maze are baited randomly. During every trial, 

the number and order of arm choices are recorded. Animals are trained until they reach 

a criterion of one revisit error or fewer for three consecutive days. Errors and times are 

recorded as in the win-shift version. Transient lesions of the nucleus accumbens and 

prelimbic area of the PFC impair performance in different versions of the win-shift 

radial-arm maze task (Seamans and Phillips 1994). However, similar lesions to the pre-

limbic cortex do not affect animals’ performance in a random foraging task. This 

evidence suggests that the prelimbic cortex is responsible for utilizing previously 
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acquired information to generate a prospective sequence of responses. In contrast, 

fornix, hippocampus (McDonald and White 1993), and ventral CA1/subiculum are 

involved in the performance of both the delayed spatial win-shift and random forag-

ing procedures (Floresco et al. 1997).

Morris Water Maze Different variations of the Morris water maze task have also been 

developed to address working memory functions in rats and mice (Varvel et al. 2001). 

In one variation, the platform is randomly located in a different location on each day, 

and the test is based on a series of two paired trials. In these two trials, separated by 

a defi ned delay, the platform is located in the same position and the mouse is released 

into the water from the same point. If shorter latency to swim to the platform and 

smaller path length traveled is observed in the second trial as compared to the fi rst, 

it may be concluded that the rodent had learned the location of the hidden platform, 

which can be used as an index of the rodent’s working memory abilities. Although 

this version of the Morris water maze task has been used to assess working memory, 

it is unclear whether the task is primarily dependent on prefrontal or hippocampal 

function.

Another working memory version of the water maze has been developed by Buresova 

and colleagues (Buresova et al. 1985). In this experiment, the researchers constructed 

an eight-arm radial maze within a water maze, and the rat’s task consisted of swim-

ming to the end of each arm to a submerged bench. This bench would provide the 

mice with refuge from the water for twenty seconds, and then it would collapse, 

forcing the rat to swim to a different maze arm. In this study memory for the visited 

arms was tested by introducing a delay (forty to 1,280 minutes) between the fourth 

and fi fth arm choices. Again, whether this task is primarily dependent on prefrontal 

or hippocampal processing has not been established.

Odor Span Task This task assesses the ability of rodents to remember an increasing 

number of odors and has been used in both rats and mice (Dudchenko et al. 2000; 

Young et al. 2007a). In successive discrete trials, food-restricted mice are presented 

with an increasing number of bowls containing sand scented with different odors. The 

positive reinforcement is always hidden in the cup scented with the new odor.

Recognition Memory

Object Recognition In an open fi eld arena, an object (A) or pair of identical objects 

is presented for a brief period to the mouse. After a delay (ranging from one minute 

to twenty-four hours), the mouse is brought back to the arena, which contains a 

duplicate of object A and a novel object (object B). The mouse’s natural tendency is 

to explore the novel object, B, more than the (presumably) familiar object, A. A prefer-

ence index, a ratio of the amount of time spent exploring the novel object over the 



64 F. Papaleo, D. R. Weinberger, and J. Chen

total time spent exploring both objects, is used to measure recognition memory. In 

this test, cognitive performance does not depend on the retention of a rule, nor on 

positive or negative reinforcers, and exploits the natural tendency of rodents to 

explore the environment; cognitive performance in this test primarily involves pre-

frontal and perirhinal cortex regions and is relatively hippocampal independent 

(Morrow et al. 2000; Mumby 2001).

Social Recognition Social recognition tests use the animals’ natural tendency towards 

olfactory investigation of novel conspecifi cs (Crawley 2007). Social cognition/social 

discrimination is a specifi c type of memory that differs from other types of learning 

and memory. The parameter used to quantify social recognition behaviors is the time 

spent by the tested subject investigating another animal (stimulus). Anogenital and 

head sniffi ng, as well as close following, are considered olfactory investigations. Social 

recognition tasks use two paradigms:

Habituation–dishabituation paradigm When one stimulus animal is presented repeat-

edly to the tested animal, the time spent in investigation gradually decreases, but 

when a novel animal is presented, the time spent in investigation by the test animal 

returns to its original level.

Social discrimination paradigm The test animal is exposed to the stimulus animal and 

then, after a certain interval, simultaneously presented with the now-familiar conspe-

cifi c and a novel stranger. Normally, the test animal will spend signifi cantly more time 

investigating the novel stranger mouse as compared to the habituated original animal.

Instrumental Learning An operant conditioning chamber (or Skinner box) is an 

automated laboratory apparatus that presents one or more operanda. This apparatus 

can automatically detect the occurrence of a behavioral response or action. Typical 

operanda for mice are nose pokes into holes, and correct action is followed by the 

delivery of food pellets or liquid diet reinforcers in a trough. Food or water restriction 

is usually employed. These tasks present several advantages over other learning para-

digms, such as strict experimental control and high levels of precision. Moreover, 

complete automation reduces the labor-intensive nature of the other memory tasks 

and reduces the manipulation and stress of the subjects tested. Furthermore, operant 

behavioral tasks are ductile and allow studying several cognitive functions that include 

working memory, visuospatial attention/sustained attention, reversal fl exibility, moti-

vational state, decision making, and impulsivity–compulsivity.

Working Memory Paradigms Delayed matching to sample (DMTS) and delayed non-

matching to sample (DNMTS) position tasks have been developed (Dunnett 1993). A 

trial begins with the illumination of one of two holes inside the operant chamber 
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(sample phase). After the mouse pokes into the illuminated hole, a delay ensues. 

During the delay, the mouse is required to make a nose poke into a trough, which 

results in the illumination of the two holes (choice phase). Under matching condi-

tions, the mouse is reinforced for a poke in the hole that had been illuminated as the 

sample. In the nonmatching version of the task, the mouse is reinforced for pokes 

into the hole that had not been presented before. The use of a nose poke response 

into the trough is designed to reduce postural mediation responses during the delay 

period, which can weaken any interpretation of performance as pure memory (Chu-

dasama and Muir 1997). The disruption of the septo-hippocampal system has been 

found to induce delay-dependent accuracy defi cits. Nucleus basalis magnocellularis 

lesions, on the other hand, induce either delay-independent defi cits, transient effects, 

or no accuracy defi cits, suggesting a role in nonmnemonic cognitive pro-

cesses. Finally, lesions of the pedunculopontine tegmental nucleus affected neither 

working memory nor nonmnemonic cognitive functions on this task but altered 

responsivity.

Delayed Comparison Procedures A different paradigm which is not affected by pos-

tural mediation responses is the delayed comparison task in which the tested subjects 

cannot determine the correct response until after the retention interval. For example, 

in a typical DMTS experimental procedure, a sample stimulus consisting of the red 

light is presented (e.g., a red light, center location), followed by a retention interval 

(delay), and, subsequently, by the presentation of choice stimuli (e.g., red, yellow, and 

green lights in the left, center, and right locations, respectively). The subject exhibits 

memory for the sample stimulus by successfully identifying the choice stimulus that 

matches the sample and selectively responding at the location of that stimulus (in the 

present example, red, left location). Since the location of the correct comparison 

stimulus is not known to the subject until after the delay, the subject cannot “bridge” 

this delay by orienting itself towards the correct location. A new intriguing variant of 

this task is the visual touchscreen procedure recently validated in mice (Izquierdo 

et al. 2006).

Attention The fi ve-choice serial reaction time task (5-CSRT) is used to assess sustained 

attention in rodents (Muir et al. 1996; Baunez and Robbins 1999; Young et al. 2007b) 

and is analogous to continuous performance used in human studies of attentional 

processes (Jones and Higgins 1995). Attentional task requires the mouse to simultane-

ously monitor the light signals over or inside fi ve holes positioned on a wall of an 

operant chamber. During the task, one of the lights is illuminated briefl y, and mice 

are trained to respond with a nose poke in the hole corresponding to the light. 

Following a correct response, liquid or food reinforcement is delivered in a dispenser 

situated in the opposite wall. Different parameters are measured in this task:
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Accuracy (percentage of correct responses) 100 × correct responses/(correct + incorrect 

responses).

Percentage of omission errors (omissions) 100 × omission errors/stimuli presented.

Latency of correct responses The mean time between stimulus onset and a nose poke 

in the correct hole.

Anticipatory response rate The total number of responses in all intertrial intervals (ITIs) 

of a session/number of trials/ITI length(s). Premature responses occur inappropriately, 

before the visual targets have displayed, and are considered as an index of impulsive 

behavior (Evenden 1999).

Perseverative behavior Animals continue to respond either at the aperture where 

responding has just happened or at other locations; this is usually used as an index 

of “compulsive” behavior.

Thus, the 5-CSRT is capable of measuring several different types of performance that 

include aspects of attention and impulse control. Several lesion studies have supported 

the previously assumed notion that the anterior cortex (especially medial PFC) plays 

a principal role in the completion of the 5-CSRT. Furthermore, the hippocampus seems 

to have relative little impact on different parameters of this task (for review, see 

Robbins 2002).

Extinction This is the phenomenon in which a reinforcer (e.g., food or shock) associ-

ated with learning a particular task or response is omitted or withdrawn and the 

response is diminished. In particular, extinction of the conditioned freezing behavior 

can be studied in the “cued and contextual conditioning” paradigm by repeatedly 

placing the mouse into the altered new context and presenting it with the conditioned 

cue. The progressively decreased manifestation of conditioned freezing behavior con-

stitutes an index of extinction.

Reversal and Change in Habits Reversal learning involves the adaptation of behav-

ior according to new stimulus–reward contingencies. This is a form of cognitive fl ex-

ibility that focuses on the ability of the subject to disengage a previously learned rule 

and follow new, opposite rules to solve a specifi c cognitive task. Reversal learning can 

be applied to most of the tasks described in this chapter after a particular exercise has 

been learned. The number of trials and the duration of time necessary to relearn the 

new reinforcement contingencies as well as the reaction time and/or latency in 

understanding the new rule of the task serve as indices of reversal learning. Reversal 

learning is disrupted by lesions of the orbitofrontal cortex in rodents and nonhuman 

primates (Iversen and Mishkin 1970; Jones and Mishkin 1972; Dias et al. 1996). 

Lesions to the ventral striatum also disrupt reversal learning, leading to a perse-

verative response tendency (Taghzouti et al. 1985; Annett et al. 1989; Stern and 

Passingham 1995).
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Shifting and Flexibility

Attentional Set Shifting Task (Digging Version) Recently, researchers have been focusing 

on tests which can assess the ability to shift a cognitive set in rodents as analogous 

to the Wisconsin Card Sorting Test in humans. In rats, an extremely successful test 

was validated by Birrel and Brown (2000). In this test, rats are trained to dig in bowls 

to retrieve a food reward. The bowls are presented in pairs, only one of which is baited. 

The rodent has to select the bowl in which to dig by a sensory dimension such as its 

odor, the medium that fi lls the bowl, or the texture of the surface of its cover. In a 

single session, rats perform a series of discriminations, including reversals, and an 

intra- and extradimensional shift. Lesions of medial frontal cortex result in the selec-

tive impairment of the extradimensional shifting, in which the animals have to 

understand that the previously relevant dimension is now irrelevant. Orbital prefron-

tal cortex lesions produce a selective impairment in reversal learning without affecting 

acquisition, maintenance, and shift of the attentional set. Despite several attempts, 

only one study so far has demonstrated internal construct and predictive validity of 

this task also in mice (Garner et al. 2006).

Maze-Based Set-Shifting Task The apparatus used in this task is a four-arm cross maze 

that is convertible into a T-maze. The cross shape of the maze allows the experimenter 

to randomly change the arms used, avoiding mediation of the behavior by external 

cues. Rats are fi rst trained to retrieve reinforcement at the end of one arm following 

a response rule (turning left or right). Visual cues are also randomly placed in one of 

the arms on each trial but do not reliably predict the correct choice (only a confound-

ing irrelevant factor). Between trials, rats are placed back in the holding cage with the 

possibility of varying the intertrial delay, affecting the memory load. The day after 

the animals learn the response rule, they are tested in a set-shift paradigm in which 

they are required to use the visual-cue discrimination strategy instead of the left or 

right turn to retrieve the food reinforcement. Thus, the rat must shift from the old 

strategy and attend to the previously irrelevant cue in order to obtain reinforcement. 

The opposite scheme, training under a visual-cue discrimination strategy and testing 

set shifting to the turning right–left rule, is also possible. Measurements recorded to 

evaluate the cognitive function of each rat tested are trials to criterion, time taken to 

complete the training phase, and incorrect arms entries, which are broken down into 

perseverative, regressive, and “never-reinforced” errors (Floresco and Magyar 2006). 

The combination of regressive and never reinforced errors has been used as an index 

of the animals’ ability to engage in and maintain a new strategy. Inactivation of the 

PFC causes a selective increase in perseverative errors (Ragozzino et al. 1999), whereas 

inactivation of the dorsomedial striatum yields an increase in regressive errors 

(Ragozzino et al. 2002). Furthermore, it has been shown that both the nucleus accum-

bens core and mediodorsal thalamus play a role in this task, inducing different 

patterns of errors (Floresco and Magyar 2006).
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Decision Making, Reaction Time Decision making is a high-level cognitive process 

that relates to everyday choices according to long-term and short-term outcomes inter-

relationships. It depends on systems responsible for memory as well as those for 

emotion and affect. With some limitations, different components of human decision-

making tasks can be modeled using tasks designed for rodents.

“Delay discounting” tasks are used as a measure of impulsive decision making where 

“response costs” are varied by imposing a delay before delivery of larger reward versus 

obtaining an immediate, smaller reward (Evenden and Ryan 1996). Lesions of the core 

region of the nucleus accumbens increase delay discounting and cause a preference 

for a smaller immediate reward (Cardinal et al. 2001; van Gaalen et al. 2006), while 

orbital PFC lesions may both decrease or increase impulsive choice, depending on 

whether training occurred pre- or postoperatively (Mobini et al. 2002; Winstanley 

et al. 2004). Lesions to either the prelimbic or anteriorcingulate regions of the medial 

PFC, however, do not alter this form of decision making (Cardinal et al. 2001).

In “effort-based decision-making” tasks, rats have to choose between a small reward 

in one arm of a T-maze and a larger reward placed behind a barrier in the other arm. 

Over the course of training, rats exhibit a preference to exert a greater effort and climb 

the barrier to obtain a larger reward. Lesions of the anterior cingulate region of the 

rat medial PFC impair effort-based decision making in a manner similar to that 

observed after dopamine depletion of the nucleus accumbens, whereas lesions of the 

prelimbic cortex have no effect (Walton et al. 2002; Walton et al. 2003; Schweimer 

and Hauber 2005).

A “conditioned punishment” paradigm for rodents modeling the human Iowa 

Gambling Task has also been developed (Killcross et al. 1997). In this operant task, 

rats learn to not press one lever that was previously associated with a conditioned 

aversive tone–shock pairing. During the extinction phase of the test, rats press for food 

as normal, but pressing one lever now results in the presentation of the negative 

secondary reinforcement—the conditional stimulus (CS) associated with shock. Intact 

animals again choose to direct their responding away from the lever producing the 

aversive CS in the absence of primary aversive stimulus. Lesions of the basolateral 

amygdala, lesions of the infralimbic region of the medial PFC, or disconnections 

between these two regions disrupt the ability of the aversive CS to bias the direction 

of instrumental responding, causing rats to respond on both levers equally (Killcross 

et al. 1997; Coutureau et al. 2000).

Examples of Mice with Genetic Alterations That Impact Cognition

Calcium/Calmodulin-Dependent Protein Kinase II

The calcium/calmodulin-dependent protein kinase II α (αCaMKII) is expressed in the 

neurons of the forebrain, and it has been implicated in the neurobiology of memory. 
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Several αCaMKII mutants have been generated and studied primarily in hippocampus-

dependent learning and memory tasks. αCaMKII null mutant mice are impaired in 

spatial learning as shown in the Morris water maze and fear conditioning tasks (Silva 

et al. 1992; Silva et al. 1996; Elgersma et al. 2002). However, some learning in these 

animals is still present after intensive training, and interestingly, αCaMKII heterozy-

gous mice show specifi c memory loss at long retention delays (Frankland et al. 2001). 

Using knock-in technology, different lines of mice carrying mutations of the endog-

enous αCaMKII gene have also been generated (Giese et al. 1998; Elgersma et al. 2002; 

Miller et al. 2002; Need and Giese 2003). Severe impairment in spatial Morris water 

maze learning that cannot be ameliorated by overtraining or by environmental enrich-

ment has been found. Moreover, specifi c molecular characteristics (e.g., phosphoryla-

tion of Thr305) seem to be crucial for the reversal learning and contextual discrimination 

(Elgersma et al. 2002).

The overexpression of αCaMKII also severely affects learning in hippocampus-

dependent tasks, such as the Morris water maze, the Barnes maze and contextual 

conditioning (Bach et al. 1995; Mayford et al. 1996; Bejar et al. 2002; Wang et al. 

2003). The αCaMKII transgene activation during the fi rst period after learning specifi -

cally impairs recall (Mayford et al. 1996; Wang et al. 2003), which further supports a 

role of αCaMKII in memory consolidation and/or retrieval. Despite the evidence of 

severe defi cits in hippocampus-dependent learning tasks, no defi cit was shown in 

visible platform water maze, plus maze, cued Barnes maze, olfactory discrimination, 

the acquisition of instrumental conditioning, and the accelerating rotarod (Silva et al. 

1992; Bach et al. 1995; Giese et al. 1998; Wiedenmayer et al. 2000; Elgersma et al. 

2002; Elgersma et al. 2004).

Corticotropin-Releasing Factor System

The corticotropin-releasing factor (CRF) system is a major coordinator of endocrine, 

autonomic, and behavioral responses to stress. Altered CRF levels in cerebrospinal fl uid 

and cerebral cortex tissues have been linked with cognitive impairment in Alzheimer’s 

disease patients. Moreover, decreased amygdala CRF-binding protein messenger RNA 

was found in postmortem tissue from male bipolar and schizophrenic subjects 

(Herringa et al. 2006). Mice overexpressing CRF (CRF-tg) are slower than their wild 

type in solving the Morris water maze task and do not display any improvement over 

subsequent experimental days. It has been hypothesized that the hyperemotional 

phenotype of the CRF-tg mice is the principal cause of their poor cognitive perfor-

mance, because after treatment with the benzodiazepine chlordiazepoxide, retention 

memory improves (Heinrichs et al. 1996). It has also recently been shown that CRF-tg 

mice manifest attentional impairments when tested on a 5-CSRT. However, these 

defi cits are independent of alterations in anxiety-like behavior (van Gaalen et al. 

2003). Further support for an important role for CRF pathways in cognitive function 
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was provided by the fi ndings of disrupted spatial memory processes in null mutant 

mice for the receptor 1 of the CRF (CRF1−/−). In particular, the CRF1−/− mice showed 

no increase in exploration of the novel arm during the retrieval trial of a Y-maze task 

(Contarino et al. 1999).

Dopamine System

Several components of the dopamine system are thought to play a crucial role in the 

modulation of various aspects of learning and memory processes. Moreover, dopami-

nergic dysfunctions, possibly coming from genetic factors, have been associated with 

cognitive abnormalities in schizophrenia (Winterer and Weinberger 2004), attention-

defi cit/hyperactivity disorder (DiMaio et al. 2003), Alzheimer’s disease (Holmes et al. 

2001), Parkinson’s disease (Benmoyal-Segal and Soreq 2006), and addiction (Haile 

et al. 2007).

Dopamine mediates its neural effects via actions at either presynaptic and postsyn-

aptic dopamine D1-like receptors (D1 and D5) or D2-like receptors (D2, D3, or D4). Mice 

lacking a functional D1 receptor (D1−/−) needed a longer time to fi nd and climb onto 

the hidden platform in the Morris water maze compared to their D1+/+ and D1+/− lit-

termates. This same defi cit was also present in the cued trials, which use a visible plat-

form. D1−/− mice also have ambulatory and visual problems in addition to being smaller 

and having a lower body weight. (Smith et al. 1998; El-Ghundi et al. 1999). Thus, the 

effect of D1 genetic manipulation on spatial learning and memory is still uncertain, 

and future works must take into account these phenotypic abnormalities when selecting 

behavioral tasks. Despite this, D1 knockout mice showed normal performance in con-

textual fear conditioning and passive avoidance, and normal reactions to footshocks 

(El-Ghundi et al. 1999; El-Ghundi et al. 2001). However, both D1−/− and +/− mice 

exhibit clear extinction defi cits, as demonstrated by the delayed ability to reduce both 

the conditioned avoidance and freezing behavior associated with an environment 

previously paired with a footshock and now a “footshock-free” environment, and by 

the defi cits in extinguishing an already learned operant behavior for sucrose pellets 

(El-Ghundi et al. 2001; El-Ghundi et al. 2003).

D2 and D3 receptor null mutant mice show signifi cant defi cits in a T-maze spatial 

delayed alternation task (Glickstein et al. 2002). In particular, the performance of D3 

mutants gradually deteriorates with increasing memory load, while D2 mutants 

showed impaired performance at all the retention intervals used. It could be argued 

that motivational abnormalities might explain these cognitive defi cits; moreover, D2 

mutant mice show impaired locomotor activity (Jung et al. 1999). As opposed to D3 

null mutant mice, the impaired performance on the working memory task is reversed 

in the D2−/− mice by treatment with methamphetamine.

A new interesting genetically modifi ed mouse, overexpressing D2 receptors selec-

tively in the striatum (D2tg), has been generated (Kellendonk et al. 2006). The D2tg 
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mice demonstrate defi cits in the acquisition of a “win-shift” eight-arm radial maze 

DNMTS task and a DNMTS T-maze task. These defi cits persist even after the transgene 

is switched off, indicating that the defi cit in working memory performance results 

from developmental, not concurrent, functioning of the upregulated D2 receptors. 

D2tg mice do not suffer from general cognitive defi cits based on normal acquisition 

of a simple spatial rule in a T-maze apparatus and performance in both the visible and 

invisible platform versions of the Morris water maze task. This study also demonstrated 

that specifi c cognitive defi cits produced by the overexpression of striatal D2 receptors 

are probably correlated with dopamine metabolism and D1 receptor activation in the 

prefrontal cortex.

Cognitive studies in mice lacking the dopamine D4 are limited. One study found 

that disruption of D4 receptors induces reduced exploration of a novel object (Dulawa 

et al. 1999) but has no effect on learned fear responses evaluated by contextual, cued, 

and instrumental fear-conditioning tests as shown by comparison of wild-type and 

D4−/− mice (Falzone et al. 2002). However, D4−/− mice have signifi cant increases of 

D1 and NMDA receptors in different brain regions (Gan et al. 2004) that encourage 

cautious interpretation of results in this knockout line of mice.

The dopamine transporter (DAT) which transports released neurotransmitter into 

presynaptic terminals is a major determinant of the intensity and duration of the 

dopaminergic signal, especially at the level of substantia nigra, ventral tegmental area, 

and projection areas of the basal ganglia. Mice lacking the DAT(−/−) are characterized 

by high extracellular dopamine levels and spontaneous hyperlocomotion. Tested in 

an operant behavioral task for food reinforcement, DAT−/− mice showed a longer 

extinction process, exerting signifi cantly more responses than heterozygous and wild-

type mice when food was no longer delivered by nose poking. On the other hand, no 

defi cit was found in the number of sessions required for acquisition, the number of 

responses under the FR5 schedule, or the number of responses under the progressive 

ratio schedule. These fi ndings suggest a greater resistance of DAT−/− mice to the 

elimination of the response and support roles of dopaminergic systems in habit 

memory (Hironaka et al. 2004). Future experiments on cognitive function in DAT−/− 

mice should consider that these mice present a specifi c defi cit in olfactory discrimina-

tion similar to that seen in D2−/− mice (Tillerson et al. 2006).

Catechol-O-methyltransferase (COMT) is a major enzyme responsible for catechol-

amine catabolism, especially for dopamine in the prefrontal cortex. In humans, 

COMT has a val158met polymorphism that affects enzyme activity and has shown 

associations with various cognitive functions (Egan et al. 2001; Bilder et al. 2002; 

Joober et al. 2002; Malhotra et al. 2002; Goldberg et al. 2003; Tsai et al. 2003; 

Diamond et al. 2004; Nolan et al. 2004). Despite this work in humans, the cognitive 

phenotype of COMT−/− (Gogos et al. 1998) and COMT overexpressing mice has yet 

to be characterized.
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The membrane-bound enzymes monoamine oxidase (MAO) A and B catalyze the 

oxidation of monoamines. MAO A-defi cient mice but not MAO B−/− mice manifest 

aggressive behavior (Cases et al. 1995). MAO A null mutant mice also present a pro-

longed retention of a conditioned passive avoidance compared to their progenitor 

strain used as control mice (Dubrovina et al. 2006).

Dopamine- and cyclic AMP-regulated phosphoprotein of 32 kDa (DARPP-32) is criti-

cally involved in mediating the postsynaptic biological effects of dopamine and is 

most abundantly expressed in striatal neurons. In accord with the role of the striatal 

dopamine system in cognitive processes, DARPP-32−/− mice manifest normal perfor-

mance during the acquisition and increased fi xed response (FR) exercise in an operant 

task for food reinforcer. However, they show a marked defi ciency in changing acquired 

habits during the reacquisition of the discriminated operant task following reversal 

(Heyser et al. 2000).

Opioid System

The endogenous opioid system is composed of several peptides (β-endorphin, enkeph-

alins, dynorphins, etc.), whose effects are mediated by three distinct receptor path-

ways, known as the µ-opioid receptor (MOR), the δ-opioid receptor (DOR), and the 

κ-opioid receptor (KOR).

MOR−/− mice present impaired learning and memory processes in the visuospatial 

Morris water maze and eight-arm radial maze tasks (Jamot et al. 2003; Jang et al. 2003), 

as well as in a Pavlovian context fear conditioning task (Sanders et al. 2005). However, 

in a simple schedule-controlled operant task, no defi cits have been found in the learn-

ing processes of the MOR−/− mice (Papaleo et al. 2007). These results could refl ect a 

specifi c rule of MOR pathways in hippocampal- and amygdala-dependent memory 

tasks.

In contrast, KOR−/− mice show no learning impairment in the eight-arm radial maze 

and the Morris water maze (Jamot et al. 2003). However, due to the controversial 

involvement of KOR in learning and/or memory processes in pharmacological studies, 

more specifi c evaluation of KOR null mutant mice performance in cognitive tests is 

required.

Endocannabinoid System

Currently, two different G-protein coupled receptors are known to mediate the biologi-

cal actions of the endogenous cannabinoids, termed cannabinoid receptor 1 (CB1) 

and 2 (CB2). Only CB1 receptors are abundant in the central nervous system. Three 

transgenic mouse lines that lack the CB1 receptor have been used to examine the role 

of endocannabinoids in cognition (Ledent et al. 1999; Zimmer et al. 1999; Marsicano 

et al. 2002). CB1−/− mice demonstrated enhanced novel object recognition memory 

(Reibaud et al. 1999). It has also been shown that the endogenous cannabinoid system 
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plays a critical role in the extinction of aversive memories. Compared to their wild-

type littermates, CB1−/− mice show strong and specifi c impairments of short- and 

long-term extinction in the auditory fear-conditioning test. Immediately after the 

training as well as six days later, on repeated tone presentations in the altered context, 

wild-type mice gradually extinguished freezing behavior, while CB1−/− mice did not 

show this adaptive behavior. Similar results were found treating the wild type with 

the CB1 antagonist SR141716A, excluding possible compensatory effects due to the 

lifelong absence of CB1 in the CB1−/− mice.

Recently, further investigations have clarifi ed that the crucial role played by the 

cannabinoid CB1 receptor in fear extinction is driven primarily via habituation-like 

processes and not via the relearning of the association between a stimulus and the 

nonappearance of a punishment (Kamprath et al. 2006). Varvel and Lichtman (2002) 

tested another line of CB1 receptor null mutant mice in Morris water maze tasks. 

CB1−/− mice and their wild-type littermates exhibited identical acquisition rates in a 

fi xed platform procedure; however, the CB1−/− mice demonstrated signifi cant defi cits 

in a reversal task in which the location of the hidden platform was moved to the 

opposite side of the tank. This phenotype difference was most likely due to an 

increased perseverance of the CB1−/− mice in that they continued to return to the 

original platform location. This hypothesis is further supported by the fi ndings that 

genetic and pharmacological disruption of CB1 receptor pathways impairs the extinc-

tion process in the Morris water maze (Varvel et al. 2005). That is, while the learned 

spatial bias of the control mice decreased across subsequent probe trials, CB1−/− mice 

and mice repeatedly treated with the CB1 receptor antagonist SR 141716 continued 

to return to the target location across all trials in the spaced extinction procedure. 

These various results suggest that endocannabinoids have only a negligible function 

in memory acquisition, consolidation, and recall but selectively play an integral role 

in the suppression of nonreinforced learned behaviors. Finally, CB1 does not seem to 

be important for memory extinction of the stimulus–response association in operant 

conditioning tasks involving positive reinforcement (Holter et al. 2005).

Fragile X Knockout Mice

A mutation of the gene FMR1 on the X chromosome leads to the transcriptional 

silencing of the fragile X mental retardation protein, FMRP in humans. This mutation 

is associated with the fragile X syndrome, one of the most common forms of inherited 

mental retardation. Interrupting the murine Fmr1 gene generated the fi rst mouse 

model for the fragile X syndrome (“Fmr1 Knockout Mice” 1994). In Fmr1 null mutant 

mice, a mild learning defi cit was observed in the reversal stage of the Morris water 

maze test (“Fmr1 Knockout Mice” 1994; Kooy et al. 1996). Similar observations were 

made in the radial arm maze (Mineur et al. 2002), indicating that fragile X mice have 

mild learning defi cits in tests that are dependent on spatial learning. Fear conditioning 



74 F. Papaleo, D. R. Weinberger, and J. Chen

memory results obtained in these mice are still controversial because the knockout 

animals displayed signifi cantly less freezing behavior following both contextual and 

conditional fear stimuli (Paradee et al. 1999) while in other two studies no effect of 

the mutation was reported (Dobkin et al. 2000; Peier et al. 2000).

Two homologues of FMRP have been identifi ed, FXR1P and FXR2P, and a new line 

of mice specifi cally lacking the FXR2 has been produced (Bontekoe et al. 2002). These 

animals show no evidence of pathological abnormalities in the brain or the testes. 

However, when tested for cognitive and behavioral characteristics, FXR2−/− mice show 

impaired Morris water maze learning and increased locomotor activity comparable to 

that of the fragile X knockout mouse. In addition, mice of this genotype have decreased 

rotarod performance, a delayed hind-limb response in the hotplate test, and less con-

textual fear.

The Galanin System

GAL inhibits the release of acetylcholine, norepinephrine, serotonin, and glutamate 

in brain regions important for learning and memory (Laplante et al. 2004). GAL-

overexpressing transgenic mice (GAL-tg) have been developed to model the GAL 

overexpression found in Alzheimer’s disease (Steiner et al. 2001). After good acquisi-

tion of the visible and hidden platform stages in a Morris water maze task, GAL-tg 

mice failed to display a selective search for the platform on the probe test (Steiner 

et al. 2001; Wrenn et al. 2002), suggesting that GAL overexpression leads to specifi c 

defi cits in spatial memory. Olfactory memory, tested using the STFP task, was also 

impaired in GAL-tg mice (Wrenn et al. 2003). Moreover, in a fear conditioning para-

digm, GAL-tg mice showed signifi cantly less freezing than wild-type controls when 

presented with the conditioned tone in the novel context but not in the contextual 

conditioning test (Kinney et al. 2002; Wrenn et al. 2002). However, GAL-tg mice 

present no defi cits in sustained attention as recently reported using a 5-CSRT (Wrenn 

et al. 2006).

GAL has three identifi ed receptor subtypes termed GAL-R1, GAL-R2, and GAL-R3. 

All three subtypes are found in brain regions critical for learning and memory includ-

ing the cortex, hippocampus, cholinergic basal forebrain, and amygdala (Branchek 

et al. 2000). GAL-R1 null mutant mice (Jacoby et al. 2002) have normal acquisition 

curves on visible and hidden platform training as compared to their wild-type litter-

mates and normal target quadrant search in the probe trial in the Morris water maze 

(Wrenn et al. 2004). Similarly, in the STFP task, wild-type and GAL-R1−/− mice show 

similar preference for the cued food over the novel-fl avored food. These results suggest 

that the GAL-R1 is not necessary for the formation of spatial memory or for olfactory 

memory. In trace fear conditioning, GAL-R1−/− mice showed signifi cantly less freezing 

than their wild-type mice when presented with the auditory cue in the novel context; 

however, no differences were seen in the standard delay conditioning paradigm. These 



Animal Models of Genetic Effects on Cognition 75

results suggest that functional GAL-R1 receptors are necessary for the formation of 

specifi c types of hippocampus-dependent memory. Future studies using mice defi cient 

in GAL-R2 or GAL-R3 will help to elucidate the specifi c roles for each of these subtypes 

in learning and memory processes.

Brain-Derived Neurotrophic Factor

Most studies of homozygous mutant mice lacking the brain-derived neurotrophic 

factor (BDNF) and cognitive consequences of this mutation are inconclusive and/or 

controversial, probably due to the premature death of these mutants. The classic het-

erozygous BDNF+/– mouse, in which one allele of the BDNF gene is disrupted in all 

tissues and at all developmental stages, shows locomotor hyperactivity and defi cits in 

long-term spatial memory but not in prepulse inhibition or social interactions or other 

emotional behaviors (Lyons et al. 1999; Kernie et al. 2000). Heterozygous BDNF 

mutant mice also showed a moderate but signifi cant impairment of water maze learn-

ing in one study (Linnarsson et al. 1997), while no reduction in performance using 

the same test was detected in another (Montkowski and Holsboer 1997). Confounding 

the cognitive results in BDNF+/– mice is the fact that they exhibit abnormalities of 

eating behavior and locomotor activity (Kernie et al. 2000). Another line of BDNF 

mutated mice, in which the deletion of BDNF is forebrain restricted, fails to learn to 

perform the Morris water maze task and presents enhanced freezing behavior during 

all phases of cued-contextual fear conditioning. Again, the interpretation of these data 

becomes diffi cult because these mutant mice manifest low locomotor activity in an 

open-fi eld arena, display longer escape latencies during the visible platform testing of 

the Morris water maze, and show enhanced freezing in the altered context of the fear 

conditioning apparatus prior to presentation of the conditioned stimulus (Gorski 

et al. 2003). In inducible BDNF knockout mice, the BDNF gene is disrupted in specifi c 

brain regions and at certain developmental stages, and, when induced by the tetracy-

cline transactivator, these knockout mice show hyperactivity and profound defi cits in 

context-dependent fear memory (Monteggia et al. 2004). Early inducible knockout of 

BDNF starting from the late embryonic stage results in more severe context-dependent 

memory defi cits than late knockout of BDNF starting at the age of 3 months. 

This supports the important role played by BDNF in early neurodevelopment. Finally 

new transgenic mice carrying the human BDNFMet allele demonstrate less context-

dependent memory than wild-type mice but no defi cit in cue-dependent fear condi-

tioning (Chen et al. 2006).

The neurotrophin BDNF is the physiological ligand of the tyrosine kinase receptor, 

TrkB. Mice with conditional and forebrain-specifi c knockout for the TrkB gene (TrkB-

CRE mice) present a normal life span, lack of signifi cant developmental abnormalities, 

and no changes in simple passive avoidance learning, but they are not able to learn 

the spatial memory Morris water maze test and are impaired in the eight-arm radial 
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maze test (Minichiello et al. 1999). However, TrkB-CRE mice tested in all the phases 

of the Morris water maze showed a strong thigmotaxis behavioral strategy. Thinking 

that this behavior was primarily an expression of a behavioral fl exibility defi cit, rather 

than a learning and memory defi cit, Vyssotski and colleagues (2002) tested these 

mice in naturalistic outdoor settings and found that TrkB receptor inactivation primar-

ily affects behavioral fl exibility, sparing simple spatial learning and task-specifi c 

memories.

NMDA

Genetic disruption of the NMDA receptor subunit 1 (NR1) by traditional and condi-

tional knockout approaches in mice results in hyperlocomotion, stereotypy, abnormal 

social behavior, and cognitive dysfunction (Mohn et al. 1999; Duncan et al. 2004; 

Fradley et al. 2005). In particular, it has been shown that NR1 deletion in the hip-

pocampal CA1 region causes severe defi cits in both spatial and nonspatial learning in 

mice (Tsien et al. 1996; Rampon et al. 2000; Shimizu et al. 2000; Rondi-Reig et al. 

2001), suggesting that NR1 in the CA1 is important for relational memory. On the 

other hand, genetic enhancement of NMDA receptor function results in enhanced 

synaptic coincidence detection and superior learning and memory (Tsien 2000).

Disrupted in Schizophrenia 1

Disrupted in schizophrenia 1 (DISC1) is a leading candidate schizophrenia susceptibil-

ity gene. It was recently found that all 129 mouse inbred substrains have a deletion 

of this gene, which is predicted to abolish production of the full-length protein. This 

same deletion inserted into a C57BL/6J background produces an impairment of 

working memory performance during delayed nonmatch to place task discrete trials 

(Koike et al. 2006).

Proline Dehydrogenase

Human variants of the gene for proline dehydrogenase (PRODH) have also been associ-

ated with increased susceptibility to schizophrenia. Mutant mice with reduced PRODH 

enzymatic activity show decreased locomotor activity and defi cits in contextual and 

cued auditory fear conditioning but normal performance in the continuous alterna-

tion T-maze task. Interestingly, PRODH mice have a compensatory upregulation of 

the COMT gene, and pharmacological inhibition of COMT in the PRODH mutant 

mice produces impaired performance on the T-maze task (Paterlini et al. 2005).

Neuregulin 1

Neuregulin 1 (NRG1) is another gene that has been associated with increased risk for 

schizophrenia. The neuregulins compose a family of growth and differentiation factors 

whose effects are mediated via four neuregulin (NRG1–4) genes that bind to the ErbB 
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family of tyrosine kinase transmembrane receptors (ErbB1–4). Centrally, NRG1 is 

expressed in many regions such as the prefrontal cortex, hippocampus, cerebellum, 

and substantia nigra in both humans and rodents. Targeted deletion of NRG1 or its 

ErbB receptors results in midembryonic lethality, with homozygotes dying due to 

heart defects at embryonic day 10.5–11.5, while heterozygous mice are viable and 

fertile (Gerlai et al. 2000; Stefansson et al. 2002). NRG1 heterozygote mutant mice 

exhibit abnormalities in distinct elements of exploratory behavior and their habitua-

tion. Furthermore, spatial learning and memory performance, as assessed in the Morris 

water maze, are disrupted in heterozygous male mutants only.

Oxytocin and Vasopressin

Oxytocin (OT) and Vasopressin (AVP) are closely related nonapeptides that are involved 

in the neural processing of olfactory cues and social memory. The AVP endogenous 

system is composed of two central brain receptors, namely V1a receptor (V1aR) and 

V1b receptor (V1bR). A line of mice lacking a functional V1aR in the brain shows a 

complete disruption in social recognition. These mice perform normally in the detec-

tion and/or processing of general–nonsocial odors, and other nonsocial learning and 

memory tasks, such as the Morris water maze. Male V1bR−/− mice have also been 

shown to have minor defi cits in social recognition in both the habituation paradigm 

and the discrimination test for social memory (Bielsky and Young 2004).

OT is critical for normal social recognition in both male and female rodents. Dif-

ferent studies suggest that the effects of OT on social recognition follow an inverted 

U-shaped dose response curve where moderate doses facilitate, and high doses attenu-

ate social recognition. Mice lacking OT reveal specifi c defi cits in social recognition, 

with intact olfactory abilities and no nonsocial learning and memory defi cit (Bielsky 

and Young 2004).

Nicotinic Receptors

Acetylcholine acts on central nicotinic acetylcholine receptors (nAChRs) and is 

involved in attentional processes, learning, memory, and even brain development and 

degeneration. Among the sixteen genes encoding nAChR subunits that have been 

identifi ed and cloned in mammals, nine (α2–α7 and β2–β4) are expressed in the CNS. 

Knockout mice lacking specifi c nAChR subunits (α3, α4, α51, α6, α7, α9, β2, β32, β4) 

and mutant knock-in mice for α4 and α7 subunits have been generated, and their 

phenotypic characterization is clarifying the specifi c role of each receptor (Champ-

tiaux and Changeux 2002). In a passive avoidance test, β2−/− animals exhibited longer 

latencies than their wild type in entering a dark (preferred) compartment previously 

paired with an aversive stimulus. On the other hand, young adult β2−/− animals per-

formed normally in spatial learning (Morris water maze) and both contextual and 

auditory-cue condition fear tasks. The performance of aged β2−/− animals, however, 
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was found to be signifi cantly impaired as compared with age-matched wild-type 

animals in the same Morris water maze and Pavlovian conditioned fear tests. This line 

of mice, however, was later shown to have visual defi cits that could affect the inter-

pretation of these results.

A similar pattern of age-dependent performance deterioration has been observed 

with the α7-nAChR gene, a potential susceptibility gene for schizophrenia. Young 

α7-nAChR−/− mice showed no defi cits in prepulse inhibition (PPI), spatial learning, 

or fear-conditioning. α7-nAChR−/− mice, however, exhibited signifi cantly higher 

omission levels compared to their wild-type littermates in a 5-CSRT task, with worse 

performance found in older animals (Young et al. 2007b). Furthermore, α7-nAChR−/− 

mice are signifi cantly impaired in the odor span task in a pattern consistent with 

impaired attention. These results are further supported by the study of Keller et al. 

(2005), in which the performance of α5, α7, β2, β3, and β4-nAChRs null mutant mice 

was tested in a signaled nose poke task. In this study, only mutants lacking α7-nAChR 

showed impairments during the fi nal and the more diffi cult phase of this task, again 

pointing out the crucial role played by the α7AChR subunits on attentional cognitive 

processes.

Complications and Confounders; Limitations of the Method

Mice and Cognition

The study of cognition in mice is clearly of widespread interest, but it might present 

some limitations. Although scientists have developed elegant ways to probe and 

understand cognitive functions in mice, the degree to which these can be seen as 

models of higher order cognitive processes in humans is uncertain, and the same genes 

in mice might be “used” for a different purpose. Moreover, many of the tasks described 

above and used in the various studies of genetically altered mice attempt to parse 

memory processes, but it is unclear if, for example, working memory can be differenti-

ated from other types of short-term memory processes in these animals, or if we can 

legitimately isolate frontal cortical functions in a species in which this part of the 

brain is relatively less developed.

Species Differences Matter

To date, most of the tests used to study “higher cognitive” functions have been 

designed and validated with pharmacological and lesion studies prevalently in rats. 

However, due to practical and historical reasons, targeted gene mutations are essen-

tially developed in mice (Crawley 2007). Species–specifi c differences between rats and 

mice may represent serious confounders when adapting for mice tests previously vali-

dated in rats (Whishaw 1995; Whishaw and Tomie 1996; Frick et al. 2000). For one, 

rats have a better predisposition to experimental paradigms involving swimming 
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(Whishaw 1995). Spatial learning abilities of the two species, however, are similar 

when compared on a dry-land maze, such as in a radial-arm maze (Whishaw and 

Tomie 1996) or in the spatial open fi eld with objects. This supports the notion that 

the learning abilities of the two species are similar, though highly dependent on the 

eco-ethological relevance of the stimuli and settings employed (Kamil and Mauldin 

1988; Martin and Bateson 1993).

Using genetically modifi ed mice also critically depends on the genetic background 

and breeding scheme used. Several behavioral differences between different strains 

of mice have been reported, especially in tasks of learning and memory (Crawley 

2007). Moreover, different kinds of specifi c strain-related gene deletions that can 

infl uence behavioral phenotypes are only beginning to be highlighted (e.g., the 

DISC1 gene). Genetic modifi cation can also change maternal behavior and, in turn, 

infl uence, by virtue of this important developmental environmental aberration, all 

the cognitive functions of the pups through their entire life. For this reason a 

homozygote breeding scheme should be avoided and maternal behavior carefully 

monitored.

Technical Related Problems

Although maze-based tests have the advantages of being inexpensive, being generally 

readily acquired in rodents, and requiring minimal technological sophistication, these 

procedures also have important limitations. Mazes are usually space consuming and 

very labor-intensive. Moreover, subjects might develop strategies which can lead to 

correct responses for reasons that do not refl ect memory abilities. Other potential 

drawbacks of maze tasks include an increasing inaccuracy in measurement with 

decreasing delay (very short delays, for example, zero- or two-second delays are impos-

sible to schedule) and the practical restriction in the number of trials per session. 

Furthermore, most of these tasks are stressful for the animals due to required food 

restriction, long and intensive manipulations, and the requirement of single housing 

conditions and the presence of the experimenter in the testing room. All of these 

factors are crucial concerns when studying genetically modifi ed mice because they 

raise doubts about how much of the cognitive phenotype is related to the gene and 

how much results from the complex stress–gene interactions.

An ideal approach should therefore try to minimize nongenetic factors that may 

infl uence cognitive performance such as aberrant motivational or emotional states 

generated by commonly used procedures, for instance, alimentary deprivation or 

electric footshock. Some of these problems are minimized in different exploration 

tasks which are based on an innate tendency and therefore do not require the use of 

food deprivation, aversive reinforcement, or the learning of a rule. Automatic 

operant behavioral boxes allow accurate and relatively less stressful conditions, 

and can be adapted to study several different cognitive functions. However, the 
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disadvantages of the operant tasks include long training time, requirement for food 

restrictions, high cost of the apparatus, and problems linked with the animal’s attitude 

about adopting mediating–orienting strategies to solve these tests. In particular, devel-

opment of valid memory tasks requires the exclusion of postural mediation of the 

to-be-made response. This problem has been extensively studied and discussed (Chu-

dasama and Muir 1997), and different strategies to solve it have been employed. To 

date, the best solution seems to be the delayed comparison tasks (Pontecorvo et al. 

1996), where postural mediation is not possible, and tasks such as the visual touch-

screen procedure (Aggleton et al. 1997) may also provide useful for valid assessment 

of working memory. These complex tests, however, have not been commonly used in 

mice and are still unfamiliar in this context. Finally, a critically important general 

aspect of cognitive tests in genetically modifi ed mice is the necessity for scrupulous 

attention to the handling of the mice and the environmental conditions of the experi-

mental area (such as reduced noise, soundproof chamber, dim lights, and extra- and 

intramaze cues).

Behavioral Data Interpretation

The interpretation of data obtained from mutant mice implicating a role of a particular 

gene in a particular cognitive test requires a rigorous analysis of all possible factors 

that may modulate that particular behavioral response. Indeed, a battery of tests assess-

ing the general health of the mutant mouse and other correlated tests investigating 

the general physical and emotional consequences of the genetic modifi cation must 

be performed to rule out secondary effects before the complex effect of the gene muta-

tion in equally complex behaviors such as cognitive functions can be inferred.

Limitations of Genetically Modifi ed Mice

The process of creating genetic alterations in mice is problematic in a number of 

respects. It is important to remember that the mouse is not a smaller version of a 

human and major differences in DNA sequences defi ne the two genomes. Based on 

evolutional theory and evidence, the differences in genes important for cognitive 

function between human and mouse are likely greater than the genes for most other 

functions. The human genome contains more intronic and other untranslated and 

regulatory sequences, which show less homology to mouse sequences in analogous 

genomic regions. These sequences might be very important for gene regulation and 

for generating more isoforms from each single gene. Many risk alleles associated with 

diseases are located in these noncoding sequences. Human genes generate more iso-

forms, and some isoforms are human specifi c. Even though we can develop transgenic 

mice carrying a human isoform of a specifi c gene, it is uncertain whether the human 

isoform can work properly with its partners in a mouse signaling pathway or network.
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It is also extremely diffi cult to express a transgene at just the right time, in just the 

right pattern, and at just the right level in a transgenic mouse. It is also much more 

diffi cult to introduce small mutations into the mouse genome than to simply disrupt 

a gene. It is very often the case that a transgenic or knockout mouse does not exhibit 

the phenotype that we expect to see. Failure to capture the full genetic defect is usually 

the given explanation.

Transgenes insert into the mouse genome often in multiple copies. After several 

generations, the transgenes can be methylated and functionally silenced, and thus 

several copies may be lost and the expression level of the transgene reduced. Morover, 

transgenes insert into the mouse genome randomly. They may disrupt any gene in 

their path, or they may affect the expression of unknown genes.

Finally, it is very time-consuming to develop and characterize a transgenic or knock-

out mouse. Focusing on a specifi c gene is almost a must for investigators in the genetic 

mouse model fi eld due to the time and space limitations. It is theoretically possible 

to bring many mutations into a mouse by crossbreeding among several mutant mice. 

However, breeding takes a lot of animal space, and space is a limiting factor for many 

investigators.

Ways Forward and Novel Approaches

Although the complete knockout of a gene in mice is a reliable approach to test or 

validate the functions of the gene in vivo, it is very different from establishing the 

functional implications of allelic variations that impart risk for complex behavioral 

disorders and for abnormal cognition in humans. Partial and tissue-specifi c knockout 

of a gene by conditional knockout, inducible knockout, or knock-in with a single 

nucleotide substitution mutation will be required to resemble the variable risk alleles 

more closely. Psychiatric disorders are polygenic conditions likely related to complex 

gene–gene and gene–environment interactions. Genetic mouse models with single 

gene mutations do not address this complexity or the interactions between susceptibil-

ity genes. New models with mutations in regulatory elements of genes are necessary 

to model these more complex molecular processes implicated in psychiatric genetics. 

Also, multiple susceptibility gene defects within the same animal are needed to study 

gene–gene interactions in exploring the molecular mechanisms underlying the patho-

physiology of these polygenic disorders.
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4 The Genetics of Intelligence

Danielle Posthuma, Eco J. C. de Geus, and Ian J. Deary

Intelligence

In this chapter we provide an overview of the current state of knowledge on the genetic 

contribution to individual differences in intelligence. This includes a brief overview 

of the heritability of intelligence across the life span and of some behavioral and 

neurophysiological correlates of intelligence, as well as a discussion of molecular 

genetic studies on intelligence. 

Although having been the topic of empirical research for more than a century, the 

defi nition of intelligence changes across time and across studies (Sternberg and Det-

terman 1986). Intelligence was described by fi fty-two researchers in the fi eld as follows 

(Gottfredson 1997):

Intelligence is a very general mental capability that, among other things, involves the ability to 

reason, plan, solve problems, think abstractly, comprehend complex ideas, learn quickly and 

learn from experience. It is not merely book learning, a narrow academic skill, or test-taking 

smarts. Rather, it refl ects a broader and deeper capability for comprehending our surroundings—

“catching on,” “making sense” of things, or “fi guring out” what to do.

In practice, intelligence is usually assessed using psychometric (IQ-type) tests, of which 

there are now hundreds. Scores on these different tests tend to have positive correla-

tions, despite a huge variety in the mental demands of the tests. Principal components 

or factor analysis of a battery of mental tests applied to a large sample reveals a large 

fi rst unrotated component or factor, on which all tests have substantial loadings. 

Scores on this unrotated component are measures of the general factor in intelligence. 

This general cognitive factor is sometimes referred to as just g. It was discovered by 

Charles Spearman (1904) and is one of the most replicated fi ndings in psychology, as 

demonstrated in a reanalysis of over 400 data sets collected during the twentieth 

century (Carroll 1993). g is a trait with considerable lifelong stability and important 

predictive validity. A sixty-eight-year follow-up of almost 500 people who took part 

in the Scottish Mental Survey of 1932 found a raw correlation (stability coeffi cient) of 
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0.66 between IQ scores on the same IQ-type test taken at age 11 years and 79 years 

(Deary et al. 2004). IQ test scores are strongly associated with academic success (Neisser 

et al. 1996; Deary et al. 2007). They are about the single best predictor of job success 

(Schmidt and Hunter 1998). Fina lly, childhood IQ is a signifi cant predictor of how 

long people live (Batty et al. 2007).

Heritability of Intelligence

A summary of all research on the genetic contributions to intelligence differences in 

humans reads as follows: “When data across all studies are collapsed, genetic infl u-

ences account for around 50% of the variance” (Plomin and Spinath 2004). Bouchard 

and McGue (1981) reviewed the world literature on IQ correlations between relatives 

with different degrees of genetic and family rearing overlap. They found 111 adequate 

studies, yielding 526 correlations based on 113,942 pairings. The results were compat-

ible with the prediction that the correlations were higher among people who were 

genetically more similar. The greater correlations between siblings reared together 

further suggests an infl uence of the rearing environment on general intelligence. Many 

of these studies were based on young children in whom rearing environment effects 

are especially strong.

From Infancy to Old Age: Twin and Adoption Studies

In children ages 2 to 4, the heritability of mental ability tends to be relatively low 

(25% to 30%), whereas shared environmental estimates explain 61% to 65% of the 

variance (Spinath and Plomin 2003). Parental socioeconomic status (SES) and disor-

ganization in the home mediate some of the shared environmental effect, but most 

of the shared environmental effects on infant IQ are still unexplained (Petrill et al. 

2004). The importance of genetic effects increases from infancy to childhood as dem-

onstrated in longitudinal analyses of twin data from different research groups (e.g., 

Boomsma and van Baal 1998; Spinath and Plomin 2003). At the age of 7, about 47% 

of the variance in intelligence is due to genetic variance (Spinath and Plomin 2003), 

whereas at the ages of 11 to 12, 60% to 70% of the variance is due to genetic variance 

(Bartels et al. 2002; Benyamin et al. 2005; Polderman et al. 2006b). It has been shown 

that, although the impact of genetic factors increases with increasing age, the genetic 

factors remain the same across ages. In other words, the increasing heritability is not 

explained by emerging effects of a new set of genes coming into play at different ages 

in childhood (Plomin and DeFries 1985; Bartels et al. 2002; Polderman et al. 2006b). 

Instead, the effects of the same set of genes become larger with increasing age (“genetic 

amplifi cation”). Shared environmental infl uences show a related decrease in impor-

tance and explain around 20% of the variance in intelligence at the age of 11 to 12 

(Bartels et al. 2002; Benyamin et al. 2005; Polderman et al. 2006b). Heritability 
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estimates based on adoption studies show a pattern similar to those based on twin 

studies: the heritability increases from early to late childhood with heritability esti-

mates of 9% at age 1 year, 14% at age 2 years, 10% at age 3 years, 20% at age 4 years, 

and 36% at age 7 years (Fulker et al. 1988).

In adolescence, the importance of shared environmental infl uences has completely 

disappeared, whereas the importance of genetic variance continues to increase; at the 

age of 17, the heritability of intelligence is estimated to be between 70% and 80% 

(Luciano et al. 2001a,b; 2006; Rijsdijk et al. 2002). The estimated heritability of intel-

ligence in late adolescence based on adoption studies is 78% (Loehlin et al. 1997). In 

adulthood, intelligence remains highly heritable (70%–80%), with no signifi cant 

increases between the ages of 20 and 60 years (Posthuma et al. 2001; 2003). As in 

young children, adult heritability estimates based on twin studies show a pattern 

similar to those based on adoption studies. A particularly strong adoption design is 

the “twins reared apart design,” in which twins are separated at a very early age and 

are adopted by different families. Bouchard (1997) summarized the world literature 

on monozygotic (MZ) twins reared apart. There are fi ve studies on MZ twins reared 

apart, with Ns of 12, 19, 38, 45, and 48. The weighted average intraclass correlation 

is 0.75, which is also an estimate of the heritability, given assumptions about lack of 

contact and no bias in placement. Bouchard et al. (1990) had shown earlier, in the 

Minnesota Study of Twins Reared Apart, that the amount of contact between separated 

twins was not correlated with their similarity on general intelligence.

Much of the information on genetic and environmental contributions to intelli-

gence in old age has come from various analyses within the Swedish Twin Registry, 

which also has twins reared apart. The Swedish Adoption Twin Study of Ageing is a 

subset of 25,000 registered same-sex twins born in Sweden between 1886 and 1958. 

It involves around 300 pairs of MZ and dizygotic (DZ) twins reared apart (MZA, DZA) 

and together (MZT, DZT; Pedersen et al. 1992). At a mean age of 65.6 years, broad 

heritability of general intelligence was estimated at about 80%, with evidence of non-

additive genetic effects (Finkel et al. 1996; Pedersen et al. 1992). This corresponds to 

what is found in old age by others (around 76%; Petrill et al. 1998). Later an even 

higher heritability of 91% was reported when they corrected for unreliability of mea-

surement at the age of 65 (Reynolds et al. 2005). Shared environment effects were very 

small, with unique environment accounting for most of the nongenetic variance.

A subsample of the Swedish Twin Registry, the OctoTwin project, includes twins 80 

years or older and alive in 1991–1993. The heritability of intelligence was 62%, uncor-

rected for error of measurement, at a median age of 82 years (range = 80 to >95); 89% 

lived independently (McClearn et al. 1997). All of the signifi cant environmental con-

tribution was nonshared.

In summary, the heritability of intelligence changes across the life span from about 

30% around the age of 3 with, perhaps, a peak of as much as 91% around the age of 
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65, and some decline in heritability afterwards. Figure 4.1 provides an overview of 

heritability estimates based on twin samples across the life span (ages 3 to 82 years).

Twin–Singleton Comparisons

Heritability estimates for intelligence are mostly based on twin samples. Twin samples, 

however, have been criticized for their alleged nongeneralizability. Twin–singleton 

differences in intrauterine and family environments may lead to different mean levels 

on phenotypes such as intelligence. It is, therefore, important to investigate whether 

fi ndings from twin populations can be generalized to singletons.

Twin deliveries are often characterized by prematurity, low birth weight, and lower 

weight for gestational age (Powers and Kiely 1994). Negative effects of very low birth 

weight on intellectual development and later IQ are well documented (Shenkin et al. 

2004). When growing up, twins may suffer from twin-related stresses in the family 

environment in which they are reared. A multiple birth puts stress on a family, which 

may have a negative effect on the (cognitive) development of the twins (Hay and 

O’Brien 1983).
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Figure 4.1

Proportion of the variance in IQ explained by genetic factors, shared environmental factors, or 

unique environmental factors across the life span, based on estimates from twin samples.
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A relatively small number of studies have been devoted to detecting twin–singleton 

differences in cognition (e.g., Nathan and Guttman 1984; Posthuma et al. 2000; 

Record et al. 1970; Deary et al. 2005; Ronalds et al. 2005; Christensen et al. 2006). 

Generally, studies that involve children under the age of 12 report signifi cant differ-

ences in IQ (up to 5 IQ points) between twins and singletons, favoring singletons 

(Nathan and Guttman 1984; Record et al. 1970; Deary et al. 2005c; Ronalds et al. 

2005). However, after the age of 12 this difference has completely disappeared 

(Webbink et al. 2008; Posthuma et al. 2000), suggesting there is no lasting cognitive 

cost of being a twin. The latter was confi rmed by Christensen et al. (2006), who found 

no difference between academic performance of 7,796 singletons compared to 3,411 

twins who took the Danish national test of academic achievement in ninth grade 

(age 15).

It should be noted, however, that even if twins and singletons show mean differ-

ences in IQ before the age of 12, this does not necessarily imply that heritability 

estimates based on samples in this age range are not representative. In fact, the most 

important issue in generalizability of heritability estimates from twin samples to the 

general populations is equality of variances. After all, heritability is a ratio of the 

genetic variance to the total variance of IQ. Thus, the correct question would be “Do 

twins and singletons show differences in variances on IQ?” This test is usually not 

carried out. The only exception is in Posthuma et al. (2000). In their adult populations, 

no differences in either means or variances in IQ were found. Ronalds et al. (2005), 

who report a large twin–singleton difference in mean IQ score at ages 7 and 9, provide 

the standard deviations (SD) as well, although they do not formally test for equality 

of variances. From their table 1 it can be seen that at age 7 the SD for IQ is 15.7 for 

singletons and 15.8 for twins, and at age 9 it is 16.8 for singletons and 17.6 for twins. 

These numbers suggest that the variance is not signifi cantly different between twins 

and singletons and that heritability estimates based on twin samples can thus be 

generalized to the general population.

Multivariate Studies of IQ and Its Correlates

In this section, we shall address two areas of research in which multivariate modeling 

approaches have been used to decompose the covariance between IQ and (1) brain 

volume and (2) brain functioning.

IQ and Brain Volume

An obvious source of individual differences in intelligence is the size of the brain, 

which in itself is highly heritable (Baare et al. 2002; Hulshoff Pol et al. 2006; Pen-

nington et al. 2000; Thompson et al. 2001). Since the second half of the nineteenth 

century, positive relations between head size and intelligence have been observed. 
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Correlations generally have been around 0.20 (Jensen 1994; Posthuma et al. 2002, 

2003) but can be as high as 0.44 (van Valen 1974). Head size is easily measured with 

a measuring tape as circumference of the head. A more accurate measure of the size 

of the brain can be obtained through magnetic resonance imaging (MRI). Willerman 

et al. (1991) correlated brain size as measured with MRI with IQ (measured by the 

Wechsler Adult Intelligence Scale—Revised; WAIS–R) in a sample of 40 unrelated 

subjects. They found a correlation of 0.51, which was higher in men (0.65) than in 

women (0.35). In a follow-up study, Willerman et al. (1992) suggested that, in men, 

a relatively larger left hemisphere better predicted verbal IQ than it predicted perfor-

mance IQ, whereas in women the opposite was true. Since then, several studies have 

provided confi rmative evidence that brain volume and IQ correlate around 0.40 (e.g., 

Egan et al. 1994; Andreasen et al. 1993; Raz et al. 1993; Storfer 1999; Wickett et al. 

2000; Posthuma et al. 2002). MacLullich et al. (2002) applied structural equation 

modeling to one of the largest studies to date (N = 97 healthy older men) and found 

a correlation of 0.42 between a latent general cognitive ability factor from eight mental 

tests and a latent brain volume factor from six brain areas. McDaniel’s (2005) meta-

analysis of studies into the relation between brain volume and intelligence found 

thirty-seven studies with a total N of 1,530. Corrected for range restriction in some 

samples, the estimated population correlation between brain volume and intelligence 

was 0.33. Thus, because individual differences in both intelligence and brain volume 

are partly heritable, and because the two phenotypes are correlated, researchers have 

examined whether shared genetic effects account for some part of the correlation.

A number of such studies suggest that the correlation between brain volume and 

IQ derives from the same set of genes’ infl uencing both traits (Hulshoff Pol et al. 2006; 

Pennington et al. 2000; Posthuma et al. 2002; Wickett et al. 1997). Using a sample of 

MZ and DZ twins for whom data on both brain volume and IQ was available, Post-

huma et al. (2002) calculated correlations between brain volume of a twin and the IQ 

score of his or her cotwin. They found that this so-called “cross-trait cross-twin” cor-

relation was larger in MZ twins than in DZ twins, which indicates that genes must 

mediate the correlation between brain volume and IQ. In support of this, they also 

found that the MZ cross-trait cross-twin correlation was the same as the correlation 

between brain volume and IQ in the same person. This means that the prediction of 

one’s IQ score can be made with similar reliability from one’s own brain volume as 

from the brain volume of one’s genetically identical cotwin. A follow-up study that 

examined genetic correlations between the WAIS–III dimensions of verbal comprehen-

sion, perceptual organization, and processing speed and gray and white matter 

volumes, as well as cerebellar volume, yielded a more complex pattern of results; for 

example, all three brain volumes were related to working memory capacity, yet verbal 

comprehension was not related to any of the three (Posthuma et al. 2003). A recent 

paper by Hulshoff Pol et al. (2006) based on the same sample as Posthuma et al. (2002) 
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explored the genetic infl uence on focal gray and white matter densities using voxel-

based MRI maps of the brain. Intelligence shared a common genetic origin with 

superior occipitofrontal, callosal, and left optical radiation white matter and frontal, 

occipital and parahippocampal gray matter. Phenotypic correlations with IQ were 

around 0.35 and were completely due to genetic overlap.

IQ and Brain Functioning

Brain volumes, an aspect of structure, provide an important point of entry to the 

genetic sources of individual differences in IQ but may also be associated with func-

tional aspects of the brain, such as speed of information processing and reaction times. 

Below we summarize some multivariate genetic studies on IQ and selected measures 

of brain functioning.

IQ and Speed of Information Processing Galton (1883) was the fi rst to propose that 

reaction time is correlated with general intelligence and may be used as a measure of 

it. His observations and the results of empirical studies afterwards led to the general 

belief in the speed-of-processing theory of intelligence: the faster the accomplishment 

of basic cognitive operations, the more intelligent a person will be (Eysenck 1986; 

Vernon 1987). Since then, reaction times have consistently been negatively related to 

intelligence (e.g., Vernon 1987; Deary et al. 2001)—that is, a shorter reaction time 

corresponds to a higher IQ. Correlations with IQ generally range between −0.20 and 

−0.40 but can be as high as almost −0.50 (Deary et al. 2001) or even −0.60 (Fry and 

Hale 1996).

Results from twin studies suggest heritabilities for reaction time that are of the same 

magnitude as those for IQ as reviewed in Spinath and Borkenau (2000). Vernon (1989) 

found a heritability of 49% in 50  MZ and 52  DZ twins. In the same study it was also 

found that reaction time tests requiring more complex mental operations show higher 

heritabilities. A bivariate analysis of the same data set with IQ in 50  MZ and 32 same-

sex DZ pairs (15 to 57 years) was reported by Baker et al. (1991). Phenotypic correla-

tions of Verbal and Performance IQ with general speed were both −0.59 and were 

entirely mediated by genetic factors. This is in line with results from an earlier study 

in which phenotypic correlations between reaction time (measured as the total number 

of correct responses on a timed task) and IQ ranged between 0.37 and 0.42, from 

which 70% to 100% was attributed to genetic factors infl uencing both reaction time 

and IQ (Ho et al. 1988).

More recently, Rijsdijk et al. (1998) conducted a multivariate genetic analysis on 

reaction time data and IQ data, using 213 twin pairs measured at ages 16 and 18. 

Heritabilities were reported for age 16 of 58%, 57%, and 58% for simple reaction time, 

choice reaction time, and IQ (measured by Raven’s Matrices), respectively. Phenotypic 

correlations of simple reaction time and choice reaction time with IQ were −0.21 and 
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−0.22, respectively, and were completely mediated by common genetic factors. Virtu-

ally the same picture was shown at age 18, where the same reaction time battery was 

correlated with IQ as measured with the WAIS.

Neubauer et al. (2000) reported heritability estimates of reaction time data and IQ 

(measured using Raven) ranging from 11% to 61% and 39% to 81%, respectively. 

Phenotypic correlations between reaction time data and IQ data were between −0.08 

and −0.50, where higher correlations with IQ were found for more complex reaction 

time tasks. Again, these correlations were mainly (65%) mediated by a common 

genetic factor.

Evidence for a genetic mediation between reaction time and IQ also emerges from 

a large twin study by Luciano et al. (2001b). Using reaction time data and IQ data 

from 166  MZ pairs and 190  DZ pairs, Luciano et al. (2001b) report high heritabilities 

for both reaction time (79%–90%) and IQ (89%) with phenotypic correlations between 

−0.31 to −0.56. At least 70% of each of these correlations was due to a common genetic 

factor.

Another measure of processing speed is inspection time; this is a measure of central 

nervous system processing and is defi ned as the minimum display time a subject needs 

for making an accurate perceptual discrimination on an obvious stimulus (Deary 

2001). It is distinct from reaction time; since there is no need to make the discrimina-

tion quickly, all that is required is an accurate response. Visual inspection time can 

easily be measured in a computerized version of the paradigm in which subjects are 

asked to decide which leg of a vertically asymmetrical Π-shaped fi gure is longest. Visual 

inspection time is generally thought to refl ect speed of apprehension or perceptual 

speed. The less time a person needs to make an accurate decision on an obvious 

stimulus, the higher the IQ. The overall consensus on the relation between inspection 

time and IQ is given by Deary and Stough (1996): “inspection time accounts for 

approximately 20% of intelligence-test variance.”

Two twin studies have investigated whether the relation between inspection time 

and IQ is mediated by shared genetic factors or by shared environmental factors 

(Luciano et al. 2001a; Posthuma et al. 2001a). These two studies were also the fi rst to 

report on the heritability of inspection time per se. Using 184  MZ pairs and 206  DZ 

pairs age 16, Luciano et al. (2001a) reported a heritability estimate for inspection time 

of 36%. Using 102  MZ pairs and 525  DZ/sib pairs belonging to two age cohorts (mean 

ages = 26 and 50), Posthuma et al. (2001a) reported a slightly higher heritability esti-

mate of inspection time (46%) at both ages.

Luciano et al. (2001a) reported a correlation between inspection time and perform-

ance IQ of −0.35 and between inspection time and verbal IQ of −0.26. Posthuma 

et al. (2001a) reported slightly lower correlations; −0.27 and −0.19, respectively. Both 

studies unanimously found that the phenotypic correlations between inspection time 

and performance IQ/verbal IQ were completely mediated by common genetic factors.
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In summary, reaction time explains between 10% and 30% of IQ test variance, and 

this covariance is nearly completely (between 65% and 100%) due to a common 

genetic origin. Inspection time explains between 10% and 42% of IQ test variance, 

and this covariance is completely due to a common genetic origin.

Gene–Environment Interaction and Correlation

In the above we have shown the increasing heritability of IQ across the life span and 

have summarized some of the possible underlying biological pathways that may lead 

to individual differences in IQ. However, the established high heritability of intelli-

gence of around 60% to 80% in late adulthood is based on the observation that MZ 

twins correlate about 0.60 to 0.80 on tests of intelligence, whereas DZ twins score 

around half of that. The results described above are obtained under the assumption 

that such a pattern of twin correlations is explained by simply adding the separate 

effects of genes and environmental factors. However, the same pattern of twin correla-

tions may also be the result of interactions between genetic and (shared) environmental 

effects (G × E), or by correlations (rGE) between the presence of genes and environ-

mental factors. Below we shall describe the concepts of G × E and rGE and the impact 

of ignoring these infl uences in statistical methods.

G × E refers to the situation where the effect of environmental infl uences is depen-

dent on genotype, or vice versa, when the expression of genes depends on the presence 

of certain environmental infl uences. In the context of intelligence, this may, for 

example, be refl ected in a differential impact of an intellectually stimulating family 

environment on individuals with different genotypes. The hypothesis that there is a 

nonlinear association between heritability and shared environment and family back-

ground was tested in 114  MZ and 205  DZ pairs of 7-year-olds (54% black, 43% white) 

from the National Collaborative Perinatal Project (Turkheimer et al. 2003). This sample 

has a high proportion of impoverished families. One useful summary is an analysis 

in which families were dichotomized into high and low SES. For high-SES families, 

heritability was 71% and shared environmental contribution was 15%. For low-SES 

families, heritability was 10% and shared environmental contribution was 58%. This 

suggests that the causes of individual differences in intelligence are mainly due to 

environmental differences in low-SES families, whereas in high-SES families differences 

in intelligence are mainly genetic in origin. Environmental mediation of genetic 

effects for intelligence has also been shown by Rowe et al. (1999), who found that for 

low parental education the heritability of intelligence in the offspring was lower (26%) 

than in the high parental education group (74%). Gene by shared environment (such 

as parental SES or parental education) interaction will mimic purely additive genetic 

effects in statistical models that ignore G × E, whereas gene by nonshared environment 

interaction will mimic nonshared environmental infl uences.
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Whereas G × E refers to genes moderating sensitivity to the environment (or vice 

versa), rGE refers to genes controlling the exposure to environmental factors, or envi-

ronmental factors controlling gene frequencies. Generally three types of rGE can be 

described (Plomin et al. 2001):

Passive This type of rGE occurs when parents transmit both genotypes and relevant 

environmental factors, a mechanism known as “cultural transmission.” For example, 

intellectually gifted parents may transmit genes infl uencing intellectual capabilities 

and also provide an intellectually stimulating environment for their children. This 

type of rGE necessitates the interaction between related subjects.

Evocative (also known as reactive) This type of rGE occurs when the treatment of indi-

viduals by others is based on their genetic predispositions. For example, bright chil-

dren may be offered additional study materials by their teachers and be selectively 

admitted to higher type education.

Active This type of rGE occurs when individuals seek out environments based on a 

genetic predisposition. For instance, intellectually less advantaged children may avoid 

the library and educational opportunities on the Internet.

Such gene–environment correlation tends to increase the DZ correlation, while the 

MZ correlation remains the same. Even more complex models allow reciprocal causa-

tion between intelligence and environmental factors, resulting in strong correlations 

between genetic endowment and favorable environmental conditions (Dickens and 

Flynn 2001).

A fi nal well-known form of actively induced gene–environment correlation is assor-

tative mating, which not only affects the presence of environmental factors in a person 

himself or herself but also affects resemblance in the offspring. Assortative mating is 

refl ected in a spousal correlation greater than zero, and it is known to indeed exist for 

intelligence, where spousal correlations are around 0.30. When high-IQ mothers more 

often elect high-IQ fathers as mates (and vice versa), this will increase the resemblance 

between parents and offspring as well as among siblings and dizygotic twins. In twin 

studies, this may conceal the presence of nonadditive genetic effects (gene–gene inter-

actions or genetic dominance) and overestimate the infl uence of additive genetic 

factors.

How can we show that complex mechanisms such as gene–gene interaction, gene–

environment interaction, and gene–environment correlation are indeed important for 

intelligence? Finding the actual genes may be a crucial step forward. When genetic 

variation is no longer a “latent factor” in our model but can actually be measured, 

investigating genetic effects while allowing for the interplay between genes and envi-

ronmental factors becomes a realistic goal. Measuring actual genetic variation would 

further allow testing the effects of genes under different naturally occurring “experi-

mental” environmental conditions, using simple designs—for example, comparing the 
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effect of variation in the gene in groups of children with high- or low-educated 

parents.

In the past decade genotyping large samples has become feasible, and many clues 

have emerged as to the genetic basis of intelligence. Below we shall review the progress 

made.

Molecular Genetics and Intelligence

Whole Genome Approach

A fail-safe approach to identify genes infl uencing intelligence is to type a large group 

of subjects at each DNA base pair. However, genotyping thousands of individuals at 

each of 3 billion loci is currently beyond our means. Researchers therefore adopt 

strategies of whole genome linkage and association analysis to identify quantitative 

trait loci (QTLs; Carlson et al. 2004).

Association analysis is similar in design to a classic case–control study in epidemiol-

ogy. DNA is collected from all participants, and the cognitive trait is compared across 

the various allelic variants of the DNA marker. Vice versa, frequencies of the various 

allelic variants may be compared in subjects with a particular deviation in cognition 

(e.g., schizophrenia) to detect an association between a particular allele and the occur-

rence of the cognitive deviation. DNA markers can be mutations in a single base pair 

(single nucleotide polymorphisms; SNPs) or a variable number of repeats of two or 

more base pairs (microsatellites). Recently, copy number variations—that is, variations 

in the number of deleted or duplicated versions of segments of the genome—were 

suggested as additional markers for genetic association studies (Redon et al. 2006). 

Genetic markers used for association studies need not be part of a functional gene—

they are just landmarks in the genome. In a genome-wide association (GWA) study, 

tens or hundreds of thousands of markers (mostly SNPs) are tested simultaneously. 

Although only a subset of all possible markers are tested, the ones selected are 

chosen to represent the untested markers as well as possible, that is, their variation is 

expected to correlate highly with the variation in unassayed markers. This allows 

associations to be detected on a genome-wide basis.

The costs of doing GWA studies have been prohibitive until very recently. The exist-

ing genome-wide direct association studies for IQ, therefore, used a more cost-effective 

approach called allelic or “pooled” association. In pooled allelic association, pools of 

DNA are formed by combining samples from individuals differing in mean score on 

the trait. The two or more pools are then typed, and a comparison is made of the 

frequency of alleles for each marker between the comparison groups. False positives 

are controlled by generating candidates from one sample and then examining 

these in additional samples to ensure that they replicate. Over the last decade, this 

method has been championed by Plomin and coworkers, beginning with an association 
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analysis of 100 markers close to candidate genes in high and low IQ groups. Exten-

sions of this approach have led to the report of the association of a functional poly-

morphism in ALDH5A1 (MIM 271980) with cognitive ability (Plomin et al. 2004). 

Recently, this group reported the fi rst genome-wide level allelic association study for 

cognition (Butcher et al. 2005). They found signifi cant association for a composite of 

cognitive measures (a g factor) taken at age 7 years in a sample of 7,000 twins. Five of 

the 10,000 SNPs showed replicable association. These lay on chromosomes 2, 6, 7, 11, 

and 18 and together accounted for less than 1% of the variance in cognition. The 

genes or functions associated within these SNPs are unknown.

In genome-wide linkage analysis, evidence for genetic linkage is obtained through 

statistical procedures that trace how often the trait and the DNA marker are jointly 

passed along in familial lineages. If such a cosegregation of DNA marker and trait can 

be established with suffi cient statistical confi dence, then one or more genes in those 

regions are possibly involved in trait similarity among individuals. Linkage analysis 

thus serves to detect the regions (QTLs) of the genome where genetic variants with a 

quantitative effect on the trait must be located.

The fi rst whole genome linkage scan for intelligence was published in 2005 (Post-

huma et al. 2005). The sample used in this study consisted of a Dutch sample (159 

sibling pairs) and an Australian sample (475 sibling pairs). Results indicated two sig-

nifi cant areas of linkage to general intelligence (on the long arm of chromosome 2 

and the short arm of chromosome 6), and several areas of suggestive linkage (4p, 7q, 

20p, 21p). The chromosome 2 area has been implicated in linkage scans for autism 

and dyslexia, while the chromosome 6 area is the main linkage area for reading ability 

and dyslexia. The chromosome 6 linkage lies close to, but a bit further downstream 

to the association that was reported in the genome-wide allelic association study by 

Butcher et al. (2005).

Four linkage studies for IQ have been published since (Buyske et al. 2006; Dick 

et al. 2006; Luciano et al. 2006; Wainwright et al. 2006). Two studies with a partly 

overlapping sample confi rmed the importance of the areas on chromosomes 2 and 6 

for specifi c aspects of intelligence (Luciano et al. 2006) as well as academic achieve-

ment, which is highly correlated with IQ scores (Wainwright et al. 2006). The Luciano 

et al. (2006) study additionally showed that both word recognition and IQ were linked 

to chromosome 2, confi rming the notion of the same genes’ infl uencing different 

aspects of cognitive ability (Plomin and Kovas 2005).

A completely independent study by Dick et al. (2006) using data collected as part of 

the Collaborative Study on the Genetics of Alcoholism (COGA) also confi rmed linkage 

of intelligence to the chromosome 6 area. A second scan based on that data set (Buyske 

et al. 2006) found strong evidence for linkage of specifi c cognitive abilities on chromo-

some 14, an area that showed suggestive evidence for linkage in three of the fi ve linkage 

studies. Although the COGA data set has been selected for alcohol dependence and may 
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thus not be representative of the general population, Dick et al. (2006) showed that 

alcohol dependence explained less than 1% of the variance in IQ scores. Moreover, 

a correction for ascertainment did not change the results signifi cantly.

These fi rst genome-wide linkages of normal ability in unselected samples show 

convergence with linkage in clinical disorder. For instance, 2q21–33 holds a gene 

related to autism (Buxbaum et al. 2001) and has been linked to cognitive defi cits in 

childhood-onset schizophrenia (Addington et al. 2004), while the 6p region has been 

associated with dyslexia, especially speeded reading measures. It might be more gener-

ally the case that small mutations or slightly ineffi cient variants of genes detected in 

linkage analyses affect normal ability, while more severe mutants which greatly alter 

gene function or expression result in disorders such as autism, attention-defi cit/hyper-

activity disorder, and Williams syndrome.

Candidate Gene Approach

In candidate gene association analysis, known “candidate” genes are selected based 

on existing neuroscientifi c evidence. Allelic variation in these genes is measured and 

tested for association with intelligence. The measured allelic variants can either be (1) 

the functional variant that is responsible for the gene’s effect on intelligence or (2) 

variants that do not alter the gene effect but are closely correlated with the true (but 

unmeasured) functional variant, that is, in linkage disequilibrium (LD) with it. Case–

control association studies in which, for example, a sample of subjects with high IQ 

scores (cases) is compared with a sample of subjects with lower IQ (controls) have the 

highest statistical power but may provide spurious associations as a result of the use 

of stratifi ed samples. Any trait that has a different distribution across cases and controls 

(e.g., due to cultural differences between ethnic strata or assortative mating within 

strata) will show a statistical association with any allele that shows a different fre-

quency across cases and controls. Family-based association studies are statistically less 

powerful but control for these effects of population stratifi cation, as allelic association 

is tested exclusively within members of the same family.

In association analysis, the choice of candidate genes is crucial. It is usually based 

on prior knowledge of the gene’s involvement in biological functions relevant to 

intelligence, such as neurophysiological systems known to infl uence human memory 

and cognition. Candidate genes can also be selected based on results from animal 

studies, in which they have been shown to infl uence test performance of animal learn-

ing and memory. Another source of candidates is genes associated with mental retar-

dation (Inlow and Restifo 2004; Ramakers 2002). Alternatively, allelic variants that 

show continuous adaptive evolution in modern humans may pose good candidate 

genes for intelligence (Zhang 2003; Evans et al. 2005; Gilbert et al. 2005). Recently, 

several studies using a variety of methods have appeared that provide lists of such 

genes (Dorus et al. 2004; Pollard et al. 2006; Sabeti et al. 2006; Voight et al. 2006).
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It is unwise, however, to rely on biological plausibility only. Poor replication of an 

initially promising association result is a common concern in the molecular genetic 

study of complex brain functioning. This is illustrated by studies with two allelic vari-

ants that have been reported to show continuous adaptive evolution in modern 

humans, the abnormal spindle-like microcephaly associated (ASPM; Mekel-Bobrov 

et al. 2005) and microcephalin (MCPH1; Evans et al. 2005) genes. These genes are 

known to be under positive selection and to be involved in human brain volume, and 

they therefore pose good candidate genes for IQ (see, e.g., Thompson et al. 2001; 

Posthuma et al. 2002). Recently, Mekel-Bobrov et al. (2007) used three family-based 

samples (one Australian and two Dutch) as well as the population-based Scottish 

Aberdeen (ABC1936) and Lothian (LBC1921) birth cohorts, totaling 2,393 subjects. 

For the ASPM gene, a signifi cant association was found in four of the fi ve samples, 

with the nonsignifi cant result in the youngest (12-year-olds) sample. However, in two 

samples (Dutch adults and LBC1921) the benefi cial allele was the allelic variant under 

selective pressure (the derived allele), whereas in the other two samples it was the 

ancestral allele. For MCPH1, a signifi cant positive association was seen for the derived 

allele in the Dutch 12-year-olds, but this was not replicated in any of the other 

samples. These results thus remain inconclusive and can probably not be explained 

by differences in LD patterns across populations (as in that case the specifi c polymor-

phism would not have been under selective pressure). Woods and colleagues (2006) 

further showed that, although it is known that other genetic variants in both ASPM 

and MCPH1 are involved in the determination of brain volume, selective pressure on 

these genes cannot be explained by selective pressure on brain volume.

Although the example above encourages caution, association analysis can be very 

effective. Below we review three cognition–genotype associations that are plausible 

and have held up in independent replication (see also Posthuma and de Geus 2006). 

A meta-analysis of thirty-eight studies (more than 20,000 subjects) found that posses-

sion of the E4 allele of apolipoprotein E was associated in older people with poorer 

performance on tests of global cognitive function, episodic memory, and executive 

function (Small et al. 2004). The E2 allele appeared to be protective. The effect size 

was small, at about one-tenth of a standard deviation unit. This is an interesting case 

of variation in a gene that is related to cognition in old age but not in youth (Deary 

et al. 2002). The mechanisms whereby the variations are detrimental and protective 

to cognition are not understood, although there are various suggestions (Smith 2002). 

The follow-up studies of the Scottish Mental Survey of 1932 reported that variation 

in the genes for Klotho (Deary et al. 2005b) and nicastrin (Deary et al. 2005a) might 

be associated with general intelligence at both ages 11 and 79 years, but these are, as 

yet, unreplicated.

The catechol-O-methyltransferase (COMT) gene has been one of the most exten-

sively studied candidate genes in relation to cognitive ability. Decreased COMT activ-
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ity might be benefi cial from a functional perspective, because it increases frontal 

dopamine signaling. In line with this, Savitz et al. (2006) found that in twenty of the 

twenty-six studies on the association between the COMT val108/158met polymorphism 

and cognitive function, a signifi cant association was reported. All but two of these 

studies suggested that the low-activity Met allele allows for better performance on 

cognitive tasks that have a working memory component. The association with intel-

ligence may be more complex. Gosso et al. (2008) showed that the link between COMT 

and cognitive functioning follows a complex pattern in which the COMT gene inter-

acts with the dopamine receptor D2 (DRD2) gene. They found an association between 

the COMT gene and intelligence refl ecting positive heterosis such that the Met/Met 

and Val/Val homozygotes performed less well than the Met/Val heterozygotes on 

working memory tasks. Gosso and colleagues also found a signifi cant interactive effect 

of the DRD2 and COMT genes, such that heterosis was present only in the DRD2 

genotype that has been linked to lower receptor density. These results support previ-

ous fi ndings (Reuter et al. 2005) that suggest that working memory performance 

requires an optimal level of dopamine signaling within the prefrontal cortex. This 

optimum level depends on enzymatic activity controlling dopamine level as well as 

dopamine receptor sensitivity, both of which may differ as a function of genotype. As 

a consequence, the effects of a single polymorphism in a dopaminergic gene on a 

well-defi ned cognitive trait may easily remain hidden if the interaction with other 

genes in the pathway is not taken into account.

One of the strongest associations in the current literature is the association between 

intelligence and the cholinergic muscarinic receptor 2 (CHRM2) gene. In 2003, 

Comings et al. reported that this gene explained 1% of the variance in full-scale IQ. 

Two years later, suggestive linkage for intelligence was found on 7q, right above the 

CHRM2 gene (Posthuma et al. 2005). Subsequently, Gosso et al. (2006b) replicated the 

association between the CHRM2 gene and intelligence in a combined sample of Dutch 

12-year-olds and Dutch young adults. Here the gene explained 2% of the total variance 

in full scale IQ. Recently Dick et al. (2007) confi rmed the same area to be positively 

associated with intelligence. Although Comings et al. (2003), Gosso et al. (2006b), and 

Dick et al. (2007) did not include functional variants of the CHRM2 gene, the variants 

that showed positive association were all in the same region of this gene, suggesting 

that functional variants within that region are of importance to intelligence.

Other genes with variations related to intelligence are the SNAP-25 gene (Gosso 

et al. 2006), the dysbindin 1 (DTNBP1) gene (Burdick et al. 2006), and the cathepsin 

D gene (Payton et al. 2003). Although it was originally associated specifi cally with 

memory, the gene for brain-derived neurotrophic factor has been associated with 

intelligence (Tsai et al. 2004) and reasoning skills (Harris et al. 2006). All of these 

have small effects, consistent with a polygenic view of the heritability of intelligence. 

Most of these genes are also related to other domains of cognitive functioning. 
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To understand the underlying mechanisms linking individual differences in specifi c 

cognitive abilities to intelligence or to brain pathology, we should adopt a multivariate 

approach in which we allow the same genes to infl uence these multiple traits. This 

multivariate approach has the added advantage of increasing the power of gene-

fi nding studies as has been shown, for example, by Zhang et al. (2005), who used 

multivariate electrophysiological measures from the COGA study that had been linked 

previously to alcoholism. They found evidence for genetic linkage on two new chro-

mosomes that were not detected in univariate analyses.

Conclusion

The last decade has just started to dissect the now well-established heritability of 

cognitive ability into its molecular genetic elements. Most researchers ascribe to a 

polygenic view of the genetic contributions to intelligence differences but are as yet 

in the dark as to how many genetic variants are involved or how big their effects are. 

Genome-wide studies to date strongly suggest that there will be no genes with a large 

or moderate effect, and, therefore, studies aimed at securely identifying genetic con-

tributions to cognitive differences will probably require very large samples, especially 

when a genome-wide approach is adapted. Statistically more powerful candidate gene 

studies have so far identifi ed a handful of genes, but only a few of these have as yet 

shown replicated associations with intelligence. All of the identifi ed genes have small 

effects, consistent with a polygenic view of the heritability of intelligence. Most of 

these genes are also related to other domains of cognitive functioning, supporting the 

recently introduced “generalist genes” theory, which states that the same genes affect 

multiple cognitive abilities (Plomin and Kovas 2005; Kovas and Plomin 2006; Butcher 

et al. 2006), as opposed to the classic “specialist genes” view, which states that each 

gene affects one trait. The “generalist genes” hypothesis also implies that some cogni-

tive disabilities are the extremes of normally distributed dimensions of cognitive 

abilities. Therefore, some of the same genes that have been associated with normal 

cognitive abilities could provide important clues to underlying mechanisms of milder 

but more prevalent forms of impaired cognitive functioning, like reading disorder, 

dyslexia, and attention-defi cit/hyperactivity disorder or even the severe cognitive 

defi cits seen in autism and schizophrenia.

Figure 4.2 summarizes the genetic association and linkage studies for intelligence 

reviewed above. The fi gure clearly shows that identifying genes with an infl uence on 

cognition is feasible but that we have still a long way to go. Also, identifying these 

polygenes is only a fi rst step; we still face the daunting task of charting the exact route 

from genetic variation to variation in brain function and on to individual differences 

in intelligence. Fortunately, as many chapters in this book show, using state-of-the-art 

brain imaging in subjects carefully selected for genotype is proving to be a powerful 
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way to do just that. Nonetheless, understanding how genetic variation affects brain 

functioning related to cognition remains one of the greatest scientifi c challenges of 

the twenty-fi rst century.
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5 Candidate Genes Associated with Attention and Cognitive Control

John Fossella, Jin Fan, and Michael I. Posner

Neuroimaging and human genomics both have helped to illuminate important issues 

of normal and abnormal development. During the last decade, neuroimaging has 

revealed separate neural networks related to several aspects of human attention (Fan 

et al. 2005). Use of appropriate imaging methods has made it possible to work out the 

time course and connectivity of these networks and examine their function in terms 

of anatomy and circuitry (Posner and Fan 2008). Genetic fi ndings document the cor-

relation of individual differences in performance with specifi c chromosomal locations. 

Recent technological advances in genome sequencing and genome manipulation serve 

as potent drivers of experimentation aimed at linking gene function to normal and 

abnormal brain development (Goldberg and Weinberger 2004).

For the most part, the study of general features of cognitive processes and of indi-

vidual differences have been separate domains. However, since genes are important 

both in developing common networks and in accounting for individual differences 

there is a new opportunity to relate general features with individual variation. Much 

of the recent work along this line involves developmental pathologies such as addic-

tion (Goldman et al. 2005; Xu et al. 2006), attention-defi cit/hyperactivity disorder 

(ADHD; Durston et al. 2005), and anxiety (Canli et al. 2005), where genetic and phe-

notypic variations are likely to be continuous with normal function, and pathologies 

such as schizophrenia (Harrison and Weinberger 2005) and Williams syndrome 

(Karmiloff-Smith et al. 2002), where variation in behavior and brain activity often falls 

outside the normal range. These studies have been remarkable in their ability to link 

genetic risk factors with variation in the activity of specifi c anatomical structures. The 

promise of a continued convergence bodes well for the design of treatments that target 

specifi c brain regions. Such progress is timely for the fi eld of psychiatry, since many 

other medical disciplines have already adopted “genomic and biomarker guided” treat-

ment strategies (Hyman and Fenton 2003).

As the efforts to develop convergence between genetic and imaging methods pro-

ceeds, appropriate cautions are worth noting. Statistical limitations abound when 

experiments are aimed at linking a small number of voxels in a magnetic resonance 
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imaging (MRI) analysis with a single genetic variant. Exploratory analyses that seek to 

rely purely on statistical power may be impractical in scale, since there are well over 1 

million voxels in the MRI scan of the human brain and more than 1 million polymor-

phic sites in the human genome. An emphasis on strategies that exploit avenues of 

converging evidence and rely on hypothesis-driven designs may be a more promising 

way of separating biologically valid results from false-positive and false-negative results. 

Additional concerns should also be kept in mind even as well-validated fi ndings emerge 

from the experimental literature. It will be increasingly important to recognize that the 

genetic material is not determinative but rather exerts mild effects on the development 

of neural networks that are formed through complex interactions with the environment 

(Caspi et al. 2002; Jaffee et al. 2005). Lastly, the current rise of pre- and postnatal genetic 

testing presents a myriad of broader societal dilemmas. Investigators and clinicians who 

utilize genetic information should recognize the ethical and privacy issues revolving 

around the new genetic research (Dinwiddie et al. 2004; Rosen 2004).

Genetic Dissection of Attention Networks: Current Strategies

Anatomy of Neural Networks That Carry Out Attention

Our efforts have been to explore the biological origins of normal variation in attention 

as measured in behavior and in the activation of the neural networks that carry out 

attention. Our goal for this chapter is to review the current strategy aimed at how 

genes work in development to shape individual variation in the neural networks that 

underlie attentional processes. Since defi cits in attention are common across psycho-

pathology, the fi ndings obtained using this strategy may eventually be of relevance 

to studies of psychopathology. A review of the initial concerns involved in the design 

of our strategy and refi nements that have emerged in due course is provided.

Functional neuroimaging has allowed many cognitive tasks to be analyzed in terms 

of the brain areas they activate. Studies of attention have been among the most fre-

quently examined. Imaging data have supported the presence of three networks 

related to different aspects of attention. These networks carry out the functions of 

alerting, orienting, and executive control (Mesulam 1981; Posner and Petersen 1990; 

Witte and Marrocco 1997). Alerting is defi ned as achieving and maintaining a state 

of high sensitivity to incoming stimuli; orienting is the selection of information from 

sensory input; and executive control is defi ned as involving the mechanisms for resolv-

ing confl ict among thoughts, feelings, and responses. The alerting system has been 

associated with frontal, parietal, and thalamic regions and can be assayed by the use 

of warning signals prior to targets in a functional magnetic resonance imaging (fMRI) 

setting (Fan et al. 2005). The infl uence of warning signals on the level of alertness is 

thought to be due to modulation of neural activity by the norepinepherine system 

(Witte and Marrocco 1997).
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Orienting involves aligning attention with a source of sensory signals. This may 

be overt as in eye movements or may occur covertly without any movement. The 

orienting system for visual events has been associated with posterior brain areas 

including the superior parietal lobule and temporal parietal junction and, in addi-

tion, the frontal eye fi elds. Orienting can be manipulated by presenting a cue indi-

cating where in space a person should attend, thereby directing attention to the 

cued location (Posner et al. 1980). Event-related fMRI studies have suggested that 

the superior parietal lobe is associated with orienting following the presentation of 

a cue (Corbetta et al. 2000; Fan et al. 2005). The superior parietal lobule in humans 

is closely related to the lateral intraparietal area in monkeys, which is known to 

produce eye movements (Andersen et al. 1997). When a target occurs at an uncued 

location and attention has to be disengaged and moved to a new location, there is 

activity in the temporal parietal junction (Corbetta et al. 2000). Lesions of the parie-

tal lobule and superior temporal lobe have been consistently related to diffi culties 

in orienting (Friedrich et al. 1998).

Executive control of attention is often studied using tasks that involve confl ict, such 

as various versions of the Stroop task. In the Stroop task subjects must respond to the 

color of ink (e.g., red) while ignoring the color word name (e.g., b-l-u-e). Resolving 

confl ict in the Stroop task activates midline frontal areas such as the anterior cingulate 

cortex (ACC) and lateral prefrontal cortex (PFC; Bush et al. 2000; MacDonald et al. 

2000). There is evidence for the activation of this network in tasks involving confl ict 

between a central target and surrounding fl ankers that may be congruent or incongru-

ent with the target. Experimental tasks may provide a means of fractionating the 

functional contributions of different areas within the executive attention network 

(Casey et al. 2000).

Reliability and Heritability of Measures of Attention

The dissociable components of attention and the well-established anatomical and 

pharmacological correlates related to each network present an attractive candidate 

system for genetic analysis. To begin to study individual differences in these networks, 

we have developed an attention network test (ANT) that examines the effi ciency of 

the three brain networks we have discussed above (Fan et al. 2002). For genetic studies, 

where large samples are typically required, the ANT is ideal, as it is easily administered 

via laptop computer. Differences in reaction times are derived from the task, providing 

three numbers that represent the skill of each individual in the alerting, orienting, 

and executive networks. In a sample of 40 normal volunteers, we found these numbers 

to be reliable over two successive presentations. The correlations between two test 

sessions were .52, .61, and .77 for alerting, orienting, and confl ict, respectively. In 

addition, we found no signifi cant correlation among the three network numbers in 

this sample, indicating these three attentional networks are separable.
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One common method for demonstrating a genetic infl uence on individual differ-

ences in cognitive processes compares the performance of monozygotic twins, having 

identical genomes, with dizygotic twins, who share only as much genetic similarity 

as siblings do. A heritability index can be computed from the differences between 

these two correlations. A genetic infl uence on cognitive performance, particularly 

related to attention, has been explored in this manner in several ways. Studies using 

the Continuous Performance Task (CPT) have shown that the d’ signal detection 

component of CPT performance has a heritability among normal subjects of 0.49 

(Cornblatt et al. 1988). The Span of Apprehension task, a visual search task, has been 

shown to have a heritability among normal subjects of 0.65 (Bartfai et al. 1991), and 

the P/N ratio of the Spontaneous Selective Attention Task was shown to have a heri-

tability among normal subjects of 0.41 (Myles-Worsley and Coon 1997). Twin studies 

using normal control twins show that spatial working memory, divided attention, 

choice reaction time and selective attention (Cannon et al. 2000), attentional set shift-

ing (Pardo et al. 2000), sensorimotor gating (Geyer and Braff 1987), and smooth 

pursuit eye tracking (Katsanis et al. 2000) are heritable. The heritability observed at 

the behavioral level is supported by evidence that brain structures associated with 

attention can show genetic bases. Anatomical studies in rodents, nonhuman primates, 

and humans have established that genes are major determinants of overall brain 

size (Cheverud et al. 1990; Thompson et al. 2001) and structural aspects of specifi c 

brain regions such as the frontal cortex (Tramo et al. 1998) and corpus callosum 

(Oppenheim et al. 1989).

Using the ANT, some evidence of heritability was found for the executive attention 

component (Fan et al. 2001). Twenty-six pairs of adult monozygotic twins showed 

strong correlations for both the alerting (r = .46) and executive (r = .73) networks. For 

another group of twenty-six dizygotic same sex adult twins, we found a similar 

although somewhat smaller correlation for the alerting network (r = .38), but smaller 

correlation (.28) for the executive network. The executive control network yielded a 

high heritability score of 0.89. The genetic origins of executive attention that are sup-

ported by this data may relate to certain developmental processes. Our studies of 

normal children suggest that the confl ict network continues to develop until about 

age 8 with late 10-year-old children not being signifi cantly different in resolving con-

fl ict than adults with the same version of the ANT (Rueda et al. 2004). Although the 

sample size is small and the estimates of heritabiltiy are not very precise, these data 

provide preliminary support for a genetic accounting of variation in the effi ciency in 

the executive attention network.

Candidate Gene Association Studies

With an anatomically characterized (Fan et al. 2005), reliable (Fan et al. 2002), and 

heritable (Fan et al. 2001) assay in hand, our strategy progressed to an exploration of 
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individual genetic factors that might account for individual differences in perfor-

mance. Given the vast size of the human genome—some 30,000 genes with more than 

1 million common genetic variants—a great many design and implementation issues 

abound. In practice, two main phenomena tend to limit the success of such “candidate 

gene” explorations. Firstly, the effects of a single genetic variant are expected to be 

small, historically accounting for less than 5% of variance. Genetic modeling studies 

suggest that when many genes underlie a complex trait, such as attention, or a disorder 

such as ADHD, great diffi culty is expected in detecting signifi cant associations of single 

candidate genes (Lohmueller et al. 2003).

The second limitation relates to wide disparities in the frequency of genetic variants 

across ethnic groups. In the course of human evolution, errors in the replication of 

chromosomal DNA are rare, occurring at a rate of 2.5 × 10−8 (Nachman and Crowell 

2000), but occur often enough in our genome of 3 billion nucleotides such that dozens 

of base-pair changes can accumulate per generation per genome (Reich et al. 2002). 

While many of these minor base pair changes have been lost over time as local mating 

populations decline, some changes have persisted and even, perhaps due to natural 

selection, increased in frequency. Such ancestral errors in DNA replication, which 

arose spontaneously many generations ago, are now distributed across the globe in an 

uneven and fragmented way due to the varied migratory patterns of human popula-

tions as far back as 10,000 and even 60,000 years ago. In the course of our studies, we 

have recognized that the complexities of genetic structure within human populations 

are especially troublesome experimental design issues for genetic studies. This is par-

ticularly true in North America and Europe, where extensive ethnic admixture has 

occurred over the past 100 years. In an effort to minimize the limitations introduced 

by populations with a mixture of ethnicities, we favor the selection of genetic variants 

that are common and found at high frequency across many different ethnic groups.

With these limitations in mind, we have attempted to select the most promising 

candidate genes by considering existing knowledge of neural networks, pharmacology, 

gene expression patterns, animal models, and human genetic anomalies. Once candi-

dates are proposed, individuals with specifi c alleles can be tested with the appropriate 

measures to determine whether certain alleles are correlated with performance. Exam-

ples of this approach are discussed in great detail in this volume. One of the most 

widely cited examples is that of Egan and colleagues (2001) in the study of working 

and episodic memory. Based on a dopaminergic hypothesis of schizophrenia, Egan 

et al. examined genes related to schizophrenia that might involve the dopamine 

pathway. Because schizophrenia is highly heritable, studies of families of patients had 

led to genetic linkage to several chromosomal areas. One of these areas is on chromo-

some 22, in the 22Q11 region that contains the catechol-O-methyltransferase (COMT) 

gene that produces an enzyme important in the metabolism of dopamine. Egan et al. 

have found that a variant of the COMT gene was related to performance in cognitive 
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tasks involving working memory. This gene accounted for about 4% of the variance 

in perseveration errors during the Wisconsin Card Sorting Task. The COMT gene is 

likely to be important in many aspects of executive function.

We have pursued this approach to evaluate candidate genes for attention with a 

particular focus on dopaminergic genes and their role in executive attention. The 

cingulate is particularly rich in dopamine innervation (Descarries et al. 1987), impli-

cating dopamine as the dominant neuromodulator for the executive network. Some 

data suggest that dopamine concentrations are higher in the dorsolateral prefrontal 

cortex (DLPFC) than in other cortical regions (Brown et al. 1979). Depleting DLPFC 

of dopamine produces defi cits in performance on executive function tasks such as the 

delayed response task. These defi cits can be as severe as DLPFC lesions (Brozoski et al. 

1979). Destruction of the dopaminergic neurons in the ventral tegmental area that 

project to PFC also impairs performance on executive function tasks (Simon et al. 

1980). Local injection of selective DA (D1) antagonists into DLPFC impairs perfor-

mance on the delayed response task (Sawaguchi and Goldman-Rakic 1991; 1994) while 

leaving performance on sensory-guided control tasks unimpaired (Seamans et al. 

1998). Disruption of the prefrontal–striatal–dopamine system by injections of MPTP 

(1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine) also impairs performance on the 

delayed response task (Schneider and Kovelowski 1990), and halting L-dopa treatment 

to Parkinson’s patients produces defi cits on frontal cortex dependent cognitive tasks 

(Lange et al. 1992). Lastly, Watanabe et al. (1997) found that the concentration of 

extracellular DA in DLPFC increased signifi cantly while monkeys were performing 

the delayed alternation task (another classic measure of PFC function) but not during 

a sensory-guided control task, nor in other frontal regions (Area 8 [arcuate] or orbi-

tofrontal) during the delayed alternation task.

We carried out a standard gene association study using a population of 200 adult 

subjects who performed the ANT on a laboratory computer (Fossella et al. 2002). 

Although this strategy lacked the needed statistical power to meet the standards set 

for the reporting of true associations (Lohmueller et al. 2003), no associations or sta-

tistical trends were observed for global measures of performance such as overall reac-

tion time. This suggests that there may be some specifi city in the role of genetic factors 

in contributing to specifi c neural functions. Cheek swabs were obtained from each 

volunteer, and genomic DNA was extracted and used for genotyping. An analysis of 

genotype versus performance was conducted for several dopaminergic genes including 

the dopamine receptor D4 (DRD4), monoamine oxidase a (MAOA), dopamine transporter 

(DAT), and COMT genes. The DRD4 and MAOA genes revealed modest associations 

with behavior. For the DRD4 exon III variable number tandem repeat polymorphism, 

a comparison of 4-repeat versus non-4-repeat carriers showed some relation to execu-

tive attention, but not to orienting, alerting, or overall reaction time. The promoter 

repeat polymorphism in MAOA (Sabol et al. 1998), an enzyme that is responsible for 
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both dopamine and serotonin breakdown, also showed associations with executive 

attention. This polymorphism has also been identifi ed as a genetic risk factor in studies 

of aggression in boys where the 3-repeat allele, which is associated with less effi cient 

confl ict resolution in our adult studies, was found to confer some additional risk of 

aggression in boys who experienced some degree of maltreatment during childhood 

(Caspi et al. 2002).

Other cognitive studies using somewhat different tasks have also confi rmed and 

extended our initial fi ndings. In two studies involving tasks that require attentional 

control, alleles of the COMT gene were related to the ability to resolve confl ict (Blasi 

et al. 2005; Diamond et al. 2004). The COMT gene has also been shown to be related 

to a measure of the ability to solve novel problems (fl uid intelligence; Bishop et al. 

2007). Additionally, the orienting network has been shown to be infl uenced by cho-

linergic drugs in monkeys (Davidson and Marrocco 2000). Different alleles of a cho-

linergic gene, the alpha 4 subunit of the neural nicotinic cholinergic receptor (CHRNA4), 

was related to performance differences in the ability to orient attention during tasks 

involving visual search (Greenwood et al. 2005), confi rming the link between orient-

ing and the cholinergic system.

Imaging Genetic Analyses on Selected Dopaminergic Candidate Genes

In advancing our strategic plan beyond the genetic and behavioral levels of analysis, 

we and others have begun to explore whether fMRI can be used to confi rm and extend 

the association between genes and particular underlying networks. As a well-known 

example, Egan and colleagues (2001) showed that subjects with the Valine allele at 

the Met158Val polymorphism in COMT showed worse performance and higher levels 

of brain activation in the PFC. In our studies of the attentional networks, subjects who 

performed the ANT in the scanner showed that the DRD4 and MAOA alleles which 

were associated with more effi cient handling of confl ict in the earlier behavioral 

studies also differed in amount of activation in the anterior cingulate while performing 

the ANT (Fan et al. 2003). Because we ran 16 genotypically unselected subjects, we 

did not have suffi cient data to equally subdivide groups based on genotype at the 

several genes we found to be related to confl ict in our behavioral study. However, we 

did fi nd signifi cant differences in activation for alleles which, we expect, have consid-

erable infl uence on dopamine activity within the network being studied. Moreover, 

our scanning data showed signifi cant differences with about 8 subjects per cell, while 

the same alleles only approach signifi cance in a behavioral study with nearly 100 

subjects in each cell. These data support the speculation by Egan and colleagues that 

a combination of behavioral and fMRI work can provide statistical confi rmation 

even though the infl uence of any individual gene is rather small. Recent work has 

replicated the MAOA fi nding where the low expression (3-repeat) allele was found 

to be associated with changes in orbitofrontal volume, amygdala and hippocampus 
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hyperreactivity during aversive recall, and impaired cingulate activation during cogni-

tive inhibition (Meyer-Lindenberg et al. 2006). Further structural MRI investigations 

showed that the DRD4 gene was associated with cortical structure while the DAT1 

gene infl uenced subcortical structure (Durston et al. 2005). This result seems in 

harmony with the known cortical expression of the DRD4 gene and high subcortical 

expression of the DAT1 gene (Sesack et al. 1998; 2003). A recent report shows that 

when executive tasks are conducted in the presence of emotional distraction, COMT 

is associated with activity in neural structures associated with cognitive control and 

task-related processing (Bishop et al. 2006).

Gene Expression, Developmental and Environmental Constraints on the Validity of 

Gene-Associated Brain Activity Findings

Gene Expression Constraints

Our fMRI-based imaging genetic associations with activation in the anterior cingulate 

gyrus seem, at face level, generally consistent with the known role of DRD4 and MAOA 

in brain function. This is mainly because these genes have known roles in dopamine 

signaling and because the ACC is known as a region rich in dopamine receptors and 

afferent inputs (Descarries et al. 1987). The selection of these two dopaminergic can-

didate genes was initially based upon (1) associations with disorders where attention 

is disrupted, (2) pharmacological relationship to the executive attention network, and 

(3) each allele’s having been biochemically characterized with respect to biochemical 

activity or expression level. One criterion we did not include in our design was the 

pattern of gene expression exhibited by our candidate genes. Indeed, DRD4 and MAOA 

have broad domains of gene expression. A consideration of this criterion naturally 

prompts a closer look at the structural and functional imaging genetic data and raises 

new questions concerning interpretations of the data. Why, for example, might gene-

associated activity in relatively specifi c brain regions occur when the task is known to 

activate multiple nodes in a widely distributed neural network? Also, why might areas 

such as the insula or cerebellum, which do not show enriched expression of the MAOA 

or DRD4 genes, show gene-associated brain activity?

Relationships between where a gene is expressed and where it exerts an effect during 

an imaging genetic study are complex. Firstly, it should be noted that many of the 

genes used in imaging genetic studies are widely expressed. Recent imaging genetic 

studies on the serotonin transporter (5-HTT) and COMT illustrate this point. A query 

of gene expression data in UniGene, a public access repository of genomic data (NCBI-

UniGene 2005), shows wide-ranging expression patterns of 5-HTT (bone, colon, 

muscle, lung, placenta, pancreas). Within the brain, 5-HTT is expressed in a very 

restricted anatomical manner, namely, in serotonergic cells projecting from the 

median and dorsal raphe nuclei, the supralemniscal cell group, and the oral pontine 
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nucleus (Austin et al. 1994). Patterns of brain activity associated with a 5-HTT pro-

moter length polymorphism include the ACC, basolateral amygdala, and PFC (reviewed 

in Hariri et al. 2006). Although these brain regions do not express large quantities of 

the 5-HTT, these broad anatomical areas are likely candidates for gene-associated 

effects on brain activity, given that serotonin modulates synaptic activity of prefron-

tal–amygdala connections (Stutzmann et al. 1998). Similarly COMT shows a broad 

pattern of expression (bladder, bone, cervix, heart, kidney, liver, lung, ovary, prostate, 

skin, stomach, and other areas) and cortical and subcortical neurons in the human 

brain. Imaging genetic studies show that functional activity within areas of the DLPFC 

is associated with structural variants of COMT when subjects perform tasks involving 

working memory (Egan et al. 2001). Despite the high levels of expression of COMT 

in the striatum, gene-associated brain activation is mainly found in the DLPFC. This 

is consistent, however, with fi ndings showing that COMT activity accounts for less-

than15% of total dopamine turnover in the striatum but greater than 60% in the 

PFC (Sesack et al. 1998).

In our efforts to explore the basis for the specifi city of gene-associated brain activity, 

we investigated a well-studied genetic polymorphism, TaqIA, which lies downstream 

of the dopamine receptor D2 (DRD2) gene, in the protein encoding region of a neigh-

boring gene, ankyrin repeat and kinase domain containing 1 (ANKK1), which is not 

expressed in the brain. A simple starting hypothesis for ANKK1, a negative control of 

sorts, was that no gene-associated brain activity would be found, since the TaqIA 

polymorphism was located in a gene that is not expressed in the brain. However, 

imaging genetic studies on the ANT showed that carriers of the A1 allele have gene-

associated functional activation in an anatomically specifi c, dopamine-rich region of 

the brain comprising the anterior cingulate gyrus (Fossella et al. 2006). This fi nding, 

while inconsistent with the starting hypothesis, was, in fact, consistent with other 

imaging genetic data. In the case of the TaqIA polymorphism, a closer look at the 

genomic region where it resides shows that the polymorphism is located downstream 

from the neighboring DRD2 gene. There is much evidence documenting a role for 

DRD2 in the frontal lobe. Hence, it is possible that although the TaqIA polymorphism 

lies inside the ANKK1 gene, it may be correlated in some way with variation in the 

DRD2 gene. A view of patterns of linkage disequilibrium (LD) provided an explanation 

for the discrepancy of gene expression and gene-associated brain activity. To query 

this, we accessed the International HapMap Project (2003), sponsored by the Interna-

tional HapMap Consortium, which is a free and open online tool (found online at 

www.hapmap.org). Extensive single nucleotide polymorphism (SNP) analyses from 

populations consisting of Yoruba in Ibadan, Nigeria; Japanese in Tokyo, Japan; Han 

Chinese in Beijing, China; and Utah residents with ancestry from northern and 

western Europe permits pairwise analyses of LD between variable sites in the genome. 

A quick view of public haplotype data revealed that the C/T transition TaqIA sites 
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(dbSNP rs1800497) sit inside a well-delineated haplotype block. Evidence for LD 

extending between the TaqIA site and DRD2 was found. A view of phased haplotypes 

using the hierarchical clustering methodology tools available at the HapMap Web 

browser shows evidence for haplotypes that encompass the TaqIA site and the DRD2 

gene.

The discrepancy between gene expression and gene-associated brain activity posed 

by the TaqIA polymorphism highlights the need to more carefully investigate candi-

date polymorphisms in the course of study design and also places additional cautions 

in the interpretation of gene-associated brain activity. In the course of updating our 

strategy, we propose to include information concerning the expression pattern of the 

candidate gene in the developing and adult human brain. If the hypothesized areas 

of gene-associated functional activation are not overlapping with the known expres-

sion pattern, then an investigator may have diffi culty interpreting the fi ndings from 

a cellular or synaptic perspective. Additionally, it may be useful to query the public 

genome resources such as HapMap for information on the extent of LD within and 

outside of the candidate gene of interest. The addition of tagged SNPs within candidate 

genes would also support the meta-analysis of imaging genetic data across studies 

using different populations.

Developmental Constraints

Another issue that arises upon inspection of gene-associated brain activity fi ndings 

relates to the timing of gene action. In the case of COMT, for example, the evidence 

suggests that COMT performs an ongoing physiological function, and that variation 

in the structure of the enzyme leads to individual differences that can be measured 

and that arise from the real-time function of the enzyme. Alternately, current differ-

ences observed in brain activity for separate genetic groups may be consequences of 

a genetic polymorphism that acted early in the development of a specifi c brain struc-

ture or altered the function of an early developmental process upon which other more 

mature processes depend. For example, COMT and several other genes are deleted in 

a disorder called 22Q11 deletion syndrome. These children have only a single func-

tioning copy of the chromosomal region containing COMT and show a number of 

signs of mental retardation as well as physical abnormalities; they are also at greatly 

increased risk of developing schizophrenia (Karayiorgou and Gogos 2004). Two experi-

ments have examined a version of the ANT task suitable for children, and both found 

greatly reduced ability to resolve confl ict (Bearden et al. 2005; Sobin et al. 2005a). One 

effort to determine the pathway by which the deletion might work combines the ANT 

with studies using prepulse inhibition, which is a behavioral technique that specifi es 

a known anatomical pathway. The results suggest that striatal–cingulate pathways are 

very important to the combined defi cits in executive attention of prepulse inhibition 

(Sobin et al. 2005b).
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The effects of variation in the promoter region of the serotonin transporter (5-HTT) 

also can be viewed from a developmental perspective. Variation within 5-HTT is often 

associated with the amygdala or negative affect (Hariri et al. 2002; Sen et al. 2004); 

however, two reports have also suggested the involvement of serotonin systems in 

tasks related to executive attention. Canli et al. (2005) suggest that the short allele of 

the 5-HTT is related to neural control systems that infl uence cognitive and affective 

control systems. Their fi ndings relate the 5-HTT gene to areas that are parts of the 

executive attention network, and studies with young children (Auerbach et al. 2001) 

suggest that 5-HTT may interact with dopamine to infl uence critical aspects of nega-

tive affect. A fi nding using the ANT suggests that a promotor polymorphism in a gene, 

TPH, related to serotonin synthesis is related to executive attention as measured by 

the ANT (Reuter et al., 2007). Interestingly, a mouse model shows that inhibition of 

5-HTT exerts a paradoxical negative inluence on social and emotional responsivity 

when inhibition occurs during a brief time period of early postnatal development 

(Ansorge et al. 2004). This developmental effect is the opposite of that observed when 

5-HTT blocking agents are administered to adults. Finally, research on developmental 

disorders such as Williams syndrome and fragile-X mental retardation that arise from 

minute chromosomal lesions and have been studied suggests that even when the 

genetic lesion is well defi ned, the developmental outcome can affect many neural 

systems and show variation in severity (Churchill et al. 2002). Simple genotype–

phenotype mappings do not suffi ciently explain this variability, and emphasis should 

be placed not on these mappings but rather on the role of genes in developmental 

processes (Scerif and Karmiloff-Smith 2005; Meyer-Lindenberg and Weinberger 2006).

A small-scale study using the child version of the ANT showed a signifi cant relation 

between a repeat polymorphism in the 3′-untranslated region of the dopamine trans-

porter (DAT1) and executive attention as measured by the reaction time differences 

between incongruent and congruent trials (Rueda et al. 2005). In that study the DAT1 

was also related to parent reports of their child’s effortful control, and EEG suggested 

differences in the underlying executive attention network. Currently, we are working 

to replicate and extend this fi nding by genotyping children who are involved in a 

longitudinal study from 7 months to 4 years. This study will examine various tasks 

involving executive attention in infants and young children in relation to a number 

of candidate dopamine- and serotonin-related genes. Since attention measures will be 

made at three ages on the same children, this research will provide an opportunity to 

see if the genes play the same role at all of these ages.

Environmental Constraints

As noted above, the anatomical limits of gene expression as well as the timing of gene 

expression are important constraints to consider when interpreting gene-associated 

brain activity data. It is important to note also, then, that the environment is an 
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especially potent driver of gene expression throughout brain development. For 

example, anoxia (Mehmet et al. 1994), maternal separation (Avishai-Eliner et al. 1999), 

amyloid protein expression (Dodart et al. 1999), and drug abuse (Ladenheim et al. 

2000) all induce hypometabolism, gliosis, and programmed cell death in the ACC, a 

central node in the executive attention network. Exposure to environmental and social 

stress can induce the expression of glucocorticoid receptor (GR), a transcription factor 

which mediates the cellular response to stress (McEwen 2000) and infl uences func-

tional coupling in the amygdala (Stutzmann et al. 1998). Our group has reported that 

other genes as well can be infl uenced by environmental forces. We found that the 

expression of tgf-alpha, a factor in the postnatal maturation of dopamine neurons, was 

found to be downregulated by neonatal separation stress in male pups (Romeo et al. 

2004). Additional evidence that stress may infl uence dopaminergic function can be 

found in the work of Benes and colleagues, who showed that dopaminergic innerva-

tion of interneurons in layers II and V of the ACC are elevated in postmortem analyses 

of schizophrenia. The hyperinnervation of interneuronal DRD2 contacts is suspected 

to disable local inhibition of pyramidal cells and lead to excess glutamatergic signaling 

and waves of excitotoxicity in downstream brain areas (Benes 2000).

Current genetic and imaging genetic work has begun to explore the way that the 

genome and the environment may interact to infl uence cognition. Epidemiological 

fi ndings by Caspi and colleagues show that interactions of genotype together with 

certain aspects of stress or neglect can infl uence the onset of depression and aggression 

(Caspi et al. 2002; 2003). Imaging genetic studies on the genetic loci involved in these 

Gene × Environment phenomena reveal gene-associated brain activity in regions of 

affective and cognitive control, in particular, the ACC (Heinz et al. 2005; Meyer-

Lindenberg et al. 2006; Pezawas et al. 2005). Such environmental interactions pose an 

experimental challenge to imaging genetic research, since it is often diffi cult to ascer-

tain an experimental volunteer‘s past experience with stress and or neglect. Similarly, 

it is diffi cult to determine the current state of stress for a subject who may or may not 

experience anxiety in the local laboratory or scanner environment. Canli and col-

leagues have evaluated this issue in more detail via the introduction of baseline brain 

activity conditions to begin to explore 5-HTTLPR-related individual differences in the 

response of subjects to the scanner environment (Canli et al. 2005).

Current Focus on the Genetic Dissection of ACC Function

With some experience gained from the preliminary work described above, and an 

increased awareness of several inherent constraints, our strategy continues to evolve 

and is now poised to examine more deeply a recurrent fi nding, that of gene-associated 

activity in the ACC. This brain region, situated bilaterally on the medial surface of the 

frontal lobes around the rostrum of the corpus callosum and bounded by the callosal 
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sulcus and the cingulate sulcus, has numerous projections into the motor cortex and 

thus advantageously sits where it may make a signifi cant contribution in the control 

of sensory, cognitive, and emotionally guided actions. Indeed, it may not be surprising 

to repeatedly fi nd dopaminergic-gene-associated brain activity in the ACC, since it 

receives afferents from more thalamic nuclei than any other cortical region and also 

receives diffuse monoaminergic innervation from all major neuromodulatory nuclei 

(Bush et al. 2000; Vogt et al. 1995).

Several lines of converging evidence suggest that variation in the structure and 

function of the ACC may be a suitable region for intense genetic study. Firstly, several 

tasks that activate the ACC such as spatial working memory, divided attention, and 

attentional set shifting have been examined in identical and fraternal twin popula-

tions and have been found to have high heritabilities (Cannon et al. 2000; Pardo 

et al. 2000). The structure of the ACC was recently examined in healthy relatives of 

schizophrenic patients. These healthy relatives, who presumably carry some of the 

genetic risk for schizophrenia, showed 11.4% less right cingulate gray matter volume, 

8% reduction in surface area, and bilateral reductions in thickness of up to 2.5% 

(Goghari et al. 2006). Twin studies reveal that about 60% of the variance in N2 and 

P3 amplitudes can be attributed to genetic factors (Anokhin et al. 2004). Prior inves-

tigations on these event-related-potential components have implicated the ACC as the 

most likely neural generator of the N2 potential (van Veen and Carter 2002). Pezawas 

and colleagues showed that carriers of the short allele showed volume reductions of 

25% in gray matter in the perigenual ACC and that this same short allele genetic group 

also showed decreased positive feedback between the rostral ACC and the amygdala 

as well as decreased negative coupling between caudal regions of the ACC and amyg-

dala (Pezawas et al. 2005).

Gene Expression Profi ling Candidates

To follow up on our own fi ndings of gene-associated ACC activity, we are beginning 

to exploit several bioinformatic tools to locate converging evidence for genetic studies 

on the ACC. For example, cell types in the mammalian cortex, which are traditionally 

categorized by anatomical location, axonal morphology, and spiking properties, can 

now be defi ned using gene expression profi ling. An example of this was recently 

implemented in the mouse cingulate cortex, where DNA microarrays were employed 

to obtain gene expression profi les for three types of interneurons and two types of 

projection neurons (layer 5 and layer 6) in the cingulate cortex as well as a number 

of other cortical and subcortical regions (Sugino et al. 2006). A collection of genes 

whose expression is unique to these cells is now available for further study. Some of 

the genes reported include secreted frizzled-related protein 2 (sFRP2), natriuretic peptide 

precursor C (NPPC), endothelin converting enzyme-like 1 (ECEL1), tachykinin, precursor 1 

(TAC1), and neurexophilin 3 (NXPH3). In a mouse model of neuronal migration in the 
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frontal midline, the presence of sFRP2 protein impaired the anterior turning of com-

missural axons after midline crossing (Lyuksyutova et al. 2003). ECEL1 is a member 

of the M13 family of zinc-containing endopeptidases known to be important regula-

tors of neuropeptide and peptide hormone activity. The TAC1 gene encodes the 

neuropeptides substance P and neurokinin A. Mice without TAC1 function showed 

decreased depression- and anxiety-related behaviors (Bilkei-Gorzo et al. 2002). TAC1 

also emerged as a top candidate gene for depressive illness in a unique multistage 

analysis of animal model gene expression and human genetic linkage termed “Con-

vergent Functional Genomics” (Ogden et al. 2004). Finally, NXPH3 is a tightly bound 

extracellular ligand of α-neurexins, a family of presynaptic α-latrotoxin receptors. 

NXPH3 expression is restricted mostly to layer 6b of the cerebral cortex, where it occurs 

in subplate-derived excitatory neurons as well as granule cells in the vestibulocerebel-

lum, and knockout mice display impaired sensory information processing and motor 

coordination (Beglopoulos et al. 2005).

Similar approaches have been carried out using human samples. In their report 

entitled “A Gene Atlas of the Mouse and Human Protein-Encoding Transcriptomes,” 

Su and colleagues provide gene expression data on more than 33,000 unique genes in 

more than seventy human tissues (Su et al. 2004). These data have been deposited in 

the Gene Expression Omnibus (GEO), a public repository sponsored by the National 

Library of Medicine that archives and freely distributes high-throughput gene expres-

sion data submitted by the scientifi c community. GEO currently stores approximately 

a billion individual gene expression measurements, derived from over 100 organisms, 

addressing a wide range of biological issues. These huge volumes of data may be effec-

tively explored, queried, and visualized using user-friendly Web-based tools (accessible 

at www.ncbi.nlm.nih.gov/geo). Among the brain regions assayed by Su et al. were 

frontal cortex, parietal cortex, cingulate cortex, hippocampus, amygdala, cerebellum, 

and whole brain. Our own query into the GEO data for cingulate cortex messenger 

RNA (mRNA) versus frontal cortex mRNA versus whole brain revealed a number of 

candidates that are expected to show enriched expression in the ACC. Among some 

of the most statistically signifi cant candidates we found are membrane metallo-

endopeptidase (MME), zinc transporter (SLC39A5), Sin3A-associated protein (SAP18), 

tubby homologue (TUB), and sidekick 1 (SDK1). MME belongs to a collection of zinc 

metaloproteinases. As the essential role of zinc in brain development and synaptic 

transmission is well studied (Sandstead et al. 2000), the function of the zinc-contain-

ing endopeptidases MME and ECEL1 may function in zinc-rich synaptic boutons 

found in the limbic system, in particular, in the cingulate region (Takeda et al. 2000). 

SAP18 has been implicated in developmental pathways that regulate the structure of 

the frontal midline and is a downstream target of HOXA1, a retinoic acid-dependent 

candidate gene. Homozygous truncating mutations in HOXA1 give rise to a mental 

retardation and autism spectrum disorder among other developmental disruptions 
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(Tischfi eld et al. 2005). Lastly, SDK1 has a putative role as a neuronal targeting mol-

ecules, guiding developing neurons to specifi c synapses (Hayashi et al. 2005).

In addition to these molecular candidates, there exists an extensive literature on 

genes that regulate the patterning and morphogenesis of the mammalian forebrain 

(Sur and Rubenstein 2005). In our ongoing efforts, we are focused on these and other 

well-studied biochemical pathways likely to infl uence the structure and function of 

the ACC. One such pathway, the hedgehog signaling pathway, consists of a network 

of proteins that function in a number of tissues and developmental stages (reviewed 

in Cohen 2003). Implication of the hedgehog pathway in the development of the 

mammalian forebrain comes from genetic and imaging research on holoprosenceph-

aly, a disorder where the embryonic forebrain does not suffi ciently divide into the 

double lobes of the cerebral hemispheres and instead the lobes are conjoined across 

the midline, resulting in an absence of interhemispheric cleft. In our ongoing and 

future studies, we will examine weak hypomorphic and hypermorphic alleles for subtle 

effects on structure and activity in the ACC.
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6 Genetics of Corticolimbic Function and Emotional Reactivity

Ahmad R. Hariri, Erika E. Forbes, and Kristin L. Bigos

Neuroimaging technologies, because of their unique ability to capture the structural 

and functional integrity of distributed neural circuitries within individuals, provide a 

powerful approach to explore the genetic basis of individual differences in corticolim-

bic function, emotional reactivity, and vulnerability to mood disorders. Functional 

magnetic resonance imaging (fMRI) studies especially have established important 

physiological links between genetic polymorphisms affecting serotonin neurotrans-

mission and robust differences in corticolimbic circuit function that have been linked 

to temperamental anxiety and increased risk for depression. Importantly, many of 

these biological relationships have been revealed in relatively small samples of subjects 

and in the absence of observable differences at the level of behavior, underscoring the 

power of a direct assay of brain anatomy and physiology in exploring the functional 

impact of genetic variation. Through the continued integration of genes, brain, and 

behavior, neuroimaging technologies represent a critical tool in ongoing efforts to 

understand the neurobiology of normal and pathological emotional behaviors. 

Multidisciplinary research capitalizing on such neuroimaging-based integration will 

contribute to the identifi cation of predictive markers and biological pathways for 

neuropsychiatric disease vulnerability as well as the generation of novel targets for 

therapeutic intervention.

Conceptual Basis and Overview

Genes have unparalleled potential impact on all levels of biology. In the context of 

disease states, particularly behavioral disorders, genes represent the cornerstone of 

mechanisms that either directly or in concert with environmental events ultimately 

result in disease. Moreover, genes offer the potential to identify at-risk individuals and 

biological pathways for the development of new treatments. While most human 

behaviors cannot be explained by genes alone, and certainly much variance in aspects 

of brain structure and function will not be genetically determined directly, it is 

anticipated that variations in genetic sequence impacting function will contribute an 
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appreciable amount of variance to these resultant complex biological and behavioral 

phenomena. This conclusion is implicit in the results of studies of twins that have 

revealed heritabilities ranging from 40% to 70% for various aspects of cognition, tem-

perament, and personality (Plomin et al. 1994). In the case of psychiatric illness, genes 

appear to be the only consistent risk factors that have been identifi ed across popula-

tions, and the majority of susceptibility for major psychiatric disorders is accounted 

for by inheritance (Moldin and Gottesman 1997).

Association Studies of Genes Involved in Emotion Regulation

Behavioral and molecular genetics approaches have not been applied to questions of 

particular emotion regulation responses as defi ned in studies of behavior or physiol-

ogy. For instance, it would be a stretch to examine the behavioral, cognitive, or physi-

ological components of the emotion regulation strategy of situation modifi cation in 

relation to a specifi c gene variant. Instead, typical research in genetics has addressed 

the association between genes and proxy variables for emotion regulation. These proxy 

variables represent broad individual differences in emotional style or tendency and 

have generally been in the areas of personality or affective disorders. While these 

variables are related to emotion regulation constructs, they are more broad and 

heterogeneous.

Behavioral and molecular genetics approaches have been applied to two topics that 

are relevant to stable emotion regulatory style: personality and affective disorders. 

Personality refers to stable normal individual differences, many of which pertain to 

emotional experience and expression. Affective disorders, while more in the realm of 

abnormal emotional experience, can be considered examples of pathological emotion 

dysregulation. These disorders—which include intense and long-duration depressed, 

manic, or anxious emotional states—involve reduced emotional fl exibility. Presum-

ably, diffi culty with modulating the frequency, intensity, or duration of affective states 

underlies these disorders. For example, depression is characterized by sustained sadness 

and unusually low-frequency, low-intensity positive affect. The genes that predispose 

people to experience the disorders therefore may constitute genetic infl uences on 

effective, healthy emotion regulation.

Molecular genetics approaches to emotion regulation often focus on polymorphisms 

leading to variability in neurotransmitter availability or neurotransmitter receptor 

function. For example, extraversion’s characteristics of dominance, novelty seeking, 

and reward sensitivity are thought to be driven by variability in function of the dopa-

mine (DA) system. There are many neurotransmitter systems, each of which has a 

complex function and infl uence on brain and behavior. In addition, the infl uence of 

the various neurotransmitter systems on emotion regulation is presumably complex 

and interrelated. Research on the association between neurotransmitter genes and 
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emotion-regulation-related characteristics has focused on narrow aspects of specifi c 

neurotransmitter systems. Two particular systems appear to be especially relevant to 

questions of emotion regulation, however: the serotonin (5-hydroxytryptamine; 5-HT) 

system and the dopamine system. Serotonin has been implicated in the generation 

and regulation of emotional behavior, and manipulation of serotonin activity has 

effects on behaviors such as impulsivity and aggression. The dopamine system plays 

a critical role in reward processing and has been linked to normal individual differ-

ences in reward traits as well as to disorders involving enhanced reward-seeking such 

as addiction.

We address both neurotransmitter systems in our review of association studies 

below, and we focus specifi cally on the 5-HT system in our discussion of imaging 

genetics in the remainder of the chapter. In addition, while we address genetic factors 

in both normal and abnormal individual differences in the review of association 

studies, we emphasize normal individual differences in our treatment of imaging 

genetics. As we explain below, the conceptual foundation for imaging genetics lends 

itself best to fi rst examining normal variability in neural function.

Personality

Extraversion is likely to involve approach towards goals despite setbacks and assertion 

that serves to modify a current situation. Such behavioral approach or appetitive 

component processes of extraversion are, in part, mediated by a mesolimbic neural 

circuitry, which is tightly regulated by DA. Consequently, studies of the genetic under-

pinnings of extraversion have focused on polymorphisms related to DA function 

(Ebstein et al. 2002; Noblett and Coccaro 2005). Specifi cally, genetic variants of DA 

receptor subtypes, such as the D2 and D4 receptors, which mediate the myriad neu-

romodulatory effects of DA, as well as the dopamine transporter, which facilitates the 

active reuptake of DA from the extracellular space, have been examined in relation to 

the broad trait of extraversion and to one of its facets, novelty seeking. More recently, 

studies have begun to examine other genes that infl uence broader DA and other cat-

echolamine availability, including catechol-O-methyltransferase (COMT) and mono-

amine oxidase A (MAOA). As recent reviews and meta-analyses have noted, the 

associations between specifi c DA polymorphisms and complex measures of personality 

have been inconsistent across studies, with null fi ndings being relatively common 

(Schinka et al. 2002; Strobel et al. 2003).

Another signifi cant line of related research from the fi eld of personality genetics is 

the examination of serotonin (5-HT) subsystem polymorphisms on negative emo-

tional behaviors such as neuroticism, impulsivity, and aggression. A gene of particular 

interest has been a relatively frequent length variant in the promoter or regulatory 

region of the 5-HT transporter (5-HTT) gene (see below). Numerous studies have 
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indicated that the short (S) variant of this gene, resulting in relatively increased 5-HT 

signaling, is associated with higher levels of temperamental anxiety. Other investiga-

tors have established links between variation in 5-HT genes controlling biosynthesis, 

receptor function, and metabolic degradation with additional dimensional measures 

of negative emotionality such as impulsive aggression (Manuck et al. 1998; 1999; 

2000). Despite some replication, these lines of investigation have also been marked 

by null fi ndings (Glatt and Freimer 2002), with several reports, including meta-

analyses, emphasizing that the ability to detect associations depends on the personal-

ity instruments used, with “broad bandwidth” personality measures (e.g., extraversion) 

typically representing constructs that are too heterogeneous to map meaningfully 

onto biological systems (Munafo et al. 2005).

Affective Disorders

The leap from studies of genetic infl uences on dimensional indices of normal vari-

ability in personality and temperament to studies of genetic infl uences on affective 

disorders such as depression and anxiety is understandable given the correlation of 

these indices with symptoms of these disorders and the genetic infl uences on such 

correlations (Carey 1994). For example, depression and the personality trait of neuroti-

cism appear to share genetic infl uence, and in addition, the correlation between 

depression and neuroticism appears to be infl uenced by genetic factors (Kendler et al. 

1993a; 1993b). Such attempts to link polymorphisms directly with clinical syndromes 

have been fueled by the suggestion that genes might have more detectable infl uence 

at extreme, pathological ends of the emotional trait distribution. While any specifi c 

gene in isolation is unlikely to serve as a predisposition to a complex disorder such as 

major depressive disorder, the infl uence of a particular gene is more likely to be 

detected in a clinical population than in individuals with lower levels of the emotional 

dysfunction involved in the disorder. If neuroticism and depression share genetic 

infl uence (Kendler et al. 1993a; 1993b), and if depression can be seen as an extreme 

version of high neuroticism, then infl uences of 5-HT polymorphisms, for instance, 

may be more clear when depression is the target construct.

Studies of genetic infl uences on depression and anxiety in humans have emphasized 

the role of genes related to 5-HT and hypothalamic–pituitary–adrenal (HPA) axis func-

tion (for a more thorough review, see Leonardo and Hen 2006). Both the 5-HT and 

HPA systems play a critical role in emotional reactivity and regulation and are thus 

prime candidates for studies of these mood disorders. Many candidate polymorphisms 

in these systems have been linked to increased risk for mood disorders. Moreover, the 

existence of an association has been demonstrated to be moderated by the environ-

ment. In particular, social stress, such as maltreatment during childhood or divorce 

in adulthood, appears to unmask genetic vulnerability for depression and anxiety.
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Limitations of Behavioral Association Studies

All of the fi ndings from traditional behavioral association studies have been inconsis-

tent, with an impressive amount of null fi ndings for each gene studied. In many ways, 

this underscores the argument that in the context of behavior and psychiatric illness 

there are only susceptibility genes and not disease genes which clearly and specifi cally 

determine affective disorders. Association studies have important limitations, not the 

least of which is the long chain of events from gene function to personality or psy-

chiatric disorder. Additional limitations include the specifi city of fi ndings to particular 

personality instruments, the reliance on self-report rather than observed behavior, the 

failure to account for developmental effects, and the diffi culties of defi ning and exam-

ining gene-by-environment effects. Since genes are directly involved in the develop-

ment and function of brain regions subserving specifi c emotional processes, functional 

polymorphisms in genes may be strongly related to the function of these specifi c 

neural systems and, in turn, mediate–moderate their involvement in behavioral 

outcomes.

Serotonin and the Neurobiology of Emotional Regulation

Converging evidence from animal and human studies has revealed that serotonin is 

a critical neuromodulator in the generation and regulation of emotional behavior 

(Lucki 1998). Serotonergic neurotransmission has also been an effi cacious target for 

the pharmacological treatment of mood disorders including depression, obsessive–

compulsive disorder, anxiety, and panic (Blier and de Montigny 1999). Moreover, 

genetic variation in several key 5-HT subsystems, presumably resulting in altered 

central serotonergic tone and neurotransmission, has been associated with various 

aspects of personality and temperament (Munafo et al. 2005; Schinka et al. 2004; Sen 

et al. 2004) as well as susceptibility to affective illness (Murphy et al. 1998; Reif and 

Lesch 2003). However, enthusiasm for the potential of such genetic variation to affect 

behaviors and especially disease liability has been tempered by weak, inconsistent, 

and failed attempts at replication of specifi c associations with psychiatric syndromes 

(Glatt and Freimer 2002).

The inability to substantiate such relationships through consistent replication in 

independent cohorts may simply refl ect methodological issues such as inadequate 

control for population stratifi cation, insuffi cient power, and/or inconsistency in the 

methods applied. Alternatively, and perhaps more importantly, such inconsistency 

may refl ect the underlying biological nature of the relationship between allelic vari-

ants in serotonin genes, each of presumably small effect, and observable behaviors in 

the domain of mood and emotion that typically refl ect complex functional interac-

tions and emergent phenomena. Given that the biological impact of variation in a 
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gene traverses an increasingly divergent path from cells to neural systems to behavior, 

the response of brain regions subserving emotional processes in humans (e.g., amyg-

dala, hippocampus, prefrontal cortex, anterior cingulate gyrus) represents a critical 

fi rst step in their impact on behavior. Thus, functional polymorphisms in 5-HT genes 

may be strongly related to the integrity of these underlying neural systems and 

mediate–moderate their ultimate effect on behavior (Hariri and Weinberger 2003).

Common Polymorphisms Impacting the Amygdala and Temperamental Anxiety

Serotonin Transporter

Individual differences in serotonin (5-HT) function have been repeatedly and consis-

tently associated with variability in affect and temperament in mouse, monkey, and 

humans (Manuck et al. 1998; Lucki 1998). Moreover, abnormal 5-HT neurotransmis-

sion has been implicated in the pathophysiology of mood and anxiety disorders, and 

5-HT substrates are a key target of drugs used to treat these disorders. A common 

polymorphism in the promoter region (5-HTTLPR) of the serotonin transporter (5-HTT) 

gene is easily the most studied of genetic variants impacting 5-HT neurotransmission. 

Such interest is in part mediated by the critical role of the 5-HTT in regulating 5-HT 

signaling at both pre- and postsynaptic receptors (via active clearance of released 5-HT 

from the synapse) as well as the widespread use of antidepressant drugs which selec-

tively block this reuptake mechanism. In comparison to the 5-HTTLPR long (L) allele, 

the short (S) allele has been associated with reductions in 5-HTT expression and 5-HT 

reuptake in vitro (Lesch et al. 1996). While this in vitro effect was initially confi rmed 

using in vivo single photon emission computed tomography (Heinz et al. 2000), recent 

positron emission tomography (PET) studies offering more specifi c radiotracers and 

improved spatial resolution have failed to fi nd altered 5-HTT levels associated with 

the 5-HTTLPR (Parsey et al. 2006; Shioe et al. 2003). Rather, effects of the 5-HTTLPR 

have been documented in other 5-HT subsystems, most notably the 5-HT1A receptor 

(David et al., 2005; Lee et al. 2005), and such downstream effects may be critical in 

mediating the neural and behavioral effects of the 5-HTTLPR (Fisher et al. 2006; Hariri 

and Holmes 2006).

At the behavioral level, possession of either one or two copies of the S allele has 

been associated with increased levels of temperamental anxiety (Munafo et al. 2005; 

Schinka et al. 2004; Sen et al. 2004), conditioned fear responses (Garpenstrand et al. 

2001), and development of depression (Lesch et al. 1996), especially in the context of 

environmental stress (Caspi et al. 2003; Kendler et al. 2005). Studies using fMRI have 

provided a unique understanding of how the 5-HTTLPR may impact temperamental 

anxiety and risk for depression. In a small but infl uential study, fMRI revealed that 

the reactivity of the amygdala, a brain region critical in mediating emotional arousal, 

to threat-related facial expressions was signifi cantly exaggerated in S allele carriers 
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(Hariri et al. 2002). Since this original report, there have been multiple replications of 

the association between the S allele and relatively increased amygdala reactivity in 

both healthy volunteers (Munafò et al. 2008) and patients with mood disorders 

(Domschke et al. 2006; Furmark et al. 2004). In addition, the 5-HTTLPR S allele has 

been further linked with reduced gray matter volumes in and functional coupling 

between the amygdala and medial prefrontal cortex (Pezawas et al. 2005). As the 

magnitude of amygdala reactivity (as well as its functional coupling with medial pre-

frontal cortex) is associated with temperamental anxiety, these imaging genetics fi nd-

ings suggest that the 5-HTTLPR S allele may be associated with increased risk for 

depression upon exposure to environmental stressors because of its mediation of exag-

gerated corticolimbic reactivity to potential threat.

Monoamine Oxidase A

5-HT neurotransmission is also regulated through intracellular degradation via the 

metabolic enzyme, MAOA. A common genetic polymorphism in the MAOA gene, 

resulting in a relatively low-activity enzyme, has been associated with increased risk 

for violent or antisocial behavior. A recent fMRI study reported that the low-activity 

MAOA allele is associated with relatively exaggerated amygdala reactivity and dimin-

ished prefrontal regulation of the amygdala (Meyer-Lindenberg et al. 2006). The 

magnitude of functional coupling between these regions predicted levels of tempera-

mental anxiety, suggesting that the genetic association between the MAOA low-

activity variant and abnormal behavior may be mediated through this circuit. 

Interestingly, both the 5-HTTLPR S and MAOA low-activity alleles presumably result 

in relatively increased 5-HT signaling and exaggerated amygdala reactivity. As the 

directionality of these effects are consistent with animal studies documenting anxio-

genic effects of 5-HT (Maier and Watkins 2005), the imaging genetics data provide 

important insight regarding the neurobiological and behavioral effects of 5-HT.

Tryptophan Hydroxylase-2

Recent imaging genetics studies examining the impact of variation in 5-HT subsystems 

highlight the potential reciprocal nature by which functional imaging and molecular 

genetics approaches can be mutually informative in advancing our understanding of 

the biological mechanism of behavior. Tryptophan hydroxylase-2 (TPH2) is the rate-

limiting enzyme in the synthesis of neuronal 5-HT and thus plays a key role in regu-

lating 5-HT neurotransmission. A recent study found that a single nucleotide 

polymorphism (SNP) in the regulatory region of the human TPH2 gene affects amyg-

dala function (Brown et al. 2005). Specifi cally, the T allele of the relatively frequent 

G(-844)T polymorphism was associated with relatively exaggerated amygdala reactiv-

ity. This report provides further insight into the biological signifi cance of TPH2 in the 

human central nervous system and represents a critical next step in our understanding 
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of the importance of this newly identifi ed second tryptophan hydroxylase isoform for 

human brain function. Moreover, it marks an important advance in the application 

of functional neuroimaging to the study of genes, brain, and behavior. In contrast to 

previous studies of genetic effects on brain function, where the molecular and cellular 

effects of the candidate variants had been previously demonstrated (e.g., 5-HTTLPR 

and MAOA), these fMRI data provide the fi rst evidence for potential functionality of 

a novel candidate polymorphism. In this way, the initial identifi cation of a systems-

level effect of a specifi c polymorphism provides impetus for the subsequent charac-

terization of its functional effects at the molecular and cellular level. Building on this 

initial imaging genetics fi nding (and a subsequent replication; Canli et al. 2005), a 

recent molecular study has demonstrated that the G(-844)T is in strong linkage with 

another promoter SNP that impacts transcriptional regulation of TPH2 and may affect 

enzyme availability and 5-HT biosynthesis. Such scientifi c reciprocity between imaging 

and molecular genetics illustrates how the contributions of abnormalities in candidate 

neural systems to complex behaviors and emergent phenomena, possibly including 

psychiatric illnesses, can be understood from the perspective of their neurobiological 

origins.

Summary and Future Directions

The results of these studies underscore the power of in vivo neuroimaging tech-

nologies and provide compelling evidence that the application of imaging genetics 

promises a unique opportunity to explore and evaluate the functional impact of brain-

relevant genetic polymorphisms. In turn, these efforts will contribute to the identifi ca-

tion of biological mechanisms and pathways that mediate individual differences in 

temperamental anxiety and vulnerability to mood disorders. While current imaging 

genetics studies highlight a powerful new approach to the study of genes, brain, and 

behavior, the true potential of this approach will only be realized by aggressively 

expanding the scope and scale of the experimental protocols.

Although single gene effects on brain function can be readily documented in small 

samples (ns < 20), the contributions of multiple genes acting in response to variable 

environmental pressures is ultimately necessary for the development of truly predic-

tive markers that account for the majority of variance in any given phenotype, such 

as stress resiliency. For example, the interactive effect of the brain-derived neuro-

trophic factor (BDNF) val66met and 5-HTTLPR on corticolimbic circuitry has been 

examined recently in an imaging genetics sample of over 100 subjects (Pezawas et al. 

2008). An epistatic mechanism between these molecules is suggested by pharmacologi-

cal and animal models linking 5-HTT and BDNF in cell signaling related to stress-

mediated neuroplasticity (Luellen et al. 2007; Ren-Patterson et al. 2006). Surprisingly, 

the BDNF met66 allele, which is associated with abnormal regulated BDNF release and 
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reduced hippocampal activity, appears to block the effects of the 5-HTTLPR S allele 

on reduced amygdala volume. Presumably the reduced responsivity of the met66 

allele protects against the exaggerated 5-HT signaling associated with the 5-HTTLPR S 

allele. Such studies provide an example of the biological epistasis that likely underlies 

the pathogenesis of a complex disease in the human brain.

Combining existing neuroimaging modalities is another important future direction 

for imaging genetics. Implementation of multimodal strategies is critical for identify-

ing intermediate mechanisms mediating the effects of genetic polymorphisms on 

neural circuit function and related behaviors. The potential of multimodal neuroimag-

ing was recently demonstrated in a study employing both PET and fMRI to identify 

the impact of 5-HT1A autoreceptor regulation of 5-HT release on amygdala reactivity 

(Fisher et al. 2006). In the study, adult volunteers underwent [11C] WAY100635 PET, 

to determine 5-HT1A autoreceptor binding potential, an in vivo index of receptor 

density. During the same day, all subjects also underwent fMRI to determine the 

functional reactivity of the amygdala. Remarkably, the density of 5-HT1A autoreceptors 

accounted for 30% to 44% of the variability in amygdala reactivity. Downstream 

effects on 5-HT1A autoreceptors, notably reduced receptor density, have been hypoth-

esized to mediate neural and behavioral changes associated with the 5-HTTLPR S allele 

(David et al. 2005). Thus, these fi ndings suggest that 5-HT1A autoreceptor regulation 

of corticolimbic circuitry represents a key molecular mechanism mediating the effects 

of the 5-HTTLPR.

Ultimately, we anticipate that such mechanistic understanding will allow for the 

early identifi cation of individuals at greater risk for behavioral problems that can have 

long-term health-related implications. Continued imaging genetics research at the 

interface of genes, brain, and behavior holds great promise in further explicating 

the neurobiological mechanisms through which risk for psychiatric disease emerges 

in the context of environmental adversity (Hariri and Holmes 2006; Caspi and Moffi tt 

2006). Such knowledge will, in turn, facilitate the development of therapeutic inter-

ventions, tailored to individual neurobiologies, which will be more effective in com-

bating the enormous personal and public health burden associated with common 

psychiatric disorders.
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7 Genes Associated with Individual Differences in Cognitive Aging

Terry E. Goldberg and Venkata S. Mattay

Aging is associated with a broad range of psychological and physiological changes, 

including a decline in cognition, which is thought to contribute to loss of indepen-

dence and a lower quality of life. This decline is variable across individuals, and 

understanding the mechanisms underlying cognitive aging may provide a means to 

identify interventions to prevent or attenuate this process. Most importantly, the 

individual differences in normal cognitive aging are multifactorial, with 26% to 54% 

of this variance arising from genetic factors and the balance possibly being secondary 

to environmental factors including demographic, social, educational, psychological, 

cognitive, medical, dietary, and biological (e.g., stress, physical exercise) factors. In 

this chapter, we will focus on a review of genetic polymorphisms that may be associ-

ated with changes in the rate of cognitive decline. Much of the literature is related to 

studies using neuropsychological tests which report a single fi nal behavioral measure 

that is a product of multiple interactive processes. More recently, investigators have 

started utilizing imaging genetics, a form of genetic association analysis that is proving 

to be more sensitive in delineating genetic effects on individual differences in cogni-

tion, behavior, and susceptibility to neuropsychiatric disorders. Brain imaging tech-

niques allow for the estimation of genetic effects at the level of neural systems or brain 

information processing, which represents a more proximate biological link to genes 

and serves as an obligatory intermediate of cognition and behavior.

Cognitive Aging

There are several overarching conceptualizations of the effects of aging on cognition. 

Salthouse (2000; 2003), using a variety of structural equation models, has proposed 

that speed-of-processing declines may account for most of the declines observed in 

other domains of cognition. Additionally, tests of episodic memory have also demon-

strated declines independent of speed. Craik and Bialystok (2006) have suggested that 

cognitive control or manipulation of representations (which themselves remain intact) 

accounts for much of the observed decline in cognitive abilities. Unfortunately, these 
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phenotypic aspects of cognition have not been consistently examined in genetic 

association studies in the context of aging.

Similarly there are several prominent microstructural- and neurophysiological-

based approaches to aging. In the rodent, age-related cognitive impairments are prob-

ably more closely related to loss of connectivity rather than loss of neurons per se 

(Gallagher 2003). Burke and Barnes (2006) emphasized several plasticity-related fea-

tures in the aging brain. There appear to be regionally specifi c changes in dendritic 

branching and spine density, notably in prefrontal cortex in rats and in humans. 

Axospinous synapses may be reduced in subregions of the hippocampus. Long-term 

potentiation, a cellular marker of memory, may also be disturbed (it may be more 

diffi cult to induce or decay faster with age). Neural ensembles in the medial temporal 

lobe may have different dynamics in young versus aged rats. Spatial representations 

in old rats do not change when they should (i.e., they are “rigid”) in CA3, while in 

CA1 spatial representations of the environment are less stable or perhaps less separable 

or distinct from other representations.

At the behavioral level, cross-sectional data indicate rather linear declines in numer-

ous cognitive domains, including speed of processing, episodic memory, and reason-

ing. However, longitudinal data suggest that only speed demonstrates linear decreases 

before the age of 50 years (Seattle Longitudinal Study; Schaie 2005). The difference 

between cross-sectional studies and longitudinal studies has been oft remarked upon 

but may not be as great as it fi rst appears. Cohort differences (e.g., the so-called Flynn 

effect on IQ) may work to amplify differences in cross-sectional studies, while practice 

effects and biased attrition may work to minimize effects in longitudinal studies. Some 

other domains, including semantic memory, autobiographical memory, and simple 

working memory may be relatively preserved at least until the age of 70 years (Hedden 

and Gabrieli 2004). Perhaps more controversially, implicit memory and familiarity 

based decisions in recognition memory also appeared to be preserved. At a systems 

level, Rypma and D’Esposito (2000) found that working memory related changes in 

bood-oxygen-level-dependent (BOLD) activation in aging were restricted to dorsolat-

eral prefrontal cortex, occurred during retrieval, not encoding, and were correlated 

with performance such that greater activation was associated with greater speed in 

responding. It is also interesting to note that dorsolateral prefrontal cortical age related 

volume changes are perhaps larger than all other regions (Raz et al. 1997).

Genes, Longevity, and Cognitive Aging

Several genes are thought to affect aging or, more precisely, longevity. One such highly 

conserved gene is SIR2. It affects chromatin silencing and can modulate the effects of 

caloric restriction, a well-known environmental manipulation that impacts life span 

in yeast. Mutations in other genes that have been shown to have large effects on 
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longevity are in the insulin/insulin-like growth factor-1 pathway (e.g., daf-2) and the 

clk genes in c. elegans, methuselah in drosophila, and p66 in mice (Guarente and 

Kenyon 2000). These genes, to a greater or lesser extent, make organisms less vulner-

able to oxidative stresses. It is unknown if variants in these genes will affect aging in 

humans and/or affect cognitive decline in aging, as longevity may not necessarily be 

coterminal with cognitive preservation. Nevertheless, recently several attempts have 

been made to link factors associated with longevity (e.g., caloric restriction) and neu-

roprotective effects against dementia-related neuropathologies, including amyloid 

plaque burden (Qin et al. 2006). Finally, in humans a mutation in the WRN gene 

causes Werner’s syndrome, a disorder of premature aging (see below).

Parenthetically, it is interesting to note that the heritability of longevity is actually 

quite low, perhaps under .20 (Christiansen et al. 2004). While several genes associated 

with diseases (e.g., breast cancer, colon cancer) can truncate the life span, it neverthe-

less is the case that concordance rates for longevity in monozygotic (MZ) and dizygotic 

(DZ) twins are rather similar, suggesting a large environmental component.

In principle, genes with potential impact on cognitive aging may be protective or 

amplify decline. In fi gure 7.1 we illustrate three possible models of genetic effects on 

decline in cognition with age. In the fi rst panel genotypic differences may be present 

from early in development, but because an individual who carries the disadvantageous 

variant might reach some psychometric threshold earlier than noncarriers, cognitive 

problems may manifest earlier as the person ages and result in earlier detection (panel 

1a). In the next two panels, allelic effects on cognition are amplifi ed over time, either 

continuously and linearly (as in 1b), resulting in slope difference, or becoming iden-

tifi able more abruptly, as in a threshold effect (1c). We will illustrate the former in a 

section below about the gene for brain-derived neurotrophic factor (BDNF). The latter 

has sometimes been proposed as a model for the transition from healthy status to 

dementia due to the infl uence of the E4 variant of the apolipoprotein E (APOE) gene 

(see below). As such it may be more relevant to neurological disease than normal aging 

per se.

There may be several mechanisms by which aging amplifi es subtle genotype-based 

differences in cognition. First, failures in DNA repair or telomere degradation may 

make compensatory changes that a disadvantageous genotype “causes” less likely over 

time. Environmentally based insults (e.g., head injuries, environmental toxins, or CNS 

pathogens) might also reduce compensatory neural responses. Finally, developmen-

tally programmed expression changes might differentially impact one or another 

genotype (e.g., note the effect of promoter variants in catechol-O-methyltransferease 

[COMT] val/met genotypic associations with neurophysiology and neurocognition, as 

in Diaz-Asper et al., 2008 and Meyer-Lindenberg et al. 2006).

In assessing the genetic effects on cognition during aging, two methods have 

gen erally been employed. One has involved examination of increasing or decreasing 
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Figure 7.1

Theoretical model of genotype by age interactions on cognition.

heritability of cognitive function with age and has derived from twin studies. The 

work has been well summarized by Deary et al. (2002) and is presented briefl y below. 

A second approach, as characterized by Deary, is to classify candidate genes based on 

those associated with dementias–neurodegenerative diseases, those associated with 

cardiovascular and other systemic diseases, those related to apoptosis and oxidative 

stress, and those related to individual variability in cognition, intelligence, and behav-

ior (see table 7.1). The study of candidate genes to date in humans has been surpris-

ingly limited, as has been the range of cognitive functions. Much of the work has 

concentrated on APOE variants and often in the context of research on Alzheimer’s 

disease (AD). Thus, time intervals have generally been short and restricted to older 

individuals.
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Heritability among many cognitive abilities (including speed of processing, memory, 

crystallized intelligence, and fl uid intelligence) is high in adulthood (i.e., >.50), though 

it may decline to a limited degree very late in life (Finkel and Pedersen 2000). Several 

complex models have been proposed to understand the relationships among aging, 

genetic variance, and cognitive domain. For instance, using a Swedish sample of 292 

MZ and DZ twins, Finkel and Pedersen found that .90 of the age-related variance in 

a general cognitive factor was shared with processing speed and .70 of the genetic 

variance in the cognitive factor was shared with processing speed. These results indi-

cate that much of the age-related decline in cognition is due to processing speed 

reduction. However, while processing speed itself is genetically determined, it is as yet 

unclear if the genes ultimately found to be associated with processing speed will also 

be genes associated with individual differences in cognitive aging.

Numerous genes in the CNS have been shown to demonstrate expression changes 

in microarray studies of the aging rodent brain. In a particularly compelling example, 

Blalock et al. (2003) identifi ed 161 genes whose expression was signifi cantly up or 

down regulated with aging and correlated with declines in memory performance in 

rats. These genes fell into several categories including those related to oxidative stress, 

infl ammation, and mitochondrial functions, activity-dependent plasticity (expression 

down), myelin turnover (up), protein traffi cking (down), and calcium signaling (up). 

It is important to recognize that proteins that show expression differences between 

younger and older organisms in brain microarray studies might not be due to genetic 

effects, as they may be compensatory and not refl ect genetic individual differences. 

Also, some genes might have polymorphisms that do not effect expression but 

nevertheless might impact cognitive aging. Nevertheless, the expression differences 

certainly can be used to select candidate genes for further analysis.

APOE

APOE polymorphisms are important to consider in cognitive aging because the E4 

allele increases risk for AD and has a clear impact on cognitive functions known to 

be impaired in AD, including episodic memory function. In the context of individuals 

who convert to AD, E4 predicts signfi cant declines in episodic memory and increas-

ingly abnormal cortical physiology (Reiman et al. 1996). No other gene has been 

examined as intensively in this regard. The mechanism by which it could affect cogni-

tion outside the context of disease is unclear.

One study examined cognitive integrity on the CERAD cognitive battery in a lon-

gitudinal study of a religious order (the so-called Nun Study; Riley et al. 2000). The 

analysis was restricted to individuals who were 75 to 98 years old (n = 241) and who 

performed within the normal range on all fi ve CERAD cognitive tests. Individuals who 

carried the E4 allele remained cognitively intact for shorter durations than noncarriers. 

Lavretsky et al. (2003) found that in individuals aged 51 to 85 years, APOE4 predicted 



168 T. E. Goldberg and V. S. Mattay

greater decline in verbal memory (over relatively short periods). Similar results have 

been found by other groups (Bondi et al. 1995; Bretsky et al. 2003; Bennett et al. 2003). 

However, given the magnitude of the changes over such periods and that many of 

the studies compare young old to older old subjects, it is possible that declines were 

occurring in the context of a dementing process. This argument has been made by 

Savitz et al. (2006), who suggested the fi ndings result from early preclinical impair-

ments associated with the disease process.

The strongest evidence that APOE4 is a gene associated with cognitive aging comes 

from a longitudinal study of Scottish individuals fi rst tested at age 11 years and retested 

at 80 years (the study was restricted to 466 subjects without dementia, of whom 121 

were E4 carriers). Variations in cognitive change could be predicted by E4 status and 

appeared at least partially independent of Alzheimer’s dementia. Thus at age 11 the 

differences between carriers and noncarriers was 1.4 points, whereas at age 80 it was 

4.1 points (Deary et al. 2002). The fi ndings remained positive even when individuals 

with possible incipient dementia were excluded. This study is important because it is 

longitudinal, includes young subjects, and excludes individuals with dementia. In 

contrast, a recent and very large cross-sectional study of Australian Caucasians ranging 

in age from 20 years to 64 years found no APOE genotypic associations with cognition 

(Jorm et al. 2007). This study involved over 6,500 individuals and used a relatively 

sophisticated set of cognitive phenotypes, including those relating to speed of process-

ing, reaction time, episodic memory, and complex working memory.

Making the picture more complicated are fi ndings from middle-aged groups youn -

ger than 60 years that demonstrated various impairments in attentional cueing 

(Greenwood and Parasuraman 2003), and verbal learning and visual memory (Flory 

2000) were predicted by E4 status. These might suggest that genotypic differences were 

present early and can be identifi ed with more sensitive phenotypic assays.

As an addendum to this section, several individual studies and a recent meta-analysis 

suggest that E2 carriers have reduced rates of AD, that is, E2 may be neuroprotective. 

Interestingly, Wilson et al. (2002) found that individuals from a religious order study 

who carried the E2 allele demonstrated slower rates of decline in memory but not 

other cognitive domains than non-E2 genotypes.

Catechol-O-Methyltransferease

COMT is a gene that plays a critical role in the degradation of dopamine at the cortical 

level. The val form of the protein is putatively more effi cient at degrading dopamine 

at the synapse than the met allele, because of differences in thermolability. Val carriers 

demonstrate worse performance in selected working memory tasks than do met indi-

viduals in childhood and adulthood. A study of the so-called val/met polymorphism 

in young, middle-aged, and older adults (age range 35–85) found greater rates of 

decline on tests of executive function including the Tower, block design, and fl uency 
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over a fi ve-year period in val carriers in the middle-aged group only. The fi nding is 

somewhat less than compelling given that the results were not present in the elderly 

group.

Disrupted in Schizophrenia 1

Disrupted in schizophrenia 1 (DISC1) is a gene implicated in schizophrenia and is 

expressed in limbic areas. It is thought to play a role in cell migration and neuritic 

growth. The effect of genotype at a functional exonic single nucleotide polymorphism 

(SNP) was found on general cognitive ability in a sample of Scottish subjects assessed 

between the ages of 11 and 79 years. A Genotype × Sex effect was found (the associa-

tion was stronger in females than males, such that cys/cys females’ function was worse 

than males’) at 79 after an adjustment was made to equate childhood cognitive ability 

(Thomson et al. 2005). Similar fi ndings have been obtained in this same sample for 

SNPs from PRNP, a gene involved in structural changes at the synapse, and Klotho, 

a gene involved in oxidative stress (Kachiwala et al. 2005; Deary et al. 2005; see 

table 7.1 for more details).

WRN

Werner’s syndrome is an autosomal recessive disease characterized by premature 

aging. In a study by Bendixen et al. (2004), WRN SNPs not associated with the disease 

itself were examined for their impact on a variety of aging parameters, including 

cognition (based on a composite of the Mini Mental, verbal learning, span, and 

fl uency) in a sample of 213 older DZ twin pairs in Scandinavia. A rare allele in intron 

1 (4% frequency) was found to be associated with better cognition. We note that this 

study is neither cross-sectional nor longitudinal, but because the candidate gene has 

a priori relevance we include it in the review.

SLC64A

An intronic variation in the serotonin transporter gene (VTNR2 in intron 2) was asso-

ciated with a faster rate of cognitive decline in a group of approximately 400 individu-

als followed up to fi fteen years in the age range of 50 to 85 years (Payton et al. 2005). 

The polymorphism is thought to impact expression of the protein. Tests of fl uid intel-

ligence, processing speed, semantic memory, and verbal recall were studied. A complex 

regression model was used that controlled for practice effects and baseline, confound-

ing medical conditions, age, and gender. The largest effect of the polymorphism was 

found on fl uid intelligence, the smallest for memory and processing speed. Subjects 

homozygous for the twelve base pair repeats showed the largest decline (4.4 points 

vs. 2.9 points); this is the genotype that putatively is associated with the highest level 

of expression. Another transporter polymorphism (HTTLPR) was associated neither 

with cognitive decline nor cognition, though it has previously been shown to be 
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associated with affective reactivity in young and middle aged individuals by several 

groups of investigators (Hariri et al. 2003).

Brain-Derived Neurotrophic Factor

We have recently undertaken a pilot study on the feasibility of examining the possibil-

ity that the effects of the val66met polymorphism on human episodic memory might 

be amplifi ed with age. This polymorphism has previously been shown to be associated 

with differences in intracellular traffi cking and activity dependent secretion at the 

molecular level, NAA differences at the neurochemical level, BOLD differences in the 

medial temporal lobe at the neurophysiological level, and episodic memory differences 

at the behavioral level (Egan et al. 2003; Hariri et al. 2003). Met carriers were disad-

vantaged at all levels compared to val homozygotes. These fi ndings have been repli-

cated (Dempster et al. 2005; Ho et al. 2006).

Here we assessed the predictive power of age, BDNF val-val/met carrier genotype, and 

the interaction of Age × BDNF Genotype on verbal delayed memory for stories in a 

healthy control group composed of more than 260 individuals aged 18 to 55 years. 

Only the interaction term entered signifi cantly in a stepwise regression (F1,262 = 7.74, 

p = .006) with R2 = .03. By examining fi gure 7.2, it can be seen that the difference in the 

genotypes in verbal memory was larger in an older group than in the younger group 

(for the sake of illustration only, age was dichotomized at 45 years). Met carriers showed 

increasingly worse performance compared to val homozygotes with advancing age.

In a study of the effects of age on BDNF val66met genotype associations with verbal 

and visual reasoning in the previously mentioned Scottish birth cohorts (Harris et al. 

2006), a genotypic difference was found in the elderly after controlling for childhood 

30

25

20

15

10

5

C
o

rr
e
c
t

Young Old

val/val

met carriers

Figure 7.2

The impact of the brain-derived neurotrophic factor (BDNF) val66met genotypes is amplifi ed 

with age. In younger healthy controls, the effect of genotype is minimal. In controls of later 

middle age, the genotypic effect is quite striking on verbal memory for stories.
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cognitive performance. However, unexpectedly, it was the met homozygote group that 

performed best in the aged individuals. The reasons for the differences between this 

and prior studies are unknown.

Summary

The number of candidate genes that have been examined for associations to cognitive 

aging is small to date. However, with the advent of whole genome scans, it should 

soon be possible to interrogate 5,000,000 or more SNPs (determined by sequencing or 

map-based methods) for their effect on age-related cognitive changes. This methodol-

ogy will present its own problems, including the bioinformatics of data storage and 

manipulation and statistical genetics issues having to do with corrections for multiple 

comparisons to reduce spurious fi ndings. Moreover, it is possible that some of the 

SNPs that will be identifi ed will be related to systemic diseases that impact CNS func-

tion or longevity genes that impact general vigor or mental acuity. (Given the rather 

low heritability of longevity, perhaps the latter is a less likely confound.)

One goal of this research is to elucidate those proteins involved in cognitive aging 

and target them for treatment. Treatments may range from pharmacological (e.g., 

procholinergic therapy), cognitive therapy that perhaps increases cognitive reserve 

through increases in neuronal connectivity, and exercise, now known to produce 

reliable increases in BDNF levels in the brain (Cotman and Berchtold 2002).

Generally, phenotypic selection has not always been informed by the cognitive 

aging literature, that is, those tasks that are most sensitive to aging effects on informa-

tion processing and that include speed and some aspects of episodic memory and, 

perhaps, monitoring memory processing (e.g., rejection of false memories using what 

have been termed “distinctiveness heuristics”; Schacter and Stolnick 2004). Further-

more, we have used “aging” in this chapter to refer to a single, unfractionated process. 

It is probable that aging may be the result of multiple factors, including many that 

are environmental but can nevertheless be monitored at the molecular level (e.g., 

telomere wear). Thus, Gene × Environmental Biomarker × Age interactions may, in 

fact, be necessary to begin the real dissection of cognitive aging.
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8 Genetics of Dyslexia: Cognitive Analysis, Candidate Genes, 

Comorbidities, and Etiologic Interactions

Bruce F. Pennington, Lauren M. McGrath, and Shelley D. Smith

Recent work on the genetics of dyslexia lies at the intersection of several fi elds: cogni-

tive neuroscience, behavioral genetics, molecular genetics, and, increasingly, develop-

mental neurobiology. In this chapter, we will fi rst describe how work on dyslexia has 

benefi ted from the “marriage” of cognitive neuroscience and behavioral and molecular 

genetics, then we will provide an update on recent breakthroughs in identifying can-

didate genes for dyslexia, then we will describe how we have utilized the genetics of 

dyslexia to understand its comorbidities, and fi nally we will end with some recent 

work examining gene by gene (G × G) and gene by environment (G × E) interactions 

in dyslexia. Some of what we have learned about dyslexia has broader implications 

for the genetics of other complex behavioral disorders, which include virtually all 

psychiatric disorders.

The First Step Is Cognitive Dissection

Among complex behavioral disorders, dyslexia is somewhat unique because it is so 

well defi ned at the cognitive level of analysis. We understand both the normal and 

abnormal development of reading much better than we understand the normal and 

abnormal development of other domains, like emotion regulation, which are relevant 

for psychopathologies (Pennington 2002). The cognitive analysis of dyslexia has pro-

vided us both with a fairly precise diagnostic phenotype and with cognitive compo-

nents of that diagnostic phenotype. These cognitive components have proved useful 

as endophenotypes in genetic and neuroimaging studies of dyslexic and normal 

reading.

Since the goal of reading is reading comprehension, we begin our cognitive analysis 

with the components of reading comprehension (see fi gure 8.1). This fi gure shows 

that reading comprehension can be fi rst broken down into cognitive components and 

then into developmental precursors of these cognitive components. One key compo-

nent is fl uent printed word recognition, which is highly predictive of reading com-

prehension, especially in the early years of reading instruction (Curtis 1980). The other 
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key component is listening comprehension, that is, oral language comprehension. 

Hoover and Gough (1990) proposed a simple model of skill in reading comprehension 

in which there are only these two components of reading comprehension: word rec-

ognition and listening comprehension. Figure 8.1 adds a third component, discourse-

specifi c comprehension skills, to this simple model because understanding a text (or 

lecture) requires greater use of other comprehension skills (like inferencing, compre-

hension monitoring, and building a mental representation of the meaning of the text) 

than does conversational speech or reading single sentences.

Because fl uent printed word recognition is necessary (but not suffi cient) for reading 

comprehension, the fi eld of dyslexia research long ago made a key simplifying assump-

tion. That is, they defi ned dyslexia as problems in printed word recognition rather 

than as problems in reading comprehension. Consequently, reading comprehension 

problems without a word recognition problem are not counted as dyslexia. Instead, 

individuals with such problems are called “poor comprehenders,” and the cognitive 

causes of their reading comprehension problems are distinct from those that interfere 

with word recognition (Nation 2005).

As we will see later, although this simplifying assumption is valid, dyslexics as a 

group have oral as well as written language problems. For instance, more recent 

research (e.g., Keenan et al. 2006) has found that dyslexics, as a group, also have 

problems with oral language comprehension, not just reading comprehension. Nev-

Reading Comprehension

Listening

Comprehension (LC)

Phoneme Awareness

(PC)

Rapid Serial Naming

(RSN)

Phonological Memory

(PM)

Phonological Coding

(PC)

Orthographic Coding

(OC)

Syntax

(S)

Oral Vocabulary

(OV)

Discourse–Specific

Comprehension Skills

Fluent Printed Word

Recognition Skills (WR)

Components

Precursors

Figure 8.1

A schematic of factors impacting reading comprehension.



Genetics of Dyslexia 179

ertheless, because this assumption greatly simplifi ed the cognitive analysis of dyslexia, 

it eventually led to the major breakthroughs described below. The analogy in psychia-

try would be that instead of taking on the entire syndrome of schizophrenia or major 

depression, cognitive neuroscientists should tackle one key feature, understand its 

development thoroughly at a cognitive level, and then use that feature and its cogni-

tive components in genetic studies. Then, as the features are understood, they can be 

recombined into appropriate syndromes based on a common genetic etiology.

Thus, the diagnostic phenotype in dyslexia is an idiopathic defi cit in the speed and 

accuracy of printed word recognition, where defi cit is usually defi ned relative to age 

norms, although IQ discrepancy defi nitions are sometimes still used, and where idio-

pathic means that the reading defi cit cannot be explained by an uncorrected hearing 

or visual problem, inadequate reading instruction, an acquired neurological insult, or 

mental retardation.

Printed word recognition can be broken into two component written language skills, 

phonological and orthographic coding (see fi gure 8.1). Phonological coding (PC) refers 

to the ability to use knowledge of rule-like letter–sound correspondences to pronounce 

words that have never been seen before (usually measured by pseudoword reading), 

and orthographic coding (OC) refers to the use of word-specifi c patterns to aid in word 

recognition and pronunciation (see Harm and Seidenberg 2004 for a neural network 

model of reading that implements both PC and OC). Words that do not follow typical 

letter–sound correspondences (e.g., have or yacht) must rely, at least in part, on OC 

to be recognized, as do homophones (e.g., rows vs. rose). Thus, PC and OC are essen-

tially two endophenotypes of dyslexia. It has been established that dyslexia is charac-

terized by defi cits in PC and OC and that such defi cits are coheritable with dyslexia 

(Gayan and Olson 2001) and linked to dyslexia genetic loci (see table 8.1).

But the cognitive analysis of dyslexia doesn’t end with PC and OC. Because reading 

development depends on earlier spoken language development, dyslexia researchers 

have investigated the oral language precursors of reading skill and disability. These 

precursors include phonological awareness (PA) and rapid serial naming (RSN), but 

also broader language skill (see fi gure 8.1). PA is measured by tasks that require one 

to manipulate the sound structure of spoken words (e.g., what is cat without the /c/?). 

Tasks that require the manipulation of individual phonemes, as opposed to syllables, 

are most highly linked to reading skill. RSN is assessed by presenting the child with 

a card with rows of color patches or familiar objects and asking him or her to name 

each item in each row as rapidly as possible. Broader language skill is measured by 

tests of vocabulary and syntax. Predyslexic children have defi cits on these precursors 

to reading skill (Pennington and Lefl y 2001; Scarborough 1990), and these defi cits are 

likewise coheritable with dyslexia (Gayan and Olson 2001) and linked to dyslexia 

genetic loci (see table 1 in Fisher and DeFries 2002). Thus, these precursors likewise 

qualify as endophenotypes for dyslexia, although they are not exclusively related to 
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Table 8.1

Linkage and association studies for replicated linkage peaks

Linkage Regions Supportive Results Negative Results

1p36-p34 (DYX8) Rabin et al. (1993) 
Grigorenko et al. (2001) 
Tzenova et al. (2004) 

2p16-p15 (DYX3) Fagerheim et al. (1999) Chapman et al. (2004)
Fisher et al. (2002) 
Francks et al. (2002) 
Petryshen et al. (2002) 
Kaminen et al. (2003) 
Peyrard-Janvid et al. (2004)

3p12-q13 (DYX5) Nopola-Hemmi et al. (2001)
Fisher et al. (2002)

6p22.2 (DYX2) Smith et al. (1991) Field and Kaplan (1998)
Cardon et al. (1994, 1995) Nöthen et al. (1999)
Grigorenko et al. (1997) Petryshen et al. (2000)
Fisher et al. (1999) Chapman et al. (2004)
Gayán et al. (1999)
Grigorenko et al. (2000)
Fisher et al. (2002)
Kaplan et al. (2002)
Turic et al. (2003)
Marlow et al. (2003)
Grigorenko et al. (2003)

15q21 (DYX1) Smith et al. (1983) Rabin et al. (1993)
Smith et al. (1991) Bisgaard et al. (1987)
Fulker et al. (1991)
Grigorenko et al. (1997)
Nöthen et al. (1999)
Nopola-Hemmi et al. (2000)
Morris et al. (2000)
Chapman et al. (2004)

18p11.2 (DYX6) Fisher et al. (2002) Chapman et al. (2004)
Marlow et al. (2003) Schumacher et al. (2006)

Xq27.3 (DYX9) Fisher et al. (2002)
de Kovel et al. (2004)

Note. Originally published in McGrath et al. (2006).
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dyslexia, since children with speech sound disorder also have problems with PA as is 

discussed later.

We said earlier that individuals with dyslexia as a group have problems with oral 

language comprehension. This result might be expected given that they have been 

shown to have problems with broader language skill as preschoolers (Scarborough 

1990). Since various components of oral and written language interact in development 

(e.g., phonological skill facilitates acquisition of new words and thus helps build 

lexical semantics, but lexical development also promotes phonological development), 

these various components are correlated. Thus, almost inevitably, a group selected 

because they are defi cient on one component of language development (e.g., printed 

word recognition) will have defi cits in other components of language development. 

This consideration means that various speech and language disorders will almost 

inevitably be comorbid and raises the problem of determining which cognitive and 

etiologic risk factors cause the particular comorbidity in question.

Therefore, even when we begin with a developmental disorder with a very narrow 

diagnostic phenotype, like dyslexia, because development is interactive, the disorder 

will almost inevitably have broader correlated cognitive features and comorbidities. 

This appears to be a generic problem in neurodevelopmental disorders, a category 

which includes virtually all psychiatric diagnoses. This means that expecting that a 

specifi c causal pathway runs from a specifi c etiologic risk factor to a specifi c cognitive 

risk factor to a specifi c disorder is very unrealistic because more than one pathway 

infl uences each disorder and more than one disorder is infl uenced by a given pathway 

(Pennington 2006). However, a careful dissection of a single pathway, as has been 

done with dyslexia, can lead to major advances.

These written and spoken cognitive components of printed word recognition have 

also guided neuroimaging studies of reading skill and disability. These neuroimaging 

studies have found that printed word recognition requires visual association areas, 

perisylvian language areas, and white matter connections between them. Although 

this work is far from complete, and inconsistent fi ndings are common (Eckert 2004), 

we have gained a better understanding of the distributed reading network in the brain 

and which components of this network function differently in dyslexia (for reviews, 

see Demonet et al. 2004; Price and McCrory 2005).

In sum, by using cognitive methods to dissect this particular complex behavioral 

disorder, dyslexia, considerable progress has been made in understanding both its 

genetics and its neural networks. This prior work set the stage for identifying candidate 

genes for dyslexia and investigating their function.

Candidate Genes for Dyslexia

The cognitive dissection of dyslexia described above proceeded hand in hand with 

decades of work demonstrating that dyslexia and its cognitive components are familial 
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and heritable (Pennington and Olson 2005) and are linked to several quantitative trait 

loci (QTLs) across the genome (Fisher and DeFries 2002). Seven replicated QTLs have 

been identifi ed on chromosomes 1p34-p36 (DYX8), 2p11-16 (DYX3), 3p12-q13 

(DYX5), 6p21.3-22 (DYX2), 15q15-21 (DYX1), 18p11 (DYX6), and Xq27.3 (DYX9; see 

table 8.1). Two additional genetic loci for dyslexia are included on the most recent 

Human Gene Nomenclature Committee list (www.gene.ucl.ac.uk/nomenclature/). 

These are on 6q13-q16 (DYX4: Petryshen et al. 2001) and 11p15 (DYX7: Hsiung et al. 

2004). Thus, there are currently nine genetic risk loci, but two of these require addi-

tional replication to be convincing. This linkage work has now been followed by the 

initial identifi cation of four candidate genes in three of these linkage regions: 3p12-

q13 (ROBO1), 6p21.3-22 (DCDC2 and KIAA0319), and 15q15-21 (DYX1C1, initially 

labeled as EKN1). These candidate gene studies are reviewed in Francks and Fisher 

(2006) and McGrath et al. (2006).

The fi rst candidate gene to be identifi ed was DYX1C1 (Taipale et al. 2003), so it has 

been the target of the most replication attempts, six so far. Five of these failed to fi nd 

any association between DYX1C1 variants and dyslexia phenotypes (Bellini et al. 2005; 

Cope et al. 2005; Marino et al. 2005; Meng et al. 2005; Scerri et al. 2004), but one 

study by Wigg et al. (2004) found an association in the opposite direction, such that 

the more common, nonrisk alleles of the haplotypes proposed by Taipale et al. (2003) 

were associated with the phenotype. They also found a signifi cant association with an 

additional single nucleotide polymorphism that was not tested by Taipale et al. (2003). 

More work is therefore needed to confi rm or reject this candidate gene.

The other three candidate genes, ROBO1 (Hannula-Jouppi et al. 2005), DCDC2 

(Meng et al. 2005), and KIAA0319 (Francks et al. 2004), were identifi ed more recently 

and thus have been tested less for replication. The DCDC2 candidate was replicated 

by Schumacher et al. (2006) and KIAA0319 by Cope et al. (2005).

One of the most exciting aspects of the work on the three recent candidate genes 

is that the role of each in brain development has been studied in animal models. 

Joseph LeTurco (using RNA interference technology) found that shutting down the 

expression of DCDC2 (Meng et al. 2005) and KIAA0319 (Paracchini et al. 2006) inter-

feres with neuronal migration, consistent with the pioneering work of Galaburda 

(1985), who discovered ectopias in the brains of deceased dyslexics. ROBO1 was 

known to be involved in brain development, specifi cally in axon pathfi nding. Andrews 

et al. (2006) genetically modifi ed mice so that they were lacking ROBO1 completely 

(a ROBO1 knockout). Although the knockout mice died at birth, they demonstrated 

prenatal axonal tract defects and neuronal migration defects in the forebrain.

These results from animal models indicate that alterations in DCDC2, KIAA0319, 

and ROBO1 could disrupt human brain development in a way that is consistent with 

what little is known about the neuropathology of dyslexia. However, to really prove 

causation requires several more steps: (1) the functional and/or regulatory mutations 
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in these particular genes have to be identifi ed, (2) it has to be demonstrated that these 

particular mutations disrupt brain development in animal models, and, most diffi cult 

of all, (3) it has to be shown that human dyslexics with these mutations have similar 

disruptions in brain development. In sum, the identifi cation of candidate genes for 

dyslexia has taken us all the way from cognitive dissection to developmental neuro-

biology, so that we are now able to test specifi c hypotheses about how brain develop-

ment is disrupted in this prevalent disorder. This work is now developing rapidly, so 

new insights about brain development in dyslexia are likely.

Using Genetics to Understand Comorbidity

Earlier we commented on how even a very narrow diagnostic phenotype will almost 

inevitably have associated cognitive problems. For dyslexia, these are in predictable 

domains, such as speech and language, but also in less predictable ones—namely, 

attention. Dyslexia has been demonstrated to be comorbid with speech sound disorder 

(SSD), language impairment (LI), and attention-defi cit/hyperactivity disorder (ADHD); 

evidence for these comorbidities is reviewed in Pennington et al. (2005). We and 

others have been investigating the reasons for the comorbidities of dyslexia with SSD 

and ADHD using both cognitive and genetic methods.

It has been found that dyslexia risk loci are also linked to SSD (Smith et al. 2005; 

Stein et al. 2004). Specifi cally SSD has been found to be linked to the dyslexia risk loci 

on chromosomes 3p12-q13 (where ROBO1 is located), 6p21.3-22 (where DCDC2 and 

KIAA0319 are located), and 15q-21 (where EKN1 is located). There is also suggestive 

evidence of linkage of SSD to 1p34-p36 (Smith et al. 2005). At the cognitive level, SSD 

and dyslexia share defi cits in PA, phonological memory, and broader language skill. 

Surprisingly, they do not share a defi cit in RSN (Raitano 2004; Tunick et al., submit-

ted), except when SSD is accompanied by dyslexia.

Although dyslexia and LI also share similar cognitive defi cits to those shared by 

dyslexia and SSD, so far the risk loci identifi ed for LI do not overlap with those for 

dyslexia (Bartlett et al. 2002; Specifi c Language Impairment (SLI)-Consortium 2002; 

2004). Moreover, there is emerging evidence that genetic infl uences on the two com-

ponents in Hoover and Gough’s (1990) simple model, printed word recognition and 

listening comprehension, are largely independent (Keenan et al. 2006). Since listening 

comprehension is related to LI, these behavior genetic results are consistent with the 

linkage results. Yet these results present a bit of a puzzle because it is not clear how 

there can be a cognitive overlap but not genetic overlap between dyslexia and LI. 

Future research needs to address this puzzle.

Risk loci are also shared by dyslexia and ADHD on chromosomes 6p21.3-22 (Willcutt 

et al. 2002), and there is suggestive evidence of bivariate linkage on 14q32, 13q32, 

and 20q11 (Gayan et al. 2005). In this latter study, bivariate LOD scores > 1.0 were 
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also found near dyslexia loci, specifi cally at 2p11-q14 and 6p24-25. In a genome-wide 

linkage study of reading ability in sibling pairs selected for ADHD, Loo et al. (2004) 

also found evidence for shared linkage peaks. They identifi ed linkage peaks on chro-

mosomes 16p, 17q, and possibly 10q that infl uenced both ADHD and the reading 

ability of children with ADHD (Loo et al. 2004). Other studies have found ADHD 

linkage to the dyslexia loci on chromosomes 3 and 15 (Bakker et al. 2003). Finally, 

the linkage of dyslexia to the dopamine receptor D4 (DRD4) region on chromosome 

11 might seem to suggest a pleiotropic locus, because it is known that a variant of 

DRD4 is a risk allele for ADHD, but these authors did not fi nd an association between 

dyslexia and DRD4 alleles (Hsiung et al. 2004). In sum, of the nine dyslexia loci listed 

earlier, four show evidence for a possible pleiotropic effect on ADHD (DYX1 on 15, 

DYX2 on 6, DYX3 on 2, and DYX5 on 3) and fi ve do not (DYX4 on 6q, DYX6 on 18, 

DYX7 on 11, DYX8 on 1, and DYX9 on X). Thus, there is evidence for both shared 

and differential linkage for dyslexia and ADHD.

In terms of cognitive risk factors, dyslexia and ADHD do not share defi cits in 

phoneme awareness or general language skill, but they do share defi cits in RSN and 

in processing speed more generally (Shanahan et al., in preparation, in press). Thus, 

the cognitive overlap between dyslexia and ADHD is virtually the opposite of its 

overlap with SSD: while dyslexia and SSD share defi cits in phoneme awareness and 

general language skill but not in RSN, dyslexia and ADHD share defi cits in RSN but 

not in phoneme awareness or general language skill.

Thus, the picture that is emerging from these studies of the comorbidities of dyslexia 

is consistent with the multiple defi cit model (Pennington 2006) in which partial 

genetic and partial cognitive overlap leads to comorbidity, with each single disorder 

being determined by its own combination of etiologic (genetic and environmental) 

and cognitive risk factors. This is a model of comorbidity that is likely applicable to 

psychopathologies in general.

G × G and G × E Interactions

The discovery of multiple risk loci and candidate genes for dyslexia opens the door 

for studies of interactions among etiologic risk factors in the development of this 

disorder and its comorbidities. For instance, researchers have begun to study G × G 

interactions involving dyslexia candidate genes (Hatakeyama et al. 2004).

In our own studies, we have used linkage information to begin to study the additive 

and interactive effects of multiple dyslexia risk loci (McGrath and Pennington 2005). 

In our sib-pair linkage study of children with SSD (Smith et al. 2005), we found that 

articulation phenotypes showed linkage to both the 6p22 and 15q21 dyslexia linkage 

regions. We were interested in whether children who possessed risk alleles in both 

linkage regions would possess worse articulation skills than children with one or no 

risk alleles. We estimated risk allele status by using information about whether the 
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sib-pair contributed to or detracted from the linkage signal. We grouped children into 

those who were likely to possess a risk allele and those who were unlikely to possess 

a risk allele at the 6p22 and 15q21 location. We found a linear additive effect of risk 

allele status on the articulation phenotype: 2 risk alleles < 1 risk allele < 0 risk alleles 

(McGrath and Pennington 2005). We consider this analysis preliminary because it was 

conducted with an inferred risk allele status rather than a directly measured risk allele, 

but we also consider the results worthy of further study.

We have also been investigating the interaction of the dyslexia risk loci with the 

home language and literacy environment (McGrath et al., 2007). Currently, there are 

two models for Gene × Environment interactions in the literature that have received 

support in various developmental disorders (for a review, see Rutter et al. 2006). These 

are the diathesis–stress model (e.g., Caspi et al. 2002; 2003) and the bioecological model 

(e.g., Bronfenbrenner and Ceci 1994; Kremen et al. 2005; Rowe et al. 1999; Turkheimer 

et al. 2003). These models make opposite predictions about the expected direction of 

G × E interaction, because environmental risk factors may either strengthen or weaken 

the effect of genes on phenotypes. In the case of the diathesis–stress model, environ-

mental risk factors compound genetic risk factors to create worse outcomes. In the case 

of the bioecological model, environmental risk factors mask genetic background differ-

ences whereas optimal environments allow genetic differences to be manifested. The 

common analogy for the bioecological G × E interaction is two fi elds, one rich in nutri-

ents and one deprived of nutrients. Certainly, in the deprived fi eld, all of the plants will 

be short because of the environmental adversity. However, in the nutrient-fi lled fi eld, 

there will be considerably variability in plant height that is primarily determined by 

the genetic endowment of the plant. Thus, the environment in which the seed was 

planted determines how the genetic liability of the plant is expressed, a bioecological 

G × E interaction (Lewontin 1970, cited in Neisser et al. 1996).

So far, research investigating G × E in cognitive and academic traits has tended to 

fi nd the bioecological type of G × E (Kremen et al. 2005; Rowe et al. 1999; Turkheimer 

et al. 2003), whereas research in psychopathologies has tended to fi nd the diathesis–

stress type of G × E (Cadoret et al. 1995; Caspi et al. 2002; 2003; Eley et al. 2004; 

Silberg et al. 2001). We investigated G × E using continuous measures of the home 

language–literacy environment in a sample of children with SSD and their siblings. 

We tested for G × E at the two reading disability (RD) linkage peaks with the strongest 

evidence of linkage to speech phenotypes, 6p22 and 15q21. The interactions were 

tested using composite speech, language, and preliteracy phenotypes. Results showed 

four signifi cant and trend-level G × E interactions at both the 6p22 and 15q21 loca-

tions across several phenotypes and home environmental measures. All of the inter-

actions were consistent with the bioecological model of G × E (McGrath et al., 2008). 

Although these linkage-based methods are a step away from the ideal of using 

identifi ed risk alleles to test for G × E (e.g., Caspi et al. 2002; 2003), until risk alleles 

are identifi ed for SSD and RD, these linkage-based methods can be used as a fi rst 
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approximation. For instance, they could be used to develop hypotheses about which 

combinations of genes and environments are likely to show bioecological or 

diathesis–stress G × E interactions in different disorders. These hypotheses could be 

tested more rigorously once the risk alleles for SSD and RD are identifi ed.

Summary

By beginning with a narrow diagnostic phenotype and subjecting it to systematic 

cognitive analysis, dyslexia researchers have found several endophenotypes for 

dyslexia which have proven very useful in genetic studies. This work has culminated 

in the identifi cation of four candidate genes for dyslexia and has led to cognitive and 

genetic studies of the comorbidities of dyslexia and beginning work on multilocus 

effects and G × E interactions. Once risk alleles of these candidate genes are 

more clearly identifi ed, it will be very interesting to utilize them in neuroimaging 

studies, including diffusion tensor imaging studies. The latter studies may help test 

whether the axonal and neuronal migration defects found in animal models 

that manipulate these candidate genes are also found in humans with the same risk 

alleles.
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9 Cognitive Intermediate Phenotypes in Schizophrenia Genetics

Gary Donohoe, Terry E. Goldberg, and Aiden Corvin

Schizophrenia is a complex brain disorder affecting perception, social function, and 

cognition. A signifi cant genetic contribution to the disorder is well established, and 

statistical evidence for the involvement of genes including dysbindin, neuregulin 1 

(NRG1), disrupted in schizophrenia 1 (DISC1), and G72—recently renamed as D-amino 

acid oxidase activator (DAOA)—has been replicated across independent studies. The 

identifi cation of susceptibility genes has yet to be translated into an understanding of 

their function or of the mechanisms by which they contribute to the disorder.

Understanding the function of these genes is a growing priority. The original ration-

ale for parsing complex disorders into intermediate phenotypes or “intermediate 

phenotypes” (see below for further explanation of this term) was that such intermedi-

ate phenotypes may have a less complex genetic architecture, facilitating gene iden-

tifi cation. However, where genes have been identifi ed, intermediate phenotypes may 

be equally valuable in establishing gene function. In this chapter we describe the main 

cognitive phenotypes used in schizophrenia research, namely, working memory (WM), 

attention, and episodic memory, along with the measures used to quantify them. We 

outline the evidence of their utility in genetics research, particularly for understanding 

the role of candidate genes in frontostriatal and frontotemporal functioning, along 

with the methodological issues involved. We conclude that several candidate genes 

associated with schizophrenia risk are implicated in cognitive performance both in 

patients and in the general population, making this research as important for under-

standing the genetics of normal cognition as for schizophrenia pathogenesis.

Basic Goals of the Line of Work

A key question in schizophrenia genetics is whether identifi ed candidate genes are 

contributing to the complex heterogeneous symptoms of “schizophrenia.” Data from 

genetics, functional neuroimaging, and neuropsychology indicate both overlap and 

discontinuity between schizophrenia and other psychotic disorders (Cardno and 

Gottesman 2000; Quraishi and Frangou 2002; McDonald et al. 2004). Furthermore, 



196 G. Donohoe, T. E. Goldberg, and A. Corvin

many of the defi cits evident in patients are evident in an attenuated form in their 

unaffected relatives. Finally, some of the genes described as putative schizophrenia 

susceptibility genes (e.g., NRG1, DISC1, and DAOA) have also been implicated in other 

psychiatric disorders (Green et al. 2005; Blackwood et al. 2001; Schumacher et al. 

2004). Vulnerability to “schizophrenia” may be due to genetic and environmental 

variation in the development and/or maintenance of specifi c neural systems. If so, 

assaying function at, or closer to, the level of these systems would likely improve our 

understanding of the biology involved (Meyer-Lindenberg and Weinberger 2006).

This rationale has led to interest in identifying particular aspects of the broader 

schizophrenia phenotype of use to genetics study, an approach termed the “intermedi-

ate” phenotypes strategy. This approach was fi rst suggested by Gottesman and Shields 

(1972) to promote the use of discrete biological traits in investigating the genetic basis 

of psychiatric disorders. The rationale was that specifi c phenotypes may represent 

more straightforward phenomena than phenotypes based on behavioral syndromes, 

and hence the number of genes required to produce variation in these traits may be 

fewer than those involved in producing a clinical disorder. This may facilitate identi-

fi cation of genes, but in addition, including family members who express the inter-

mediate phenotype but not the full clinical disorder may increase study power. Where 

specifi c susceptibility genes for a disorder have already been identifi ed, intermediate 

phenotypes may point towards neural pathways by which individual genes contribute 

liability, using phenotypes that are dimensional rather than categorical.

Neurocognitive defi cits have been identifi ed as potential intermediate phenotypes 

in schizophrenia research. These defi cits are present from an early stage of the disorder 

and often predate the emergence of clinical symptoms (Erlenmeyer-Kimling et al. 

2000; Niendam et al. 2003). They are relatively stable over time and closely related to 

functional outcome (Green et al. 2004). Furthermore, genetic epidemiological research 

using family and twin studies indicates that some of these defi cits may themselves 

have a substantial genetic component (Goldberg et al. 1990; 1995; Cannon et al. 

2000). One issue for cognitive defi cits as intermediate phenotypes is their indepen-

dence from clinical state: performance on attentional measures, for example, has been 

shown to correlate with negative symptoms (Nieuwenstein 2001). However, the 

amount of variance shared by these variables appears to be small, and cognitive func-

tion often emerges as a separate factor from clinical symptoms in factor analysis (Good 

et al. 2004; for a review, see Donohoe and Robertson 2003).

Methods Employed for Identifying Potential Cognitive Intermediate Phenotypes

Selecting cognitive intermediate phenotypes for schizophrenia is complicated by the 

number of defi cits involved, different theories about their neurocognitive basis, and 

differences in assessment. Defi cits in lower stages of information processing have been 
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assessed using neurophysiological indices (e.g., mismatch negativity; Javitt et al. 1997). 

Higher stages of information processing have been variously targeted in terms of 

general cognitive functioning, prefrontal function (characterized as defi cits in atten-

tion or WM), and memory function. In establishing suitable intermediate phenotypes 

in general, the following criteria have been suggested (Gottesman and Gould 2003; 

Freedman et al. 1999):

1. An association with illness in the population or cosegregation with illness in 

affected families.

2. Genetic epidemiological research establishing that the defi cit is heritable.

3. Independence from clinical state and medication effects.

4. The ability to reliably distinguish case from control populations.

5. Well-established neurochemical and neuroanatomical underpinnings.

For cognitive intermediate phenotypes in particular, the following criteria are also 

critically important:

1. The brain–behavior relationship of the task is well understood.

2. The psychometric properties of the task are well established.

3. The task can be administered to large numbers of participants relatively easily.

4. The task used allows replication of fi ndings by other research groups.

Based on the above criteria, genetic epidemiological studies (including family and twin 

studies) have resulted in a particular focus on defi cits in WM, attentional control, and 

episodic memory as suitable intermediate phenotypes for schizophrenia. In the rest 

of this chapter, we review the evidence for these cognitive functions as intermediate 

phenotypes, along with the evidence to date for their linkage or association to sus-

ceptibility loci or genes.

Findings from the Literature

Working Memory Defi cits as an Intermediate Phenotype

WM is involved in a wide range of cognitive operations that require simultaneous 

storage and processing of information (Baddeley 1990). Conceptualized in terms of 

storage subsystems coordinating by a central executive, this function represents an 

active system of maintaining and manipulating information that provides the basis 

for complex cognitive abilities. Neuroanatomical studies consistently highlight the 

dorsolateral prefrontal cortex as the primary brain area implicated in WM performance 

(Weinberger et al. 2001; Braff et al. 2001; Levy and Goldman-Rakic 2000; Carter et al. 

1998; Egan et al. 2001; MacDonald and Carter 2003; Callicott et al. 2003). Similarly, 

the importance of dopamine in regulating WM is consistently reported (Goldman-

Rakic 1999; Goldberg et al. 2003; Castner et al. 2004).
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Familiality of WM Defi cits in Schizophrenia Different classes of relatives share more 

or less genetic material (e.g., monozygotic [MZ] twins share 100% of genes, dizygotic 

[DZ] twins–siblings 50%, and half-siblings 25%), making it possible to estimate the 

proportion of individual differences in risk in a population at a given time that is due 

to genetic differences, termed heritability (h2). For example, the estimated heritability 

for the schizophrenia phenotype is 65% to 80% (Cardno and Gottesman 2000). 

Because of practical sampling constraints, demonstration of cognitive defi cit in rela-

tives of schizophrenic probands, at a higher rate than in controls, is taken as evidence 

of heritability, and a number of family studies of this type have been performed. The 

availability of twin data is much more limited, and a literature review failed to identify 

any relevant adoption studies.

Of nine family studies identifi ed measuring WM in relatives using a well-established 

task, such as the spatial delayed response task or one of the Wechsler WM tasks, almost 

all found evidence for impaired WM performance across the range of tests used 

(Conklin et al. 2000; 2005; Glahn et al. 2003; Goldberg et al. 2003; Tuulio-Henriksson 

et al. 2003; Myles-Worsley and Park 2002; Keri et al. 2004; Krabbendam et al. 2001; 

Park et al. 1995). The single twin study, based on the Finnish twin register, included 

48 discordant twin pairs (18  MZ and 30  DZ) and 8 pairs concordant for schizophrenia. 

This study reported signifi cant statistical evidence for a linear decrease in performance 

on a spatial WM task as genetic risk of schizophrenia increased (Cannon et al. 2000). 

In general, effect sizes observed were moderate, despite the range of tasks used involv-

ing both verbal and spatial modalities. The largest effects were seen for the spatial 

delayed response paradigm, with Park et al.’s (1995) study showing large effect sizes 

for both versions of the task used. The study by Tuulio-Henriksson et al. (2003) is 

interesting in its comparison of singleton relatives versus relatives from multiplex 

families (families with more than one affected member), where multiplex families 

showed greater spatial WM defi cits than simplex family members but less signifi cant 

verbal WM differences.

WM in Linkage and Candidate Gene Association Studies Two Finnish studies have 

reported suggestive evidence of linkage between chromosomal loci and WM function 

in schizophrenia. The fi rst, following up a region of putative schizophrenia locus at 

chromosome 1q, identifi ed suggestive evidence of linkage to a marker at 1q42 in twin 

pairs discordant for schizophrenia (Gasperoni et al. 2003). The second, an analysis of 

genome-wide data for 168 schizophrenia families using variance components analysis, 

identifi ed suggestive evidence of linkage to chromosome 2q36 (Paunio et al. 2004). 

Given that these studies included both Wechsler Memory Scale (WMS) visual span 

and digit span tasks, but that evidence of linkage was found only for the visual WM 

task, this may be taken as further evidence for the utility of spatial WM in 

schizophrenia.
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Evidence that WM performance relates to putative schizophrenia candidate genes 

derives largely from investigation of the catechol-O-methyltransferase (COMT) 

val158met polymorphism. COMT is an enzyme that metabolizes released dopamine 

and accounts for ∼60% of dopamine degradation in the frontal cortex. A functional 

valine to methionine polymorphism at codon 158 results in a 75% reduction in its 

enzymatic activity. That dopamine is known to infl uence cognitive performance and 

that lower transmission of dopamine in the prefrontal cortex is associated with 

impaired WM task performance led to the hypothesis that the contribution of COMT 

to schizophrenia risk may be due to its impact on cognition (Egan et al. 2001).

There have been mixed reports of association between schizophrenia and markers 

at the COMT locus (including val158met; for review, see Fan et al. 2005). Evidence 

for association with prefrontally mediated cognitive performance in schizophrenia has 

been more consistently replicated, mostly using the Wisconsin Card Sorting Task 

(WCST; Rosa et al. 2004; Nolan et al. 2004; Goldberg et al. 2003; Tsai et al. 2003; Bilder 

et al. 2002; Joober et al. 2002; Malhotra et al. 2002; Egan et al. 2001). A key diffi culty 

in interpreting the specifi city of these results has been the use of the WCST, which is 

not cognitively selective but rather was designed to measure more general prefrontal 

defi cits. Differences between studies in variance accounted for by genotype are likely 

to be partly due to such issues of cognitive measurement (e.g., 4% of variance in WM 

explained by COMT in Egan et al. 2001 using the WCST vs. 11% in WM accounted 

for by COMT in Bilder et al. 2002 using Trail Making Test and WMS digit span). Greater 

consistency between studies investigating WM is likely to occur with the use of more 

selective measures of WM.

An association between WM defi cits and genetic variation has now been reported 

for a number of leading schizophrenia susceptibility genes including dysbindin 

(Donohoe et al. 2007), DAOA (Goldberg et al. 2006), DISC1 (Burdick et al. 2005; 

Callicott et al. 2005), and RGS4 (Buckholtz et al. 2007), as well as for the dopamine 

transporter gene (DAT1; Rybakowski et al. 2004), the gene encoding for dopamine- and 

cyclic AMP-regulated phosphoprotein of 32  kDa (DARPP-32; Meyer-Lindenberg et al. 

2007) and the gene encoding the Notch receptor Notch4 (Wassink et al. 2003). 

However, for none of these genes has the association with WM been exclusive. In the 

case of dysbindin, while Donohoe et al.’s (2007) fi nding of association was specifi c to 

the Cambridge Neuropsychological Test Automated Battery spatial WM performance, 

Burdick et al. (2006) found an association between risk variants at dysbindin and a 

more general index of cognitive ability comprised of a single factor solution for a 

number of Wechsler Adult Intelligence Scale (WAIS) subtests. One reason for such 

differences between studies may relate to differences in the dysbindin risk variants 

themselves. Alternatively, as WM and general cognitive ability are highly correlated, 

these results on apparently different indices may simply be two sides of the same 

cognitive “coin.” This view is supported by a similar dual association (this time in the 
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same sample) in the study by Buckholtz et al. (2007), where variants at RGS4 were 

associated both with differences in regional activations (but not behavioral perfor-

mance) during performance of the N-back WM task and with trend level association 

with WAIS–III IQ performance. A recent study of neuregulin 1 by Hall et al. (2006), 

reporting an association with both the Hayling sentence completion task (an executive 

task rather than a WM task) and premorbid IQ, also provides support for this conten-

tion. Similarly, a recent study of DARPP-32 reported associations with both WM 

(N-back) performance and WAIS IQ/reading performance (Meyer-Lindenberg et al. 

2007). A second question is whether these associations are specifi c to patients with 

schizophrenia: again, there is growing evidence that this is not the case. The associa-

tion between haplotype variants at dysbindin and cognitive performance has also been 

demonstrated in normal controls (Burdick et al. 2005; Fallgatter et al. 2006; Stefanis 

et al. 2007). This again suggests that even “schizophrenia” genes (i.e., genes associated 

with increased risk for the disorder) are exerting an infl uence on cognition that is 

independent of illness risk and may just as properly be described as “cognitive” genes.

Attentional Defi cits as an Intermediate Phenotype: Findings from the Literature

Attention involves the controlled or voluntary focusing of awareness. As such, it 

requires both active maintenance of focus on relevant stimuli and the equally active 

suppression or ignoring of nonrelevant stimuli. In contemporary neuropsychology, 

attention is typically fractionated into more specifi c components—for example, alert-

ing, orienting (or selection), and execution (involving error and confl ict monitor-

ing)—each crucial for maintaining coherent behavior in the face of multiple action 

or response alternatives. Predictably, these attentional processes are subserved by dis-

tinct neural systems that include right parietal (alerting), superior parietal (orienting), 

and anterior cingulate (execution) regions, among others (Raz and Buhle 2006).

Inheritance of attentional defi cits in schizophrenia has typically been measured by 

various Continuous Performance Tasks (CPT; e.g., Cornblatt et al. 1994). While often 

thought of as one task measuring sustained attention, there are several versions, each 

involving additional aspects of attention (e.g., perceptual load in the degraded stimu-

lus [DS] versions, selective attention in versions with distractors) or cognition (e.g., 

WM in the identical pairs version; Cornblatt and Keilp 1994) to a greater or lesser 

degree. Given the various facets of attention involved in the allocation of cognitive 

resources, and the distributed network underpinning cognitive control (dorsal and 

medial prefrontal cortex, cingulate cortex, thalamus, and basal ganglia), it is unsurpris-

ing that different tasks are sensitive to different locations in the attentional system.

Familiality of Attentional Defi cits in Schizophrenia Family studies have tended to use 

the more demanding versions of the CPT (Snitz et al. 2006). All studies reviewed 

included either increased perceptual load or selective attention elements. Four found 



Cognitive Intermediate Phenotypes in Schizophrenia Genetics 201

that relatives of patients were impaired using the DS version (Chen et al. 2004; Laurent 

et al. 2000; Saoud et al. 2000; Chen et al. 1998), and three did so using the identical 

pairs (IP) version (Appels et al. 2003; Laurent et al. 1999; Franke et al. 1994). Among 

studies failing to fi nd evidence of a genetic contribution to task defi cits, one found 

that CPT performance was not predictive of genetic loading for schizophrenia (Keefe 

1997), and one smaller study by Jones et al. (2001) using the CPT–DS found that 

neither schizophrenia relatives nor patients differed signifi cantly from controls in CPT 

performance. The single reported twin study of CPT did not support a genetic contri-

bution to CPT function (Cannon et al. 2000). The heterogeneity of effect sizes probably 

was related to different versions of the task used (e.g., the 1-9 and 3-7 versions showing 

smaller effect sizes) but possibly also to differences in sample characteristics and 

sample size. Such evidence has already led to other reviewers’ concluding that CPT 

performance may be of limited utility for molecular studies (Heinrichs 2004; Keri and 

Janka 2004).

CPT and Molecular Genetics Studies Despite limited evidence for the heritability of 

CPT defi cits in schizophrenia, several authors have suggested that including familial 

carriers of CPT defi cits in linkage studies may increase study power (Chen and Faraone 

2000; Egan et al. 2000). Recently, Hallmayer et al. (2003) found that CPT-IP scores 

among other variables contributed to the delineation of a subgroup that was useful 

for linkage analysis because it enabled linkage based quantitatively on grade of mem-

bership rather than simply on “caseness.” Hallmayer et al. (2005) reported that a 

cognitive defi cit group (based on scores on the DS and IP versions of the CPT, in addi-

tion to general cognitive ability scores) showed evidence of linkage to the region on 

chromosome 6p containing the schizophrenia susceptibility gene dysbindin 1.

There has been somewhat mixed success in demarcating the cognitive effects of 

schizophrenia risk variants on the basis of CPT performance, despite promising linkage 

results described above. Egan et al. (2004) reported a functional polymorphism of the 

type-three metabotropic glutamate receptor gene (GRM3) was associated with both 

schizophrenia and defi cits in verbal fl uency and verbal memory but not with CPT 

performance. Similarly no difference in CPT performance was associated with COMT 

in studies by either Goldberg et al. (2003) or Bilder et al. (2002), although the latter 

group did fi nd evidence that the Met/Met allele of COMT was associated with better 

sustained attention in a small sample of patients. By contrast, studies of DAOA by 

Goldberg et al. (2006) and of DARP-32 by Meyer Lindenberg et al. (2007) found that 

the distractibility version of the CPT was one of a number of cognitive tasks (including 

the N-back task) associated with variants at either gene in their schizophrenia family 

samples.

Blasi et al. (2005) report that COMT genotype was associated with performance on 

a measure of fl exible switching of attention, the Local Global Task, making it possible 
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that other aspects of attention (e.g., attentional fl exibility) may be of greater utility as 

cognitive endophenotyes. The positive fi ndings reported above with the WCST, a task 

often conceptualized in terms of cognitive fl exibility, support this view. Alternatively, 

greater success with WM measures may result from the lack of sensitivity of CPT tasks 

in genetic studies (associated perhaps with much larger confi dence intervals surround-

ing the effect sizes for these tasks than other tasks; see the meta-analysis by Snitz 

et al. 2006). Yet another possibility is that attentional measures are less strongly associ-

ated with the general cognitive decline observed in schizophrenia (Donohoe et al. 

2006) than are WM tasks, and it is this more general decline that WM tasks are index-

ing in genetic studies. More studies of measures of the various aspects of attention 

will be required before these speculations are confi rmed.

Memory Defi cits as an Intermediate Phenotype: Findings from the Literature

Impaired memory functioning has been one of the most widely reported cognitive 

defi cits in schizophrenia (Cirillo and Seidman 2003; Aleman et al. 1999). Defi cits in 

episodic memory—mnemonic processes that record, retain, and retrieve autobio-

graphical knowledge about experiences that occurred at a specifi c time and place 

(Tulving 1985)—have received particular attention in genetic studies of schizophrenia. 

Since the earliest investigations of memory impairments (Scoville and Milner 1957), 

lesion studies have consistently associated impaired episodic memory with bilateral 

medial temporal lobe function (including the hippocampus, parahippocampus, ento-

rhinal and perirhinal cortices; Squire and Zola 1996; Fernandez et al. 1999). The dis-

tinct roles of these brain structures have been parsed on the basis of the information 

modality being encoded (verbal, visual, and spatial), encoding versus retrieval pro-

cesses (Squire et al. 2004), and how memory retrieval is elicited (item retrieval vs. 

associative processing, recollection vs. familiarity).

A number of tasks have been used to study verbal episodic memory in studies inves-

tigating the genetic basis of memory defi cits in families with schizophrenia. Most have 

used verbal list learning tasks (especially the California Verbal Learning Test; CVLT) 

and story recall (using the logical memory subtest from the WMS; Wechsler 2000). 

Visual tasks that have also been used in genetics studies have mainly included visual 

reproduction (using the WMS visual reproduction subtest), and facial recognition 

(using either the WMS or Warrington facial recognition subtest). Each of these tasks 

is widely used clinically with good validity and reliability.

Epidemiological studies of declarative memory using the tasks listed above have 

consistently found evidence for impaired episodic memory performance in samples 

of MZ twins (Goldberg et al. 1990; 1993; 1995; Gourovitch et al. 1999) and fi rst-degree 

relatives (Staal et al. 2000; Bilder et al. 2002; Egan et al. 2001; Cannon et al. 1994; 

2000; Conklin et al. 2002; Toulopoulou et al. 2003a; 2003b). Evidence of signifi cant 

differences between relatives and controls is found across tasks, despite differences in 
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memory modality (verbal vs. visual) and type of retrieval (recall vs. recognition). 

Verbal memory defi cits tend show a medium effect size for differences between unaf-

fected relatives and matched control samples (for a recent review, see Whyte et al. 

2005). Effect sizes for visual memory defi cits tend to be smaller, and a number of 

studies that reported statistical difference between relatives and controls on verbal 

memory tasks failed to fi nd a similar association on visual memory tasks (Toulopoulou 

et al. 2003; Egan et al. 2001; Faraone et al. 1999). Additionally, verbal list learning but 

not visual reproduction contributed to discrimination of degree of genetic loading for 

unaffected MZ and DZ twins of patients with schizophrenia (Cannon et al. 2000). 

There is also evidence of a larger effect size for free immediate recall than for delayed 

recall defi cits or recognition defi cits; however, simple distinctions between recall and 

recognition for the purposes of phenotypic utility are probably not warranted (Cannon 

et al. 1994; Gourovitch et al. 1999; Conklin et al. 2002).

Memory Recall and Molecular Studies Two linkage studies to date have investigated 

the genetic underpinnings of episodic memory impairments in schizophrenia (Paunio 

et al. 2004; Hallmayer et al. 2003). In Hallmayer et al.’s (2003) study, memory was 

assessed as part of an “integrated” cognitive and personality phenotype in a linkage 

analysis study exploring candidate regions on chromosome 6, 10, 22. This neurocogni-

tive phenotype yielded suggestive linkage to chromosome 6, but not 10 and 12. A 

more recent study by the same group (Paunio et al. 2004) found evidence for linkage 

of verbal episodic memory at chromosome 4q21.

A number of association studies have also been carried out using episodic memory 

intermediate phenotypes. Bilder et al. (2002) found no evidence of association between 

the COMT val158met polymorphism and episodic memory, either for verbal or visual 

stimuli. However, in the gene coding for brain-derived neurotrophic factor (BDNF), a 

polymorphism (val66met) has been implicated in memory functioning. A study of 

patients with schizophrenia, their healthy relatives, and normal controls found an 

association between the Met allele of the BDNF val66met polymorphism and dimin-

ished verbal episodic memory performance and lower hippocampal functioning 

during a recognition memory task (Egan et al. 2003). At the same time, the authors 

failed to fi nd evidence of association between BDNF allele frequency and risk for 

schizophrenia, leading them to conclude that the genotype may contribute to the 

cognitive defi cits seen in schizophrenia rather than to illness risk per se. A second 

study by the same group (Hariri et al. 2003) found that the interaction between this 

polymorphism and hippocampal activation explained 25% of the variance in memory 

performance on the visual recognition task. Since then, two further studies have rep-

licated this fi nding of association with BDNF (Dempster et al. 2005; Tan et al. 2005), 

both using the WMS logical memory subtest, with a further study fi nding association 

with the WMS facial recognition subtest (Donohoe et al. 2007).
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Several studies have now reported association between memory function and other 

candidate schizophrenia genes. DeQuervain et al. (2003) found that in a normal 

sample, those with the HIS/TYR genotype of the 5-HT2a receptor polymorphism 

H452Y had a 21% lower performance on a verbal memory task than those with the 

His/His genotype. Egan et al. (2004) reported that the GRM3, in addition to being 

associated with increased risk for schizophrenia, was associated with poorer verbal 

episodic memory performance in terms of both behavioral performance and cortical 

activation, although this has yet to be replicated. By contrast, probably the most 

consistent evidence for a susceptibility genes role in memory function is DISC1, a gene 

putatively interacting with other candidate susceptibility genes, for example, Ndel1. 

Callicott et al. (2005) report that a three-single-nucleotide-polymorphism (SNP) hap-

lotype was associated with risk for schizophrenia, and the homozygous SER allele 

carriers showed poorer performance on the WMS logical memory subtest (delayed 

recall). Cannon et al. (2005) found that performance on the CVLT was also associated 

with genetic variance in DISC1, although Burdick et al. (2005) failed to fi nd a similar 

association using the same measure.

DAOA, a gene which, as mentioned above, was formerly known as G72, is another 

schizophrenia susceptibility gene whose involvement in episodic memory has been 

replicated. Goldberg et al. (2006) fi rst reported evidence of a trend association between 

performance on the WMS verbal paired associates and DAOA, supported by a more 

robust association between DAOA and hippocampal activation, without observing 

evidence of association with schizophrenia. This association between DAOA and 

verbal episodic memory performance was recently confi rmed by Donohoe et al. (in 

press) in an investigation of an arginine to lysine substitution at DAOA codon 30 

(Arg30Lys). In addition to being associated with increased risk for schizophrenia in 

their sample, this variant was associated with both immediate and delayed verbal 

memory, but not with measure of frontostriatal function. The biological evidence of 

DAOA’s role in schizophrenia remains unclear. However, its putative role in biasing 

N-methyl-D-aspartate (NMDA) signaling, which is linked to memory function via its 

role in long-term potentiation, makes further study of this gene’s involvement in 

memory function warranted.

The signifi cant body of evidence supporting the utility of memory recall, particularly 

in the verbal modality, as a phenotype for schizophrenia genetics studies is perhaps 

unsurprising given that verbal memory defi cits are among the largest cognitive defi cits 

associated with the disorder. Again, however, the data do not support the view that 

these variants are contributing selectively to variance in memory function. For 

example, in the case of DISC1, several studies found associations with additional 

aspects of cognition, particularly WM (Callicott et al. 2005; Burdick et al. 2005; 

Hennah et al. 2005). In the case of DAOA, Goldberg et al. (2006) also found associa-

tion with CPT performance as already noted. Perhaps, therefore, a more accurate 
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conclusion to draw from these data is that rather than representing a “discrete” phe-

notype, verbal episodic memory represents a “sensitive” phenotype for detecting the 

involvement of susceptibility genes at the level of brain function.

Statistical Issues, Complications, and Confounds

In the above review of WM, attentional control, and episodic memory defi cits as 

intermediate phenotypes in the genetic analysis of schizophrenia, many of the com-

plications and confounds, both theoretical and statistical, have already been noted. 

In this next section the main issues are itemized and described further:

1. Although family and twin data strongly support a genetic contribution to measures 

of spatial WM, they rarely allow an estimation of heritability (h2), not least because of 

the diversity of tasks employed. Such diversity in the behavioral and cognitive demands 

of various WM tasks, and hence in the brain regions implicated, is a signifi cant 

problem for interpreting the resulting genetic associations. An important example 

here has been the use of the WCST, which is not cognitively selective but rather was 

designed to measure more general prefrontal defi cits.

2. Multiple testing is a signifi cant issue for family and association studies in 

schizophrenia. In candidate studies this derives in large part from the number of SNPs 

required to adequately characterise the variance at particular gene loci. This diffi culty 

becomes even more problematic with larger genes (e.g., DISC1) and as the associated 

alleles vary between samples (e.g., dysbindin; for a review, see Muttsuddi et al. 2006). 

As multiple phenotypes are introduced, this diffi culty is compounded exponentially 

as individual SNPs and haplotype are tested for each additional (cognitive) phenotype, 

thus raising the likelihood of type I error, or “false positives.”

3. Alternatively, genetic heterogeneity—such that multiple loci are likely to infl uence 

the same phenotype (e.g., episodic memory defi cits)—reduces the variance that any 

one gene can explain, thus increasing the likelihood that the presumably small 

infl uence of individual variants will be overlooked (increasing type II error, or “false 

negatives”). In addition to locus heterogeneity, allelic heterogeneity—where multiple 

variants at the same locus are associated with a particular phenotype—may also be a 

confounding factor in cognitive phenotypic studies.

4. Pleiotropy, which occurs when one gene infl uences several traits, has already been 

demonstrated by several candidate schizophrenia genes (e.g., DAOA; Goldberg et al. 

2006; DISC1; Porteous et al. 2006). If schizophrenia genes are generalist “cognition” 

genes rather than genes with specifi c cognitive effects, a focus on any one aspect of 

cognition to the exclusion of others may result in a specifi city of fi ndings which is 

unwarranted.

5. Even adopting the cognitive intermediate phenotype strategy as a means of 

understanding gene function at a behavioral level, several confounds exist to any data 
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generated by this approach. In particular, phenocopies—nongenetically determined 

phenotypes with features similar to the genetically determined phenotype (e.g., 

resulting from drug or alcohol abuse, head injury, systemic illness, birth complications, 

CNS infections, etc.)—will reduce the power of association studies by introducing 

random genetic variation.

6. When an individual genetic variant is associated with defi cits in one or more 

aspects of cognition, variants at other gene loci may also be contributing to this 

association. The effects of epistasis, the masking effects of one gene’s activity on 

another’s, are occluded by the single gene approach adopted in most cognitive 

intermediate phenotype studies to date. The interactive effects of genes on cognitive 

function in schizophrenia were recently illustrated in a study of GRM3 and the COMT 

val158met polymorphism (Tan et al. 2007). In this study, the infl uence of the A allele 

at GRM3 rs64650844 on N-back WM performance was infl uenced by the COMT 

val/val or met/met background. It is likely that additional interacting variants will 

be identifi ed in cognitive phenotype studies, where one gene acts as to modify the 

infl uence of another on gene function.

Conclusions—The Future of Cognitive Intermediate Phenotypes in the Genetic 

Analysis of Schizophrenia

The use of intermediate phenotypes has become increasingly popular, if not de 

rigueur, in genetic association studies of neuropsychiatric disorders. While originally 

studied for their potential to aid in the discovery of novel schizophrenia genes, the 

utility of this approach for gene “discovery” remains unproven (Flint and Munafò 

2007). Instead, the evidence to date suggests that success with using cognitive inter-

mediate phenotypes in schizophrenia genetics has primarily been in providing 

important evidence for convergent validity of genes already statistically associated 

with disease risk. That is, in many studies it appears that positive associations between 

individual genetic variants and intermediate cognitive phenotypes have been used to 

establish construct validity or add to the biological plausibility of illness association 

fi ndings rather than to provide compelling evidence of the genes’ increasing 

susceptibility per se. In this context, and from the perspective of neuropsychology, 

it is interesting that the two most replicated fi ndings of association between cogni-

tive dysfunction and candidate schizophrenia genes—COMT and BDNF—are with 

genes for which the evidence of association with the schizophrenia phenotype is 

limited. Thus, these studies appear to have a role in elucidating the molecular 

basis of cognition independent of their role in elucidating the molecular genetics of 

schizophrenia.

Of the genes that are currently identifi ed as being most likely to contribute to 

schizophrenia susceptibility (e.g., dysbindin, NRG1, DISC1, DAOA, and RGS4; Owen 
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et al. 2004), all have been associated with cognitive defi cits, and several of these fi nd-

ings replicated. In addition to supporting the hypothesis that these genes increase 

disease risk at least partly via an infl uence on cognition, several of these genetic vari-

ants have also been reported to infl uence cognition in the normal population (e.g., 

Hennah et al. 2005; Burdick et al. 2006; Stefanis et al. 2007). Again, this supports 

the wider role of these “susceptibility” genes for understanding variation in human 

cognition.

Several issues remain to be addressed by this approach, including whether it is more 

benefi cial to study the effects of candidate genes in patients or in the normal popula-

tion. Neuropsychological investigations of candidate genes’ penetrance for frontostria-

tal or frontotemporal function in patients are likely to be hampered by nongenetic 

systematic factors affecting performance and diluting the effects of the gene. The 

recent meta-analysis by Barnett et al. (2007) showing an effect for the COMT 

val158met polymorphism on cognition in controls but not patients is consistent with 

this view. That genetic effects on intermediate phenotypes are more apparent in the 

normal population is seen in other disorders—for example, the effect of the fat mass 

and obesity (FTO) gene on body mass index in diabetes sufferers and nonsufferers 

(Frayling 2007). Similarly, in Alzheimer’s disease, downstream cellular changes are 

observed in the disorder which are compensatory for the disorder but are nonetiologic 

(Armstrong et al. 2003).

Alternatively, some authors have argued that epistatic interaction in individuals 

who are genetically enriched for a disorder may result in individual gene effects being 

more apparent in cases than in controls. For example, Goldberg et al. (2006), in their 

study of DAOA, found that several SNPs at the 3′ end of the gene impacted multiple 

intermediate phenotypes associated with schizophrenia (reviewed above), but only in 

cases, and in the absence of association with disease risk. They argued that DAOA 

genotypes amplifi ed effect in cases may represent an epistatic risk factor that increases 

the likelihood of schizophrenia-type cognitive impairments in individuals with other 

impairments. In other words, the genetic background against which variation in this 

gene occurs may determine the magnitude of its impact. Nevertheless, this argument 

can be criticized on the grounds that it refl ected not epistasis but cohort effects in 

which a spurious fi nding was obtained. For instance, if there were no prior association 

studies, would the results have been viewed similarly? Such uncertainty again high-

lights the need for cognitive phenotype studies of schizophrenia to consider the 

interactive effects of genes which contribute to the function of individual neural 

pathways. Studies of gene interactions will therefore be an important next step in the 

cognitive genomics of schizophrenia.

Perhaps the most pressing issue that remains to be resolved in the cognitive genetics 

of schizophrenia is whether associations with specifi c cognitive defi cits are, in fact, 

specifi c—a key assumption of the endophenotype approach. The data reviewed above 
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would not appear to support this assumption, with several genes associated with 

more than one cognitive defi cit (e.g., dysbindin, NRG1, DISC1, DAOA). Some com-

mentators argue that the complex biology of interaction between genes contributing 

to brain function makes a specifi c role unlikely (e.g., Kovas and Plomin 2006; Meyer-

Lindenberg and Weinberger 2006). Even if this is the case, and the assumption of 

specifi city turns out to be false, we suspect that the cognitive endophenotype approach 

will nonetheless continue to be crucial to schizophrenia genetics. The behavioral study 

of individual cognitive functions to date shows evidence of being highly sensitive to 

the genetic involvement of schizophrenia susceptibility genes. It is this rather than 

the discreteness of the relationship between individual genes and cognitive functions 

that is likely to be most important in understanding their role in the pathophysiology 

of the disorder.
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10 The Genetic Basis for the Cognitive Deterioration of Alzheimer’s 

Disease

John M. Ringman and Jeffrey L. Cummings

The past half-century has brought unprecedented advances in our understanding of 

the genetic basis of human variation and disease. The genetic origins of phenotypes 

that are readily attributable solely to genetic factors (e.g., eye color) have been the 

easiest to defi ne. The genetic bases of more complex phenotypes such as cognitive 

ability are harder to defi ne because (1) the most appropriate ways to measure them 

are controversial, (2) they are infl uenced by many epigenetic and environmental 

factors, and (3) they are undoubtedly subject to the infl uence of many genes with 

diverse functions. The genetic bases for adult-onset dementing illnesses have been 

even more challenging to characterize because of the additional complication of 

uncertain disease penetrance due to their onset late in life. Nonetheless, signifi cant 

progress has been made in delineating the genes involved in many neurological dis-

eases with onset in adulthood (see table 10.1). Among these, Alzheimer’s disease (AD) 

has emerged as a model for polygenetic illnesses in which the condition is subject to 

infl uence by genes with both deterministic and probabilistic effects. The purpose of 

this chapter is to review the genetic basis of cognitive decline in AD.

The chain of events leading from DNA sequence to cognitive phenotype is complex, 

and not surprisingly many sequence variants have been purported to contribute to 

cognitive decline or behavioral phenotypes within the context of neurodegenerative 

diseases. In order to defi ne a specifi c role of a gene variant on cognition, one must 

consider multiple levels of explanation. For instance, if it is demonstrated that allele 

X exerts its effect on disease Y by causing a relative increase in the production of 

protein Z, one is still left wondering how the neuroanatomical and neurophysiological 

substrates that ultimately mediate the cognitive effect have been altered. For this 

reason, we have chosen to focus our review on AD, a condition in which the roles of 

specifi c genes are relatively well established. This will hopefully allow us to understand 

the connections between DNA and cognition in more depth.

Many protein products of genes implicated in neurodegenerative disorders are 

pleiotropic, that is, have diverse chemical and structural intra- and extracellular roles. 

As the biochemical function of genes involved in neurodegenerative diseases are 
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Table 10.1

Partial list of genetically inherited conditions in which intellectual decline in adulthood is a 

prominent feature

Disease Entity Product of Causative Genes

Alzheimer’s disease Amyloid precursor protein
Presenilin 1
Presenilin 2
Apolipoprotein E (susceptibility gene)

Frontotemporal lobar degenerations Microtubule-associated protein tau
Progranulin
Chromatin modifying protein 2B
Valosin-containing protein 

Huntington’s disease Huntingtin

Spinocerebellar ataxias Various

Wilson’s disease ATP7B

Parkinson’s disease Alpha-synuclein
Dardarin
Parkin

DJ-1
Pink-1

LRRK2

Prion diseases Prion protein (PRNP)
 Familial Creutzfeldt–Jakob disease
 Gerstmann–Sträussler–Scheinker
 Fatal familial insomnia

Mitochondrial disorders
tRNALeu(UUR)  Mitochondrial encephalomyopathy lactic acidosis 

and stroke-like episodes (MELAS)

Cerebral autosomal dominant arteriopathy with 
subcortical infarcts and leukoencephalopathy 

Notch3

elucidated in vitro and in animal models, an emerging theme is that many appear to 

play roles in development and cellular repair. It therefore appears that late-life neuro-

degenerative diseases may, at least in some cases, be conceived of as being due to 

developmental abnormalities. An illustrative example in which the distinction between 

a developmental and degenerative disorder is blurred is that of Rett syndrome (RS). 

RS is a rare disorder in which children (predominantly girls) develop normally during 

the fi rst few months but between 6 and 18 months of life begin to lose motor and 

speech skills. Growth retardation occurs and neurological function worsens with many 

affected persons developing seizures and autistic behaviors. Persons with RS typically 

regress to the point of an essentially vegetative state by age 8 (Hagberg et al. 1983). 

In 1999 mutations in the gene coding for methyl-CpG-binding protein (MeCP2) 
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located on the X chromosome were found to be responsible (Amir et al. 1999). MeCP2 

is found early in mature neurons; it binds to methylated DNA and represses the tran-

scription of many genes (Caballero and Hendrich 2005), including the gene coding 

for brain-derived neurotrophic factor (BDNF; Martinowich et al. 2003). Though the 

specifi c genes, overexpression of which is critical in causing RS, have yet to be 

unequivocally identifi ed, BDNF is required for maintenance and growth of neurons 

during development, and misregulation of its expression provides a testable model for 

the etiology of RS. RS therefore provides an example in which a degenerative disorder 

appears after a period of normal development, albeit in childhood. Other examples 

of illnesses in which the distinction between developmental and degenerative disor-

ders is blurred are childhood-onset Huntington’s disease (Gonzalez-Alegre and Afi fi  

2006) and the changes of AD occurring in Down’s syndrome (DS) that will be discussed 

in more depth below.

Part of the defi nition of dementia of the Alzheimer’s type as per the Diagnostic and 

Statistical Manual of Mental Disorders, fourth edition, is that the “course is characterized 

by gradual onset and continuing cognitive decline.” Dementia is generally conceived 

of as being composed of acquired cognitive defi cits. It is also the case that the geneti-

cally determined dementias, in which the responsible genetic alterations have been 

present since conception, have their principal manifestations after some delay in 

adulthood. However, it is possible that some genetic variations that are known to 

cause progressive dementia (a state) might also have more subtle, lifelong infl uences 

on cognition and behavior (a trait) through their roles in development. There is some 

evidence for this that will be discussed below.

Alzheimer’s Disease

AD is a clinicopathologic entity defi ned by the presence of a dementing syndrome 

associated with distinctive pathological changes. The cognitive presentation typically 

begins with loss of recent episodic memory followed over months to years by defi cits 

in executive function, visuospatial function, language, and praxis. There are, however, 

many exceptions to this pattern (Galton et al. 2000) in that visuopatial defi cits (pos-

terior cortical atrophy; Renner et al. 2004), language defi cits (primary progressive 

aphasia; Li et al. 2000), or even asymmetrical motor defi cits (akin to those of cortico-

basal degeneration; Doran et al. 2003) can initially dominate the clinical picture.

The pathology diagnostic of AD consists of diffuse and neuritic senile plaques (SPs) 

as well as neurofi brillary tangles (NFTs) with a characteristic distribution. SPs consist 

of extracellular depositions of proteins including various isoforms of beta-amyloid 

protein (Aβ), alpha-antichymotrypsin, and apolipoprotein E (APOE). There are 

also cellular elements including dystrophic processes of neurons and glia as well as 

microglial cells. In mature neuritic SPs, the neuronal processes contain paired helical 
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fi laments (PHFs) that are, in turn, composed in part of abnormally phosphorylated 

tau protein. These PHFs consist of other cytoskeletal elements as well and are also 

found as NFTs within the cell bodies of dying neurons and as extracellular “ghost 

tangles” spatially distinct from SPs. Intraneuronal protein aggregates termed Lewy 

bodies that consist, in part, of the protein alpha-synuclein are found in the brain in 

approximately 60% of AD cases (Hamilton 2000). Lewy bodies are classically associated 

with a phenotype consisting of, in addition to progressive dementia, Parkinsonism, 

delirium-like fl uctuations in mental status, and visual hallucinations (McKeith et al. 

1996). They are most frequently found in the amygdala but are also found in the 

cortex and are equally prevalent in sporadic AD, familial AD (FAD), and DS (Hamilton 

2000).

Though many specifi cs regarding the etiology of AD remain to be worked out, 

extensive genetic, pathological, and animal studies have suggested the following (sim-

plifi ed) chain of events in the cause of AD. Aberrant posttranslational processing of 

amyloid precursor protein (APP) leads to a relative overproduction of the forty-two-

amino-acid-length version of Aβ (Aβ42; Scheuner et al. 1996). Aβ42 monomer or oligo-

meric aggregates of Aβ42 are neurotoxic and trigger neuronal dysfunction and death 

(Gong et al. 2003). This also ultimately leads to the deposition of Aβ in plaques, but 

the relative importance of soluble and plaque-associated Aβ in causing the symptoms 

of the illness is an area of active investigation. The extent and location of NFT forma-

tion tend to correlate better with clinical status than do that of SPs (Gomez-Isla et al. 

1997). NFT formation occurs in a number of diverse neurological conditions and may 

therefore represent a nonspecifi c response to toxic infl uences (Wisniewski et al. 1979). 

As a marker of a fi nal common pathway for neuronal death, NFT formation might 

therefore be expected to correlate better with patients’ status. Studies of a triple trans-

genic mouse model (featuring the betaAPPSwe, the M146V PS1, and the P301L tau 

mutations) that duplicate the pathological aspects of human AD with some fi delity 

appear to confi rm this chain of events (Oddo et al. 2006).

The hierarchical distribution of AD, particularly NFT, pathology explains the 

progression of symptoms observed in the condition. Studies of persons dying with 

dementia have demonstrated that the highest concentration of NFTs are found in the 

periallocortex and allocortex of the medial temporal lobe followed by portions of 

the amygdala and the nucleus basalis of Meynert, followed by the proisocortex and 

heteromodal association cortex (Arnold et al. 1991). Primary motor and sensory cortex 

are relatively spared. SPs are more evenly distributed throughout cortex and are less 

evident in the medial temporal lobe. In persons dying with a progressive but isolated 

memory impairment (amnestic mild cognitive impairment), NFTs were found in the 

medial temporal lobe (Petersen et al. 2006). Spread of these NFTs to the neocortex was 

associated with more global cognitive impairment. The cause of the memory defi cits 

occurring early in AD therefore may be attributed to NFT formation and related 
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neuronal loss (Gomez-Isla et al. 1996) occurring in structures critical for memory 

formation.

Despite this association, it has been known that the brains of some persons 

dying without any known cognitive decline feature varying degrees of AD pathology 

(Arriagada et al. 1992), including, in some cases, an advanced stage of disease (Snowdon 

2003). These imperfect correlations between neuropathological changes and clinical 

status are likely due, at least in part, to variable “cognitive reserve” between persons. 

That is, there are individual differences in people’s ability to compensate for the effects 

of brain damage (e.g., due to the neuronal loss of AD) before showing symptoms (Stern 

2006). These may be related to genetic predisposition and environmental infl uences 

(e.g., nutritional and educational) as well as things as mundane as one’s premorbid 

test-taking abilities.

AD is classically defi ned as a unitary entity in which the typical clinical picture 

occurs in association with the pathological changes described above. However, as our 

understanding of the genetic origins of the common “sporadic” late-onset form, the 

young-onset familial forms, and AD associated with DS has advanced, AD has now 

been established to be a model of genetic heterogeneity. That is, diverse genetic infl u-

ences give rise to a common phenotype, and therefore it may be more appropriate to 

refer to the condition as the “Alzheimer’s diseases.” In the following sections, we will 

discuss genetic factors known to contribute to this clinical–pathological phenotype.

Amyloid Precursor Protein (Chromosome 21)

Families with a young-onset form of FAD in which the inheritance appeared to be 

autosomal dominant in nature have been known to exist for nearly as long as AD has 

been defi ned (Lowenberg and Waggoner 1934). This form of AD is rare, estimated to 

account for between 2% and 5% of AD cases, though an accurate number is lacking 

because of diffi culty in determining the appropriate denominator. It had also been 

recognized for some time that all persons with DS who survive into their sixth decade 

have the pathological features of AD in their brain (Mann 2004). As DS is due to 

triplication of chromosome 21 in 95% of cases and the gene for APP, metabolites of 

which are major constituents of the SPs that characterize the disorder, is found on 

chromosome 21, the search for a genetic cause of AD focused on this region. Linkage 

of a single family with young-onset AD to a missense mutation in the APP gene was 

achieved in 1991 (Goate et al. 1991). To date, at least twenty-three different missense 

mutations in the APP gene have been associated with FAD (www.molgen.ua.ac.be/

ADMutations, accessed February 6, 2009), and more recently fi ve families in which 

complete duplication of the APP gene is responsible for the disease have been identi-

fi ed (Rovelet-Lecrux et al. 2006). Collectively, however, APP alterations account for a 

small percentage (estimated at 15%; Campion et al. 1999) of FAD cases.
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Biochemical studies suggest that these genetic alterations cause AD by causing aber-

rant metabolism of APP (Scheuner et al. 1996; Hori et al. 2007), and there is recent 

preliminary evidence that variability in the promoter region of APP might contribute 

to AD risk (Brouwers et al. 2006). The neuropathological manifestations of APP muta-

tions (and FAD in general) are generally typical of those of sporadic AD of later onset. 

However, at least two APP mutations have been associated with deposition of amyloid 

primarily in the blood vessels and present clinically with recurrent cerebral hemor-

rhages (Levy et al. 1990).

Persons with pathogenic APP alterations tend to demonstrate unequivocal symp-

toms of disease at a mean age in the 50s (Lippa et al. 2000; Mullan et al. 1993a). The 

cognitive phenotype is similar to that seen with “sporadic” AD of later onset. Two 

reports of independent pedigrees with different substitutions at the same codon (717) 

in APP both found defi cits in recent memory, cognitive processing speed, and atten-

tion to complex cognitive sets with sparing of language and visuospatial function 

early in the course of the disorder (Karlinsky et al. 1992; Farlow et al. 1994). Affected 

members of two families with a V717I substitution from the United Kingdom pre-

sented with memory impairment and dyscalculia (Rossor et al. 1993). Lack of insight 

into the illness was a signifi cant feature in members of a family with a V717G muta-

tion in APP(35). Memory defi cits were again the predominant presenting symptom in 

two members of a Japanese family with a D678N substitution in APP (Wakutani et al. 

2004).

In addition to cognitive deterioration, nearly 90% of persons with late-onset AD 

develop clinically signifi cant behavioral abnormalities over the course of the disease 

(Mega et al. 1996). Apathy is common, followed by agitation, anxiety, and depression. 

In FAD due to APP mutations, antisocial behavior has been observed in at least two 

affected members of one family with a T714I mutation (Edwards-Lee et al. 2005). 

Persons in the preclinical stage of the condition offer the opportunity to characterize 

behavioral changes during the preclinical phase of the disease. In a description of mul-

tiple pedigrees with the V717I mutation in APP, Mullan et al. (1993b) reported that 

relatives noted personality changes including apathy and withdrawal in subsequently 

affected persons years prior to cognitive symptoms. As such psychiatric and behavioral 

abnormalities are common in the population overall, blinded and objective studies in 

preclinical FAD mutation carriers with appropriate controls are necessary to establish 

whether or not such behavioral changes precede cognitive deterioration in FAD.

Though the cognitive deterioration in APP-related FAD is similar to that seen in 

late-onset AD, other noncognitive features are less typical. The age of onset is, of 

course, younger, and myoclonus and seizures, which frequently occur late in the 

course of late-onset AD, can occur early in FAD associated with APP alterations (Rossor 

et al. 1993). Also, the course of FAD is generally more aggressive with average life span 

being shorter (Swearer et al. 1996).
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Down’s Syndrome

Essentially all patients with typical DS who live beyond age 50 have AD pathology in 

their brain (Mann 2004). In addition to the 95% of cases of DS that are due to triplica-

tion of all of chromosome 21, approximately 4% of DS cases are due to partial trisomy 

in which translocations of the distal portion of the long arm of this chromosome are 

duplicated on chromosome 14 or 22. This region, triplication of which is critical for 

development of the DS phenotype, is near the locus for the APP gene. A case of such 

a translocation in which no pathological changes of AD were seen in the brain of a 

woman dying at age 78 was found by fl uorescent in situ hybridization not to have 

triplication of the APP gene despite having the rest of the DS phenotype (Prasher 

et al. 1998). Higher levels of the Aβ40 and Aβ42 metabolic products of APP have been 

observed in the plasma of persons with DS (Tokuda et al. 1997), providing convincing 

evidence that it is indeed triplication of the APP gene that underlies the formation of 

SPs and NFTs in the brains of DS patients.

There are differences between the brains of young persons with DS and the popula-

tion at large that are no doubt related to the baseline intellectual defi cits and poten-

tially to the ultimate manifestations of progressive cognitive decline. The brain is 

shortened in the anterior–posterior direction with the frontal lobes, cerebellum, and 

hippocampi being smaller (Crome and Stern 1972). Neuronal count is low in temporal 

cortex, hippocampus, and brain stem (Ross et al. 1984). Abnormal dendritic spines 

and synaptogenesis as well as delayed myelination have all been found, and it is 

hypothesized that the abnormal wiring seen in DS results from diffi culties coordinat-

ing the growth and transcription factors normally involved in brain development 

(Mann 2004).

SPs begin to appear in the brains of some persons with DS in the second decade 

of life, and their prevalence increases rapidly over the following decades until the 

40s and 50s at which time they are present in nearly 100% of DS brains (Mann 

2004). The essentially inevitable development of AD pathology in DS has allowed 

extensive study of the sequence of events leading to full-blown AD through the 

postmortem examination of the brains of persons with DS dying at different ages 

(Mann 2004). These studies have revealed that diffuse SPs (containing mostly Aβ42) 

initially form in the cortex (especially, the parahippocampal and middle and infe-

rior temporal gyri). Neuritic SPs which contain microglial cells, Aβ40, and numerous 

other proteins and proteoglycans as well as dystrophic cell processes and PHFs form 

later in these areas as well as in the hippocampus and in more widespread areas of 

cortex. NFTs are initially found in the entorhinal cortex, hippocampus, and amyg-

dala and later in the cortex. This chain of events appears to be similar to that of 

sporadic AD, and the ultimate pathological pictures of AD and DS are essentially 

indistinguishable.
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The cognitive manifestations of these pathological changes are somewhat diffi cult 

to defi ne because of the challenge of applying standard diagnostic criteria for dementia 

to individuals with a mental retardation syndrome. Normative measures for neuro-

psychological tests do not apply to this population, and, therefore, ideally one should 

demonstrate a decline in intellectual function through sequential testing. Also, to 

demonstrate functional decline, one must have reliable information on persons’ base-

line level of self-care. Because of these issues and differences in the way dementia is 

diagnosed in persons with DS, studies of the prevalence of clinical dementia in persons 

with DS have had variable results. Using one set of criteria (the Cambridge Examina-

tion for Mental Disorders of the Elderly criteria), one group of investigators found the 

prevalence of dementia to be 3.4% in the 30- to 39-year-old age group, increasing to 

40% in the 50- to 59-year-old age group (Holland et al. 1998). This fi nding is in agree-

ment with others in that it suggests that the cognitive impairment occurring in DS 

lags behind the pathological changes of AD by years or decades. In order to reconcile 

this fi nding with the cognitive reserve hypothesis discussed above, one must speculate 

that even persons with DS have some ability to compensate for brain injury. In addi-

tion, one must consider other infl uences besides AD pathology on cognition in DS 

such as hypothyroidism and menopausal state (Schupf et al. 2003). In a prospective 

four-year study in which persons with DS underwent sequential neuropsychological 

testing, defi cits in memory and orientation preceded aphasia, agnosia, and apraxia in 

a manner similar to that seen in sporadic AD(47). Other investigators have emphasized 

premorbid impairment of abilities attributable to the frontal lobe in DS (Rowe et al. 

2006) that are exacerbated early in DS dementia (Holland et al. 2000; Nelson et al. 

2001). This is consistent with a low reserve capacity for these functions that conse-

quently manifest early in disease progression.

Presenilins

Alterations of the genes coding for presenilin 1 (PS1) on chromosome 14 (Sherrington 

et al. 1995; Schellenberg et al. 1992) and presenilin 2 (PS2) on chromosome 1 (Rogaev 

et al. 1995) were identifi ed as causes of familial AD in the mid-1990s. To date, 168 

alterations in the PS1 gene thought to be pathogenic have been identifi ed, and 

alterations of PS1 (www.molgen.ua.ac.be/ADMutations, accessed February 6, 2009) are 

thought to account for around 56% of autosomal dominant FAD cases (Campion 

et al. 1999). PS2 mutations, however, are much less frequent (Sherrington et al. 1996) 

with only fourteen pathogenic mutations having been identifi ed.

Molecular biology studies have identifi ed many roles the presenilin proteins appear 

to play in cells. Multiple studies have confi rmed that presenilin is part of the enzyme 

complex responsible for the gamma-secretase activity that is part of the pathway by 

which APP is cleaved into Aβ40 and Aβ42 fragments (Brunkan and Goate 2005). Patho-
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genic mutations of PS1 are widely thought to cause FAD by favoring the gamma-

secretase cleavage of APP into the Aβ42 isoform (Scheuner et al. 1996), though this 

enzyme complex also cleaves a number of other proteins (Brunkan and Goate 2005). 

Also, many other functions of PS1 have been identifi ed, including roles in oxidative 

stress (Cecchi et al. 2002), immune function (Tournoy et al. 2004), and that of a 

calcium channel (Leissring et al. 2001). Whether through its gamma-secretase activity 

or other pathways, PS1 also seems to play a role in neural development. Embryos of 

transgenic mice in which both copies of the PS1 gene have been knocked out have 

abnormalities of neuronal migration and differentiation characterized by disorganiza-

tion of the cerebral cortex (Handler et al. 2000). Also, a patient with a PS1 mutation 

who developed young-onset AD and came to autopsy was noted to have ectopic 

neurons in the white matter (Takao et al. 2001). Furthermore, mice in which PS1 is 

conditionally knocked out develop a neurodegenerative disease that appears to be 

independent of Aβ42 generation (Saura et al. 2004; Marjaux et al. 2004). These observa-

tions indicate that a comprehensive explanation of PS1 function is still forthcoming 

but that it may contribute to clinical FAD through effects both in development and 

senescence.

FAD due to mutations of the PS1 gene typically has the youngest age of onset (44–46 

years of age) followed by APP (49) with PS2 mutation causing the oldest (58–59) and 

most variable age of onset (Lippa et al. 2000). The cognitive changes that occur in 

preclinical and clinically affected persons with PS1 mutations have been described. In 

1995 Kennedy et al. described the results of neuropsychological testing in three 

members of a family whose disease was linked to chromosome 14 (Kennedy et al. 

1995). These investigators reported initial defi cits in verbal and global memory with 

subsequent decline in arithmetic and spatial skills. They also felt that language was 

less fl uent in these subjects compared to those with late-onset AD. This group described 

similar fi ndings in affected members of two other families with PS1 mutations in a 

later paper (Fox et al. 1997). When they compared defi cits between persons with 

familial AD due to mutations in PS1 and APP to those of persons with sporadic AD, 

they found that persons with familial AD had relatively spared object naming and 

perception though they scored lower on a verbal intelligence test. They also made the 

observation that the age of disease onset within a family with a PS1 mutations tended 

to be fairly consistent. Lopera et al. reported defi cits on nearly every measure in the 

administered battery in affected members of a large Columbian family with a PS1 

mutation (Lopera et al. 1997). They performed repeated testing on 12 patients and 

found further decline in verbal memory, language, and on tests of construction and 

abstraction over the following eighteen months (Rosselli et al. 2000).

An early description of cognitive changes in preclinical familial AD was reported 

in 1994 (Newman et al. 1994). In this report, a person at risk for familial AD had a 

relatively selective verbal memory defi cit twenty-six months prior to presenting for 
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assessment for a subjective cognitive problem. This defi cit was followed by other rec-

ognition defi cits and problems performing the Wisconsin Card Sort Test. This same 

group later reported their fi ndings of serial neuropsychological testing in 63 subjects 

at risk for familial AD assessed over six years (Fox et al. 1998). The 10 patients that 

worsened to the point of being diagnosed with AD over this period again showed 

the pattern of initial verbal memory defi cits but also lower performance IQ scores 

before more global cognitive dysfunction occurred. Neuropsychological testing was 

performed at baseline and one year later in 14 Mexican persons at risk for familial 

AD who had not yet been diagnosed with dementia (Diaz-Olavarrieta et al. 1997). At 

baseline, 6 subjects had signifi cant memory defi cits relative to controls of which 4 also 

had visuospatial defi cits and 3 of these had language defi cits as well. These defi cits 

persisted after one year. In a follow-up study of the Mexican population, Ringman 

et al. performed cognitive testing on 51 nondemented persons (30 mutation carriers 

and 21 noncarriers) at risk for PS1 mutations (Ringman et al. 2005). They found that 

mutation carriers scored worse on the Mini-Mental State Examination (MMSE), the 

Trails Making Test Parts A and B, delayed recall of a ten-word list, and the Wechsler 

Adult Intelligence Scale Block Design test. Depression scores, gender, and whether or 

not an APOE ε4 allele was present did not consistently affect test scores. This work 

supports the notion that neuropsychological changes occurring early in AD can be 

studied in persons at risk for familial AD and that the changes observed parallel those 

seen in sporadic AD. In a large study of members of the Columbian family at risk for 

a PS1 mutation, 122 subjects received neuropsychological and genetic testing (Ardila 

et al. 2000). When the scores of mutation carriers (n = 40) were compared to those of 

noncarriers (n = 82), no differences were seen except on some measures of intrusions 

during verbal memory testing. When the 40 mutation carriers were divided into those 

with (n = 10) and without (n = 30) memory complaints, those with complaints scored 

worse on the MMSE, multiple verbal memory tests, and numerous other subtests.

In the study of Ringman et al. (2005), when the subjects were divided into tertiles 

depending on their age in relation to the typical age of dementia diagnosis in their 

family, only the oldest group that were a mean of 5 years prior to the age of diagnosis 

showed cognitive defi cits. This differs from the results of a similar study of persons at 

risk for frontotemporal dementia by virtue of the P301L tau mutation, in which sub-

jects carrying this mutation demonstrated defi cits in executive function characteristic 

of the disease as early as the second and third decades of life (Geschwind et al. 2001). 

As the typical age of onset of clinical disease in this latter family was in the 50s, it 

was argued that the early defi cits represented a developmental defi ciency due to the 

tau mutation. The absence of early cognitive differences in PS1 mutation carriers in 

the study of Ringman et al. might suggest that despite a potential role of PS1 in 

normal development, the mutations have their predominant effect later in life (e.g., 

as beta-amyloid accumulates). In the population studied by Ringman et al., however, 
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there was a tendency for PS1 mutation carriers to obtain less education overall than 

noncarriers (Ringman et al. 2007). Therefore, it is still possible that subtle cognitive 

defi cits not detectable with standard neuropsychological testing or psychiatric differ-

ences (e.g., depression or reduced motivation; Ringman et al. 2004) in young PS1 

mutation carriers might adversely impact academic achievement. Furthermore, taking 

into account the family-specifi c age of onset allows the more accurate prediction of 

decline.

FAD due to mutations in the gene for PS2 are rare with much data coming from 

studies of different persons with a single mutation that represents a founder effect 

traced to Germans living in the Volga region of Russia (Bird et al. 1988). PS2 has the 

oldest (Lippa et al. 2000) and most variable (Sherrington et al. 1996; Ezquerra et al. 

2003) age of onset. A neuropsychological study of one family with the M239V substi-

tution in the PS2 gene found anosognosia, visuospatial agnosia, apraxia, and fl uent 

aphasia in the affected proband (Giovagnoli et al. 2006). Of three related preclinical 

mutation carriers, one was judged to have normal cognition, another had constructive 

apraxia, and the third had spatial perception and memory defi cits. These authors 

concluded posterior cortical areas were disproportionately involved in this family.

Though there are some clinical differences between FAD and sporadic AD of older 

onset, the cognitive defi cits are similar and any differences present appear to be quan-

titative in nature rather than qualitative. The study of FAD therefore provides a model 

for the disease from the molecular level to the clinical level.

Apolipoprotein E

The gene coding for APOE is polymorphic in human populations, with three alleles 

predominating. The epsilon 3 (ε3) allele is the most common, followed by the ε4, with 

the ε2 allele being least common. In Caucasian populations, the estimated allele 

frequencies are 78%, 14%, and 8% respectively (Utermann et al. 1980), though this 

frequency varies in different ethnic groups (Gamboa et al. 2000). Early studies of APOE 

function focused on its role in lipid transport (Davignon et al. 1988), and in the early 

1990s, an association was observed between the presence of the ε4 allele and increased 

risk for and decreased onset age of AD (Corder et al. 1993). Furthermore, this effect is 

dose dependent, with the presence of two copies of the ε4 allele conferring a greater 

risk than one copy. This effect has been replicated in multiple populations (Murrell 

et al. 2006), though some studies in non-Caucasian populations either fail to show 

this effect (Tang et al. 1998; Gureje et al. 2006) or show a weaker effect (Harwood 

et al. 1999) than is seen in Caucasians. A relatively decreased risk for AD is seen with 

the ε2 allele. This observation is equally compatible with a “protective” effect of the 

ε2 allele or the interpretation that the ε2 allele indicates a baseline risk with the ε3 

allele conferring an increased risk and the ε4 allele a higher risk still.
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The mechanisms by which different APOE isoforms infl uence the risk of AD is 

another area of active exploration. The simultaneous presence of an ε4 allele has been 

shown to decrease the age of onset of dementia in persons carrying PS1 mutations 

(Pastor et al. 2003), PS2 mutations (Wijsman et al. 2005), and DS (Prasher et al. 1997). 

Studies in which multivariate statistics were used to study the interactions of APOE 

genotype, age, gender, education, cognitive status, and various measures of AD pathol-

ogy suggest that the effect of APOE on clinical status is at least dramatically diminished 

after accounting for the degree of AD pathology (Bennett et al. 2003; 2005). These 

authors concluded that the effect of APOE status on dementia risk is mediated in large 

part through an effect on augmenting AD pathology. However, there is also evidence 

that the ε4 allele confers a higher risk for cognitive sequelae in head trauma (Jordan 

et al. 1997), Parkinson’s disease (Harhangi et al. 2000), and coronary bypass surgery 

(Newman et al. 1995), as well as a higher risk of stroke (McCarron et al. 1999) and 

Parkinson’s disease (Li et al. 2004), and is associated with a more aggressive course in 

amyotrophic lateral sclerosis (Moulard et al. 1996) and multiple sclerosis (Chapman 

et al. 2001). In control subjects, APOE genotype has been shown to affect cognition 

(Wetter et al. 2005), focal resting cerebral glucose metabolism (Reiman et al. 2004, 

Small et al. 1995), and cognitive activation related focal cerebral blood fl ow as 

measured with functional magnetic resonance imaging (Bookheimer et al. 2000). The 

extent to which this refl ects incipient AD or some other effect of the APOE ε4 

isoform is uncertain. These observations indicate that at least some of the effect of 

APOE on the clinical manifestations of AD may not be through a direct effect on AD 

pathology.

Multiple lines of research have suggested pleiotropic roles for the APOE protein in 

Aβ processing as well as in neuronal growth and repair. Consistent with a putative 

direct effect of APOE on Aβ processing and neuritic pathology, the degree of brain 

amyloid deposition in mice transgenic for the V717F APP mutation was depend-

ent on the APOE isoform that they also expressed (Holtzman et al. 2000). Specifi -

cally, mice expressing no APOE showed substantially less neuritic degeneration than 

those with either mouse or human APOE. Furthermore, those expressing human APOE 

developed fi brillar Aβ deposits and neuritic plaques at a younger age, and those 

expressing the ε4 isoform had a greater than tenfold increase in fi brillar Aβ deposits. 

In addition to increasing Aβ deposition, APOE ε4 could also contribute to cognitive 

defi cits by making the brain more susceptible to damage by Aβ. Long-term potentia-

tion (LTP) is a model for learning that can be studied in hippocampal slices in vitro. 

A group of investigators demonstrated that LTP in such preparations from mice trans-

genic for human APOE ε4 was more inhibited by exogenously applied oligomeric Aβ42 

than it was in slices from mice transgenic for ε3 or ε2 (Trommer et al. 2005).

Other studies have demonstrated effects of APOE ε4 that appear to be indepen-

dent of the Aβ processing pathway. Mice (not transgenic for any human FAD genes 
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and thus not developing amyloid pathology) expressing the APOE ε4 isoform showed 

learning impairments compared to wild type and those expressing the ε3 isoform 

(Raber et al. 1998). Other pathways through which the APOE ε4 isoform might con-

tribute to susceptibility of the nervous system to damage is by inducing hyperphos-

phorylation of tau (Tesseur et al. 2000b) and neurofi brillary pathology (Huang et al. 

2001), interfering with axonal transport (Tesseur et al. 2000a) and neurite outgrowth 

(Nathan et al. 1995), or by increasing sensitivity to excitotoxin-induced injury (Buttini 

et al. 1999). It has been argued that the tertiary structure of the ε4 isoform allows for 

interaction of domains that does not occur in the ε3 and ε2 isoforms, and this altered 

stereochemistry underlies its pathological effects (Mahley et al. 2006). In any case, the 

APOE ε4 allele seems to contribute to neurological impairment through both AD-

related and AD-independent pathways.

Putative Susceptibility Genes

In this chapter and in other writings, AD of onset after age 65 that does not clearly 

have a fully penetrant autosomal dominant mode of inheritance is frequently referred 

to as late-onset, “sporadic” AD. However, we have seen that variations in the APOE 

gene account for, or at least contribute to, many of these apparently sporadic cases. 

Even when controlling for APOE status, many late-onset cases appear to have a genetic 

contribution, and it has been estimated that greater than 30% and possibly even 

greater than 70% of the genetic variance in AD is due to genetic loci that have not 

yet been identifi ed (Daw et al. 2000). In order to identify these loci, several large 

studies are currently under way, including the U.S. National Institute on Aging Late-

Onset Alzheimer Disease study. To date, many putative linkages with several chromo-

somal loci have been made including 6p21, 9q22, 10q24, and 11q23 (Bertram and 

Tanzi 2004), though none are currently as robust and replicable as that for the APOE 

locus.

In a candidate approach study of polymorphisms in three genes in the 9q22 region, 

Bertram et al. (2005) identifi ed a single nucleotide polymorphism in an intronic region 

of the gene coding for ubiquilin 1 (UBQLN1) that was signifi cantly associated with 

AD in two distinct populations. This alteration, in turn, was associated with a dose-

dependent increase in messenger RNA for UBQLN1 that lacked exon 8. A role for 

UBQLN1 in APP traffi cking has recently been reported (Hiltunen et al. 2006). Within 

the chromosome 10q24 region is the gene coding for insulin degrading enzyme (IDE), 

which has been demonstrated to function in breaking down Aβ as well as insulin. 

Some investigators have found associations between specifi c IDE variants and AD, 

though others have not (Bertram and Tanzi 2004).

More recently, intronic variants of the gene coding for SORL1, a receptor involved 

in the intracellular traffi cking of APP, have been associated with an increased risk of 
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late-onset AD in multiple populations (Rogaeva et al. 2007). Though the mechanisms 

of this association are not fully understood, it is thought that the intronic variants 

lead to differential expression of SORL1 in neurons. Decreased SORL1 expression may 

lead to increased release of APP into late endosomal pathways where it is subject to 

Aβ-generating cleavage.

Implications for Clinical Practice

Though much has been revealed about the genetics of AD in the last fi fteen years, 

much remains to be discovered. These fi ndings have elucidated many aspects of the 

etiology and pathophysiology of AD, but how have they helped us concerning diag-

nosis and treatment of individual patients? When patients present with a young-onset 

form of dementia reminiscent of AD, particularly when a family history consistent 

with autosomal dominant inheritance is present, testing for FAD mutations should be 

considered. As alterations in PS1 are by far the most common, testing for such muta-

tions should be considered fi rst. Testing for APP and PS2 mutations is now commer-

cially available in the United States as well. Though such results will not necessarily 

affect the therapeutic interventions implemented in the affected patient, testing can 

help family members understand the illness and, with appropriate consultation, may 

augment their ability to plan for and cope with the situation. It is important that 

family members understand in advance of testing that a positive result for an FAD 

mutation has important implications for their own risk of the disease.

In persons in whom the diagnosis of AD is clinically suspected, adding APOE 

genotyping to a comprehensive diagnostic workup can increase specifi city, though at 

a potential cost to sensitivity (Mayeux et al. 1998). It is important, however, that APOE 

genotyping not be employed as a lone diagnostic test without appropriate ancillary 

testing (mental status evaluation including assessments for depression, imaging, etc.). 

Because of the uncertainty regarding whether persons carrying or not carrying the 

APOE ε4 genotype will ultimately develop AD, APOE genotype in asymptomatic 

persons is currently not recommended (Greely 1999). The utility of doing so in the 

future is the topic of the ongoing Risk Evaluation and Education for Alzheimer’s 

Disease study (LaRusse et al. 2005).

Conclusions

Despite our extensive knowledge regarding the genetic underpinnings of AD, creating 

a transgenic animal that recapitulates the behavioral and pathological manifestations 

of the illness has proven diffi cult. It is signifi cant that one of the best animal models 

of AD, featuring the cognitive decline, amyloid plaques, and neuritic pathology, as 

well as NFTs and neuronal loss, is the triple transgenic mouse in which pathogenic 
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alterations of the APP, PS1, and tau genes have been introduced (Oddo et al. 2003). 

This underscores the genetic complexity of AD and suggests that the common form 

of late-onset AD may similarly arise from a combination of multiple, not yet identifi ed 

genes. In addition to the genetic contributions to AD discussed above, many environ-

mental risk factors have also been identifi ed (Launer 2006). Like many other illnesses, 

AD therefore appears to be truly multifactorial in origin. It has emerged as a polyge-

netic disease that can be considered a model for many other conditions.
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11 Pharmacogenetic Approaches to Neurocognition in Schizophrenia

Katherine E. Burdick and Anil K. Malhotra

In psychiatry, variable and often incomplete treatment response is a major concern. 

A signifi cant number of psychiatric patients experience chronic psychotic and affec-

tive symptoms that do not completely remit even when taking adequate doses of 

medication. In addition, intolerable side effects are common in a proportion of 

patients treated with psychotropic medications, with limited alternative treatments 

available to control the symptoms of the disease. Moreover, negative symptoms and 

cognitive impairment are persistent in a majority of patients with schizophrenia, do 

not respond robustly to medications, and are directly and strongly related to func-

tional disability. The resulting cost to society is enormous, making this a major mental 

health crisis of critical importance to researchers and clinicians alike (Wyatt et al. 

1995).

In schizophrenia, little is known about the correlates of drug response, and patients 

frequently endure long delays between treatment initiation and clinical effi cacy, 

setting up a “waiting game” without a priori odds of success or failure. The fi eld of 

pharmacogenetics has emerged with the goal of providing an opportunity to identify 

biological predictors of treatment response to inform clinical decision making for 

patients who suffer from these severely debilitating and often inadequately treated 

illnesses. Additionally, the identifi cation of genetic markers of treatment response or 

medication intolerability may simultaneously offer new insight into the molecular 

mechanisms of psychotropic drug action.

There are a number of advantages to using a pharmacogenetics approach in dissect-

ing the heterogeneity of treatment response in psychiatry (Malhotra et al. 2004). These 

include (1) the stability of genotypic information over the life span and its impervi-

ousness to clinical symptoms, medication exposure, and other environmental or social 

infl uences; (2) the recent advancement of molecular genetic technologies, making 

genotyping relatively cost-effi cient, rapid, and accurate, with coverage spanning the 

entire human genome; and (3) the ease with which DNA samples can be collected in 

very large samples in the context of clinical trials, allowing for the power to detect 
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underlying genetic differences in smaller subgroups of patients who do or do not 

respond adequately to a given medication.

Phenotypic Candidates for Pharmacogenetic Studies

To date, there have been a relatively limited number of molecular genetic studies of 

drug response in patients with schizophrenia. The primary outcome measures of most 

of these investigations have been related to the clinical effi cacy of antipsychotic medi-

cations and the development of adverse reactions. In this chapter, rather than review-

ing the literature with regard to the pharmacogenetics of antipsychotics, we will turn 

our focus to the future and to the potential use of pharmacogenetics to predict treat-

ment response to medications that target one of the key intermediate phenotypes of 

schizophrenia—namely, cognitive impairment.

One of the diffi culties inherent in genetic approaches to schizophrenia has been 

adequately defi ning the phenotype for examination. For example, there is substantial 

diagnostic heterogeneity in patients with schizophrenia, which contributes to a weak-

ened signal in genetic studies, and more precise diagnostic subtyping of patients may 

not be feasible because of power issues related to limitations in sample size. For phar-

macogenetics, the defi nitions for primary outcome measures of treatment response 

are often arbitrary, and the reliability of the measurement of these phenotypes may 

be limited. However, unlike clinical symptom effi cacy assessments, neurocognitive 

tests are standardized, reliable instruments that can be readily administered to large 

samples with relative objectivity. Further, neurocognition represents an ideal treat-

ment target in patients with schizophrenia, as it is extremely prevalent and profound 

(Keefe et al. 2006). Moreover, cognitive function appears to be globally affected in 

schizophrenia, and defi cits have been shown to directly relate to quality of life by 

impacting on daily functioning in psychosocial, occupational, and independent living 

domains (Green 1996).

From the perspective of molecular genetics approaches, cognitive impairment in 

schizophrenia has emerged as a well-characterized quantitative trait with converging 

evidence of a strong genetic component (Glahn et al. 2006), which is discussed at 

length in chapter 9. The underlying etiology of cognitive dysfunction in schizophrenia 

has not yet been elucidated; however, data support a neurodevelopmental model in 

which genetic factors play a signifi cant role. Cognitive defi cits in patients with schizo-

phrenia are present during the prodromal phase (the period prior to onset of the full 

syndrome; Lencz et al. 2006), very early in the course of the disease (Bilder et al. 2000), 

and during remission of clinical symptomatology. Moreover, impaired cognition has 

been demonstrated to occur in unaffected family members of patients with schizo-

phrenia, supporting a role for a genetic component in the etiology of these defi cits 

(Trandafi r et al. 2006).
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Recent studies have begun to focus on the critical potential to intervene pharma-

cologically and to directly target cognitive impairment in patients with schizophre-

nia. Initial evidence that atypical, or second-generation antipsychotics (SGAs), may 

signifi cantly improve cognitive function in patients with schizophrenia (Bilder et al. 

2002a; Harvey et al. 2003; 2004; 2005; Malhotra et al. 2006) has recently been chal-

lenged by data from large-scale clinical trials (Keefe et al. 2007). A recently com-

pleted study sponsored by the National Institute of Mental Health, Clinical 

Antipsychotic Trials of Intervention Effectiveness (CATIE), compared the neurocog-

nitive effects of four SGAs (olanzapine, n = 211; risperidone, n = 183; quetiapine, 

n = 181; and ziprasidone, n = 93) and one typical antipsychotic (perphenazine, 

n = 149) in patients with chronic schizophrenia. Results indicated that all of the 

antipsychotic treatment groups demonstrated only a small improvement in global 

neurocognitive function following two months of treatment, with no signifi cant 

difference between groups. In fact, after eighteen months of treatment, the typical 

antipsychotic perphenazine demonstrated a slight advantage over the SGAs, with an 

effect size of approximately one half of a standard deviation improvement, a magni-

tude of change which is commonly used as a cutoff for clinically signifi cant 

improvement. These data suggest that while the SGAs are unlikely to negatively 

impact cognitive performance in patients with schizophrenia, improvement in the 

group as a whole is modest at best, with effect sizes similar to those reported in sub-

jects receiving a placebo in other controlled trials, suggesting that practice effects, 

or improvement due to previous exposure to the testing materials, may have con-

founded early studies (Keefe et al. 2007). These data suggesting an important role 

for practice effects in studies of neurocognitive function are addressed in two recent 

studies. In the fi rst study, a putative cognitive enhancer, donepezil, did not demon-

strate a signifi cant cognitive advantage over placebo, with marked improvements in 

neurocognitive test performance in both groups (Keefe et al. 2008). A second study 

demonstrated no cognitive benefi t of olanzapine or risperidone in fi rst-episode 

patients with schizophrenia, as compared with a control group that also underwent 

repeated test administration, despite the fact that both groups’ cognitive perfor-

mance improved from baseline (Goldberg et al. 2006).

Of particular interest from a pharmacogenetics perspective, several demographic and 

clinical factors which may at least in part be genetically infl uenced contributed to 

neurocognitive improvement in a subset of CATIE patients. Specifi cally, poorer neu-

rocognitive performance at baseline and higher estimated premorbid intellect signifi -

cantly predicted greater cognitive improvement, suggesting that a subgroup of patients 

who demonstrate a deteriorating course of disease with regard to cognitive function 

may receive the most cognitive benefi t from antipsychotic treatment. Consistent with 

this, we have recently reported that genetic factors may contribute to deteriorating 

versus stable cognitive profi les in patients with schizophrenia (Burdick et al. 2007), 
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suggesting a possible genotypically distinct group for potential targeting in cognitive 

enhancement studies of schizophrenia.

Pharmacogenetics of Cognition: Dopaminergic Agents

As dopaminergic dysfunction is believed to be a primary abnormality in patients with 

schizophrenia, particularly with regard to executive function and working memory 

defi cits (Weinberger et al. 1988), dopaminergic agents represent one class of drugs that 

might prove useful in enhancing cognition in schizophrenia. The SGAs are potent 

dopamine receptor antagonists and may have a modest effect on cognition, at least 

in some patients. To date, there have been three published studies that have evaluated 

a molecular genetic predictor of cognitive response to SGAs in patients with schizo-

phrenia (Bertolino et al. 2004; T. W. Weickert et al. 2004; Woodward et al. 2007). In 

each of these studies, a candidate gene approach was utilized with a focus on the gene 

that codes for catechol-O-methyltransferase (COMT), an enzyme critical in the meta-

bolic pathway of the catecholaminergic neurotransmitters dopamine and norepineph-

rine. Several studies have demonstrated an association of COMT with schizophrenia 

(Fan et al. 2005) and with cognitive function in patients with schizophrenia (Egan 

et al. 2001; Bilder et al. 2002b), unaffected relatives of patients with schizophrenia 

(Rosa et al. 2004), and healthy volunteers (Malhotra et al. 2002; Tsai et al. 2003; Egan 

et al. 2001).

Bertolino et al. (2004) reported that COMT Val158Met genotype predicted working 

memory performance and dorsolateral prefrontal cortical activation in 20 patients 

with schizophrenia after treatment with olanzapine. The pattern of results suggested 

that patients with the 158Met allele, which presumably is associated with increased 

availability of dopamine in prefrontal cortex (Chen et al. 2004), demonstrated 

improved performance on the N-back and more effi cient prefrontal physiology as 

compared with 158Val carriers. Consistent with these fi ndings, T. W. Weickert et al. 

(2004) reported an effect of the same allele (158Met) on working memory in a placebo-

controlled, counterbalanced, within-subject study of 20 inpatients with schizophrenia. 

Specifi cally, 158Met homozygotes showed a signifi cant improvement in cognitive 

performance after the administration of both fi rst- and second-generation antipsy-

chotic medications relative to their own performance in a placebo condition. In 

contrast, 158Val homozygotes showed no such improvement.

More recently, Woodward et al. (2007) described a large-scale prospective study of 

86 patients with schizophrenia who were treated with clozapine for six months. 

Patients were genotyped for COMT Val158Met and completed a battery of neuro-

cognitive measures at baseline, six weeks, and six months. Results converge with previ-

ous data, with 158Met carriers demonstrating signifi cantly improved cognitive 

performance on measures of executive function and working memory as compared with 



Pharmacogenetic Approaches to Neurocognition in Schizophrenia 249

158Val homozygotes after six months of clozapine treatment. Taken together, these 

data suggest that while the cognitive benefi t of the atypical antipsychotic medications 

may be very modest at the group level, there may exist a molecularly defi ned subgroup 

of patients for whom these agents represent effi cacious cognitive enhancers.

Information derived from the functionality of the COMT Val158Met polymorphism 

at the neurotransmitter level has been the basis for at least two studies aimed more 

directly at the COMT effect on cortical dopamine. Mattay et al. (2003) demonstrated 

that, in healthy control subjects, individuals homozygous for the 158Val allele ben-

efi ted from the administration of amphetamine, a dopamine–norepinephrine trans-

porter blocker which results in increased dopamine availability at the synapse, on 

measures of working memory and prefrontal activation parameters, while the perfor-

mance of 158Met homozygotes did not improve or, in some cases, deteriorated with 

amphetamine exposure. This is convergent with a genotype effect noted in the oppo-

site direction when patients are administered antipsychotic medications that antago-

nize dopamine, such that 158Met carriers receive benefi cial effects and 158Val carriers 

do not (Bertolino et al. 2004; T.W. Weickert et al. 2004; Woodward et al. 2007). This 

is also consistent with a well-described inverted-U functional response curve to manip-

ulating dopamine levels in the prefrontal cortex (Williams and Goldman-Rakic 1995; 

Goldman-Rakic 1998). These data are consistent with results from follow-up work 

conducted by the same group, in which tolcapone, a CNS-penetrant COMT inhibitor, 

was administered to 47 healthy subjects and resulted in improvement on a measure 

of verbal memory in 158Val carriers. In contrast, 158Met homozygotes’ performance 

tended to worsen after tolcapone exposure (Apud et al. 2006). While there is a poten-

tial to utilize novel approaches such as these to enhance cognition in healthy subjects, 

the cost–benefi t ratio has thus far restricted their application in clinical samples. Most 

problematic, amphetamine may exacerbate psychosis in patients with schizophrenia 

and in some cases may induce psychosis in unaffected relatives of schizophrenia 

patients (Abi-Dargham 2004), while tolcapone has serious adverse effects on the liver 

and thus does not represent an ideal agent for common use.

Pharmacogenetics of Cognition: Glutamatergic Agents

Glutamate is another neurotransmitter that has been a primary focus of cognitive 

enhancement studies, as there is a substantial body of evidence suggesting that cogni-

tive dysfunction is associated with abnormalities in the glutamatergic system in the 

brain. The glutamatergic system is mediated by multiple families of ion channels, with 

the n-methyl-d-aspartate (NMDA) receptor site fi guring prominently in synaptic plas-

ticity (Liu et al. 2004). NMDA-receptor-based long-term potentiation is believed to 

represent the cellular basis of learning and memory (Cotman et al. 1988), and when 

it is disrupted using NMDA receptor antagonists such as ketamine, learning and 
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memory defi cits are prominent in mice and in humans (Malhotra et al. 1996). Taken 

together, these data suggest that treatments augmenting NMDA-receptor-mediated 

neurotransmission may improve cognition in patients with schizophrenia.

To date, pharmacological studies investigating pharmacological glutamatergic 

agents designed to specifi cally target cognition have been somewhat inconsistent. 

Preliminary results of placebo-controlled clinical trials with D-serine, an NMDA 

agonist, provided evidence of its effi cacy in schizophrenia. Tsai et al. (1998) assessed 

the effects of D-serine in a double-blind, placebo-controlled trial in 31 patients with 

schizophrenia when added to their current antipsychotic regimen, which included 

both typical and atypical antipsychotics. They reported signifi cant improvement in 

the D-serine group for positive, negative, and cognitive symptoms, as well as improve-

ment on a measure of executive function. More recently, Heresco-Levy et al. (2005) 

reported signifi cant improvement in all symptom domains, including cognitive and 

negative symptoms, when D-serine was added to the commonly prescribed SGAs ris-

peridone or olanzapine in 39 patients with schizophrenia. To date there is one nega-

tive study of D-serine, which randomized 65 acutely exacerbated patients to D-serine 

versus sarcosine (a glycine transporter inhibitor) versus placebo and demonstrated no 

effect for D-serine, while sarcosine was superior to placebo (Tsai et al. 2004). Finally, 

in a recently published large-scale study of 157 patients with schizophrenia or schizoaf-

fective disorder, Buchanan and colleagues (2007) compared two other agents with 

action at the glycine site of the NMDA receptor, D-cycloserine and glycine, with 

placebo. Results indicated no overall differences on measures of cognition or negative 

symptoms for either active agent as compared with placebo, suggesting that neither 

glycine nor D-cycloserine are effective in treating negative and cognitive symptoms 

of schizophrenia.

Although results are inconsistent, both positive and negative studies suggest that 

there may be a subset of patients with schizophrenia who benefi t from treatment 

targeting the NMDA receptor. For example, upon further investigation of the statisti-

cally signifi cant effects of D-serine versus placebo in the Heresco-Levy et al. (2005) 

study, only 14 of the 39 patients treated with D-serine demonstrated a clinically 

meaningful change in symptoms, suggesting that individual clinical response may not 

be fully represented by analyses at the group level. Genetic factors might explain a 

proportion of the variance in treatment response to these agents. While there are a 

number of candidate genes that might be appropriate as potential molecular predictors 

of response to D-serine, via their impact on the glutamatergic system, dysbindin 1 

(DTNBP1) represents one of the strongest candidate genes for schizophrenia to date 

(for review, see Norton et al. 2006) and may also be specifi cally associated with cogni-

tion (Burdick et al. 2006; 2007; Donohoe et al. 2007).

The gene for dysbindin 1 (DTNBP1) is located at 6p22.3 and has been signifi cantly 

associated with schizophrenia in several studies (Norton et al. 2006). While the specifi c 
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role of DTNBP1 in the CNS is unknown, dysbindin 1 is expressed widely in the brain, 

including regions in the frontal cortex, temporal cortex, hippocampus, caudate, 

putamen, nucleus accumbens, amygdala, thalamus, and midbrain (C. S. Weickert 

et al. 2004). Preliminary data suggest that DTNBP1 genotype may impact upon the 

glutamatergic neurotransmitter system through reduced DTNBP1 expression (Bray et 

al. 2005). Decreased DTNBP1 expression has been demonstrated in patients with 

schizophrenia in prefrontal cortex and hippocampus, brain regions that have been 

linked to cognitive symptom pathology (C. S. Weickert et al. 2004). Furthermore, 

Numakawa and colleagues (2004) recently demonstrated that DTNBP1 is localized to 

presynaptic glutamatergic terminals in the hippocampus, where it interacts with 

binding partners to modulate the release of glutamate. These authors further showed 

that a dysbindin knockdown model resulted in reduced glutamatergic neurotransmis-

sion, thought to be caused by suppression of presynaptic proteins involved in intracel-

lular vesicle traffi cking. These data suggest that DTNBP1 may serve as a modulator of 

treatment response to NMDA receptor agents in patients with schizophrenia.

Further evidence for DTNBP1 as a potential predictor of treatment response in 

studies of cognitive enhancement is derived from data demonstrating that DTNBP1 

variation infl uences cognitive performance in patients with schizophrenia (Burdick 

et al. 2006; 2007; Donohoe et al. 2007) and in healthy subjects (Burdick et al. 2006). 

In previous work by our group, a six-locus DTNBP1 haplotype (CTCTAC) was associ-

ated with schizophrenia and schizoaffective disorder in Caucasian subjects (Funke et 

al. 2004). Subsequently, we examined the relationship between this risk haplotype 

and cognition (Burdick et al. 2006) and found that the risk haplotype was associated 

with nearly a half standard deviation decrement in general cognitive ability (g) both 

in patients with schizophrenia and in healthy controls (see fi gure 11.1). Risk haplotype 

carriers performed worse than noncarriers in every cognitive domain, including atten-

tion, memory, and executive function. Moreover, the risk haplotype was nearly twice 

as frequent (28.3% frequency vs. 14.4% frequency, respectively) in a “cognitive defi cit” 

group of patients (defi ned as performance ≥1 standard deviation below the mean of 

healthy controls) compared to the group of “cognitively spared” patients who did not 

meet this threshold.

Additionally, in a second study (Burdick et al. 2007), we assessed cognitive decline 

(change in intellect over the disease course) in 183 Caucasian schizophrenia patients 

using a proxy measure of premorbid intelligence (IQ) with which current general 

cognitive ability (g) was compared. We found that schizophrenia patients who carry 

the CTCTAC risk haplotype demonstrated a signifi cantly greater decline in IQ (residual 

mean change = 13.5 ± 13.6) as compared with noncarriers.

Our data are consistent with linkage results suggesting that the chromosomal region 

that encompasses DTNBP1 is associated with IQ in healthy subjects (Posthuma et al. 

2005) and cognitive defi cits in schizophrenia (Hallmayer et al. 2005), as well as a 



252 K. E. Burdick and A. K. Malhotra

candidate gene study demonstrating that a protective DTNBP1 haplotype was associ-

ated with higher educational attainment (Williams et al. 2004). Finally, in an Irish 

cohort, Donohoe et al. (2007) reported that their DTNBP1 risk haplotype was associ-

ated with poorer performance on a measure of spatial working memory in patients 

with schizophrenia. Taken together, these data suggest that DTNBP1 infl uences cogni-

tion in a global fashion and may impact upon the severity of intellectual decline in 

schizophrenia.

A number of other schizophrenia susceptibility genes have been implicated in glu-

tamatergic neurotransmission and may represent future targets for pharmacogenetic 

studies of neurocognitive function. For example, the candidate gene G72/G30—now 

known as D-amino acid oxidase activator (DAOA)—plays an important role in the 

activation of D-amino acid oxidase and regulates endogenous D-serine (Chumakov 

et al. 2002). DAOA has also been shown to have an impact on risk for schizophrenia 

(Detera-Wadleigh and McMahon 2006) and infl uence working memory and hippo-

campal activation in patients with schizophrenia (Goldberg et al. 2006), making this 

another candidate gene of great interest with regard to predicting glutamatergic cogni-

tive enhancement in patients with schizophrenia. In addition, the type II metabo-

tropic glutamate receptor 3 (GRM3) gene, located on 7q21.1-q21.2, has been associated 

with risk for schizophrenia in some (Martie et al. 2002; Fuji et al. 2003; Egan et al. 

2004; Chen et al. 2005), but not all (Norton et al. 2005; Schwab et al. 2008), studies 

to date. Further, in the study by Egan and colleagues (2004), the A allele at the GRM3 
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Figure 11.1

DTNBP1 risk haplotype and g: global cognitive functioning (g) in subjects with and without the 

DTNBP1 CTCTAC risk haplotype. Z-scores are standardized using the standardized mean = 0 and 

standard deviation = 1 from the healthy volunteer sample, such that lower values refl ect worse 

performance. Error bars represent the 95% confi dence interval. The overall effect of genotype is 

signifi cant at p = 0.008, and the subject type by genotype interaction is not signifi cant. (Modifi ed 

from Burdick et al. 2006)
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locus rs6465084 was associated not only with increased risk for schizophrenia but also 

with reductions in in vivo measures of prefrontal N-acetyl aspartate measures, impaired 

cognition, ineffi cient activation of dorsolateral prefrontal cortex during working 

memory, and reduced activation of hippocampus during episodic memory. Additional 

data from postmortem brain tissue also revealed an association of the A allele with 

reductions in EAAT2 messenger RNA levels. Taken together with a recent report of an 

epistatic interaction between COMT and GRM3 (Tan et al. 2007), these data suggest 

that GRM3 may play a role in both glutamatergic and dopaminergic systems critical 

to neurocognitive functioning. Indeed, there are currently studies ongoing to assess 

the effi cacy of MGluR2/3 agonists in patients with schizophrenia (Schoepp 2006).

Complications and Confounds

There are several diffi culties inherent in molecular genetic studies in psychiatry. At 

the forefront of these issues remains the somewhat arbitrary defi nition of the pheno-

type, specifi cally with regard to diagnostic categorization. The use of the Diagnostic 

and Statistical Manual of Mental Disorders, fourth edition, categories has proved limiting 

in the discovery of susceptibility genes to date, with a number of leading candidates 

crossing diagnostic boundaries (i.e., Disrupted in Schizophrenia 1, Neuregulin 1, G72, 

COMT ). This highlights the importance of the identifi cation of, and thorough evalu-

ation of, specifi c features of disease that either might differentiate illnesses from one 

another (negative symptoms, cyclicity) or, in contrast, might represent a trait common 

to more than one diagnostic entity (i.e., cognitive impairment, changes in brain struc-

ture and function). The use of intermediate phenotypes in this way may lead to 

molecular-based strategies for dissecting the heterogeneity of the diagnostic pheno-

type and might allow for the application of pharmacogenetic strategies that are specifi c 

to the traits of the disease that are most debilitating and diffi cult to treat.

Moreover, as the era of genome-wide association (GWA) has arrived and technology 

is advancing at an astounding rate, questions regarding the optimal genetic approach 

to use for studies in psychiatric genetics and pharmacogenetics are ubiquitous. Should 

single-marker studies be considered a thing of the past? Will whole-genome scans be 

underpowered by necessity? Should investigations target specifi c loci with known 

functional consequences or cast a wide net? As tractable biological pathways are being 

identifi ed that involve multiple, interacting genes, should our approach be to focus 

in on the pathways that are involved in the pathophysiology of the disease or are 

known to be a target for a particular drug of interest, or will this approach limit truly 

novel fi ndings?

The answers to these questions may be largely dependent on the specifi c aim of any 

given study. Pharmacogenetic studies are limited by sample sizes, more so than other 

types of molecular genetic investigations. While it remains unclear the absolute 
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minimum number of subjects needed to conduct a meaningful whole genome analysis 

in a complex, polygenic disorder such as schizophrenia, most pharmacogenetics 

studies include samples on the order of 10× fewer than many case–control association 

studies, making the GWA approach somewhat less feasible than candidate gene 

approaches. While candidate gene approaches may fall rapidly out of favor in disease-

based studies, this may continue to represent a useful approach in pharmacogenetics. 

Specifi cally, as the mechanism of action is known for certain pharmacological agents, 

an a priori biological target might be more readily established in pharmacogenetic 

studies as compared with studies aimed at identifi cation of disease susceptibility loci. 

Moreover, the rapidly emerging data on epistasis and gene pathway mapping is likely 

to open new doors in pharmacogenetic studies and in samples that are inherently 

limited by study design.

Looking forward, there are several potential strategies that might help to establish 

an ideal pharmacogenetics design, although some are more feasible than others. Previ-

ous pharmacogenetic efforts have typically focused on samples of convenience (i.e., 

those from ongoing, large-scale clinical trials). These studies, specifi cally designed with 

the hope of generalizability, inherently include heterogeneous samples, making 

add-on pharmacogenetics aims more diffi cult to achieve. A priori design of a “model” 

pharmacogenetic trial would follow along different guidelines than many of the estab-

lished clinical trials. First, inclusion of a more homogeneous sample would be desired, 

specifi cally with regard to factors such as age, sex, race, ethnicity, and any other 

genetic factors that might infl uence the outcome measure. Second, a single-arm design 

for treatment, with a fi xed dosing regimen and measurement by precise drug plasma 

levels, would allow for a clear interpretation of outcome measures. Third, detailed 

assessment of primary outcome measures, as well as adverse effects of medications, 

would allow for greater sensitivity, with frequent evaluations scheduled to allow for 

data analytic strategies beyond last observation carried forward. Specifi c to cognition 

as a primary outcome, samples should be matched on baseline IQ, and the issue of 

practice effects should be considered at the outset of the trial. Ideally, repeated admin-

istration of the testing battery prior to treatment would lessen the potential for prac-

tice effects during the treatment phase; however, it would also be critical to utilize 

neurocognitive measures that would be unlikely to result in ceiling effects (optimized 

performance) in this type of design to ensure that there is room for improvement 

above and beyond that expected by practice.

Other specifi c issues to consider in designing pharmacogenetic studies depend 

largely on the overall aim of the trial. In the case that a specifi c candidate gene is 

being targeted for cognition, any previous association to specifi c cognitive markers 

should be considered with regard to chosen outcome measures. For example, studies 

of COMT would ideally include several measures sensitive to prefrontal cortical dopa-

mine availability such as the N-back, while a trial focusing on the dopamine receptor 
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D2 (DRD2) gene might preferentially include measures of subcortical dopaminergic 

function including psychomotor and processing speed tasks such as grooved pegboard 

or fi nger tapping. In contrast, more global measures, such as g or composite scores, 

might be considered optimal in a study of the DTNBP1 gene. Nonetheless, whenever 

cognition is the primary outcome, it remains important to include “control” measures 

of cognition to tap into each domain without making too many a priori assumptions 

about gene function. Finally, in studies designed around a specifi c marker within a 

candidate gene, it would be prudent to recruit subjects based on prospective genotyp-

ing to provide for optimal power and to limit the need for oversampling.

Advancing technology in genomics and our increasing knowledge of the functional 

consequences of variation at the genetic level will undoubtedly provide a basis for 

advancement of our treatment of the clinical symptoms of complex disorders such as 

schizophrenia. Despite the complications and numerous potential confounds of 

molecular genetic investigations, pharmacogenetics continues to offer the opportunity 

for data-driven treatment strategies that may allow for personalized medicine in the 

not too distant future.
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