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1.1 PREAMBLE

The concept of composites has attracted the interest of both the engineers and the business
professionals. To engineers, composites are the opportunity to create designer materials with
palettes of properties that cannot be found in existing mineral materials. To the business
professional, composites offer unprecedented business growth especially in areas where
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unprecedented material properties are in high demand. Not surprisingly, the aerospace
market is one of the largest and arguably the most important to the composites industry.
Commercial aircraft, military aircraft, helicopters, business jets, general aviation aircraft,
and spacecraft all make substantial use of high-performance composites. The aerospace
usage of high-performance composites has experienced a continuously growing over
several decades (Figure 1).

(a)

(c)

(b)

FIGURE 1 Increase of the weight content of composites in aircraft structures over a 30-year time span: (a) trends
in military aircraft composite usage [1]; (b) trends in civil aircraft composite usage [2]; (c) breakdown of weight con-
tent by material types in Boeing 787 and Airbus A350 XWB [3].
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Composites have good tensile strength and resistance to compression, making them
suitable for use in aircraft manufacture. The tensile strength of the material comes from its
fibrous nature. When a tensile force is applied, the fibers within the composite line up
with the direction of the applied force, giving its tensile strength. The good resistance to
compression can be attributed to the adhesive and stiffness properties of the matrix which
must maintain the fibers as straight columns and prevent them from buckling.

1.2 WHY AEROSPACE COMPOSITES?

The primary needs for all the advanced composites used in aerospace applications remain
the same, i.e., lighter weight, higher operating temperatures, greater stiffness, higher
reliability, and increased affordability. Some other special needs can be also achieved only
with composites, like good radio-frequency compatibility of fiberglass radomes and low-
observability airframes for stealth aircraft.

High-performance composites were developed because no single homogeneous
structural material could be found that had all of the desired attributes for a given
application. Fiber-reinforced composites were developed in response to demands of the
aerospace community, which is under constant pressure for materials development in order
to achieve improved performance. Aluminum alloys, which provide high strength and
fairly high stiffness at low weight, have provided good performance and have been the
main materials used in aircraft structures over many years. However, both corrosion and
fatigue in aluminum alloys have produced problems that have been very costly to remedy.
Fiber-reinforced composites have been developed and widely applied in aerospace applica-
tions to satisfy requirements for enhanced performance and reduced maintenance costs.

1.3 WHAT ARE AEROSPACE COMPOSITES?

Aerospace composites are a class of engineered materials with a very demanding palette
of properties. High strength combined with low weight and also high stiffness are com-
mon themes in the aerospace composites world. Nowadays, engineers and scientists thrive
to augment these high-performance mechanical properties with other properties such as
electric and thermal conductivity, shape change, self-repair capabilities, etc.

1.3.1 Definition of Aerospace Composites

From a pure lexical point of view, “composites” seem to have a variety of definitions and
there is no completely universal accepted one. One school prefers the word composite to
include only those materials consisting of a strong structural reinforcement encapsulated
in a binding matrix, while the purists believe that the word composite should include
everything except homogeneous or single-phase materials. In a generic sense, a composite
material can be defined as a macroscopic combination of two or more distinct materials,
having a recognizable interface between them. One material acts as a supporting matrix,
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while another material builds on this base scaffolding and reinforces the entire material.
Thus, the aerospace definition of composite materials can be restricted to include
only those engineered materials that contain a reinforcement (such as fibers or particles)
supported by a matrix material.

Fiber-reinforced composites, which dominate the aerospace applications, contain rein-
forcements having lengths much greater than their thickness or diameter. Most
continuous-fiber (or continuous-filament) composites, in fact, contain fibers that are com-
parable in length to the overall dimensions of the composite part. Composite laminates are
obtained through the superposition of several relatively thin layers having two of their
dimensions much larger than their third.

High-performance composites are composites that have superior performance com-
pared to conventional structural materials such as steel, aluminum, and titanium.
Polymer matrix composites have gained the upper hand in airframe applications,
whereas metal matrix composites, ceramic matrix composites, and carbon matrix
composites are being considered for more demanding aerospace applications such as
aero-engines, landing gear, reentry nose cones, etc. However, there are significant dis-
similarities between polymer-matrix composites and those made with metal, ceramic,
and carbon matrices. Our emphasis in this book will be on polymer matrix composites
for airframe applications.

Polymer matrix composites provide a synergistic combination of high-performance
fibers and moldable polymeric matrices. The fiber provides the high strength and modulus
while the polymeric matrix spreads the load as well as offers resistance to weathering
and corrosion. Composite tensile strength is almost directly proportional to the basic
fiber strength, whereas other properties depend on the matrix�fiber interaction. Fiber-
reinforced composites are ideally suited to anisotropic loading situations where weight is
critical. The high strengths and moduli of these composites can be tailored to the high
load direction(s), with little material wasted on needless reinforcement.

1.3.2 High-Performance Fibers for Aerospace Composites Applications

Fiber composites offer many superior properties. Almost all high-strength/high-stiffness
materials fail because of the propagation of flaws. A fiber of such a material is inherently
stronger than the bulk form because the size of a flaw is limited by the small diameter of the
fiber. In addition, if equal volumes of fibrous and bulk material are compared, it is found that
even if a flaw does produce failure in a fiber, it will not propagate to fail the entire assem-
blage of fibers, as would happen in the bulk material. Furthermore, preferred orientation
may be used to increase the lengthwise modulus, and perhaps strength, well above isotropic
values. When this material is also lightweight, there is a tremendous potential advantage
in strength-to-weight and/or stiffness-to-weight ratios over conventional materials.

Glass fibers were the first to be considered for high-performance applications because
of their high strength when drawn in very thin filaments. Considering that bulk glass is
quite brittle, the surprising high strength of these ultra-thin glass fibers gave impetus to
this line of research. Subsequently, a variety of other high-performance fibers have been
developed: S-glass fibers (which are even stronger that ordinary E glass), aramid (Kevlar)
fibers, boron fibers, Spectra fibers, etc.
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The fiber that has eventually attained widespread usage in aerospace composites has been
the carbon fiber (a.k.a. graphite fiber) that is used in carbon-fiber reinforced polymer (CFRP)
composites. High-strength, high-modulus carbon fibers are about 526 µm in diameter and
consist of small crystallites of “turbostratic” graphite, one of the allotropic forms of carbon.
Two major carbon-fiber fabrication processes have been developed, one based on polyacrylo-
nitrile (PAN), the other based on pitch. Refinements in carbon-fiber fabrication technology
have led to considerable improvements in tensile strength (B4.5 GPa) and in strain to
fracture (more than 2%) for PAN-based fibers. These can now be supplied in three basic
forms, high modulus (B380 GPa), intermediate modulus (B290 GPa), and high strength
(with a modulus of B230 GPa and tensile strength of 4.5 GPa). The tensile stress�strain
response is elastic up to failure, and a large amount of energy is released when the fibers
break in a brittle manner. The selection of the appropriate fiber depends very much on the
application. For military aircraft, both high modulus and high strength are desirable. Satellite
applications, in contrast, benefit from the use of high-modulus fibers that improve stiffness
and stability of reflector dishes, antennas, and their supporting structures.

1.3.3 High-Performance Matrices for Aerospace Composites Applications

The desirable properties of the reinforcing fibers can be converted to practical application
when the fibers are embedded in a matrix that binds them together, transfers load to and
between the fibers, and protects them from environments and handling. The polymeric
matrices considered for composite applications include both thermosetting polymers
(epoxy, polyester, phenolic, polyimide resins) and thermoplastic polymers (polypropylene,
Nylon 6.6, polymethylmethacrylate a.k.a. PMMA, polyetheretherketone a.k.a. PEEK). In
current aerospace composites, the epoxy thermosetting resin has achieved widespread uti-
lization; however, efforts are under way toward the introduction of thermoplastic poly-
mers which may present considerable manufacturing advantages.

The polymeric matrix of aerospace composites performs a number of functions such as
(i) stabilizing the fiber in compression (providing lateral support); (ii) conveying the fiber prop-
erties into the laminate; (iii) minimizing damage due to impact by exhibiting plastic deforma-
tion and providing out-of-plane properties to the laminate. Matrix-dominated composite
properties (interlaminar strength, compressive strength) are reduced when polymer matrix is
exposed to higher temperatures or to the inevitable absorption of environmental moisture.

1.3.4 Advantages of Composites in Aerospace Usage

The primary advantage of using composite materials in aerospace applications is the weight
reduction: weight savings in the range of 20�50% are often quoted. Unitization is another
advantage: it is easy to assemble complex components as unitized composite parts
using automated layup machinery and rotational molding processes. For example, the single-
barrel fuselage concept used in Boeing 787 Dreamliner is a monocoque (“single-shell”)
molded structure that delivers higher strength at much lower weight.

Aerodynamic benefits can be achieved with composites that were impossible
with metals. The majority of aircraft control-lift surfaces have a single degree of curvature
due to limitation of metal fabrication techniques. But further improvements in aerodynamic
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efficiency can be obtained by adopting a double-curvature design, e.g., variable-camber
twisted wings. Composites and modern molding tools allow the shape to be tailored to
meet the required performance targets at various points in the flying envelope.

The tailoring of mechanical properties along preferential stress directions is an extraordi-
nary design advantage offered by aerospace composites that cannot be duplicated in isotro-
pic metallic airframes. Aerospace composites can be tailored by “layup” design, with
tapering thicknesses as needed to maintain optimal strength-to-weight ratio (Figure 2a). In
addition, local reinforcing layup can be placed at required orientation at design hot spots.

A further advantage of using composites in airplane design is the ability to tailor the
aeroelastic behavior to further extend the flying envelope. This tailoring can involve
adopting specialized laminate configurations that allow the cross-coupling of flexure and
torsion such that wing twist can result from bending and vice versa. Modern analysis
techniques allow this process of aeroelastic tailoring, along with strength and dynamic

Ref. axis
(spanwise)

90º 0º±45º

Spanwise bending moment

Torque

Vertical
shear

(a)

(b) (c)

FIGURE 2 Unique advantages of using composites in aerospace structures: (a) the concept of strength and stiff-
ness tailoring along major loading directions in an aircraft wing actual wing buildup processes [1]; (b) automated
fiber placement (AFP) [4]; (c) advanced tape laying (ATL) [5].
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stiffness (flutter) requirements to be performed automatically with a minimum of post-
analysis testing and verification

Thermal stability of composites is another advantage that is especially relevant in CFRP
composites. The basic carbon fiber has a small negative coefficient of thermal expansion
(CTE) which, when combined with the positive CTE of the resin yields the temperature
stability of the CFRP composite. This means that CFRP composites do not expand or
contract excessively with rapid change in the environmental temperature (as, for example,
during the climb from a 90�F runway to 267�F at 35,000 ft altitude in a matter of minutes).

Another major advantage of using high-performance composites in aerospace applica-
tion is that the problems of combined fatigue/corrosion that appear in conventional air-
frames are virtually eliminated. High-performance polymeric composites do not corrode
and the fatigue life of fibrous materials is much higher than that of bulk materials.
Nonetheless, environmental effects will eventually affect the matrix polymeric material
and some form of fatigue (though different from that of metals) will develop in the com-
posite. However, fracture of composite materials seldom occurs catastrophically without
warning as it does in some metallic alloys. In composites, fatigue and fracture is a progres-
sive phenomenon with substantial damage (and the accompanying loss of stiffness) being
widely dispersed throughout the material before final failure takes place.

1.3.5 Fabrication of Aerospace Composites

Most carbon-fiber composites used in safety-critical primary structures are fabricated by
placing uncured layer upon layer of unidirectional plies to achieve the design stacking
sequence and orientation requirements. A number of techniques have been developed for
the accurate placement of the composite layers in or over a mold, ranging from labor-
intensive hand layup techniques to those requiring high capital investment such as auto-
matic fiber placement (AFP, Figure 2b) and in advanced tape laying (ATL, Figure 2c)
equipment. Large cylindrical and conical shapes can be obtained through AFP or ATL fab-
rication over rotating molding mandrels. AFP and ATL machines operate under numerical
control and significant effort is being directed laying complicated contoured surfaces.

After been laid up in the mold, the uncured composite is subjected to polymerization by
exposure to temperature and pressure. This is usually done in an autoclave, a pressure vessel
designed to contain a gas under pressures and fitted with a means of raising the internal tem-
perature to that required to cure the resin. Vacuum bagging is also generally used to assist
with removing trapped air and organic vapors from the composite. The process produces
structures of low porosity, less than 1%, and high mechanical integrity. Large autoclaves
have been installed in the aircraft industry capable of housing complete wing or tail sections.

Alternative lower-cost non-autoclave processing methods are also being investigated
such as vacuum molding (VM), resin transfer molding (RTM), vacuum-assisted RTM
(VARTM), and resin film infusion (RFI). The vacuum molding processes make use of
atmospheric pressure to consolidate the material while curing, thereby obviating the need
for an autoclave. The RTM process lays out the fiber reinforcement as a dry preform into a
mold and then lets the polymeric resin infiltrate into the preform. The composite systems
suitable for vacuum-only processing are cured at 60�120�C and then post-cured typically
at 180�C to fully develop the resin properties. The RTM process is assisted by resin
temperature fluidization, pumping pressure, and vacuum suction at specific mold vents.
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1.4 EVOLUTION OF AEROSPACE COMPOSITES

Development of advanced composites for aerospace use has been both costly and poten-
tially risky; therefore, initial development was done by the military where performance is
the dominant factor. The Bell-Boeing V-22 Osprey military transport uses 50% composites,
whereas Boeing’s C-17 military transport has over 7300 kg of structural composites.
Helicopter rotor blades and the space program were among the early adopters of compo-
sites technology (Figure 3).

(a)

(b)

Titanium cap

Titanium leading edge

Nickel erosion capGlass fiber
tip fittings
molded in place

Nomex honeycomb core

Polyurethane closure rib

Typical outboard airfoil section

Glass fiber “D” spar
De-icer blanket

Nose balance weight

Replaceable nickel erosion cap

Glass fiber thermoplastic
loop closures

Center filler

Glass fiber cross-plied
inner torsion wrap

Unidirectional glass fiber straps (4)

Spar/Root end construction details

Graphite cross-plied
torsion stiffener

Glass fiber cross-plied
outer torsion wrap

Tip details

Graphite cross-plied
spar stiffener

FIGURE 3 Early usage of composites in aerospace primary structures: (a) CH-46 helicopter main rotor blade;
(b) composite bay-bay doors on the Space Shuttle [6].
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As service experience with the use of advanced composites has accumulated, they have
started to penetrate into the civilian aerospace usage. Composites have flown on commercial
aircraft safety-critical primary structures for more than 30 years, but only recently have they
conquered the fuselage, wing-box, and wings. This evolutionary process has recently culmi-
nated with the introduction of “all-composite” airliners, the Boeing 787 Dreamliner and the
Airbus A350 XWB, which have more than 80% by volume composites in their construction.

Early composite designs were replicas of the corresponding metallic parts and the
resulting high production costs jeopardized their initial acceptance. Expensive raw materi-
als (“exotic” fibers and specialty resins) as well as labor-intensive hand layup techniques
contributed to these high initial costs. The production cost was further increased by the
machining and drilling difficulties since these new fibrous materials behaved radically dif-
ferent than metals under these circumstances. Since this cost is in direct relation to the
number of assembled parts, design and manufacturing solutions were sought to reduce the
part count and the number of associated fasteners. Automated layup methods, integrally
stiffened structures, co-cured or co-bonded of substructures, and the use of honeycomb
sandwich solutions have decreased the part count by order of magnitudes while revealing
the manufacturing advantages of using composites instead of conventional metals.

1.4.1 Early Advances

World War II promoted a need for materials with improved structural properties. In
response, fiber-reinforced composites were developed. By the end of the war, fiberglass-
reinforced plastics had been used successfully in filament-wound rocket motors and in
various other structural applications. These materials were put into broader use in the 1950s,
and initially seemed to be the only viable approach available for the elimination the problems
of corrosion and crack formation observed in high-performance metallic structures.

1.4.2 Composite Growth in the 1960s and 1970s

Although developments in metallic materials have led to some solutions to the crack
and corrosion problems, fiber-reinforced composites continued to offer other benefits to
designers and manufacturers. The 1960s and 1970s have experience a flurry of research into
the development of a variety of advanced fiber for high-performance composites such as
boron, S-glass, Spectra fiber, and Kevlar fibers. But the fiber that had eventually captured
the market was the carbon fiber (a.k.a. graphite fiber) because of its excellent strength and
modulus weight ratios and relative manufacturing ease. However, early industrial imple-
mentation of carbon-fiber development was not without surprises as, for example, their
unique impact behavior, discovered by Rolls Royce in the 1960s when the innovative RB211
jet engine with carbon-fiber compressor blades failed catastrophically due to bird strikes.

In large commercial aircraft, composites have found application because of the weight
considerations that were highlighted by the energy crisis of the 1970s. Spurred by these
events, the use of composites in the aerospace industry has increased dramatically since
the 1970s. Traditional materials for aircraft construction include aluminum, steel, and tita-
nium. The primary benefits that composite components can offer are reduced weight and
assembly simplification. The performance advantages associated with reducing the weight
of aircraft structural elements has been the major impetus for military aviation composites
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development. Although commercial carriers have increasingly been concerned with fuel
economy, the potential for reduced production and maintenance costs has proven to be a
major factor in the push toward composites. Composites are also being used increasingly
as replacements for metal parts and for composite patch repairs on older aircraft.

1.4.3 Composites Growth Since the 1980s

Since 1980s, the use of high-performance polymer-matrix fiber composites in aircraft struc-
tures has grown steadily, although not as dramatically as initially predicted. This is despite
the significant weight-saving and other advantages that advanced composites could pro-
vide. One reason for the slower-than-anticipated advancement might be that the aircraft
components made of aerospace composites have a higher cost than similar structures made
from aerospace metals. Other factors include the high cost of certification of new compo-
nents and their relatively low resistance to mechanical damage, low through-thickness
strength, and (compared with titanium alloys) temperature limitations. Thus, metals have
continued to be favored for many airframe applications. CFRP composites have eventually
emerged as the most favored advanced composite for aerospace applications. Although the
raw material costs of this and similar composites are still relatively high, their advantages
over metals in both strength-to-weight ratio, tailored design, and unitized manufacturabil-
ity are increasingly recognized. Nonetheless, competition remains intense with continuing
developments in structural metals such as aluminum alloys: improved toughness and cor-
rosion resistance; new lightweight alloys (such as aluminum lithium); low-cost aerospace-
grade castings; mechanical alloying leading to high-temperature alloys; and superplastic
forming. For titanium, powder preforms, casting, and superplastic-forming/diffusion
bonding are to be mentioned. Advanced joining techniques such as laser and friction stir
welding, automated riveting techniques, and high-speed (numerically controlled) machin-
ing also make metallic structures more affordable. And the use of hybrid metal�composite
combinations (such as the GLARE1 material used on Airbus A380) which seems to have the
best of both worlds also gains popularity with certain designers.

1.5 TODAY’S AEROSPACE COMPOSITES

Though the growth has not been as fast as initially predicted, the penetration of high-
performance composites into the civilian aerospace has been steady on a continuous
upward trend. The drivers for lightweight aircraft structures have continued to push engi-
neers and scientists in looking for unprecedented structural solutions and materials. These
major drivers for lightweight structures have been nicely summarized in the 2001 study of
the Advisory Council of Aeronautical Research in Europe (ACARE) which identified the
aeronautical research needs to be achieved by 2020 [7]. The ACARE goals include: (i) noise
reduction to one-half of current average levels; (ii) elimination of noise nuisance outside
the airport boundary by quieter aircraft; (iii) a 50% reduction in CO2 emissions per
passenger-kilometer (which means a 50% cut in fuel consumption in the new aircraft of

1GLARE is a proprietary glass-reinforced fiber metal laminate material.
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2020); and (iv) an 80% reduction in nitrogen oxide (NOX) emissions. A more detailed
vision of the aerospace goals in the 2050 time frame is given in the report “Flightpath
2050: Europe’s Vision for Aviation” [8]. Similar requirements have been put forward in the
United States and elsewhere. As a result, the civilian aerospace industry is now producing
large almost all-composite passenger aircraft like the Boeing 787 Dreamliner and Airbus
A350 XWB airliners (Figure 4). These unprecedented engineering achievements have over
80% composites by volume.

(a)

(b)

Boeing 787 Dreamliner

FIGURE 4 Composite content of all-composite airliners: (a) Boeing 787 Dreamliner has B80% by volume
(B50% by weight) composites [9]; (b) Airbus A350 XWB has B83% by volume (B52% by weight) composites [10].
The lower by-weight ratio is due to the fact that other materials are much heavier than composites.
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The main features of the Boeing 787 and Airbus A350 XWB are briefly discussed in the
following sections.

1.5.1 Boeing 787 Dreamliner

The Boeing 787 Dreamliner (Figure 5) is a family of long-range, midsize wide-body, twin-
engine jet airliners that can seat 242�335 passengers in a typical three-class seating config-
uration. This aircraft, the world’s first major commercial airliner to use composite materi-
als as the primary material in its airframe, is Boeing’s most fuel-efficient airliner [11]. The
Boeing 787 maiden flight took place on December 15, 2009, and completed flight testing in
mid-2011. Final Federal Aviation Administration (FAA) and European Aviation Safety
Agency (EASA) type certification was received in August 2011 and the first 787-8 model
was delivered to All Nippon Airways in September 2011.

The Boeing 787 aircraft is 80% composite by volume. By weight, the material contents is
50% composite, 20% aluminum, 15% titanium, 10% steel, and 5% other [11]. Aluminum is
used for the wing and tail leading edges; titanium is used mainly on engines and fasten-
ers, with steel used in various areas.

Each Boeing 787 aircraft contains approximately 32,000 kg of CFRP composites, made
with 23 tons of carbon fiber [11]. Composites are used on fuselage, wings, tail, doors, and
interior. Boeing 787 fuselage sections are laid up on huge rotating mandrels (Figure 6a).
AFP and ATL robotic heads robotically layers of carbon-fiber epoxy resin prepreg to con-
toured surfaces. Reinforcing fibers are oriented in specific directions to deliver maximum
strength along maximum load paths. The fuselage sections are cured in huge autoclaves.
The resulting monocoque shell has internal longitudinal stiffeners already built in
(Figure 6b,c). This highly integrated structure requires orders of magnitude less fasteners
than the conventional built-up airframes. Similar composite manufacturing techniques are
applied to the wings.

FIGURE 5 Boeing 787 Dreamliner [12].
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(a)

(b)

(c)

FIGURE 6 Composite fuselage of the Boeing 787 Dreamliner: (a) the fuselage barrel is a continuous construc-
tion build on a rotating mandrel through automated tape laying [13]; (b) the resulting monocoque shell has inter-
nal longitudinal stiffeners already built in [12]; (c) the highly integrated internal structure of the fuselage requires
orders of magnitude less fasteners than the conventional built-up airframes [11].
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Boeing 787 has composite wings with raked wingtips where the tip of the wing has a high-
er degree of sweep than the rest of the wing. This aerodynamic design feature improves
fuel efficiency and climb performance while shortening takeoff length. It does this in
much the same way that winglets do, by increasing the effective aspect ratio of the wing
and interrupting harmful wingtip vortices thus decreasing the amount of lift-induced drag
experienced by the aircraft. This capability of applying various camber shapes along the
wing span as well as a double-curvature configuration is particular to composite wings
and cannot be efficiently achieved in metallic wings.

1.5.2 Airbus A350 XWB

The Airbus A350 XWB (Figure 7) is a family of long-range, midsize wide-body twin-
engine jet airliners that can seat 250�350 passengers in a typical three-class seating config-
uration. The Airbus A350 XWB maiden flight took place on June 14, 2013. The Airbus
A350 XWB received EASA type certification in September 2014 and FAA certification in
November 2014. The first Airbus A350 XWB was delivered to Qatar Airways in December
2014 with the first commercial flight in January 2015 [14].

The Airbus A350 XWB airframe includes a range of advanced materials: composites in the
fuselage, wings and tail; aluminum�lithium alloys in floor beams, frames, ribs and land-
ing gear bays; titanium alloys in main landing gear supports, engine pylons, and some
attachments. The Airbus A350 XWB fuselage section has a four-panel construction such
that the major fuselage sections are created by the assembly of four large panels which are
joined with longitudinal riveted joints (Figure 8). The fuselage composite panels are
mounted on composite fuselage frames. Airbus designers see in this approach a better
management of construction tolerances when the jetliner’s composite fuselage sections
come together on the final assembly. Another perceived benefit of the four-panel concept
might be the improved reparability in operational service, as an individual panel can be
replaced in the event of significant damage�avoiding major repair work that could require
extensive composite patching.

FIGURE 7 Airbus A350 XWB [15].
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The Airbus A350 XWB has composite wings with a blended tip winglets thus departing
significantly from Airbus’s traditional wingtip fences. The wings curve upward over the
final 4.4 m in a “sabre-like” shape. This capability of applying various camber shapes
along the wing span as well as a double-curvature configuration is particular to composite
wings and cannot be efficiently achieved in metallic wings.

1.6 CHALLENGES FOR AEROSPACE COMPOSITES

Though greatly popular and very attractive for development, the aerospace composites activ-
ity is not without challenges. Some of these challenges could be grouped in safety concerns,
not surprisingly since the commercial use of composites in flight-critical primary structures is
still at the beginning. Other challenges are related to future developments, where composites
are expected to deliver the “unobtainium” material that would make our engineering dreams
come true. Both of these challenges are briefly discussed in the following section.

(a)

(b)

FIGURE 8 Airbus A350 XWB four-panel concept: (a) one of the four panels [16]; (b) fuselage assembled from
four panels [15].
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1.6.1 Concerns About the Aerospace Use of Composites

Several concerns have been voiced about the aerospace use of composites. One issue that
has been raised concerns barely visible damage (BVD), i.e., damage of the composite mate-
rial that cannot be detected by preflight visual inspection (a routine procedure that identi-
fies dents and other damages on current metallic aircraft). In fact, composite materials
may suffer internal damage due to a low-velocity impact (e.g., a tool drop during routine
maintenance) without any obvious changes to its surface.

Another often voiced concern is about the fact that the polymeric matrix constituent of
the composite materials may collect moisture and change its properties over time.
Moisture may also accumulate in matrix microcrack and minor delaminations between the
layers of the composite laminate. As the aircraft goes at altitude and temperature drops
below freezing, this trapped water would expand and promote further microcracking.
Over several flight cycles, the freezing and unfreezing phenomenon will make cracks to
expand and eventually cause delamination.

The aircraft designers are well aware of these issues and all necessary measures are
being taken to maintain the aircraft safety and integrity. These measures have included
extensive testing under accelerated climatic and environmental conditions to ensure that
the composite will maintain its integrity over the whole design life of the aircraft. In some
cases, these measures may also have included excessive design factors such that considera-
tions other than pure operational stress and strain have been dominant in sizing some
composite aircraft parts.

Recent technology has provided a variety of reinforcing fibers and matrices that can be
combined to form composites having a wide range of very exceptional properties. In
many instances, the sheer number of available material combinations can make selection
of materials for evaluation a difficult and almost overwhelming task. In addition, once a
material is selected, the choice of an optimal fabrication process can be very complex.

1.6.2 The November 2001 Accident of AA Flight 587

The Nov. 2001 Accident of AA flight 587 is one of the worst aviation accidents on US soil
resulting in the death of all 260 people aboard the aircraft and five people on the ground
[17]. On November 12, 2001, the Airbus A300-600 of American Airlines flight 587 crashed
in Queens, New York City, shortly after takeoff [18]. The aircraft vertical stabilizer (tail fin)
detached from the aircraft causing the aircraft to crash. The A300-600 vertical stabilizer is
connected to the fuselage with six attaching points (Figure 9). Each point has two sets of
attachment lugs, one made of composite material, another of aluminum, all connected by
a titanium bolt; damage analysis showed that the bolts and aluminum lugs were intact,
but not the composite lugs [18]. This, coupled with two events earlier in the life of the air-
craft, namely delamination in part of the vertical stabilizer prior to its delivery from
Airbus’s Toulouse factory and an encounter with heavy turbulence in 1994, caused investi-
gators to examine the use of composites [18].
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The possibility that the composite materials might not be as strong as previously supposed
was a cause of concern because they are used in other areas of the plane, including the
engine mounting and the wings. Tests carried out on the vertical stabilizers from the accident
aircraft, and from another similar aircraft, found that the strength of the composite material
had not been compromised, and the National Transportation Safety Board (NTSB) concluded
that the material had failed because it had been stressed beyond its design limit, despite
10 previous recorded incidents where A300 tail fins had been stressed beyond their design
limitation in which none resulted in the separation of the vertical stabilizer in-flight [18,20].

1.6.3 Fatigue Behavior of Composite Materials

Whereas aerospace metals, such as aluminum, have a well-known fatigue behavior, the
composites fatigue life is much more complicated and less understood. The aerospace
metallic materials have been extensively studied and their fatigue behavior is well under-
stood by now. The situation is drastically different in the case of composites. The fatigue
life of a metallic aircraft part can be directly deduced from two basic ingredients: (i) knowl-
edge of the aluminum fatigue data and (ii) knowledge of cyclic stress distribution. In the
case of metallic materials, the ingredient (i) i.e., the material fatigue data, is well known and

(a)

(b)

FIGURE 9 Composite vertical stabilizer lug (tail fin) broken during the AA flight 587 of Airbus A300-600 in
Queens, New York City, November 12, 2001: (a) vertical stabilizer (tail fin) attachment point; (b) close-up of center
vertical stabilizer attachment clevis at crash site [19].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

17Sec. 1.6 Challenges for Aerospace Composites



easily accessible. In the case of composites, the ingredient (i), i.e., the composite fatigue
data, is far from being universally understood. In fact, the fatigue behavior of a composite
material depends not only on that of its constituent fibers and matrix, but also on the layup
sequence and hence it may vary from part to part. This observation explains in simple
terms why the aerospace composites fatigue still remains a very fruitful research topic.

Nonetheless, the basic fatigue superiority of composites over the metals exists due to
the fact that a fibrous material is less susceptible to catastrophic failure than a conventional
metal. So far, the aircraft designers have relied on extensive certification tests and proce-
dures to ensure that the composite materials used in their designs have an adequate
fatigue behavior such that the aircraft safety is always ensured. However, these certifica-
tion procedures are lengthy and expensive; for that reason, the introduction of other com-
posite solutions is currently somehow retarded and certain conservatism exists with
the tendency of using only the solutions that have been already certified and approved.
This situation will persist until a better way of designing and in-service monitoring of
aerospace composites is implemented.

1.6.4 The Future of Composites in Aerospace

When it comes to aerospace, composite materials are here to stay. With ever increasing
fuel costs and environmental regulations, commercial flying remains under sustained pres-
sure to improve performance, and weight reduction is a key factor for achieving this goal.
With their excellent strength-to-weight ratio, advanced composites are an obvious choice.
Beyond the day-to-day operating costs, the aircraft maintenance programs are a heavy bur-
den on the airline budgets. Aircraft maintenance can be simplified by the reduction of
component count and elimination of corrosion issues. Again, composites are the obvious
choice. The competitive nature of the aircraft construction business ensures that any oppor-
tunity to reduce operating costs is explored and exploited wherever possible. Competition
also exists in the military, with continuous pressure to increase payload and range, flight
performance characteristics, and “survivability,” in both airplanes and missiles.

Composite technology continues to advance, and the advent of new fiber and matrix types
as well as new manufacturing techniques is certain to accelerate and extend composite usage.
Several research and development areas are of special interest to both scientists and engineers.

One technological shortcoming that requires a solution is the elimination of mechanical
fasteners from the composite assemblies. At present, even the Boeing 787 and the Airbus
A350 XWB still use thousands of mechanical fasteners during assembly. Why not use
adhesive bonding? Because, in order to ensure safety, current certification requirements
mandate that proof must be made that each and every adhesively bonded joint will not sepa-
rate and cause structural failure should it reach its critical design load. Using mechanical
fasteners is still the easiest and least expensive way to meet certification requirements.
However, the full realization of cost and weight savings through composite materials will
only be attained if our scientific understanding and technical trust in bonded joints reaches
the point where certification can be attained without additional fasteners.

One of the most exciting upcoming opportunities for aerospace composites is in the com-
mercial space flight arena. For example, the Virgin Galactic LLC air-launch space travel
concepts consider all-composite solutions consisting of a space vehicle (VSS Enterprise)
being launched at altitude from a carrier aircraft (the White Knight) [21].
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Future composite aircraft are envisaged to be able to change their shape as required by the
flight regime in which they operate. Figure 10a shows several artist renderings resulting
from NASA morphing aircraft program [22,23]; one notices that the straight wide-span
double wings are needed for short takeoff and landing morph into a single swept-wing
required for high-speed flight, as well as the appearance of individual winglets as required
for fast maneuvers. Thus, a morphing aircraft would be able to change its shape as needed
by various flight profiles in which it has to operate.

Figure 10b presents a futuristic aircraft concept originating from one of the major
aircraft manufacturers [24]. Besides special aerodynamic contours that are only possible
through the use of composites, this aircraft concept also displays a network of sensors
and interconnects that, similar to the animal nervous system, would be able to collect

(a)

(b)

FIGURE 10 Composites-enabled future aircraft: (a) NASA morphing aircraft program aims at changing the
aircraft shape as needed by various flight profiles [22,23]; (b) artist rendering of Airbus future composite aircraft
concept [24].
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data about the aircraft state of health, relay it to a central unit, and advise appropriate
corrective actions and/or future maintenance scheduling. Such an aircraft nervous is also
depicted in Figure 10b, with the additional proviso that self-repairing aerospace compo-
sites are being considered in order to restore the composite aircraft to its full initial
capability.

1.7 ABOUT THIS BOOK

This book addresses the field of structural health monitoring (SHM) and presents a review
of the principal means and methods for SHM of aerospace composite structures. This very
challenging issue is addressed in a step-by-step way such as the readers will become grad-
ually aware of all the aspects of the problem as they progress through the book. The pres-
ent introductory chapter has given an overview of why and how composites are used in
the aerospace industry.

The next three chapters dealt with the analysis of composite behavior and response.
Chapter 2 is dedicated to the discussion of fundamental aspect of composite materials.
Chapter 3 deals with the study of composite vibrations, which may be used for SHM
applications. Chapter 4 is dedicated to the study of wave propagation in thin-wall com-
posite structures. Attention was focused on the propagation of ultrasonic guided waves in
laminated composites which is an essential element of several SHM techniques discussed
in subsequent chapters.

Chapter 5 presents a review of damage and failure in aerospace composites. The chap-
ter starts with a discussion of basic failure mechanisms and then advances through the
treatment of various lamination and loading options. The tension damage and failure of a
unidirectional composite is discussed first. Then, tension damage and failure in a cross-
ply composite laminate is considered. Linear and nonlinear aspects are discussed starting
with the ply discount method and continuing with the discussion of matrix cracking,
interfacial stresses, local interface failure, delamination, etc. The characteristic damage
state (CDS) concept is introduced and the evolutionary decrease of stiffness with damage
accumulation is discussed. The next section of Chapter 5 deals with the analysis of fatigue
damage and the long-term behavior of aerospace composites. This is followed by the
discussion of compression fatigue and failure which is fundamentally different from the
tension behavior. The presentation of other composite damage types such as fastener hole
damage, impact damage, and damage specific to sandwich composites and adhesive
joints is done next. Chapter 5 ends with a discussion of what could and/or or should be
detected by a permanently installed SHM system and what should be expected to be
detected by the nondestructive inspection (NDI), nondestructive testing (NDT), and non-
destructive evaluation (NDE) processes during composite fabrication and during sched-
uled maintenance events.

Chapters 6�8 treat the subject of sensors that could be used for SHM of aerospace com-
posites. Chapter 6 deals with piezoelectric sensors, in particular the surface-mounted pie-
zoelectric wafer active sensors, a.k.a. PWAS. Chapter 7 covers fiber-optic sensors for SHM
of aerospace composites. The chapter starts with a cursory review of the major fiber optics
sensing principles, but attention is subsequently focused on fiber Bragg gratings (FBG)
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optical sensors, which have become the dominant fiber-optic sensing technology in SHM
applications. The fabrication of FBG sensors, the conditioning equipment used with FBG
sensors, and the FBG demodulation at ultrasonic frequencies, which is particularly impor-
tant for SHM applications, are discussed. Chapter 7 also covers other optical sensor types
with good potential for application in composite SHM system; of these, the distributed
optical fiber sensing based on optical time domain reflectometry and Rayleigh backscatter
are found of particular interest. Chapter 8 covers other sensors that could be used in aero-
space composites SHM. Of particular interest are the conventional resistance strain gages
and the electrical properties sensors.

Chapters 9 and 10 discuss methods for monitoring damage initiation and growth in
aerospace composites. Chapter 9 focuses on the detection of impact and acoustic emission
(AE) and on monitoring impact damage intensity and growth in aerospace composites.
This area of research has received extensive attention because of the drastic possible effects
of undetected BVD events. For impact monitoring, it was found that the passive sensing
diagnostics (PSD) approach can tell if an impact has taken place, locate the impact posi-
tion, and even estimate the impact intensity. Another aspect of the PSD methodology is
that AE events could also be detected with the same sensor network installation.
Simultaneous measurement of both AE and impact waves is also possible. The next part
of Chapter 9 is dedicated to the discussion of active sensing diagnostics (ASD) in which
the transducers installed on the composite structure are used to send interrogative wave
signals that interact with the damaged area and produce scatter waves that are picked up
by same and/or other transducers. The ASD methodology, which has similarities to
acousto-ultrasonics, has been used with piezo transmitters and piezo receivers, as well as
with piezo transmitters and fiber-optic receivers. Other methods for impact detection dis-
cussed in Chapter 9 include direct methods for impact damage detection, strain mapping
method for damage detection, vibration SHM methods, frequency transfer methods, and
local area sensing with the electromechanical impedance spectroscopy method. Also pre-
sented in Chapter 9 are electrical and electromagnetic methods used for impact damage
detection in aerospace composites. The detection of delaminations with the electrical resis-
tance method in CFRP composites was found to have received extensive attention in
the SHM community. This approach is specific to CFRP composites because their carbon
fibers have electrical conductivity which is imparted to the overall composite through the
fact that individual fibers embedded in the polymeric matrix make occasional contact
when bunched together in the composite system. This conductivity is changed by impact
damage and delaminations.

Chapter 10 covers the monitoring of fatigue damage of aerospace composites that may
appear during normal in-service operation of the composite aircraft or spacecraft. Such dam-
age may be due to operational loads and environmental factors and may result in a gradual
degradation of composite properties rather than the sudden changes that may appear due to
accidental events, like the impact damage discussed in the previous chapter. Chapter 10 starts
with a discussion of passive SHM methods, e.g., monitoring strain, acoustic emission, and
operational loads that were used in damage monitoring. The next major section of Chapter 10
dealt with monitoring the actual fatigue damage induced in the composite by repeated appli-
cation of service loads. Various passive SHM and active SHM methods for fatigue monitoring
are discussed including fiber-optic measurements, pitch-catch piezo measurements, and
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electrochemical impedance spectroscopy. The electrical resistance method is used to monitor
in service degradation and fatigue of CFRP composites. Early tests have shown that as
the CFRP material is fatigue loaded, its electrical resistance changes thus acting as a built-in
indicator of microcracks, delamination, and other fatigue damage taking place in the CFRP
composite. The last section of Chapter 10 covers a variety of methods used in the monitoring
of disbonds and delamination in composite patch repairs, composite adhesive joints, in
nonconductive GFRP composites, etc. Guided-wave measurements as well as dielectric
measurements are presented and briefly discussed.

A major conclusion of Chapter 10 is that monitoring of aerospace composites damage
that may appear during normal operation is possible, but this damage type has not received
as much attention as the monitoring of impact events and of resulting damage as discussed
in Chapter 9. However, this situation may change in the future as major airlines are
acquiring and entering into service new composite-intensive aircraft such as Boeing 787
Dreamliner and Airbus A350 XWB. Hence, the need for fundamental and applied research
into developing SHM methods for monitoring the in-service degradation and fatigue of
aerospace composites is likely to increase significantly. It is apparent that sustained
research programs for developing such methods and technologies should be put into place
such that the fruits of discovery are made available before dramatic events happen into
practice.

Overall, it can be said that, whereas NDE technology is a rather mature technology, the
SHM methodology and related technologies for aerospace composites have only just
started to emerge. Considerable further research is needed to mature the development of
aerospace composites SHM sensors and methods in order to achieve viable practical
implementation of this promising new technology.

The introduction of SHM systems and SHM methodology should contribute to lower
the maintenance costs of composite structures for which deterministic damage events,
types, and limit sizes are difficult to predict. SHM would also facilitate the introduction of
new composite materials and development of new composite structures by reducing the
uncertainty component of the aircraft design cycle.
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2.1 INTRODUCTION

Aerospace composite materials are made of high-strength fibers embedded in a polymeric
matrix. Glass-fiber-reinforced polymer (GFRP), carbon-fiber-reinforced polymer (CFRP),
and Kevlar-fiber-reinforced polymer (KFRP) are among the most common aerospace com-
posite materials.

Aerospace composite structures are obtained through the overlapping of several unidi-
rectional layers with various angle orientations as required by the stacking sequence.
Thus, we distinguish a stack of laminae (a.k.a. plies) bonded together to act as an integral
structural element. Each ply (a.k.a. lamina) may have its own orientation θ with respect to
a global system of axes x2 y (Figure 1). The information about the orientation of all the
plies in the laminate is contained in the stacking sequence. For example, ½0=90=45=245�s
signifies a laminate made of 0�, 90�, and 645� plies placed in a sequence that is symmetric
about the laminate mid-surface, i.e., 0�, 90�, 145�, 245�, 245�, 145�, 90�, 0�. This laminate
has N5 8 plies and its stacking vector is

½θ�5 0� 90� 145� 245� 245� 145� 90� 0� �t�
(1)

The plies in the stacking sequence may be of same composite material (e.g., CFRP) or of
different materials (e.g., some CFRP, some GFRP, others KFRP, etc.).
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The question that composites lamination theory has to answer could be stated as follows:
“Given a certain stacking sequence and a set of external loads, what is the structural
response of the composite laminate?” In order to address this question, we need to
analyze the mechanics of the composite laminate: first we would analyze the local
mechanics of an individual layer (a.k.a. lamina) and then apply a stacking analysis
(lamination theory) to determine the global properties of the laminated composite and its
response under load.

2.2 ANISOTROPIC ELASTICITY

This section recalls some basic definitions and relations that are essential for the analysis
of anisotropic elastic structures such as aerospace composites.

FIGURE 1 Composite laminates: (a) layup made up of a stack of composite laminae (a.k.a. plies) with various
orientations θ; (b) longitudinal, transverse, and shear definitions in a lamina (ply) [1].
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2.2.1 Basic Notations

@

@x
ðÞ5 ð � Þ0 and

@

@t
ðÞ5 ð � Þ (2)

δij 5
1 if i5 j

0 otherwise
ðKronecker deltaÞ

�
(3)

ð Þii 5 ð Þ11 1 ð Þ22 1 ð Þ33 ðEinstein implied summationÞ (4)

ð Þi;j 5
@ð Þi
@xj

ðdifferentiation shorthandÞ (5)

2.2.2 Stresses—The Stress Tensor

In x1x2x3 notations, the stress tensor is defined as

σij i; j5 1; 2; 3 ðstress tensorÞ (6)

where the first index indicates the surface on which the stress acts and the second index
indicates the direction of the stress; thus, σij signifies the stress on the surface of normal ~ei
acting in the direction ~ej. The strain tensor is symmetric, i.e.,

σji 5 σij i; j5 1; 2; 3 ðsymmetry of stress tensor in x1x2x3 notationsÞ (7)

The stress tensor can be represented in an array form as

σij

� �
5

σ11 σ12 σ13

σ13 σ22 σ23

σ13 σ23 σ33

2
64

3
75 (8)

The array in Eq. (8) was written with the symmetry properties of Eq. (7) already included.
In xyz notations, Eq. (6) is written as

σij i; j5 x; y; z (9)

Hence, Eq. (8) becomes

σij

� �
5

σxx σxy σxz

σxy σyy σyz

σxz σyz σzz

2
64

3
75 (10)

The stress symmetry in xyz notations is expressed as

σyx 5σxy σzy 5σyz σzx 5σxz ðsymmetry of stress tensor in xyz notationsÞ (11)
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2.2.3 Strain�Displacement Relations—The Strain Tensor

In x1x2x3 notations, the strain tensor is defined as

εij 5 1
2 ðui;j 1 uj;iÞ i; j5 1; 2; 3 (12)

where the differentiation shorthand Eq. (5) was used. In longhand, Eq. (12) is written as

εij 5
1

2

@ui
@xj

1
@uj
@xi

� �
i; j5 1; 2; 3 (13)

It is apparent that Eqs. (12), (13) are symmetric, i.e.,

εji 5 εij; i; j5 1; 2; 3 ðsymmetry of strain tensor in x1x2x3 notationsÞ (14)

The strain tensor can be represented in an array form as

εij
� �

5

ε11 ε12 ε13

ε12 ε22 ε23

ε13 ε23 ε33

2
64

3
75 (15)

In xyz notations, Eq. (15) is written as

εij
� �

5

εxx εxy εxz
εxy εyy εyz
εxz εyz εzz

2
64

3
75 (16)

which includes the symmetry relations in xyz notations, i.e.,

εyx 5 εxy; εzy 5 εyz; εxz 5 εzx ðsymmetry of strain tensor in xyz notationsÞ (17)

The elements of Eq. (16) are obtained from the expansion of Eq. (12), i.e.,

εxx 5
@ux
@x

εyy 5
@uy
@y

εzz 5
@uz
@z

εxy 5
1

2

�
@ux
@y

1
@uy
@x

�

εyz 5
1

2

�
@uy
@z

1
@uz
@y

�

εzx 5
1

2

�
@uz
@x

1
@ux
@z

�
(18)

2.2.4 Stress�Strain Relations

2.2.4.1 Stiffness Tensor; Compliance Tensor

The stress�strain displacement in tensor notations are written as, i.e.,

σij 5 cijklεkl i; j5 1; 2; 3 (19)
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where the Einstein implied summation rule of Eq. (4) applies. The term cijkl is called the
stiffness tensor, i.e.,

cijkl i; j; k; l5 1; 2; 3 ðstiffness tensorÞ (20)

It can be shown that the stiffness tensor is symmetric, i.e.,

cijkl 5 cjikl 5 cijlk 5 cklij 5 cjilk i; j; k; l5 1; 2; 3 (21)

The symmetry properties of the stiffness tensor Eq. (21) imply that of the 81 stiffness ele-
ments only 21 are independent. (For isotropic materials, these 21 independent stiffness
constants reduce to only two that can be related to two independent elastic properties of
the isotropic material, e.g., the moduli E;G or the modulus E and the Poisson constant ν.)

The inverse of the stress�strain relation given by Eq. (19) is the strain�stress relation
given by

εij 5 sijklσkl i; j5 1; 2; 3 (22)

where the term sijkl is called the compliance tensor. The compliance tensor enjoys the same
symmetry properties as the stiffness tensor, i.e.,

sijkl 5 sjikl 5 sijlk 5 sklij 5 sjilk i; j; k; l5 1; 2; 3 (23)

2.2.4.2 From Tensor Notations to Voigt Matrix Notation

The stiffness tensor of Eq. (20) has four indices, i.e., it is a fourth order tensor and it cannot
be represented in a plane array. To overcome this difficulty, Voigt matrix notation has
been introduced to allow the stiffness tensor to be written as a matrix. This Voigt matrix
notation consists of replacing ij or kl by p or q, where i; j; k; l5 1; 2; 3 and p; q5 1; 2; 3; 4; 5; 6
according to Table 1.

The transition from tensor notations to Voigt matrix notations is achieved as follows:
Recall Eq. (19) giving the stress�strain displacement in tensor notations, i.e.,

σij 5 cijklεkl i; j5 1; 2; 3 (24)

TABLE 1 Conversion from tensor to matrix
indices for the Voigt notation

ij or kl p or q

11 1

22 2

33 3

23 or 32 4

31 or 13 5

12 or 21 6
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Expand the implied summations in Eq. (24) to get

σij 5 cij11ε11 1 cij12ε12 1 cij13ε13

1 cij21ε21 1 cij22ε22 1 cij23ε23

1 cij31ε31 1 cij32ε32 1 cij33ε33

i; j5 1; 2; 3 (25)

Recall Eq. (12) that expresses strains εkl in terms of displacements, i.e.,

εkl 5 1
2 ðuk;l 1 ul;kÞ k; l5 1; 2; 3 (26)

Note the symmetry property of Eq. (26), i.e.,

εlk 5 1
2 ðul;k 1 uk;lÞ5 1

2 ðuk;l 1 ul;kÞ5 εkl k; l5 1; 2; 3 (27)

Recall Eq. (21) giving the symmetry properties of the stiffness sensor, i.e.,

cijkl 5 cjikl 5 cijlk 5 cklij 5 cjilk (28)

Apply Eqs. (27), (28) into Eq. (25) to get

σij 5 cij11ε11 1 cij12ε12 1 cij31ε31
1 cij12ε12 1 cij22ε22 1 cij23ε23
1 cij31ε31 1 cij23ε23 1 cij33ε33

i; j5 1; 2; 3 (29)

Collect on common terms and rearrange Eq. (29) as

σij 5 cij11ε11 1 cij22ε22 1 cij33ε33 1 2cij23ε23 1 2cij31ε31 1 2cij12ε12 i; j5 1; 2; 3 (30)

The order of indices used in writing Eq. (30) has followed the common practice associated
with Voigt matrix notation. Now, let i; j5 1; 2; 3 and express Eq. (30) in matrix form, i.e.,

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

c1111 c1122 c1133 c1123 c1131 c1112

c2211 c2222 c2233 c2223 c2231 c2212

c3311 c3322 c3333 c3323 c3331 c3312

c2311 c2322 c2333 c2323 c2331 c2312

c3111 c3122 c3133 c3123 c3131 c3112

c1211 c1222 c1233 c1223 c1231 c1212

2
6666666664

3
7777777775

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(31)

Recall Eq. (28) giving the symmetry properties of the stiffness tensor and write the matrix
in Eq. (31) as a symmetric matrix, i.e.,

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

c1111 c1122 c1133 c1123 c1131 c1112

c1122 c2222 c2233 c2223 c2231 c2212

c1133 c2233 c3333 c3323 c3331 c3312

c1123 c2223 c3323 c2323 c2331 c2312

c1131 c2231 c3331 c2331 c3131 c3112

c1112 c2212 c3312 c2312 c3112 c1212

2
6666666664

3
7777777775

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(32)
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Use Voigt notations to rename the components of the stress and strain tensor by using a
single index p5 1; :::; 6 and the indexing rule of Table 1, i.e.,

σ5

σ1

σ2

σ3

σ4

σ5

σ6

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

ðstress matrix in Voigt notationsÞ (33)

ε5

ε1
ε2
ε3
ε4
ε5
ε6

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

ðstrain matrix in Voigt notationsÞ (34)

Using the indexing rule of Table 1, denote the elements of the 63 6 symmetric matrix of
Eq. (32) as follows:

c1111-C11 c1122-C12 c1133-C13 c1123-C14 c1131-C15 c1112-C16

c2222-C22 c2233-C23 c2223-C24 c2231-C25 c2212-C26

c3333-C33 c3323-C34 c3331-C35 c3312-C36

c2323-C44 c2331-C45 c2312-C46

sym: c3131-C55 c3112-C56

c1212-C66

2
6666666664

3
7777777775

(35)

2.2.4.3 Stiffness Matrix

The 63 6 matrix of Eq. (35) is known as the stiffness matrix, i.e.,

C5

C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66

2
66666666664

3
77777777775

ðstiffness matrixÞ (36)

Using Eqs. (33), (36) into Eq. (32) yields the compact stress�strain matrix relation, i.e.,

σ5C ε ðcompact stress�strain matrix relationÞ (37)
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In expanded form, the stress�strain matrix relation of Eq. (37) can be written as

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66

2
6666666664

3
7777777775

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

ðmatrix stress�strain relationÞ (38)

2.2.4.4 Compliance Matrix

The stress�strain relation Eq. (37) can be inverted to give the strain�stress relation, i.e.,

ε5Sσ ðcompact strain�stress matrix relationÞ (39)

where S is the compliance matrix, i.e.,

S5

S11 S12 S13 S14 S15 S16

S12 S22 S23 S24 S25 S26

S13 S23 S33 S34 S35 S36

S14 S24 S34 S44 S45 S46

S15 S25 S35 S45 S55 S56

S16 S26 S36 S46 S56 S66

2
666666666664

3
777777777775

ðcompliance matrixÞ (40)

The stiffness matrix C and compliance matrix S are mutually inverse, i.e.,

S5C21 and C5S21 ðmutually-inverse stiffness and compliance matricesÞ (41)

Equation (41) permits the computation of stiffness matrix from a known compliance
matrix, i.e.,

C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66

2
666666666664

3
777777777775
5

S11 S12 S13 S14 S15 S16

S12 S22 S23 S24 S25 S26

S13 S23 S33 S34 S35 S36

S14 S24 S34 S44 S45 S46

S15 S25 S35 S45 S55 S56

S16 S26 S36 S46 S56 S66

2
666666666664

3
777777777775

21

(42)
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In expanded form, Eqs. (39), (41) are written as

ε11

ε22

ε33

2ε23

2ε31

2ε12

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

5

S11 S12 S13 S14 S15 S16

S12 S22 S23 S24 S25 S26

S13 S23 S33 S34 S35 S36

S14 S24 S34 S44 S45 S46

S15 S25 S35 S45 S55 S56

S16 S26 S36 S46 S56 S66

2
666666666664

3
777777777775

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

ðmatrix strain�stress relationÞ (43)

2.2.4.5 Stress�Strain Relations for an Isotropic Material

In the spirit of completeness, the stress�strain matrix relation for an isotropic material is
presented next; these relations are commonly known as Hooke’s law. For an isotropic
material, the stress�strain relations of Eq. (38) simplify to

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

5

λ1 2μ λ λ 0 0 0

λ λ1 2μ λ 0 0 0

λ λ λ1 2μ 0 0 0

0 0 0 μ 0 0

0 0 0 0 μ 0

0 0 0 0 0 μ

2
66666664

3
77777775

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

Hooke0s Law:

isotropic stress�strain

relation

0
B@

1
CA (44)

where λ;μ are the Lame constants given by

λ5
ν

ð11 νÞð12 2νÞE

μ5G5
1

2ð11 νÞE
ðLame constantsÞ (45)

The corresponding strain�stress matrix relation for an isotropic material is

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

5

1=E 2ν=E 2ν=E 0 0 0

2ν=E 1=E 2ν=E 0 0 0

2ν=E 2ν=E 1=E 0 0 0

0 0 0 1=G 0 0

0 0 0 0 1=G 0

0 0 0 0 0 1=G

2
66666664

3
77777775

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

isotropic

strain�stress

relation

0
B@

1
CA (46)
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where G5E=2ð11 νÞ. In view of Eqs. (44), (46), we identify the isotropic stiffness and com-
pliance matrices as

Cisotropic 5

λ1 2μ λ λ 0 0 0

λ λ1 2μ λ 0 0 0

λ λ λ1 2μ 0 0 0

0 0 0 μ 0 0

0 0 0 0 μ 0

0 0 0 0 0 μ

2
66666664

3
77777775

ðisotropic stiffness matrixÞ (47)

Sisotropic 5

1=E 2ν=E 2ν=E 0 0 0

2ν=E 1=E 2ν=E 0 0 0

2ν=E 2ν=E 1=E 0 0 0

0 0 0 1=G 0 0

0 0 0 0 1=G 0

0 0 0 0 0 1=G

2
66666664

3
77777775

ðisotropic compliance matrixÞ (48)

The elements of the matrices in Eqs. (47), (48) are related through Eq. (45).

2.2.5 Equation of Motion in Terms of Stresses

The equation of motion in terms of stresses as obtained from the free-body analysis of an
infinitesimal element dx1 dx2 dx3 is

σij;j 5 ρ €ui i; j5 1; 2; 3 (49)

where the differentiation shorthand Eq. (5) was used. In longhand, Eq. (49) is written as

@σij

@xj
5 ρ €ui i; j5 1; 2; 3 (50)

2.2.6 Equation of Motion in Terms of Displacements

Substitution of the stress�strain relation Eq. (24) into the right-hand side of the stress
equation of motion Eq. (49) yields

σij;j 5 cijklεkl;j i; j5 1; 2; 3 (51)

Recall the strain�displacement relations Eq. (12), i.e.,

εkl 5 1
2 ðuk;l 1 ul;kÞ i; j5 1; 2; 3 (52)

where the subscripts kl are used instead of ij for convenience. Differentiation of Eq. (52)
gives

εkl;j 5 1
2 ðuk;lj 1 ul;kjÞ i; j5 1; 2; 3 (53)
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Substitution of Eq. (53) into Eq. (51) yields

σij;j 5
1
2 cijklðuk;lj 1 ul;kjÞ i; j5 1; 2; 3 (54)

In virtue of its symmetry properties, Eq. (54) can be further simplified to give

σij;j 5 cijkluk;lj i; j5 1; 2; 3 (55)

Proof of Eq. (55): Recall the right-hand side of Eq. (54) and expand it as

1
2 cijklðuk;lj 1 ul;kjÞ5 1

2 cijkluk;lj 1
1
2 cijklul;kj (56)

Consider the second term in Eq. (56) expansion and interchange k with l to write

1
2 cijklul;kj 5k2l

1
2 cijlkuk;lj (57)

Recall Eq. (21) giving the symmetry properties of the stiffness matrix, i.e., cijlk 5 cijkl; hence,
the second part of Eq. (57) can be written as

1
2 cijlkuk;lj5

1
2 cijkluk;lj (58)

Combining Eqs. (57), (58), one gets

1
2 cijklul;kj5

1
2 cijkluk;lj (59)

Substitution of Eq. (59) into Eq. (56) yields two identical terms in the right-hand side sum-
mation which can be summed up to cancel the 1=2 factor, i.e.,

1
2 cijklðuk;lj 1 ul;kjÞ5 1

2 cijkluk;lj 1
1
2 cijklul;kj 5

1
2 cijkluk;lj 1

1
2 cijkluk;lj 5 cijkluk;lj (60)

Substitution of Eq. (60) into Eq. (54) yields Eq. (55). QED1

Now, substitution of Eq. (55) into Eq. (49) yields

cijkluk;lj 5 ρ €ui i; j5 1; 2; 3 ðtensor equation of motion in terms of displacementsÞ (61)

Equation (61) is the tensor equation of motion in terms of displacements.
A matrix form of the equation of motion in terms of displacements can be obtained by

expanding Eq. (61) and changing from tensor notations to Voigt notations using the rules
of Table 1. However, the resulting expressions are rather long, as illustrated below for the
first line in Eq. (61), i.e.,

C11u1;11 1C12u2;21 1C13u3;31 1C16ðu1;21 1 u2;11Þ1C14ðu2;31 1 u3;21Þ1C15ðu1;31 1 u3;11Þ1
C16u1;12 1C26u2;22 1C36u3;32 1C66ðu1;22 1 u2;12Þ1C46ðu2;32 1 u3;22Þ1C56ðu1;32 1 u3;12Þ1
C15u1;13 1C25u2;23 1C35u3;33 1C56ðu1;23 1 u2;13Þ1C45ðu2;33 1 u3;23Þ1C55ðu1;33 1 u3;13Þ5 ρ €u1

(62)

1quod erat demonstrandum, http://en.wikipedia.org/wiki/Q.E.D, www.merriam-webster.com/dictionary/qed.
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Equation (62) can be somehow simplified by reverting the order of differentiation in cer-
tain places and grouping by displacements, i.e.,

C11u1;11 1C66u1;22 1C55u1;33 1 2C16u1;12 1 2C56u1;23 1C15u1;31 1

C16u2;11 1C26u2;22 1C45u2;33 1 ðC12 1C66Þu2;12 1 ðC25 1C46Þu2;23 1 ðC14 1C56Þu2;31 1
C15u3;11 1C46u3;22 1C35u3;33 1 ðC14 1C56Þu3;12 1 ðC36 1C45Þu3;23 1 ðC13 1C55Þu3;31 5 ρ €u1

(63)

The longhand matrix notation of Eq. (61) is not recommended for use in the general case.
However, a simplified version of Eq. (63) will be used in the case of monoclinic stiffness
formulation, as shown later in Section 5.3.

2.3 UNIDIRECTIONAL COMPOSITE PROPERTIES

This section discusses the basic properties of a unidirectional lamina. These properties are
usually determined experimentally. Micromechanics models will also be used to develop
estimates of the composite elastic properties based on the elastic properties of their
constituents.

2.3.1 Elastic Constants of a Unidirectional Composite

Aerospace composites are made of high-strength fibers embedded in a polymeric matrix.
A unidirectional composite material consists of tightly packed high-stiffness fibers embed-
ded in a rigid polymeric matrix. Such unidirectional composite material has orthotropic
elastic properties: it is very stiff along the fibers and rather compliant across the fibers
(Figure 2). They are also in-plane isotropic, i.e., properties in a plane transverse to the
fibers do not depend on the direction in which they are measured. A unidirectional com-
posite is defined by five independent elastic constants:

(1) EL or E1, the longitudinal modulus measured along the fibers
(2) ETor E2, the transverse modulus measured across the fibers
(3) νLT or ν12, the LT Poisson ratio measuring the transverse contraction when

longitudinal stress is applied, i.e., νLT 52εT=εL
(4) GLT or G12, the shear modulus for LT shear in the plane of the lamina
(5) G23, a.k.a. the interlaminar shear modulus [2], corresponds to shear taking place in a

plane that is transverse to the fibers. The corresponding Poisson ratio, ν23, a.k.a. the
interlaminar Poisson ratio, is related to G23 through the formula G23 5ET=2ð11 ν23Þ;
hence, only one of them can be independently defined.
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2.3.2 Compliance Matrix of a Unidirectional Composite

The strain�stress matrix relation for a unidirectional composite is written as

ε11

ε22

ε33

2ε23

2ε31

2ε12

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

5

1=EL 2νLT=EL 2νLT=EL 0 0 0

2νLT=EL 1=ET 2ν23=ET 0 0 0

2νLT=EL 2ν23=ET 1=ET 0 0 0

0 0 0 1=G23 0 0

0 0 0 0 1=GLT 0

0 0 0 0 0 1=GLT

2
6666666666664

3
7777777777775

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

strain2stress

matrix

relation

0
BB@

1
CCA

(64)

(b)

(a)

Superior
properties Poor

properties
Poor
properties

Fiber direction Transverse
direction

Transverse
direction

Inplane shear σ6 Interlaminar shear σ4

τ

τ

τ
τ

τ

τ
τ

τ

1 2

32
τ

τ

Fiber

Fiber

Fibers

FIGURE 2 (a) Overview of composite properties (stiff along fibers, compliant across fibers and in matrix
shear) [3]; (b) definition of in-plane shear σLT and interlaminar shear σ23 [2].
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The relation described by Eq. (64) represents an orthotropic transversely isotropic strain�s-
tress relation. This relation is specific to unidirectional composites and is associated with
their physical nature. The salient features of this relation are as follows:

• Direct stresses are decoupled from shear stress (orthotropic property)
• Shear stresses are decoupled from each other (orthotropic property)
• 12 and 13 matrix elements are the same (in-plane isotropic property)
• 55 and 66 matrix elements are the same (in-plane isotropic property)

From Eq. (64), we deduce that the compliance matrix S for a unidirectional composite is
given by

S5

1=EL 2νLT=EL 2νLT=EL 0 0 0

2νLT=EL 1=ET 2ν23=ET 0 0 0

2νLT=EL 2ν23=ET 1=ET 0 0 0

0 0 0 1=G23 0 0

0 0 0 0 1=GLT 0

0 0 0 0 0 1=GLT

2
6666666664

3
7777777775

compliance matrix

of

unidirectional

composite lamina

0
BBBBB@

1
CCCCCA

(65)

In generic notations, Eq. (65) can be written as

S5

S11 S12 S13 0 0 0

S12 S22 S23 0 0 0

S13 S23 S33 0 0 0

0 0 0 S44 0 0

0 0 0 0 S55 0

0 0 0 0 0 S66

2
6666666664

3
7777777775

compliance matrix

of

unidirectional

composite lamina

0
BBBBB@

1
CCCCCA (66)

where

S11 5
1

EL

S12 5 S13 52
νLT
EL

S22 5 S33 5
1

ET

S23 52
ν23
ET

S44 5
1

G23

S55 5 S66 5
1

GLT

(67)

Equation (66) displays the same orthotropic in-plane isotropic features as Eq. (64), i.e.,

• Direct stresses are decoupled from shear stresses (orthotropic property)
• Shear stresses are decoupled from each other (orthotropic property)
• S12 and S13 matrix elements are the same (transversely isotropic property)
• S55 and S66 matrix elements are the same (transversely isotropic property)
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The corresponding strain�stress matrix relation is

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

S11 S12 S13 0 0 0

S12 S22 S23 0 0 0

S13 S23 S33 0 0 0

0 0 0 S44 0 0

0 0 0 0 S55 0

0 0 0 0 0 S66

2
6666666664

3
7777777775

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

strain�stress

matrix relation

of

unidirectional

composite lamina

0
BBBBBBB@

1
CCCCCCCA

(68)

2.3.3 Stiffness Matrix of a Unidirectional Composite

The stiffness matrix of a unidirectional composite C is obtained by inversion of the compli-
ance matrix S, i.e.,

C5S21 ðstiffness matrix5 inverse of compliance matrixÞ (69)

The longhand expression of the stiffness matrix is

C5

C11 C12 C13 0 0 0

C12 C22 C23 0 0 0

C13 C23 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C55 0

0 0 0 0 0 C66

2
6666666664

3
7777777775
5

S11 S12 S13 0 0 0

S12 S22 S23 0 0 0

S13 S23 S33 0 0 0

0 0 0 S44 0 0

0 0 0 0 S55 0

0 0 0 0 0 S66

2
6666666664

3
7777777775

21

(70)

The corresponding stress�strain matrix relation is

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

5

C11 C12 C13 0 0 0

C12 C22 C23 0 0 0

C13 C23 C22 0 0 0

0 0 0 C44 0 0

0 0 0 0 C55 0

0 0 0 0 0 C66

2
666666664

3
777777775

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

ðstress�strain matrix relationÞ (71)

The stiffness matrix C of Eq. (70) has the same orthotropic in-plane isotropic features as the
compliance matrix S of Eq. (66), i.e.,

• Direct stresses are decoupled from shear stresses (orthotropic property)
• Shear stresses are decoupled from each other (orthotropic property)
• C12 and C13 matrix elements are the same (in-plane isotropic property)
• C55 and C66 matrix elements are the same (in-plane isotropic property)
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2.3.4 Estimation of Elastic Constants from the Constituent Properties

The elastic constants of a unidirectional composite described in Section 3.1 can be estimated
from the properties of the composite constituents, i.e., from the elastic properties of the
fiber and the matrix (Figure 3). The estimation is done through the rule of mixtures using
the contribution ratios measured as volume fractions: vf for the fibers a vm for the matrix. In
addition, since composite manufacturing cannot be perfect, a certain amount of voids and
trapped gases are always present and represented by the void volume fraction vv. The bal-
ance equation for the volume fractions is

vf 1 vm 1 vv 5 1 ðvolume fraction balance equationÞ (72)

2.3.4.1 Estimation of the Longitudinal Modulus EL

Consider a unidirectional composite of length L under longitudinal load F applied over a
total cross-sectional area A as indicated in Figure 4. The corresponding proportional areas
of the fiber and the matrix are

Af 5 vfA ðarea of the fibersÞ (73)

Am 5 vmA ðarea of the matrixÞ (74)

The fibers and matrix stretch together with the same strain εL. They act as parallel springs
and their respective forces add whereas their stretch is the same. The stresses in the fibers
and matrix are

σf 5EfεL ðstress in the fibersÞ (75)

σm 5EmεL ðstress in the matrixÞ (76)

where Ef ;Em are the fiber and matrix elastic moduli. The total force is obtained by adding
the forces from the fibers and the matrix, i.e.,

F5σfAf 1σmAm 5 ðσf vf 1σmvmÞA ðtotal forceÞ (77)

Substitution of Eqs. (75), (76) into Eq. (77) gives

F5 ðEfvf 1EmvmÞεLA (78)

F

ΔL = εL

F
Fiber, vf, Ef

L

Matrix, vm, EmAw = δw A

Af = vf A

Total Area A

FIGURE 3 Schematic diagram for the estimation of the longitudinal modulus EL.
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The same force F is obtained by considering the effective modulus of the composite EL

multiplied by the strain εL and by the total area A, i.e.,

F5ELεLA (79)

Combining Eqs. (78), (79) yields the formula for calculating the longitudinal modulus EL

as function of fiber and matrix moduli Ef ;Em and volume fractions vf ; vm, i.e.,

EL 5Efvf 1Emvm ðlongitudinal modulus of the compositeÞ (80)

2.3.4.2 Estimation of the Transverse Modulus ET

Consider a unidirectional composite of width l under transverse load P applied over an
area A as indicated in Figure 4. The fibers and matrix are subject to the same transverse
load P but they stretch differently according to their different compliances. They act like
series springs and their stretches add together while the force is the same in them both.
The corresponding proportional transverse width of the fiber and the matrix is

lf 5 vf l ðwidth of the fibersÞ (81)

lm 5 vml ðwidth of the matrixÞ (82)

Both the fibers and the matrix share the same transverse load P applied over the same
transverse area A. Hence, the stresses in the fiber and the matrix, σf ;σm, are equal and are
also equal to the overall stress σT 5P=A, i.e.,

σf 5σm 5
P

A
5σT ðtransverse stresses in fiber and matrixÞ (83)

The transverse strains in the fiber and matrix are obtained from the stresses upon division
by the respective elastic moduli, i.e.,

εf 5
σf

Ef
5

σT

Ef
ðtransverse strain in fiberÞ (84)

εm 5
σm

Em
5

σT

Em
ðtransverse strain in matrixÞ (85)

Fiber, vf, Ef

Matrix, vm, Em

P

P

PP

PP

lf = vf l

lm = vm l

l

Δl = εl

Area A

lf

lm

FIGURE 4 Schematic diagram for the estimation of the transverse modulus ET .

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

42 Fundamentals of Aerospace Composite Materials Chap. 2



The total stretch Δl is the sum of the individual stretches which are obtained by multipli-
cation of the strains and respective lengths, i.e.,

Δl5 εf lf 1 εmlm ðtotal stretchÞ (86)

The overall strain εT is obtained by dividing the total stretch Δl by the overall
length l, i.e.,

(87)

Substitution of Eqs. (84), (85) into Eq. (87) yields

εT 5 εf vf 1 εmvm 5
σT

Ef
vf 1

σT

Em
vm ðoverall strainÞ (88)

But the overall strain εT is the ratio between the overall stress σT and the effective trans-
verse modulus ET, i.e.,

εT 5
σT

ET
ðtransverse strain in matrixÞ (89)

Combining Eqs. (88), (89) and simplifying through by σT gives

1

ET
5

1

Ef
vf 1

1

Em
vm (90)

Solution of Eq. (90) yields the formula for the transverse modulus ET, i.e.,

ET 5 E21
f vf1E21

m vm
� �21

ðtransverse modulus of the compositeÞ (91)

Equations (90), (91) indicate that the transverse modulus is the inverse of the transverse
compliance, which is obtained through the addition of the fiber and matrix compliances
modulated by the respective volume fractions. Another way of expressing the formula
given in Eq. (91) is [4,5]

ET 5
EfEm

Efvm 1Emvf
(92)

However, for numerical computation, the expression in Eq. (91) is preferred to that of
Eq. (92) because it is less prone to human typing error.

The formulae in Eqs. (91), (92) combine the moduli of the fibers and the matrix like
series springs, i.e., it adds their compliances after multiplying them by the appropriate vol-
ume fractions.
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2.3.4.3 Estimation of Poisson Ratio νLT
The Poisson ratio νLT is defined as

νLT 52
εT
εL

(93)

where the strains εL, εT are measured while loading is applied in the L direction. To calculate
an estimate for the Poisson ratio νLT, consider the schematic in Figure 5.

The loading σL in the L direction is assumed to produce the strain εL which applies to
both the fibers and the matrix, i.e.,

ðεLÞf 5 εL

ðεLÞm 5 εL
ðsame L strain in fibers and matrixÞ (94)

The corresponding transverse strains in the fibers and matrix are calculated using their
respective Poisson ratios, i.e.,

ðεTÞf 52 νf εL

ðεTÞm 52 νm εL
ðsame L strain in fibers and matrixÞ (95)

The portions of the transverse width l allocated to the fibers and the matrix are

lf 5 vf l ðwidth allocated to the fibersÞ (96)

lm 5 vm l ðwidth allocated to the matrixÞ (97)

Using Eqs. (95)�(97), calculate the total transverse elongation, i.e.,

Δl5 ðεTÞf lf 1 ðεTÞmlm
52νf εLlf 2 νm εLlm 52 ðνf vf 1 νm vmÞεLl

ðtotal transverse elongationÞ (98)

Note that the transverse elongation is negative, i.e., it is a shrinkage, as expected from the
Poisson effect. The effective transverse strain is calculated by dividing the elongation by
the nominal length, i.e.,

(99)

vf, vf

vm, vm

εT
σLl

εL

FIGURE 5 Schematic diagram for the estimation of the Poisson ratio νLT .
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Recall the definition Eq. (93) to write

νLT 52
εT
εL

5 νf vf 1 νm vm (100)

2.3.4.4 Estimation of the LT Shear Modulus GLT

The estimation of the LT shear modulus GLT, a.k.a. longitudinal shear modulus, is done
under the assumption that the fibers and matrix undergo separate shear deformations and
their shear deformations add up to create the shear deformation of the assemblage
(Figure 6).

The fibers and the matrix are subject to the same shear stress τ, i.e.,

τf 5 τm 5 τ ðcommon shear stress in fibers and matrixÞ (101)

The corresponding shear strains are

γf 5
τf
Gf

5
τ
Gf

γm 5
τm
Gm

5
τ
Gm

ðshear strains in fibers and matrixÞ (102)

The corresponding sliding displacements in the fibers and matrix are

δf 5 γf lf 5 γf vf l ðsliding displacement of the fibersÞ (103)

δm 5 γmlm 5 γmvml ðsliding displacement of the matrixÞ (104)

The total displacement δ is

δ5 δf 1 δm 5 γf vf l1 γmvml ðoverall shear strainÞ (105)

vf, Gf

vf, Gf

vm, Gm

γf γf

γm

γf

lf = vf l

lf = vf l
vm, Gm

τ

τ τ

τ

τ

l

δm δf

δ

FIGURE 6 Schematic diagram for the estimation of the LT shear modulus GLT .
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The overall shear strain γ is obtained by dividing the total sliding displacement δ by the
width l, i.e.,

γ5
δ
l
5 γf vf 1 γmvm ðoverall shear strainÞ (106)

By definition, the overall shear strain γ is the ratio between the overall shear stress τ and
the effective shear modulus GLT of the composite, i.e.,

γ5
τ

GLT
(107)

Substitution of Eq. (102) into Eq. (106), followed by combination with Eq. (107) and divi-
sion by τ gives

1

GLT
5

1

Gf
vf 1

1

Gm
vm (108)

Solution of Eq. (108) yields the formula for the LT shear modulus GLT , i.e.,

GLT 5 G21
f vf1G21

m vm
� �21

ðin-plane shear modulus of the compositeÞ (109)

Equations (108), (109) indicate that the LT shear modulus is the inverse of the LT shear compli-
ance, which is obtained through the addition of the fiber and matrix compliances modulated by
the respective volume fractions. Another way to express the formula given in Eq. (109) is [4,5]

GLT 5
GfGm

Gfvm 1Gmvf
(110)

However, for numerical computation, the expression in Eq. (91) is preferred to that of
Eq. (92) because it is less prone to human typing error.

The formulae in Eqs. (109), (110) combine the shear moduli of the fibers and the matrix
like series springs, i.e., it adds their compliances after multiplying them by the appropriate
volume fractions.

An improved formula for the estimation of GLT is obtained through the elasticity solu-
tion of an cylindrical assemblage model (CAM) consisting of concentric fiber and matrix
cylinders (Ref. [6] as cited in Ref. [2]) and zero void fraction (vf 1 vm 5 1), i.e.,

GLT 5Gm
11 vf 1 ð12 vf ÞGm=Gf

12 vf 1 ð11 vf ÞGm=Gf

	 

ðCAM in-plane shear modulusÞ (111)

2.3.4.5 Estimation of Transverse Shear Modulus G23

A formula for the estimation of the transverse shear modulus G23 was developed using the
semiempirical stress-partitioning parameter (SPP) method (Ref. [7] cited in Ref. [2], p. 75), i.e.,

G23 5Gm
vf 1 η23vm

η23vm 1 vfGm=Gf

η23 5
32 4νm 1Gm=Gf

4ð12 νmÞ
ðtransverse shear modulusÞ (112)
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2.3.4.6 Matrix-Dominated Approximations

In practical applications, the matrix modulus is orders of magnitude smaller than the cor-
responding fiber modulus, i.e.,

Em{Ef

Gm{Ef

(113)

Thus, the moduli estimation formulae of Eqs. (80), (91), (109), (111) simplify as follows:

EL 5Efvf ðapprox: longitudinal modulus of the compositeÞ (114)

ET 5Em=vm ðapprox: transverse modulus of the compositeÞ (115)

GLT 5Gm=vm ðin-plane shear modulus of the compositeÞ (116)

GLT 5Gm
11 vf
12 vf

ðapprox: CAM shear modulusÞ (117)

Other micromechanics-based derivations of composite properties are available in Refs. [8�10].

2.4 PLANE-STRESS 2D ELASTIC PROPERTIES OF A COMPOSITE
LAYER

This section presents the 2D elastic properties of a composite layer which is assumed to be
in a state of plane stress. It will discuss the 2D stiffness matrix Q which is the plane-stress
correspondent of the 3D stiffness matrix C. The procedure for evaluating the rotated 2D
stiffness matrix Q will be established. The effect of the fiber orientation angle on the 2D
stiffness matrix of a unidirectional composite layer will be studied.

In the analysis of thin-wall composite structures, it is common to assume that the
thickness-wise stress σ33 is zero everywhere throughout the thickness, i.e., σ33 � 0.
Therefore, a state of plane stress is assumed to exist, and the only stresses and strains of
interest are σ11, σ22, σ12, ε11, ε22, ε12. For composite laminates made up through the stack-
ing of several plies of various orientations, plane-stress conditions apply in each ply of the
composite layup.

2.4.1 Plane-Stress 2D Compliance Matrix

Consider a thin unidirectional composite lamina in plane-stress condition σ33 � 0; the
stresses and strains of interest are contained in the lamina plane O x1x2, i.e., σ11, σ22, σ12

and ε11, ε22, ε12. The stresses σ13, σ23 and the strains ε33, ε13, ε23 are not necessarily zero,
but they will simply not make the object of our attention which is focused on finding the
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relation between the stresses σ11, σ22, σ12 and the corresponding strains ε11, ε22, ε12. Recall
Eq. (68) giving the complete strain�stress matrix relation, i.e.,

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

S11 S12 S13 0 0 0

S12 S22 S23 0 0 0

S13 S23 S33 0 0 0

0 0 0 S44 0 0

0 0 0 0 S55 0

0 0 0 0 0 S66

2
6666666664

3
7777777775

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(118)

Retaining only the elements related to ε11, ε22, ε12, σ11, σ22, σ12, one gets the 2D plane-
stress compliance relation

ε1
ε2
2ε12

8><
>:

9>=
>;5

S11 S12 0

S12 S22 0

0 0 S66

2
64

3
75

σ1

σ2

σ12

8><
>:

9>=
>; (119)

Associated with Eq. (119), define the 2D compliance matrix

S5

S11 S12 0

S12 S22 0

0 0 S66

2
64

3
75 ð2D compliance matrixÞ (120)

Using Eq. (64), one can write the 2D compliance matrix Eq. (120) explicitly in terms of the
engineering constants, i.e.,

S5

1=EL 2νLT=EL 0

2νLT=EL 1=ET 0

0 0 1=GLT

2
64

3
75 (121)

Equation (120) can be used to write Eq. (119) compactly as

ε5S σ ðstrain�stress matrix relationÞ (122)

where ε and σ are the 2D strain and stress column matrices, i.e.,

ε5

ε1
ε2
2ε12

8><
>:

9>=
>; σ5

σ1

σ2

σ12

8><
>:

9>=
>; ð2D strain and stress column matricesÞ (123)

2.4.2 Plane-Stress 2D Stiffness Matrix

Upon inversion, Eq. (120) yields the plane-stress 2D stiffness matrix, i.e.,

Q5S21 ð2D stiffness matrixÞ (124)
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In longhand, Eq. (124) is written as

Q11 Q12 0

Q12 Q22 0

0 0 Q66

2
64

3
755

S11 S12 0

S12 S22 0

0 0 S66

2
64

3
75
21

ð2D stiffness matrixÞ (125)

The 2D stress�strain matrix relation is written using 2D stiffness matrix as

σ5Qε ðstress�strain matrix relationÞ (126)

In longhand, Eq. (126) is written as

σ1

σ2

σ12

8><
>:

9>=
>;5

Q11 Q12 0

Q12 Q22 0

0 0 Q66

2
64

3
75

ε1
ε2
2ε12

8><
>:

9>=
>; (127)

The 2D compliance matrix of Eq. (120) is directly related to the complete compliance matrix
given by Eq. (66) and can be obtained from the latter by deletion of appropriate rows and
columns. It can be said that the 2D compliance matrix of Eq. (120) is a submatrix of the
complete compliance matrix of Eq. (66). In contrast, the 2D stiffness matrix of Eq. (125) is
not a submatrix of the complete stiffness matrix of Eq. (70) and bears no direct relationship
to it. For this reason, the 2D stiffness matrix is denoted differently than the complete stiff-
ness matrix, i.e., by Q instead of C. A closed-form expression of the 2D stiffness matrix can
also be obtained explicitly [1], but the use of such closed-form expression is not recom-
mended because manual coding could introduce errors which are hard to trace. For numer-
ical work, Eq. (124), which uses the inversion of the compliance matrix, is always preferred.

2.4.3 Rotated 2D Stiffness Matrix

A laminated composite is made up of several layers of unidirectional plies (laminae) of
different orientation. In order to be able to assemble the overall properties of the laminate
from the properties of the individual laminae, we need to express all properties in the
same coordinate system. Assume (Figure 7) that the local axes x01x

0
2 are rotated through the

angle θ with respect to the global axes x1x2 (The rotation takes place about the out-of-
plane axis x3, hence the local axis x03 coincides with the global axis x3.)

x2
x'2

x'1

x1

θ

FIGURE 7 Definition of axes rotation by angle θ; x1x2 are the global axes; x01x
0
2 are the local axes aligned with

the fiber direction (note that x01 is the L direction; x02 is the T direction).
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Recall the matrix notations of Eq. (123), i.e.,

σ5

σ1

σ2

σ12

8><
>:

9>=
>; ε5

ε1
ε2
2ε12

8><
>:

9>=
>; ð2D stress and strain column matricesÞ (128)

The effect of the rotation θ on the stresses and strains is given by the “Mohr circle”
rotation relations ([11], pp. 44, 71):

σ0
11

σ0
22

σ0
12

8<
:

9=
;5

cos2θ sin2θ 2sinθcosθ

sin2θ cos2θ 22sinθcosθ

2sinθcosθ sinθcosθ cos2θ2 sin2θ

2
64

3
75

σ11

σ22

σ12

8><
>:

9>=
>;

rotation of

global stresses

into local stresses

0
B@

1
CA (129)

ε011
ε022
ε012

8><
>:

9>=
>;5

cos2θ sin2θ 2sinθcosθ

sin2θ cos2θ 22sinθcosθ

2sinθcosθ sinθcosθ cos2θ2 sin2θ

2
64

3
75

ε11
ε22
ε12

8><
>:

9>=
>;

rotation of

global strains

into local strains

0
B@

1
CA (130)

We wish to write Eqs. (129), (130) compactly using the matrix notation of Eq. (128)
together with a θ-dependent rotation matrix T defined as

T5

cos2θ sin2θ 2sinθcosθ

sin2θ cos2θ 22sinθcosθ

2sinθcosθ sinθcosθ cos2θ2 sin2θ

2
664

3
775 ðrotation matrixÞ (131)

Using Eqs. (128), (131), write the stress rotation Eq. (129) as

σ0 5Tσ (132)

However, the strain rotation Eq. (130) cannot be as immediately in matrix notations as the
stress rotation because the shear strain ε12 of Eq. (130) appears with a factor of 2 in
Eq. (128). To resolve this issue, introduce the R matrix [12] defined as

R5

1 0 0

0 1 0

0 0 2

2
64

3
75 R21 5

1 0 0

0 1 0

0 0 1=2

2
64

3
75 (133)

Using Eq. (133), write

ε011

ε022

2ε012

8>><
>>:

9>>=
>>;5

1 0 0

0 1 0

0 0 2

2
664

3
775

ε011

ε022

ε012

8>><
>>:

9>>=
>>; (134)

ε11

ε22

ε12

8>><
>>:

9>>=
>>;5

1 0 0
0 1 0
0 0 1=2

2
4

3
5

ε11

ε22

2ε12

8>><
>>:

9>>=
>>; (135)
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Substitution of Eq. (130) into Eq. (134) gives

ε011

ε022

2ε012

8>>><
>>>:

9>>>=
>>>;

5

1 0 0

0 1 0

0 0 2

2
6664

3
7775

ε011

ε022

ε012

8>>><
>>>:

9>>>=
>>>;

5

1 0 0

0 1 0

0 0 2

2
6664

3
7775

cos2θ sin2θ 2sinθcosθ

sin2θ cos2θ 22sinθcosθ

2sinθcosθ sinθcosθ cos2θ2 sin2θ

2
66664

3
77775

ε11

ε22

ε12

8>>><
>>>:

9>>>=
>>>;

(136)

Use of Eq. (135) into Eq. (136) yields

ε011
ε022
2ε012

8><
>:

9>=
>;5

1 0 0

0 1 0

0 0 2

2
64

3
75

cos2θ sin2θ 2sinθcosθ

sin2θ cos2θ 22sinθcosθ

2sinθcosθ sinθcosθ cos2θ2 sin2θ

2
64

3
75

1 0 0

0 1 0

0 0 1=2

2
64

3
75

ε11
ε22
2ε12

8><
>:

9>=
>; (137)

Utilizing the matrix notations of Eqs. (128), (131), (133), write Eq. (137) compactly as

ε0 5RTR21ε (138)

Upon evaluation (see Section 4.5), one finds that RTR21 is actually T2t, the transpose of
the inverse of T, i.e.,

RTR21 5T2t (139)

Substitution of Eq. (139) into Eq. (138) yields

ε0 5T2tε (140)

Our aim is to express the 2D stiffness matrix in global coordinates Q as function of the
2D stiffness matrix in local coordinates Q0 and the rotation matrix T that depends on the
rotation angle θ. We know Q0 from Eqs. (124), (125), which are related to the local proper-
ties through Eq. (121). Recall Eq. (126) and write the stress�strain relation in local coordi-
nates, i.e.,

σ0 5Q0ε0 ðstress� strain matrix relation in local coordinatesÞ (141)

where

Q0 5S021
5

1=EL 2νLT=EL 0

2νLT=EL 1=ET 0

0 0 1=GLT

2
664

3
775
21

ðlocal stiffness matrixÞ (142)
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Use Eqs. (132), (140) into Eq. (141) to write

Tσ5Q0 T2tε (143)

Premultiplication of Eq. (143) by T21 yields

σ5T21Q0 T2tε (144)

Recall Eq. (126) which gives the stress�strain relation in global coordinates, i.e.,

σ5Q ε ðstress�strain matrix relation in global coordinatesÞ (145)

Comparison of Eqs. (144), (145) yields the rotated stiffness matrix as

Q5T21Q0 T2t (146)

Longhand expression of the rotated stiffness matrix is

Q5

Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
64

3
75 (147)

The longhand expressions of the stress�strain matrix relation (145) is

σ11

σ22

σ12

8><
>:

9>=
>;5

Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
64

3
75

ε11

ε22

2ε12

8><
>:

9>=
>; (148)

If the global coordinates are denoted Oxyz instead of Ox1x2x3, then Eq. (148) is written as
([4], p. 191)

σxx

σyy

σxy

8><
>:

9>=
>;5

Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
64

3
75

εxx

εyy

2εxy

8><
>:

9>=
>; (149)

2.4.4 Rotated 2D Compliance Matrix

A similar argument can be employed to find the rotated 2D compliance matrix S. Recall
the strain�stress matrix relation Eq. (122) and write it in local coordinates, i.e.,

ε0 5S0 σ0 ðstrain� stress matrix relation in local coordinatesÞ (150)

where

S0 5

1=EL 2νLT=EL 0

2νLT=EL 1=ET 0

0 0 1=GLT

2
64

3
75 ðlocal compliance matrixÞ (151)
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Use Eqs. (132), (140) to express σ0, ε0 of Eq. (150) in terms of σ, ε and get

T2tε5S0 Tσ (152)

Multiply Eq. (152) by Tt and obtain

ε5TtS0 Tσ (153)

Recall Eq. (122) and write the strain�stress relation in global coordinates, i.e.,

ε5S σ ðstrain�stress matrix relation in global coordinatesÞ (154)

Comparison of Eqs. (153), (154) yields the rotated compliance matrix S, i.e.,

S5TtS0 T (155)

Note: Closed-form expressions for the elements of the rotated stiffness and compliance
matrices, Q and S, are possible and can be found in some textbooks. However, these
closed-form expressions contain quite elaborate formulae; if manual coding of these for-
mulae is attempted, then hard-to-trace errors may be inadvertently introduced. Hence, the
use of such closed-form complicated formulae is not recommended.

2.4.5 Proof of RTR215T2t

In Section 4.3, Eq. (139), we cited without proof the formula RTR21 5T2t. Here we are
going to prove it. It is convenient to define the following shorthand notations:

s5 sinθ c5 cosθ s2 1 c2 5 sin2θ1 cos2θ5 1 (156)

Use Eq. (156) to write the rotation matrix T of Eq. (131) as

T5

c2 s2 2sc

s2 c2 22sc

2sc sc c2 2 s2

2
64

3
75 ð2D rotation matrix in shorthand notationsÞ (157)

Calculate the inverse matrix T21, i.e.,

T21 5

c2 s2 22sc

s2 c2 2sc

sc 2sc c2 2 s2

2
64

3
75 ðinverse of the rotation matrixÞ (158)
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and verify that T21T5 I, i.e.,

(159)

Calculate T2t, the transpose of the inverse of the T matrix, i.e.,

T2t 5

c2 s2 sc

s2 c2 2sc

22sc 2sc c2 2 s2

2
64

3
75 ðtransposed of the inverse of TÞ (160)

Calculate RTR21, i.e.,

RTR21 5

1 0 0

0 1 0

0 0 2

2
664

3
775

c2 s2 2sc

s2 c2 22sc

2sc sc c2 2 s2

2
664

3
775

1 0 0

0 1 0

0 0 1=2

2
664

3
775

5

1 0 0

0 1 0

0 0 2

2
664

3
775

c2 s2 sc

s2 c2 2sc

2sc sc ð1=2Þðc2 2 s2Þ

2
664

3
7755

c2 s2 sc

s2 c2 2sc

22sc 2sc c2 2 s2

2
664

3
775

(161)

Comparison of Eqs. (160) and (161) reveals that

RTR21 5T2t ðQEDÞ (162)

2.5 FULLY 3D ELASTIC PROPERTIES OF A COMPOSITE LAYER

This section presents the 3D stiffness matrix of a composite layer. A procedure for evaluat-
ing the stiffness matrix from the orthotropic elastic properties will be given. The rotated
3D stiffness matrix will be introduced. The effect of the fiber orientation angle on the 3D
stiffness matrix of a unidirectional composite layer will be discussed.
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2.5.1 Orthotropic Stiffness Matrix

Consider a lamina of orthotropic composite material such as a unidirectional ply in laminated
composite layup. Assume a local coordinate system with the x03 axis perpendicular to the lam-
ina; the Ox01x

0
2 plane is the plane of the lamina with the x01 axis along the fibers and the x02 axis

perpendicular to the fibers. The coordinates x01; x
0
2; x

0
3 are the material coordinates (a.k.a. local

coordinates). The stiffness matrix in material coordinates C0 is given by Eq. (70), i.e.,

C0 5

C0
11 C0

12 C0
13 0 0 0

C0
12 C0

22 C0
23 0 0 0

C0
13 C0

23 C0
33 0 0 0

0 0 0 C0
44 0 0

0 0 0 0 C0
55 0

0 0 0 0 0 C0
66

2
66666666664

3
77777777775

(163)

As indicated by Eq. (70), the elements of C0 are obtained through the inversion of the
material compliance matrix S0, which, in turn, can be expressed in terms of the engineer-
ing constants of the lamina EL;ET;GLT,νLT;G23; ν23 through Eqs. (65) or (66) and (67), i.e.,

S5

S11 S12 S13 0 0 0

S12 S22 S23 0 0 0

S13 S23 S33 0 0 0

0 0 0 S44 0 0

0 0 0 0 S55 0

0 0 0 0 0 S66

2
66666666664

3
77777777775

compliance matrix

in material coordinates

 !
(164)

S5

1=EL 2νLT=EL 2νLT=EL 0 0 0

2νLT=EL 1=ET 2ν23=ET 0 0 0

2νLT=EL 2ν23=ET 1=ET 0 0 0

0 0 0 1=G23 0 0

0 0 0 0 1=GLT 0

0 0 0 0 0 1=GLT

2
66666666664

3
77777777775

compliance

matrix

in

material

coordinates

0
BBBBBBB@

1
CCCCCCCA

(165)

Note that only five independent elastic constants are needed since ν23 and G23 are related
through the formula G23 5ET=2ð11 ν23Þ. Hence, recall Eq. (37) and write the stress�strain
relation in local coordinates as

σ0 5C0 ε0 ðstress�strain relation in local coordinatesÞ (166)
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2.5.2 Rotated Stiffness Matrix

When included in a composite laminate, the unidirectional lamina can be oriented at vari-
ous angles. The stiffness matrix for a unidirectional layer matrix with arbitrary orientation
can be obtained through the application of a rotation about the x03 axis. Recall from
Section 4.3 the local coordinate system with the x03 axis perpendicular to the lamina, the x01
axis along the fibers, and the x02 axis contained in the plane of the lamina in a direction
perpendicular to the fibers. Assume a global coordinate system Ox1x2x3 which is obtained
from the Ox01x

0
2x

0
3 system through a rotation about the x03 axis. This means that the axes x3

and x03 coincide whereas the axes x1 and x01 as well as x2 and x02 make an angle θ to each
other. The stiffness matrix in the local system C0 is given by Eq. (163). The stiffness matrix
in the global system C (i.e., the rotated stiffness matrix) is obtained from the local stiffness
matrix C0 through the application of rotation formulae as described next. The analysis of
this 3D situation is sketched in Ref. [3], pp. 473�477 but not pursued; instead, the reader
was sent to Ref. [13] for details. Reference [14] gives without proof analytical expressions
of the elements of the 3D compliance matrix. For the sake of clarity, we will pursue in this
section a complete 3D derivation and provide guidance for practical calculations. Recall
Eqs. (33), (34) giving the 3D stress and strain column matrices, i.e.,

σ5

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

ε5

ε11

ε22

ε33

2ε23

2ε31

2ε12

8>>>>>>>>>>><
>>>>>>>>>>>:

9>>>>>>>>>>>=
>>>>>>>>>>>;

(167)

Recall Eq. (37) to write the stress�strain relation in global coordinates as

σ5 C ε ðstress�strain relation in global coordinatesÞ (168)

To develop a relation between the global stiffness matrix and the local stiffness matrix, we
need to find a rotation matrix T that permits the expression of the stress and strain matri-
ces in local coordinates (material coordinates) σ0; ε0 in terms of the stress and strain matri-
ces in global coordinates σ; ε. Recall Eqs. (129), (130) for the rotation of 2D stresses and
strains, σ11;σ22;σ12 and ε11; ε22; ε12, i.e.,

σ0
11

σ0
22

σ0
12

8><
>:

9>=
>;5

cos2θ sin2θ 2sinθcosθ

sin2θ cos2θ 22sinθcosθ

2sinθcosθ sinθcosθ cos2θ2 sin2θ

2
664

3
775

σ11

σ22

σ12

8><
>:

9>=
>; ðrotation of 2D stressesÞ (169)

ε011
ε022
ε012

8><
>:

9>=
>;5

cos2θ sin2θ 2sinθcosθ

sin2θ cos2θ 22sinθcosθ

2sinθcosθ sinθcosθ cos2θ2 sin2θ

2
664

3
775

ε11

ε22

ε12

8><
>:

9>=
>; ðrotation of 2D strainsÞ (170)
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We need to find similar relations for the other three stresses and strains, σ33;σ23;σ31 and
ε33; ε23; ε31. The case of out-of-plane stress and strain σ33; ε33 is straightforward because the
axis x3 and x03 coincide and the transformation of stresses and strains is an identity, i.e.,

σ0
33 5σ33 ðrotation of out-of-plane stressÞ (171)

ε033 5 ε33 ðrotation of out-of-plane strainÞ (172)

The case of the shear stresses and strains σ23;σ31 and ε23; ε31 is resolved by considering
a small wedge element as shown in Figure 8. Vertical free-body analysis of the wedge
element yields

σ0
13 5σ13cosθ1 σ23sinθ

σ0
23 5σ13cosðθ1 π

2 Þ1σ23sinðθ1 π
2Þ (173)

Using the trigonometric relations sinðθ1 π
2Þ5 cosθ, cosðθ1 π

2Þ52sinθ, Eq. (173) becomes

σ0
13 5σ13cosθ1σ23sinθ

σ0
23 52σ13sinθ1σ23cosθ

(174)

Equation (174) can be rearranged in the order of Eq. (167) and then expressed in matrix
form as

σ0
23

σ0
13

( )
5

cosθ 2sinθ

sinθ cosθ

" #
σ23

σ13

( )
rotation of

σ23;σ13 stresses

 !
(175)

x3, x3
'

x3, x3
'

x2

L=1

x1

x2

A

B

x3
'

x2
'

x1

σ23

σ13

σ′13

σ23

A

B
σ13

O

θ

AB = 1
OA = sin θ
OB = cos θ

θ

FIGURE 8 Rotated wedge element for the analysis of shear stresses σ23;σ31.
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The rotation relation of Eq. (175) also applies to strains since the strain tensor and stress
tensor behave similarly, i.e.,

ε023
ε013

( )
5

cosθ 2sinθ

sinθ cosθ

" #
ε23

ε13

( )
rotation of

ε23; ε13 strains

 !
(176)

Combining Eqs. (169), (171), (175) into a single matrix expression yields the 3D stress
rotation relation

σ0
11

σ0
22

σ0
33

σ0
23

σ0
13

σ0
12

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;

5

cos2θ sin2θ 0 0 0 2sinθcosθ

sin2θ cos2θ 0 0 0 22sinθcosθ

0 0 1 0 0 0

0 0 0 cosθ 2sinθ 0

0 0 0 sinθ cosθ 0

2sinθcosθ sinθcosθ 0 0 0 cos2θ2 sin2θ

2
66666666664

3
77777777775

σ11

σ22

σ33

σ23

σ13

σ12

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

3D stress

rotation

 !

(177)

The expression in Eq. (177) agrees with Ref. [4], p. 477, Eq. (A.54) citing Ref. [13], p. 22,
Eq. (102). Similarly, combining Eqs. (170), (172), (176) into a single matrix expression yields
the 3D strain rotation relation

ε011
ε022
ε033
ε023
ε013
ε012

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

5

cos2θ sin2θ 0 0 0 2sinθcosθ
sin2θ cos2θ 0 0 0 22sinθcosθ
0 0 1 0 0 0
0 0 0 cosθ 2sinθ 0
0 0 0 sinθ cosθ 0

2sinθcosθ sinθcosθ 0 0 0 cos2θ2 sin2θ

2
6666664

3
7777775

ε11
ε22
ε33
ε23
ε13
ε12

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

3D strain

rotation

 !

(178)
In view of Eqs. (177), (178), define the θ-dependent 3D rotation matrix T as

T5

cos2θ sin2θ 0 0 0 2sinθcosθ
sin2θ cos2θ 0 0 0 22sinθcosθ
0 0 1 0 0 0

0 0 0 cosθ 2sinθ 0

0 0 0 sinθ cosθ 0

2sinθcosθ sinθcosθ 0 0 0 cos2θ2 sin2θ

2
666666664

3
777777775

3D

rotation

matrix

0
B@

1
CA (179)

The stress rotation Eq. (177) can be written directly in matrix notations using Eqs. (167),
(179), i.e., as

σ0 5Tσ (180)
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The strain rotation Eq. (178) cannot be written directly in matrix notations because the
shear strains ε23; ε31; ε12 appear with a factor of 2 in Eq. (167) but without such factor in
Eq. (178). To resolve this issue, define the R matrix in 3D, i.e.,

R5

1
1

1
2

2
2

2
6666664

3
7777775

R21 5

1
1

1
1=2

1=2
1=2

2
6666664

3
7777775

(181)

Using Eq. (181), write

ε011
ε022
ε033
2ε023
2ε031
2ε012

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

5

1

1

1

2

2

2

2
6666664

3
7777775

ε011
ε022
ε033
ε23
ε013
ε012

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

(182)

ε11
ε22
ε33
ε23
ε31
ε12

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

5

1

1

1

1=2

1=2

1=2

2
666666664

3
777777775

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

(183)

Substitution of Eq. (178) into Eq. (182) gives

ε011
ε022
ε033
2ε023
2ε031
2ε012

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

5

1

1

1

2

2

2

2
666666664

3
777777775

ε011
ε022
ε033
ε23
ε013
ε012

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

5

1

1

1

2

2

2

2
66666664

3
77777775

cos2θ sin2θ 0 0 0 2sinθcosθ
sin2θ cos2θ 0 0 0 22sinθcosθ
0 0 1 0 0 0

0 0 0 cosθ 2sinθ 0

0 0 0 sinθ cosθ 0

2sinθcosθ sinθcosθ 0 0 0 cos2θ2 sin2θ

2
666666664

3
777777775

ε11
ε22
ε33
ε23
ε13
ε12

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;
(184)
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Use of Eq. (183) into Eq. (184) yields

ε011
ε022
ε033
2ε023
2ε031
2ε012

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

1

1

1

2

2

2

2
6666666664

3
7777777775

3

cos2θ sin2θ 0 0 0 2sinθcosθ

sin2θ cos2θ 0 0 0 22sinθcosθ

0 0 1 0 0 0

0 0 0 cosθ 2sinθ 0

0 0 0 sinθ cosθ 0

2sinθcosθ sinθcosθ 0 0 0 cos2θ2 sin2θ

2
6666666664

3
7777777775

3

1

1

1

1=2

1=2

1=2

2
6666666664

3
7777777775

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

(185)

Use of Eqs. (179), (181) into Eq. (185) yields a compact matrix expression, i.e.,

ε0 5RTR21ε (186)

Upon evaluation, one finds that RTR21 is actually T2t, the transpose of the inverse of T
(see Section 5.6), i.e.,

RTR21 5T2t (187)

Substitution of Eq. (187) into Eq. (186) yields

ε0 5T2tε (188)

Recall Eq. (166) which gives the stress�strain relations in local coordinates, i.e.,

σ0 5C0 ε0 ðstress�strain matrix relation in local coordinatesÞ (189)

Use Eqs. (180), (186) to express σ0, ε0 of Eq. (189) in terms of σ, ε and get

Tσ5C0 T2tε (190)
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Premultiplication of Eq. (190) by T21 yields

σ5T21C0 T2tε (191)

Recall Eq. (168) expressing the stress�strain relation in global coordinates, i.e.,

σ5C ε ðstress�strain matrix relation in global coordinatesÞ (192)

Comparison of Eqs. (191), (192) yields the rotated stiffness matrix as

C5T21C0 T2t (193)

After performing the matrix operations, Eq. (193) yields the rotated stiffness matrix C in
the form

C5

C11 C12 C13 0 0 C16

C12 C22 C23 0 0 C26

C13 C23 C33 0 0 C36

0 0 0 C44 C45 0

0 0 0 C45 C55 0

C16 C26 C36 0 0 C66

2
666666664

3
777777775

(194)

where C14 5C15 5C24 5C25 5C34 5C35 5C46 5C56 5 0. The stress�strain relation of
Eq. (38) is written as

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

5

C11 C12 C13 0 0 C16

C12 C22 C23 0 0 C26

C13 C23 C33 0 0 C36

0 0 0 C44 C45 0

0 0 0 C45 C55 0

C16 C26 C36 0 0 C66

2
666666664

3
777777775

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

(195)

A stiffness matrix of the form of Eq. (194) is also known as monoclinic stiffness matrix
because it can be shown that the general stiffness matrix of Eq. (36) reduces to the form of
Eq. (194) in the case of a material that shown monoclinic symmetry. In our case, the
rotated composite lamina shows monoclinic symmetry with the symmetry plane being the
Ox1x2 plane.

2.5.3 Equations of Motion for a Monoclinic Composite Layer

The monoclinic stiffness matrix of Eq. (194) has much fewer terms than the generally ani-
sotropic stiffness matrix presented earlier in Eq. (36). As a consequence, the expanded
form of the equation of motion in terms of displacements becomes more manageable.
Recall that in the general case, the expanded form of the equation of motion in terms of
displacements had 18 terms per degree of freedom (dof), as illustrated for the €u1-dof by
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Eq. (63). However, in the case of monoclinic stiffness matrix, C14 5C15 5C24 5C25 5
C34 5C35 5C46 5C56 5 0, and Eq. (63) simplifies, i.e.,

C11u1;11 1C66u1;22 1C55u1;33 1 2C16u1;12 1

C16u2;11 1C26u2;22 1C45u2;33 1 ðC12 1C66Þu2;12
1 ðC36 1C45Þu3;23 1 ðC13 1C55Þu3;31 5 ρ €u1

(196)

Similarly, the €u2 and €u3 equations become

C16u1;11 1C26u1;22 1C45u1;33 1 ðC12 1C66Þu1;12 1
C66u2;11 1C22u2;22 1C44u2;33 1 2C26u2;12

1 ðC23 1C44Þu3;23 1 ðC36 1C45Þu3;31 5 ρ €u2

(197)

ðC36 1C45Þu1;23 1 ðC13 1C55Þu1;31
1 ðC23 1C45Þu2;23 1 ðC36 1C45Þu2;31
1C55u3;11 1C44u3;22 1C33u3;33 1 2C45u3;12 5 ρ €u3

(198)

2.5.4 Rotated Compliance Matrix

A similar argument can be employed to find the rotated compliance matrix S. Recall the
strain�stress matrix relation Eq. (39) and write it in local coordinates, i.e.,

ε0 5S0 σ0 ðstrain�stress matrix relation in local coordinatesÞ (199)

Use Eqs. (180), (186) to express σ0, ε0 of Eq. (199) in terms of σ, ε and get

T2tε5S0 Tσ (200)

Multiply Eq. (200) by Tt and obtain

ε5TtS0 Tσ (201)

Use Eq. (39) to write the strain�stress relation in global coordinates, i.e.,

ε5S σ ðstrain� stress matrix relation in global coordinatesÞ (202)

Comparison of Eqs. (201), (202) yields the rotated compliance matrix S, i.e.,

S5TtS0 T (203)

After performing the matrix operations, Eq. (203) yields the rotated compliance matrix S
in the form

S5

S11 S12 S13 0 0 S16

S12 S22 S23 0 0 S26

S13 S23 S33 0 0 S36

0 0 0 S44 S45 0

0 0 0 S45 S55 0

S16 S26 S36 0 0 S66

2
6666666664

3
7777777775

(204)
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The strain�stress relation of Eq. (43) is written as

ε11
ε22
ε33
2ε23
2ε31
2ε12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

S11 S12 S13 0 0 S16

S12 S22 S23 0 0 S26

S13 S23 S33 0 0 S36

0 0 0 S44 S45 0

0 0 0 S45 S55 0

S16 S26 S36 0 0 S66

2
6666666664

3
7777777775

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(205)

The compliance matrix S of Eq. (204) also displays monoclinic symmetry.

2.5.5 Note on the Use of Closed-Form Expression in the C and S matrices

Note: Closed-form expressions for the elements of the rotated stiffness and compliance
matrices, C and S, are possible and can be found in some textbooks. However, these
closed-form expressions contain quite elaborate formulae; if manual coding of these for-
mulae is attempted, then hard-to-trace errors may be inadvertently introduced. Hence, the
use of such closed-form complicated formulae is not recommended.

2.5.6 Proof of RTR215T2t in 3D

In Section 5.2, Eq. (187), we cited without proof the formula RTR21 5T2t for the 3D case.
Here we will perform this proof building onto the proof given in Section 4.5 for the 2D
case. As in Section 4.5, we will use the convenient shorthand notations s and c, i.e.,

s5 sinθ c5 cosθ s2 1 c2 5 sin2θ1 cos2θ5 1 (206)

Use Eq. (206) to write the 3D rotation matrix Eq. (179) as

T5

c2 s2 2sc

s2 s2 22sc

1

c 2s

s c

2sc sc c2 2 s2

2
6666666664

3
7777777775

ð3D rotation matrixÞ (207)

Recall the 2D rotation matrix of Eq. (156) and use the subscript 2D to differentiate it from
the 3D rotation matrix T of Eq. (207), i.e.,

T2D 5

c2 s2 2sc

s2 c2 22sc

2sc sc c2 2 s2

2
64

3
75 ð2D rotation matrixÞ (208)
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Recall Eqs. (158), (160) which give the inverse and its transpose for the 2D rotation
matrix, i.e.,

T21
2D 5

c2 s2 22sc

s2 c2 2sc

sc 2sc c2 2 s2

2
64

3
75 T2t

2D 5

c2 s2 sc

s2 c2 2sc

22sc 2sc c2 2 s2

2
64

3
75 (209)

Recall Eq. (176) which gives the rotation relations for shear stresses σ23;σ31 and denote by
T23231 the corresponding 23 2 rotation matrix, i.e.,

T23231 5
c 2s

s c

" #
ðrotation matrix for σ23;σ31 shear stressesÞ (210)

The inverse of Eq. (210) and its transpose are

T21
23231 5

c s

2s c

" #
T2t
23231 5

c 2s

s c

" #
5T23231 (211)

In view of the above, it is apparent that the 3D rotation matrix T of Eq. (207) is made up
of three independent parts: the 2D part given by Eq. (208); the 23�31 part given by
Eq. (210); and the 33 part, which is an identity. Since these three parts are decoupled and
independent, their effect on the calculation of RTR21 can be treated independently. For
the 2D part, we have already proven in Section 4.5, Eq. (162), that

R2DT2DR
21
2D 5T2t

2D (212)

The 33 part of T needs no processing since it is an identity. It remains to prove the 23�31
part of T; recall the 23�31 part of the R matrix as

R23231 5
2 0

0 2

" #
R21

23231 5
1=2 0

0 1=2

" #
(213)

Hence, the RTR21 expression for the 23�31 part of T is calculated as

R23231T23231R
21
232315

2 0

0 2

" #
c 2s

s c

" #
1=2 0

0 1=2

" #
5

2c 22s

2s 2c

" #
1=2 0

0 1=2

" #
c 2s

s c

" #
5T23231

(214)

Substitution of Eq. (211) into Eq. (214) yields

R23231T23231R
21
23231 5T2t

23231 (215)
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In view of Eqs. (212), (215) and considering that the 33 part is an identity, it is apparent
that the complete 3D rotation matrix T also satisfies the relation.

RTR21 5T2t QED (216)

2.6 PROBLEMS AND EXERCISES

Problems and exercises and worked out examples are given in the Instructor Manual
posted on the publisher’s web site.
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3.1 INTRODUCTION

This chapter deals with the study of composite vibration, which may be used for structural
health monitoring (SHM) applications. We will analyze the vibration of thin laminated
composite plates (Figure 1). Though each lamina in the laminate may have different orien-
tations and hence different stiffness matrices, their mass density is assumed more or less
the same; hence the mid surface of the plate is considered to be placed centroidally. The
top and bottom faces of the plate are free, hence the surface tractions are zero. This means
that the z-direction stress and the surface shear stresses are zero at the plate surface, i.e.,
σzzð6h=2Þ5 0, σzxð6h=2Þ5 0, σyzð6h=2Þ5 0.
Because the plate is thin, the z-direction stress σzz is assumed zero everywhere throughout
the thickness, i.e., σzz � 0. Plane-stress conditions apply in each ply of the composite
layup. In our analysis which follow Refs. [2�4], we are interested in the strains εxx, εyy,
εxy, εxz, εyz and corresponding stresses σxx, σyy, σxy, σxz, σyz.

3.1.1 Displacements for Axial�Flexural Vibration of Composite Plates

Axial�flexural vibration occurs when the in-plane and out-of-plane motions occur simul-
taneously. Assume the x; y; z displacements of the plate mid surface are u0; v0;w0,
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respectively. Under the Love�Kirchhoff plate bending theory, the displacements u; v;w of
any point at location z are given by

u5 u0 2 z
@w0

@x

v5 v0 2 z
@w0

@y
w5w0

(1)

3.1.2 Stress Resultants

Integration of stresses across the thickness gives the force stress resultants
Nx;Ny;Nxy;Nxz;Nyz (vertical forces per unit length, a.k.a. line forces) and moment stress resul-
tantsMx;My;Mxy (moments per unit length, a.k.a. line moments) as shown in Figure 2, i.e.,

Nx 5

ðh=2
2h=2

σxxdz

Ny 5

ðh=2
2h=2

σyydz

Nxy 5

ðh=2
2h=2

σxydz

Nxz 5

ðh=2
2h=2

σxzdz

Nyz 5

ðh=2
2h=2

σyzdz

Mx 5

ðh=2
2h=2

σxxzdz

My 5

ðh=2
2h=2

σyyzdz

Mxy 5

ðh=2
2h=2

σxyzdz

(2)

General laminate
structure, with loads MX

My Ny

Nx

Mx

σx

σy σy

σx

σ22

σ22

σ22

σ22
σ11

σ11

σ11

σ11

MyNy

Nx

At a point Each layer
Fibers

2'

1'
y

x
x and y are laminate, or
geometric directions;
1' and 2' are principal
directions of ply fibers

θ

X

= 0

= 0
1

2

3

4

Layer 1

Layer 2

Layer 4

Layer 3

Fiber direction

Stress field in principal directions
1 and 2  for each layer

Stress field in geometric x and y directions for overall laminate

FIGURE 1 Stresses and loads definitions in a laminated composite plate [1].
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3.2 EQUATIONS OF MOTION IN TERMS OF STRESS RESULTANTS

3.2.1 Derivation of Equations of Motion from Free Body Diagram

Free body analysis of the infinitesimal plate element dx dy of Figure 2 yields

In-plane x-direction forces:
@Nx

@x
1

@Nyx

@y
5m €u0 (3)

In-plane y-direction forces:
@Ny

@y
1

@Nxy

@x
5m €v0 (4)

Out-of-plane forces:
@Nxz

@x
1

@Nyz

@y
5m €w0 (5)

(c)

z

O x

y

xz
xz

N
N dx

x

∂
+

∂
yx

yx

M
M dy

y

∂
+

∂

xyM

xzN

yzN
yxM

xM yM

dy
dx

yz
yz

N
N dy

y

∂
+

∂

y
y

M
M dy

y

∂
+

∂

xy
xy

M
M dx

x

∂
+

∂

x
x

M
M dx

x

∂
+

∂

(a) (b)

My O

Mx
Mxy

x

z

z

Myx

σyy

σxy

σxxσxy

y

FIGURE 2 Infinitesimal plate element in Cartesian coordinates for the analysis of axial�flexural vibration of
rectangular plates: (a) plate coordinates; (b) definition of moments and stresses; (c) stress resultants on the infini-
tesimal element.
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Mx moments:
@Mx

@x
1

@Myx

@y
2Nxz 5 0 (6)

My moments:
@My

@y
1

@Mxy

@x
2Nyz 5 0 (7)

where m is the mass per unit area of the plate given by

m5

ðh=2
2h=2

ρdz ðmass per unit area of the plateÞ (8)

Rotary inertia effects are ignored and hence no inertia terms appear in the moment relations
Eqs. (6), (7); the Mz moment equation about the out-of-plane axis z is not needed. Equations
(6), (7) give the shear forces Nxz;Nyz in terms of the bending moments Mx;Mxy;Myx;My, i.e.,

Nxz 5
@Mx

@x
1

@Myx

@y
(9)

Nyz 5
@My

@y
1

@Mxy

@x
(10)

Upon differentiation, Eqs. (9), (10) yield

@Nxz

@x
5

@2Mx

@x2
1

@2Myx

@x@y
(11)

@Nyz

@y
5

@2My

@y2
1

@2Mxy

@x@y
(12)

Substitution of Eqs. (11), (12) into Eq. (5) yields

@2Mx

@x2
1 2

@2Mxy

@x@y
1

@2My

@y2
5m €w0 (13)

3.2.2 Derivation of Axial�Flexural Equations from Stress
Equations of Motion

Recall the stress equations of motion with the σzz 5 0 assumption, i.e.,

@σxx

@x
1

@σxy

@y
1

@σxz

@z
5 ρ €u (14)

@σxy

@x
1

@σyy

@y
1

@σyz

@z
5 ρ €v (15)

@σzx

@x
1

@σzy

@y
5 ρ €w (16)

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

71Sec. 3.2 Equations of Motion in Terms of Stress Resultants



3.2.2.1 Integration of u-Equation of Motion

Integration of Eq. (14) with respect to z givesðh=2
2h=2

@σxx

@x
1

@σxy

@y
1

@σxz

@z

� �
dz5

ðh=2
2h=2

ρ €udz (17)

Expansion of the integral in Eq. (17) gives

(18)

The last integral in Eq. (18) is discarded because it can be evaluated exactly and its value
is zero due to free surface conditions at the upper and lower faces of the plate, i.e.,ðh=2

2h=2

@σxz

@z
dz5σxz

����
h=2

2h=2

5 σxzðh2Þ2σxzð2 h
2Þ5 02 05 0 ðfree surface conditionsÞ (19)

Substitution of Eq. (19) into Eq. (18) and use of Eqs. (1), (2), (8) yields

(20)

The second integral in Eq. (20) vanishes because it is the first moment of inertia about a
centroidal axis. Hence, Eq. (20) becomes

@Nx

@x
1

@Nxy

@y
5 ρh €u0 (21)

Note that Eq. (21) is identical with Eq. (3).

3.2.2.2 Integration of v-Equation of Motion

Integration of Eq. (15) with respect to z gives

ðh=2
2h=2

@σxy

@x
1

@σyy

@y
1

@σyz

@z

� �
dz5

ðh=2
2h=2

ρ €vdz (22)

Expansion of the integral in Eq. (22) gives

(23)

The last integral in Eq. (23) is discarded because it can be evaluated exactly and its value
is zero due to free surface conditions at the upper and lower faces of the plate, i.e.,ðh=2

2h=2

@σyz

@z
dz5σyz

����
h=2

2h=2

5 σyzðh2Þ2σyzð2 h
2Þ5 02 05 0 ðfree surface conditionsÞ (24)
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Substitution of Eq. (24) into Eq. (23) and use of Eqs. (1), (2), (8) yields

(25)

The second integral in Eq. (25) vanishes because it is the first moment of inertia about a
centroidal axis. Hence, Eq. (20) becomes

@Nxy

@x
1

@Ny

@y
5 ρh €v0 (26)

Note that Eq. (26) is identical with Eq. (4).

3.2.2.3 Integration of w-Equation of Motion

Integration of Eq. (16) with respect to z givesðh=2
2h=2

@σxz

@x
1

@σyz

@y

� �
dz5

ðh=2
2h=2

ρ €wdz (27)

Expansion of the integral in Eq. (27) and use of Eqs. (2), (8) yield

@Nxz

@x
1

@Nyz

@y
5m €w (28)

3.2.2.3.1 Calculation of Out-of-Plane Shear Resultant Nxz

To get Nxz, multiply Eq. (14) by z and integrate with respect to z to getðh=2
2h=2

@σxx

@x
zdz1

ðh=2
2h=2

@σxy

@y
zdz1

ðh=2
2h=2

@σxz

@z
zdz5

ðh=2
2h=2

ρ €u zdz (29)

or

@

@x

ðh=2
2h=2

σxxzdz1
@

@y

ðh=2
2h=2

σxyzdz1

ðh=2
2h=2

σxz

@z
zdz5

ðh=2
2h=2

ρ €u zdz (30)

Use of Eqs. (1), (2) into Eq. (30) gives

(31)

The first integral in the right-hand side of Eq. (31) vanishes because it is the first moment
of inertia about a centroidal axis. The second integral is the second moment of inertia due
to x-motion, Ix, and its multiplication by @ €w0=@x represents rotary inertia effects, which are
ignored under the Love�Kirchhoff plate bending theory. Also note the expression

@ðzσxzÞ
@z

5
@z

@z
σxz 1 z

@σxz

@z
(32)
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Upon rearrangement, Eq. (32) yields the term under the integral sign in the left-hand side
of Eq. (31), i.e.,

z
@σxz

@z
5

@ðzσxzÞ
@z

2σxz (33)

Substitution of Eq. (33) into Eq. (31) yields

@Mx

@x
1

@Mxy

@y
1

ðh=2
2h=2

@ðzσxzÞ
@z

2σxz

� �
dz5 0 (34)

The first term of the integral is zero due to free surface conditions at the upper and lower
faces of the plate, i.e.,ðh=2

2h=2

@ðzσxzÞ
@z

dz5zσxz
h=2
2h=2 5 0 ðfree surface conditionsÞ
��� (35)

The second term of the integral yields Nxz in virtue of Eq. (2), i.e.,

Nxz 5

ðh=2
2h=2

σxzdz (36)

Substitution of Eqs. (35), (36) into Eq. (34) gives

@Mx

@x
1

@Mxy

@y
2Nxz 5 0 (37)

Upon solution, Eq. (37) yields

Nxz 5
@Mx

@x
1

@Mxy

@y
(38)

3.2.2.3.2 Calculation of Out-of-Plane Shear Resultant Nyz

In a similar way, multiply Eq. (15) by z and integrate with respect to zto getðh=2
2h=2

@σxy

@x
zdz1

ðh=2
2h=2

@σyy

@y
zdz1

ðh=2
2h=2

@σyz

@z
zdz5

ðh=2
2h=2

€vρzdz (39)

or

@

@x

ðh=2
2h=2

σxyzdz1
@

@y

ðh=2
2h=2

σyyzdz1

ðh=2
2h=2

σyz

@z
zdz5

ðh=2
2h=2

ρ €vzdz (40)

Use Eqs. (1), (2) into Eq. (40) to get

(41)
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The first integral in the right-hand side of Eq. (41) vanishes because it is the first moment
of inertia about a centroidal axis. The second integral is the second moment of inertia due
to y-motion, Iy, and its multiplication by @ €w0=@y represents rotary inertia effects, which are
ignored under the Love�Kirchhoff plate bending theory. Also note the expression

@ðzσyzÞ
@z

5
@z

@z
σyz 1 z

@σyz

@z
(42)

Upon rearrangement, Eq. (42) yields the term under the integral sign in the left-hand side
of Eq. (41), i.e.,

z
@σyz

@z
5

@ðzσyzÞ
@z

2 σyz (43)

Substitution of Eq. (43) into Eq. (41) yields

@Mxy

@x
1

@My

@y
1

ðh=2
2h=2

@ðzσyzÞ
@z

2 σyz

� �
dz5 0 (44)

The first term of the integral in Eq. (44) is zero due to free surface conditions at the upper
and lower faces of the plate, i.e.,ðh=2

2h=2

@ðzσyzÞ
@z

dz5zσyz

����
h=2

2h=2

5 0 ðfree surfaces conditionsÞ (45)

The second term of the integral in Eq. (44) gives Nyz in virtue of Eq. (2), i.e.,ðh=2
2h=2

σyzdz5Nyz (46)

Substitution of Eqs. (45), (46) into Eq. (44) gives

@Mxy

@x
1

@My

@y
2Nyz 5 0 (47)

Upon solution, Eq. (47) yields

Nyz 5
@Mxy

@x
1

@My

@y
(48)

3.2.2.3.3 The w-Equation of Motion in Terms of Moment Stress Resultants

Substitution of Eqs. (38), (48) into the left-hand side of Eq. (28) gives

@Nxz

@x
1

@Nyz

@y
5

@

@x

@Mx

@x
1

@Mxy

@y

� �
1

@

@y

@Mxy

@x
1

@My

@y

� �
5

@2Mx

@x2
1 2

@2Mxy

@x@y
1

@2My

@y2
(49)
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Substitution of Eq. (49) into Eq. (28) yields the equation of motion in terms of moments, i.e.,

@2Mx

@x2
1 2

@2Mxy

@x@y
1

@2My

@y2
5m €w (50)

Note that Eq. (50) is identical with Eq. (13).

3.2.3 Summary of Equations of Motion in Terms of Stress Resultants

Equations (3), (4), (13) are the equations of motion in terms of stress resultants, i.e.,

@Nx

@x
1

@Nxy

@y
5m €u0 ðu-equation of motionÞ (51)

@Nxy

@x
1

@Ny

@y
5m €v0 ðv-equation of motionÞ (52)

@2Mx

@x2
1 2

@2Mxy

@x@y
1

@2My

@y2
5m €w0 ðw-equation of motionÞ (53)

It is remarkable that the axial and flexural motions seem to be uncoupled since the
moment stress resultants do not appear in the u and v equations, nor the axial force resul-
tants appear in the w equation. However, it will be shown in the subsequent derivation
that coupling between in-plane and out-of-plane motions exist when the equations of
motion are expressed in terms of displacements.

Equations (51)�(53) represent the equation of motion in terms of moment stress resul-
tants. For vibration analysis, we need to obtain the equations of motion in terms of displa-
cements. In order to obtain the equation of motion in terms of displacements, we need to
express the stress resultants in terms of displacements. To do so, we will proceed in the
following steps:

(a) Calculate the strains in terms of displacements
(b) Use the stress�strain relations to express the stresses in terms of displacements
(c) Substitute the stresses into the stress resultant expressions and integrate to get the

stress resultants in terms of displacements.

Step (a) is a kinematic analysis and does not depend on the material properties. This step
will be performed up-front before getting into the specifics of composite materials. Steps
(b) and (c) are, however, dependent on the material properties. When performing these
steps, we will use the stiffness matrices of each of the layers making up the composite
laminate.
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3.2.4 Strains in Terms of Displacements

The strains of interest are

εxx 5
@u

@x

εyy 5
@v

@y

εxy 5
1

2

�
@u

@y
1

@v

@x

�

εxz 5
1

2

�
@u

@z
1

@w

@x

�

εyz 5
1

2

�
@v

@z
1

@w

@y

�
(54)

Substitution of Eq. (1) into the εxx; εyy parts of Eq. (54) gives

εxx 5
@u

@x
5

@

@x

�
u0 2 z

@w0

@x

�
5

@u0
@x

2 z
@2w0

@x2

εyy 5
@v

@y
5

@

@y

�
v0 2 z

@w0

@y

�
5

@v0
@y

2 z
@2w0

@y2

(55)

Substitution of Eq. (1) into the εxy; εxz; εyz parts of Eq. (54) gives

εxy 5
1

2

@u

@y
1

@v

@x

� �
5

1

2

@

@y
u0 2 z

@w0

@x

� �
1

@

@x
v0 2 z

@w0

@y

� �� �
5

1

2

@u0
@y

1
@v0
@x

� �
2 z

@2w0

@x@y
(56)

(57)

(58)
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3.2.5 Strains in Terms of Mid-Surface Strains and Curvatures

Equations (55), (56), (57), (58) can be written more compactly using the mid-surface strains
and curvatures defined as follows:

ε0x 5
@u0
@x

ε0y 5
@v0
@y

γ0xy 5
@u0
@y

1
@v0
@x

ðmid-surface strainsÞ (59)

κx 52
@2w0

@x2

κy 52
@2w0

@y2

κxy 52 2
@2w0

@x@y

ðmid-surface curvaturesÞ (60)

Substitution of Eqs. (59), (60) into Eqs. (55), (56) (57), (58) yields

εxx 5 ε0x 1 z κx

εyy 5 ε0y 1 z κy

γxy 5 2εxy 5 γ0xy 1 z κxy

(61)

Equation (61) can be expressed in matrix form as

εxx
εyy
γxy

8<
:

9=
;5

ε0x
ε0y
γ0xy

8<
:

9=
;1

κx

κy

κxy

8<
:

9=
;z (62)

or, in compact form,

ε5 ε0 1 z κ (63)

where

ε5
εxx
εyy
γxy

8<
:

9=
; ε0 5

ε0x
ε0y
γ0xy

8<
:

9=
; κ5

κx

κy

κxy

8<
:

9=
; (64)
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3.3 VIBRATION EQUATIONS FOR AN ANISOTROPIC LAMINATED
COMPOSITE PLATE

So far, we have obtained expressions of strains in terms of displacements without
paying attention to the material properties of the plate. At this stage, we need to
bring in the material properties equations that relate stresses to strains. Using the
material-specific stress�strain relations, we will relate stresses to displacements and
then proceed to integrate the stresses across the thickness to get the stress resultants
in terms of displacements. In this way, we will achieve what is commonly known
as the composite lamination theory (CLT). After that, we will get the equations of
motion in terms of displacements and then the vibration equations of the laminated
composite plate.

3.3.1 Stress�Strain Relations for an Anisotropic Laminated
Composite Plate

For an anisotropic laminated composite plate with n5 1; :::;N layers (Figure 3), the
stress�strain relations are prescribed individually for each layer, i.e.,

σxx

σyy

σxy

8><
>:

9>=
>;

n

5

Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
64

3
75
n

εxx
εyy
γxy

8><
>:

9>=
>;

n

n5 1; :::;N (65)

or, compactly,

σn 5Qnεn n5 1; :::;N (66)

N

Layer number

k

1

N-1
zN-1

zk

zk-1

z0

h

z1

z = 0

z2

Neutral surface

zN

FIGURE 3 Coordinates definition for an N-ply composites laminate.
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where Qn is the reduced stiffness matrix of the n-th composite layer in global coordi-
nates, i.e.,

Qn 5

Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
64

3
75
n

n5 1; :::;N (67)

3.3.2 Stresses in Terms of Mid-Surface Strains and Curvatures for an
Anisotropic Laminated Composite Plate

For an anisotropic laminated composite plate with n5 1; :::;N layers, substitution of
Eq. (62) into the stress�strain relations Eq. (65) yields

σxx

σyy

σxy

8><
>:

9>=
>;
n

5

Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
64

3
75
n

ε0x
ε0y

γ0xy

8>><
>>:

9>>=
>>;1 z

Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
64

3
75
n

κx

κy

κxy

8><
>:

9>=
>; n5 1; :::;N (68)

Alternatively, substitution of Eq. (63) into Eq. (66) gives the compact expression

σn 5Qn ε0 1 z Qnκ n5 1; :::;N (69)

3.3.3 Stress Resultants in Terms of Mid-Surface Strains and Curvatures
for an Anisotropic Laminated Composite Plate

3.3.3.1 Matrix Representation of Stresses and Stress Resultants

Recall from Eq. (2) the stress resultants Nx;Ny;Nxy;Mx;My;Mxy and arrange them in matrix
form, i.e.,

N5

Nx

Ny

Nxy

8><
>:

9>=
>;5

ðh=2
2h=2

σxxdz

ðh=2
2h=2

σyydz

ðh=2
2h=2

σxydz

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

M5

Mx

My

Mxy

8><
>:

9>=
>;5

ðh=2
2h=2

σxxzdz

ðh=2
2h=2

σyyzdz

ðh=2
2h=2

σxyzdz

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(70)
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Propagate the integration sign outside the matrix notation and express the force stress
resultants as

Nx

Ny

Nxy

8<
:

9=
;5

ðh=2
2h=2

σxx

σyy

σxy

8<
:

9=
;dz ðforce stress resultantsÞ (71)

Mx

My

Mxy

8<
:

9=
;5

ðh=2
2h=2

σxx

σyy

σxy

8<
:

9=
;zdz ðmoment stress resultantsÞ (72)

Define the stress and strain column matrices

σ5

σxx

σyy

σxy

8<
:

9=
; ε5

εxx
εyy
γxy

8<
:

9=
; (73)

where γxy is the engineering shear strain defined as

γxy 5 2εxy ðengineering shear strainÞ (74)

Using the matrix notations of Eqs. (70), (73), write Eqs. (71), (72) compactly as

N5

ðh=2
2h=2

σdz ðforce stress resultantsÞ (75)

M5

ðh=2
2h=2

σ zdz ðmoment stress resultantsÞ (76)

3.3.3.2 Stress Resultants through Stress Integration across the Thickness of an
Anisotropic Laminated Composite Plate (ABD Matrices)

For an anisotropic laminated composite plate with n5 1; :::;N layers, substitution of
Eq. (69) into Eqs. (75), (76) yields

N5
XN
n51

ðzn
zn21

Qnε0dz1
XN
n51

ðzn
zn21

Qnκzdz (77)

M5
XN
n51

ðzn
zn21

Qnε0zdz1
XN
n51

ðzn
zn21

Qnκz2dz (78)
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After propagating the constant terms outside the integration sign and the summation sign,
Eqs. (77), (78) become

N5
XN
n51

Qn

ðzn
zn21

dz

� �
ε0 1

XN
n51

Qn

ðzn
zn21

zdz

 !
κ (79)

M5
XN
n51

Qn

ðzn
zn21

zdz

 !
ε0 1

XN
n51

Qn

ðzn
zn21

z2dz

 !
κ (80)

Evaluation of the integrals in Eqs. (79), (80) givesðzn
zn21

dz5 zn 2 zn21ðzn
zn21

zdz5 1
2 z2n 2 z2n21

� �
ðzn
zn21

z2dz5 1
3 z3n 2 z3n21

� �
(81)

Substitution of Eq. (81) into Eqs. (79), (80) yields

N5
XN
n51

zn 2 zn21ð ÞQn

" #
ε0 1

XN
n51

1
2 z2n 2 z2n21

� �
Qn

" #
κ (82)

M5
XN
n51

1
2 z2n 2 z2n21

� �
Qn

" #
ε0 1

XN
n51

1
3 z3n 2 z3n21

� �
Qn

" #
κ (83)

Equations (82), (83) can be written compactly in the “ABD form”, i.e.,

N
M

	 

5

A B
B D

� �
ε0
κ

	 

(84)

where the ABD matrices are

A5
A11 A12 A16

A12 A22 A26

A16 A26 A66

2
4

3
55

XN
n51

zn 2 zn21ð ÞQn

" #
5
XN
n51

zn 2 zn21ð Þ
Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
4

3
5
n

(85)

B5
B11 B12 B16

B12 B22 B26

B16 B26 B66

2
4

3
55

XN
n51

1
2 z2n 2 z2n21

� �
Qn

" #
5 1

2

XN
n51

z2n 2 z2n21

� � Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
4

3
5
n

(86)

D5
D11 D12 D16

D12 D22 D26

D16 D26 D66

2
4

3
55

XN
n51

1
3 z3n 2 z3n21

� �
Qn

" #
5 1

3

XN
n51

z3n 2 z3n21

� � Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

2
4

3
5
n

(87)
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The longhand correspondent of Eq. (84) is

Nx

Ny

Nxy

Mx

My

Mxy

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

5

A11 A12 A16 B11 B12 B16

A12 A22 A26 B12 B22 B26

A16 A26 A66 B16 B26 B66

B11 B12 B16 D11 D12 D16

B12 B22 B26 D12 D22 D26

B16 B26 B66 D16 D26 D66

2
6666664

3
7777775

ε0x
ε0y
γ0xy
κx

κy

κxy

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

(88)

3.3.4 Equations of Motion in Terms of Displacements for an Anisotropic
Laminated Composite Plate

In order to derive the equations of motion in terms of displacements, recall Eqs. (59), (60)
and substitute them into Eq. (84); in expanded form, one gets

Nx

Ny

Nxy

8<
:

9=
;5

A11 A12 A16

A12 A22 A26

A16 A26 A66

2
4

3
5

@u0
@x

@v0
@y

@u0
@y

1
@v0
@x

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

2
B11 B12 B16

B12 B22 B26

B16 B26 B66

2
4

3
5

@2w0

@x2

@2w0

@y2

2
@2w0

@x@y

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(89)

Mx

My

Mxy

8<
:

9=
;5

B11 B12 B16

B12 B22 B26

B16 B26 B66

2
4

3
5

@u0
@x

@v0
@y

@u0
@y

1
@v0
@x

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

2
D11 D12 D16

D12 D22 D26

D16 D26 D66

2
4

3
5

@2w0

@x2

@2w0

@y2

2
@2w0

@x@y

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(90)

Recall Eqs. (51), (52), (53) representing equations of motion in terms of stress resultants, i.e.,

@Nx

@x
1

@Nxy

@y
5m €u0 ðu-equation of motionÞ (91)

@Nxy

@x
1

@Ny

@y
5m €v0 ðv-equation of motionÞ (92)

@2Mx

@x2
1 2

@2Mxy

@x@y
1

@2My

@y2
5m €w0 ðw-equation of motionÞ (93)
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Expand Eqs. (89), (90) and write

Nx 5A11
@u0
@x

1A12
@v0
@y

1A16
@u0
@y

1
@v0
@x

� �
2B11

@2w0

@x2
2B12

@2w0

@y2
2 2B16

@2w0

@x@y
(94)

Ny 5A12
@u0
@x

1A22
@v0
@y

1A26
@u0
@y

1
@v0
@x

� �
2B12

@2w0

@x2
2B22

@2w0

@y2
2 2B26

@2w0

@x@y
(95)

Nxy 5A16
@u0
@x

1A26
@v0
@y

1A66
@u0
@y

1
@v0
@x

� �
2B16

@2w0

@x2
2B26

@2w0

@y2
2 2B66

@2w0

@x@y
(96)

Mx 5B11
@u0
@x

1B12
v0
@y

1B16
@u0
@y

1
@v0
@x

� �
2D11

@2w0

@x2
2D12

@2w0

@y2
2 2D16

@2w0

@x@y
(97)

My 5B12
@u0
@x

1B22
@v0
@y

1B26
@u0
@y

1
@v0
@x

� �
2D12

@2w0

@x2
2D22

@2w0

@y2
2 2D26

@2w0

@x@y
(98)

Mxy 5B16
@u0
@x

1B26
@v0
@y

1B66
@u0
@y

1
@v0
@x

� �
2D16

@2w0

@x2
2D26

@2w0

@y2
2 2D66

@2w0

@x@y
(99)

Use Eqs. (94), (95), (96) to calculate the following derivatives:

@Nx

@x
5A11

@2u0
@x2

1A12
@2v0
@x@y

1A16
@2u0
@x@y

1
@2v0
@x2

� �
2B11

@3w0

@x3
2B12
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@x@y2
2 2B16

@3w0

@x2@y
(100)

@Nxy

@y
5A16

@2u0
@x@y

1A26
@2v0
@y2

1A66
@2u0
@y2

1
@2v0
@x@y

� �
2B16

@3w0

@x2@y
2B26

@3w0

@y3
2 2B66

@3w0

@x@y2
(101)

@Nxy

@x
5A16

@2u0
@x2

1A26
@2v0
@x@y

1A66
@2u0
@x@y

1
@2v0
@x2

� �
2B16

@3w0

@x3
2B26

@3w0

@x@y2
2 2B66

@3w0

@x2@y
(102)

@Ny

@y
5A12

@2u0
@x@y

1A22
@2v0
@y2

1A26
@2u0
@y2

1
@2v0
@x@y

� �
2B12

@3w0

@x2@y
2B22

@3w0

@y3
2 2B26

@3w0

@x@y2
(103)

@2Mx

@x2
5B11

@3u0
@x3

1B12
@3v0
@x2@y

1B16
@3u0
@x2@y

1
@3v0
@x3

� �
2D11

@4w0

@x4
2D12

@4w0

@x2@y2
2 2D16

@4w0

@x3@y

(104)

@2Mxy

@x@y
5B16

@3u0
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1B26
@3v0
@x@y2
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1
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� �
2D16
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2D26
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@x@y3
2 2D66
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(105)

@2My

@y2
5B12

@3u0
@x@y2

1B22
@3v0
@y3

1B26
@3u0
@y3

1
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@x@y2

� �
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@4w0

@x2@y2
2D22

@4w0

@y4
2 2D26

@4w0

@x@y3

(106)
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Substitution of Eqs. (100), (101) into Eq. (91), of Eqs. (102), (103) into Eq. (92), and of
Eqs. (104), (105), (106) into Eq. (93) yields

A11
@2u0
@x2

1 2A16
@2u0
@x@y

1A66
@2u0
@y2

1A16
@2v0
@x2

1 A12 1A66ð Þ @
2v0

@x@y
1A26

@2v0
@y2

2B11
@3w0

@x3
2 3B16

@3w0

@x2@y
2 B12 1 2B66ð Þ @

3w0

@x@y2
2B26

@3w0

@y3
5m €u0

(107)

A16
@2u0
@x2

1 A12 1A66ð Þ @
2u0

@x@y
1A26

@2u0
@y2

1A66
@2v0
@x2

1 2A26
@2v0
@x@y

1A22
@2v0
@y2

2B16
@3w0

@x3
2 B12 1 2B66ð Þ @

3w0

@x2@y
2 3B26

@3w0

@x@y2
2B22

@3w0

@y3
5m €v0

(108)

D11
@4w0

@x4
1 4D16

@4w0

@x3@y
1 2 D12 1 2D66ð Þ @4w0

@x2@y2
1 4D26

@4w0

@x@y3
1D22

@4w0

@y4

2B11
@3u0
@x3

2 3B16
@3u0
@x2@y

2 B12 1 2B66ð Þ @3u0
@x@y2

2B26
@3u0
@y3

2B16
@3v0
@x3

2 B12 1 2B66ð Þ @3v0
@x2@y

2 3B26
@3v0
@x@y2

2B22
@3v0
@y3

1m €w0 5 0

(109)

3.3.5 Vibration Frequencies and Modeshapes of an Anisotropic
Laminated Composite Plate

Equations (107)�(109) are the equations of coupled axial�flexural vibration of a laminated
composite plate. To calculate natural frequencies and modeshapes, assume time-harmonic
motion of the form

u0

v0

w0

8><
>:

9>=
>;5

û

v̂

ŵ

8><
>:
9>=
>;eiωt (110)

where the vibration amplitudes û; v̂; ŵ depend only on the space variables x; y.
Substitution of Eq. (110) into Eqs. (107), (108), (109) yields

A11
@2û

@x2
1 2A16

@2û

@x@y
1A66

@2û

@y2
1A16

@2v̂

@x2
1 A12 1A66ð Þ @2v̂

@x@y
1A26

@2v̂

@y2

2B11
@3ŵ

@x3
2 3B16

@3ŵ

@x2@y
2 B12 1 2B66ð Þ @3ŵ

@x@y2
2B26

@3ŵ

@y3
1ω2mû5 0

(111)
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A16
@2û

@x2
1 A12 1A66ð Þ @2û

@x@y
1A26

@2û

@y2
1A66

@2v̂

@x2
1 2A26

@2v̂

@x@y
1A22

@2v̂

@y2

2B16
@3ŵ

@x3
2 B12 1 2B66ð Þ @3ŵ

@x2@y
2 3B26

@3ŵ

@x@y2
2B22

@3ŵ

@y3
1ω2mv̂5 0

(112)

D11
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@4ŵ

@x3@y
1 2 D12 1 2D66ð Þ @4ŵ

@x2@y2
1 4D26

@4ŵ

@x@y3
1D22

@4ŵ

@y4

2B11
@3û

@x3
2 3B16

@3û

@x2@y
2 B12 1 2B66ð Þ @3û

@x@y2
2B26

@3û

@y3

2B16
@3v̂

@x3
2 B12 1 2B66ð Þ @3v̂

@x2@y
2 3B26

@3v̂

@x@y2
2B22

@3v̂

@y3
2ω2mŵ5 0

(113)

Equations (111)�(113) represent a homogeneous system of partial differential equations in
the space variables x; y. Solution is possible only for certain frequencies ωj, which are the
natural frequencies of the composite structure subject to certain boundary conditions. For
each eigenvalue ωj, one finds a solution Uj;Vj;Wj of Eqs. (111)�(113) representing the
modeshape of the composite structure corresponding to the natural frequency ωj. The
solution Uj;Vj;Wj has one degree of indeterminacy, i.e., it can be scaled up and down by
an arbitrary scale factor. The actual scale factor to be used in computations is determined
through a modes normalization procedure.

Equations (111)�(113) do not accept closed-form solution. Solutions can be obtained
numerically using various approximation methods such as Rayleigh�Ritz, Galerkin, finite
element method (FEM), etc.

3.4 VIBRATION EQUATIONS FOR AN ISOTROPIC PLATE

In this section, we will connect the vibration analysis performed in Section 3 for an aniso-
tropic laminated composite plate with the vibration analysis results customarily obtained
for an isotropic plate. We will repeat here, for an isotropic plate, the analysis steps devel-
oped for an anisotropic laminated composite plate in Sections 3.1�3.5 and will show that
we can recover the customary plate vibration equations.

Equations (51)�(53) represent the equation of motion in terms of force and moment
stress resultants. For vibration analysis, we need to obtain the equations of motion in
terms of displacements. In order to obtain the equation of motion in terms of displace-
ments, we need to express the force and moment stress resultants in terms of displace-
ments. First, we will calculate the strains in terms of displacements; next, we will use
the stress�strain relations to express the stresses in terms of displacements; finally, we
will substitute the stresses into the stress resultant expressions to get the stress resul-
tants in terms of displacements.
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3.4.1 Isotropic Stress�Strain Relations

For an isotropic plate, the strain�stress relations are

εxx 5
1

E
σxx 1

2 ν
E

σyy

εyy 5
2 ν
E

σxx 1
1

E
σyy

and

εxy 5
1

2G
σxy

εxz 5
1

2G
σxz

εyz 5
1

2G
σyz

(114)

where G5E=2ð11 νÞ. Solution of Eq. (114) yields the stress�strain relations, i.e.,

σxx 5
E

12 ν2
εxx 1 νεyy
� �

σyy 5
E

12 ν2
νεxx 1 εyy
� �

σxy 5 2Gεxy
σxz 5 2Gεxz
σyz 5 2Gεyz

(115)

The in-plane components of Eq. (115) can be arranged in matrix form as

σxx

σyy

σxy

8<
:

9=
;5

E

12 ν2

1 ν
ν 1

G

2
4

3
5 εxx

εyy
γxy

8<
:

9=
; (116)

Define the isotropic reduced stiffness matrix Qisotropic, i.e.,

Qisotropic 5
E

12 ν2

1 ν
ν 1

G

2
4

3
5 G5

E

2ð11 νÞ (117)

Equations (73), (117) allow us to express Eq. (116) compactly as

σ5Qisotropic ε (118)

3.4.2 Stresses in Terms of Mid-Surface Strains and Curvatures for an
Isotropic Plate

For an isotropic plate, substitution of Eq. (62) into Eq. (116) yields

σxx

σyy

σxy

8><
>:

9>=
>;5

E

12 ν2

1 ν
ν 1

G

2
64

3
75

ε0x
ε0y
γ0xy

8><
>:

9>=
>;1 z

E

12 ν2

1 ν
ν 1

G

2
64

3
75

κx

κy

κxy

8><
>:

9>=
>; (119)
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Alternatively, substitution of Eq. (63) into Eq. (118) gives the compact expression

σ5Qisotropic ε0 1 z Qisotropicκ (120)

3.4.3 Stress Resultants for an Isotropic Plate

For an isotropic plate, substitution of Eq. (120) into Eqs. (75), (76) yields

N5

ðh=2
2h=2

Qisotropic ε0dz1
ðh=2
2h=2

Qisotropicκzdz (121)

M5

ðh=2
2h=2

Qisotropic ε0zdz1
ðh=2
2h=2

Qisotropicκz2dz (122)

Propagating the constant terms outside the integral sign, we write Eqs. (121), (122) as

N5Qisotropic ε0
ðh=2
2h=2

dz1Qisotropicκ
ðh=2
2h=2

zdz (123)

M5Qisotropic ε0
ðh=2
2h=2

zdz1Qisotropicκ
ðh=2
2h=2

z2dz (124)

Evaluation of the integrals in Eqs. (123), (124) gives

ðh=2
2h=2

dz5 h

ðh=2
2h=2

zdz5 1
2

�
h

2

�2
2

�
2
h

2

�22
4

3
55 0

ðh=2
2h=2

z2dz5 1
3

�
h

2

�3
2

�
2
h

2

�32
4

3
55 h3

12

(125)

Substitution of Eq. (125) into Eqs. (123), (124) yields

N5 hQisotropic ε 0 (126)

M5
h3

12
Qisotropicκ (127)

Equations (126), (127) indicate that, for an isotropic plate, the in-plane stress resultants
contained in N depend only on the in-plane deformation strains contained in ε0, whereas
the out-of-plane stress resultants contained in M depend only on the curvatures contained
in κ and representing out-of-plane deformation.
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3.4.3.1 ABD Matrices for an Isotropic Plate

For an isotropic plate, the use of Eqs. (117), (125) into Eqs. (85), (86), (87) yields

Aisotropic 5
Eh

12 ν2

1 ν
ν 1

G

2
4

3
5 (128)

Bisotropic 5 0 (129)

Disotropic 5
Eh3

12 12 ν2ð Þ
1 ν
ν 1

G

2
4

3
5 (130)

3.4.4 Equations of Motion in Terms of Displacements for an Isotropic Plate

In order to derive the equations of motion in terms of displacements, recall Eqs. (59), (60)
and substitute them into the expanded form of Eqs. (126), (127) to get

Nx

Ny

Nxy

8<
:

9=
;5

Eh

12 ν2

1 ν
ν 1

G

2
4

3
5

@u0
@x

@v0
@y

@u0
@y

1
@v0
@x

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

(131)

Mx

My

Mxy

8<
:

9=
;5

Eh3

12 12 ν2ð Þ
1 ν
ν 1

G

2
4

3
5

@2w0

@x2

@2w0

@y2

2
@2w0

@x@y

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(132)

Denote by D is the flexural stiffness of an isotropic plate, i.e.,

D5
Eh3

12ð12 ν2Þ ðflexural stiffness of an isotropic plateÞ (133)

Expansion of Eqs. (131), (132) gives

Nx 5
Eh

12 ν2
@u0
@x

1 ν
@v0
@y

� �
(134)

Ny 5
Eh

12 ν2
ν
@u0
@x

1
@v0
@y

� �
(135)
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Nxy 5Gh
@u0
@y

1
@v0
@x

� �
5

Eh

2ð11 νÞ
@u0
@y

1
@v0
@x

� �
(136)

Mx 52D
@2w0

@x2
1 ν

@2w0

@y2

� �
(137)

My 52D ν
@2w0

@x2
1

@2w0

@y2

� �
(138)

Mxy 52 ð12 νÞD @2w0

@x@y
(139)

It is apparent that the stress resultants related to axial and flexural motions are uncoupled,
i.e., Nx;Ny;Nxy depend only on the axial displacements u0; v0 whereas Mx;My;Mxy depend
only on the flexural displacement w. Recall Eqs. (51), (52), (53) representing equations of
motion in terms of stress resultants, i.e.,

@Nx

@x
1

@Nxy

@y
5m €u0 ðu-equation of motionÞ (140)

@Nxy

@x
1

@Ny

@y
5m €v0 ðv-equation of motionÞ (141)

@2Mx

@x2
1 2

@2Mxy

@x@y
1

@2My

@y2
5m €w0 ðw-equation of motionÞ (142)

where m5 ρh. Using Eqs. (134) through (139) calculate the derivatives needed in
Eqs. (140), (141), (142), i.e.,

@Nx

@x
5

Eh

12 ν2
@2u0
@x2

1 ν
@2v0
@x@y

� �
(143)

@Nxy

@y
5

Ehð12 νÞ
2ð12 ν2Þ
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1
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� �
(144)

Nxy 5
Eh
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�
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�
@Nxy

@x
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Eh

2ð11 νÞ

�
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@x2

�

@Nxy

@x
5
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�
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1
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� (145)
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@Ny

@y
5

Eh

12 ν2
ν
@2u0
@x@y

1
@2v0
@y2

� �
(146)

@2Mx

@x2
52D

@4w0

@x4
1 ν

@4w0

@x2@y2

� �
(147)

2
@2Mxy
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52 2ð12 νÞD @4w0

@x2@y2
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@2My

@y2
52D ν

@4w0

@x2@y2
1

@4w0

@y4

� �
(149)

Substitution of Eqs. (143) through (149) into Eq. (140) through (142) yields

Eh

12 ν2

�
@2u0
@x2

1
ð12 νÞ

2

@2u0
@y2

1
ð11 νÞ

2

@2v0
@x@y

�
5m €u0

Eh

12 ν2

� ð11 νÞ
2

@2u0
@x@y

1
ð12 νÞ

2

@2v0
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1
@2v0
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�
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(150)

D
@4w0

@x4
1 2

@4w0

@x2@y2
1

@4w0

@y4

� �
1 ρh €w0 5 0 (151)

It is apparent that, for isotropic materials, the axial and flexural motions are uncoupled
and Eqs. (150) and (151) can be solved independently.

3.4.5 Vibration Frequencies and Modeshapes of an Isotropic Plate

Equations (150), (151) represent the equations for in-plane (axial) and out-of-plane
(flexural) vibration of an isotropic plate. Equations (150), (151) are uncoupled and hence
can be solved independently.

3.4.5.1 Axial Vibration of an Isotropic Plate

To calculate natural frequencies and modeshapes for axial vibration of an isotropic plate,
assume time-harmonic in-plane motion of the form

u0

v0

( )
5

û

v̂

( )
eiωt (152)
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where the vibration amplitudes û; v̂ depend only on the space variables x; y. Substitution
of Eq. (152) into Eq. (150) yields

Eh

12 ν2

�
@2û

@x2
1

ð12 νÞ
2

@2û

@y2
1

ð11 νÞ
2

@2v̂

@x@y

�
1ω2mû5 0

Eh

12 ν2

� ð11 νÞ
2

@2û

@x@y
1

ð12 νÞ
2

@2v̂

@x2
1

@2v̂

@y2

�
1ω2mv̂5 0

(153)

Equation (153) represents a coupled system of homogeneous partial differential equations
in û; v̂. Since the system is homogeneous, solution is possible only for certain frequencies
ωj, which are the in-plane (axial) natural frequencies of the isotropic plate subject to certain
boundary conditions. For each eigenvalue ωj, one finds a solution Uj;Vj of Eq. (153) repre-
senting the axial (in-plane) modeshape of the plate for the natural frequency ωj. The solu-
tion Uj;Vj has one degree of indeterminacy, i.e., it can be scaled up and down by an
arbitrary scale factor. The actual scale factor to be used in computations is determined
through a modes normalization procedure.

Equation (153) does not accept closed-form solution. Solutions can be obtained numeri-
cally using various approximation methods such as Rayleigh�Ritz, Galerkin, FEM, etc.

3.4.5.2 Flexural Vibration of an Isotropic Plate

To calculate natural frequencies and modeshapes for flexural vibration of an isotropic
plate, assume time-harmonic out-of-plane motion of the form

w5 ŵ eiωt (154)

where the vibration amplitude ŵ depends only on the space variables x; y. Substitution of
Eq. (154) into Eq. (151) yields

D
@4ŵ

@x4
1 2

@4ŵ

@x2@y2
1

@4ŵ

@y4

� �
2ω2ρhŵ5 0 (155)

Equation (155) is a homogeneous partial differential equation for ŵ. Since the equation
is homogeneous, solution is possible only for certain frequencies ωj, which are the out-
of-plane (flexural) natural frequencies of the isotropic plate subject to certain boundary
conditions. For each eigenvalue ωj, one finds a solution Wj of Eq. (155) representing the
flexural modeshape for the natural frequency ωj. The solution Wj has one degree of inde-
terminacy, i.e., it can be scaled up and down by an arbitrary scale factor. The actual scale
factor to be used in computations is determined through a modes normalization
procedure.

Equation (155) does not accept closed-form solution except in some very limited cases,
such as simply supported on all four edges, or simply supported on two opposite edges
with any conditions on the other two edges (Young, 1950). In all other cases, solutions can
be obtained numerically using various approximation methods such as Rayleigh�Ritz,
Galerkin, FEM, etc.
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3.5 SPECIAL CASES

3.5.1 Symmetric Laminates

Symmetric laminates are such that the layup is symmetric with respect to the neutral sur-
face. The symmetry must be in both geometry and material properties. If the layup is sym-
metric, then it would consist of symmetrically-placed pairs of equal-thickness layers that
satisfy the following conditions:

(i) The two layers making up a symmetric pair have the same material properties and
same orientation of the material principal axes, i.e., both layers have the same global-
axes stiffness matrix Q.

(ii) Both layers have the same thickness.
(iii) The layers that make up a symmetric pair are placed symmetrically about the neutral

surface, i.e., if one layer is placed at a certain distance z above the neutral surface, its
pair is placed at 2z, i.e., at the same distance below the neutral surface.

If the number of layers in a layup is an odd number, then the layer that straddles the
neutral surface can be considered as a pair of half-thickness layers and that the satisfaction
of the above conditions can be enforced (Figure 4).

Under these assumptions, the layup can be considered always to have an even number
of layers, i.e., N5 2N� with the layer index running from 2N� to 1N�. The k�th ply lies
between zk�21 and zk� , k

� 52N� 1 1; ::: ; 2 1; 1 1; ::: ; 1N�, such that the first z coordi-
nate is z2N� corresponding to the bottom surface of the plate and the last is z1N�

corresponding to the top surface of the plate. The plate neutral surface is placed at z0 5 0.
Thus, condition (ii) above can be expressed as

Q2k� 5Q1k� ; z2k� 52 zk� (156)

Equations (85), (86), (87) that define the A, B, D matrices are processed as follows. Recall
Eq. (85) and change the index from k to k� to get

A5
XN
n51

zn 2 zn21ð ÞQn 5
X1N�

n�5 2N�11

zn� 2 zn�21ð ÞQn� (157)

3

2

1

–1

–2

–3

z3

z2

z1

z0 = 0

z–2= z2

z–1= z1

z–3

FIGURE 4 Numbering scheme in a symmetric layup composite.
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Group the terms for the n� and 2n� layers, i.e.,

A5
XN�

n�5 1

z2n�11 2 z2n�ð ÞQ2n� 1 zn� 2 zn�21ð ÞQn� (158)

Use Eq. (156) into Eq. (158) to get

A5
XN�

n�5 1

2zn�21 1 zn�ð ÞQn� 1 zn� 2 zn�21ð ÞQn�

5
XN�

n�5 1

2zn�21 1 zn� 1 zn� 2 zn�21ð ÞQn� 5 2
XN�

n�5 1

zn� 2 zn�21ð ÞQn�

(159)

where N� 5N=2. Now, recall Eq. (86) and express it as

B5 1
2

XN
n51

z2n 2 z2n21

� �
Qk 5

1
2

X1N�

n�5 2N�11

z2n� 2 z2n�21

� �
Qn� (160)

Group the terms for the n� and 2n� layers, i.e.,

B5
XN�

n�5 1

z22n�11 2 z22n�
� �

Q2n� 1 z2n� 2 z2n�21

� �
Qn� (161)

Use Eq. (156) into Eq. (161) to get

B5
XN�

n�5 1

z2n�21 2 z2n�
� �

Qn� 1 z2n� 2 z2n�21

� �
Qn� 5

XN�

n�5 1

z2n�21 2 z2n� 1 z2n� 2 z2n�21

� �
Qn� 5 0 (162)

where N� 5N=2. Finally, recall Eq. (87) and express it as

D5 1
3

XN
n51

z3n 2 z3n21

� �
Qk 5

1
3

X1N�

n�5 2N�11

z3n� 2 z3n�21

� �
Qn� (163)

Group the terms for the n� and 2n� layers, i.e.,

D5 1
3

XN�

n�5 1

z32n�11 2 z3n�
� �

Q2n� 1 z3n� 2 z3n�21

� �
Qn� (164)

Use Eq. (156) into Eq. (164) to get

D5 1
3

XN�

k�5 1

2z3k�21 1 z3k�
� �

Qk� 1 z3k� 2 z3k�21

� �
Qk�

5 1
3

XN�

k�5 1

2z3k�21 1 z3k� 1 z3k� 2 z3k�21

� �
Qk� 5

2
3

XN�

k�5 1

z3k� 2 z3k�21

� �
Qk�

(165)
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Equation (162) indicates that the axial�flexural coupling matrix B vanishes if the layup is
symmetric. This is important in practice because the axial�flexural coupling represented
by matrix B can lead to significant warping due to the residual stresses generated by
differential thermal expansion during cure. By not having axial�flexural coupling, a
symmetric laminate avoids the occurrence of such unwanted warping.

3.5.2 Isotropic Laminates

If the plies are made up of the same isotropic material then the ply stiffness matrix is the
same for all the plies, Qk 5Q0, k5 1; :::;N and the A, B, D matrices take the form

A5
XN
k51

Qk zk 2 zk21ð Þ5Q0

XN
k51

zk 2 zk21ð Þ5Q0 zN 2 z1ð Þ5Q0

h

2
2 2

h

2

� �� �
5Q0h (166)

B5 1
2

XN
k51

Qk z2k 2 z2k21

� �
5 1

2Q0

XN
k51

z2k 2 z2k21

� �
5 1

2Q0

XN
k51

z2N 2 z21
� �

5 1
2Q0

XN
k51

��
h

2

�2
2

�
2
h

2

�2�
5 0

(167)

D5 1
3

XN
k51

Qk z3k 2 z3k21

� �
5 1

3Q0

XN
k51

z3k 2 z3k21

� �
5 1

3Q0

XN
k51

z3N 2 z31
� �

5 1
3Q0

XN
k51

��
h

2

�3
2

�
2
h

2

�3�
5

h3

12
Q0

(168)

3.6 PROBLEMS AND EXERCISES

Problems and exercises and worked out examples are given in the Instructor Manual
posted on the publisher’s website.
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4.1 INTRODUCTION

4.1.1 Overview

This chapter is devoted to the discussion of guided waves in composite materials as a
mean for detection of internal damage. Damage detection techniques for composite struc-
tures are based on the study of complicated wave mechanisms; they rely strongly on the
use of predictive modeling tools. The response method and the modal method are the two
most used inspection techniques. In the response method, the reflection and transmission
characteristics of the structure are examined. In the modal method, the standing-wave
properties of the system are evaluated. Both methods make use of the matrix formulation,
which describes elastic waves in layered media with arbitrary number of layers.

Guided waves are especially important for structural health monitoring (SHM) because
they can travel at large distances in structures with only little energy loss. Thus, they
enable the SHM of large areas from a single location. Guided waves have the important
property that they remain confined inside the walls of a thin-wall structure and hence can
travel over large distances. In addition, guided waves can also travel inside curved walls.

1

n

N

2

N-1

x1

x3

Layer number

FIGURE 1 N-ply laminated composite plate model for the study of ultrasonic guided waves.
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These properties make them well suited for the ultrasonic inspection of aircraft, missiles,
pressure vessels, oil tanks, pipelines, etc.

4.1.2 Problem Setup

Consider a composite laminate (Figure 1) made up of N unidirectional composite plies of
various orientations with respect to the global coordinate system Ox1x2x3, i.e., each ply
was laid up with a different rotation θ about the vertical axis x3. The relations between the
local stiffness matrix C0 in material axes Ox01x

0
2x

0
3 and the global stiffness matrix C were

described in Chapter 1 and will not be repeated here. For the present discussion, we will
only use the global stiffness matrix C which is assumed to be specified for each ply. Thus,
the laminate is defined by the global stiffness matrices and thicknesses of the plies, i.e.,

C1; :::;Cn; :::;CN

h1; :::; hn; :::; hN

global stiffness matrices of the plies

thickness values of the plies
n5 1; :::;N (1)

Our objective will be to analyze the propagation of guided ultrasonic waves in the lami-
nated composite plate depicted in Figure 1. This analysis is rather elaborate, as wave
reflection and transmission at each layer interface has to be considered across the compos-
ite thickness. In the case of an isotropic plate, the dispersion curves can be derived from
the solution of the Rayleigh�Lamb equation. In the case of composite materials, it is not
possible to find a closed-form solution of the dispersion curves; several numerical meth-
ods have been proposed to solve the problem (GMM, TMM, SMM, etc.).

4.1.3 State of the Art in Modeling Guided-Wave Propagation in
Laminated Composites

A review of the matrix techniques for modeling ultrasonic waves in multilayered isotropic
media was given by Lowe [1]. A comprehensive presentation of the theory of guided-
wave propagation in laminated composites was given by Rokhlin et al. [2].

In a bulk anisotropic material, wave propagation is governed by the Christoffel equation
which yields three pairs of 6 wavespeeds and thus six wave polarization directions. In a lay-
ered structure, the field equations for the displacements and stresses in a layer are expressed
as the superposition of the fields of the bulk waves (a.k.a. partial waves) present within the
layer. The boundary conditions at the interfaces between the layers are governed by Snell’s
law which requires that all the partial waves share the same k1 5 ξ wavenumber component
in the direction of guided-wave propagation along the laminate. Snell’s law at the interface
between two adjacent layers requires that all the interacting partial waves must share the
same frequency and spatial properties in the x1 direction. Thus, the angles of incidence, trans-
mission, and reflection of the partial waves interacting at the interface between two adjacent
layers are interrelated by Snell’s law and only certain combination of wavenumbers of
the partial waves may exist as given by the solution of a constrained Christoffel equation.
The analysis of the layers is usually performed under z-invariant conditions that simplify the
analysis to two dimensions although all the three displacements are present. The approach is
to solve the constrained Christoffel equation to find the allowable partial waves and then
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express the field equations for displacements and stresses in terms of the polarization vectors
of these partial waves factored by their contribution coefficients. Subsequently, the layers in
the laminate are assembled by satisfying the displacement continuity and tractions balance at
the interfaces between adjacent layers as well as the boundary conditions at the top and
bottom faces of the laminate. Several methods of achieving this have been developed so far;
the transfer matrix method (TMM), global matrix method (GMM), as well as the stiffness
transfer method (STM) will be briefly discussed next.

The transfer matrix method (TMM) for wave propagation in multilayered isotropic
media was initially derived by Thomson [3] and improved by Haskell [4]. In the
Thomson�Haskell formulation, the displacements and the stresses at the bottom of a layer
are described in terms of those at the top of the layer through a transfer matrix (TM) writ-
ten in terms of the partial waves existing in the each layer. After propagating the TM
process through all the layers, one obtains a compact matrix that represents the behavior
of the complete system and relates the boundary conditions at the bottom of the laminate
to those at the top. However, this process may show numerical instability for large layer
thickness and high excitation frequencies due to the intrinsic poor numerical conditioning
of the TM process due to a combination of several factors involving the presence of decay-
ing evanescent waves at the interface.

Nayfeh [5,6] extended the Thomson�Haskell formulation to the case of anisotropic
materials and composites of anisotropic layers. The constrained Christoffel equation are
set up in each anisotropic composite layer and the allowable partial waves are found. The
field equations for displacements and stresses are set up in terms of the polarization
vectors of these partial waves factored by their contribution coefficients. Substitution of
the formal solution in the wave equation and imposing the existence of a nontrivial
solution lead to the formal solution for the displacements and stresses in a 63 6 matrix
form as functions of partial-wave contribution factors. A transfer matrix (TM) formulation
is set up to relate the displacements and tractions at the bottom surface of the layer to those
at the top surface. Imposition of displacements and tractions continuity at the interfaces
between two layers allows one to transfer from one layer to the next. Through a chain
process, the displacements and tractions at the bottom surface of the laminate are eventually
expressed in terms of those at the top surface; this is achieved in the form of an aggregate
TM that reflects the sequential multiplication of the transfer matrices of each layer.

To obtain the dispersion curves, one uses the traction-free boundary conditions at the
top and bottom faces of the laminate. The imposition of these traction-free boundary
conditions collapses the aggregate TM formulation into a homogenous linear system that
depends nonlinearly on the frequency ω and wavenumber ξ of the guided wave which is
propagating along the laminate. The eigenvalues of this homogeneous system are ðξ;ωÞ
combinations that make the system matrix singular. These ðξ;ωÞ combinations generate the
dispersion curves of the guided waves traveling in the composite laminate.

The TM method has the advantage that the resulting eigenvalue problem is at most
of size M5 6, corresponding to the fact that three tractions have to be made zero at the
top and other three at the bottom of the laminate. However, the practical application of
the TM method runs into numerical difficulties at high ðξ;ωÞ values due to a combina-
tion of several factors involving the presence of decaying evanescent waves at the
interface.
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An alternative to the Thomson�Haskell formulation is the global matrix method
(GMM) formulation proposed by Knopoff [7]. In the GMM formulation, all the equa-
tions of all the layers of the structure are considered. Sets of equations are set up
at each interface to express displacement and tractions continuity. Boundary condition
equations are also added for the top and bottom faces of the laminate. The solution
is carried out on the global matrix (GM), addressing all the equations concurrently.
Imposition of traction-free boundary conditions at the top and bottom faces of the
laminate yield again a nonlinear eigenvalue problem in ðξ;ωÞ, but of a much larger size
than that obtained in the TM method; for N layers in the laminate, the size of the GM
problem is M3N, where M5 6 corresponds to the number of unknowns in each layer.
The GMM approach was used by Pavlakovic and Lowe in the commercial code
DISPERSE [8].

Rokhlin and Wang [9,10], studied the numerical instability of the TM and addressed
it through the layer stiffness matrix (SM). In this method, a layer SM is used to replace
the layer TM. The stiffness matrix method (SMM) relates the stresses at the top
and the bottom of the layer with the displacements at the top and bottom layer; the
terms in the matrix have only exponentially decaying terms and the matrix had the
same dimension and simplicity as the TM. The SM for a layer is calculated through a
recursive algorithm that uses the SM of the previous layers. The SM method is uncondi-
tionally stable.

Rokhlin and Wang [9,10] also recommend that, for each layer, the local coordinate
origin is settled at the top of the j-th layer for waves propagating along the 2x3 direction
and at the bottom of the j-th layer for waves propagating along the x3 direction. This selec-
tion of coordinate system is important for minimizing the numerical overflow of the expo-
nential terms at large fd values. In this way, the exponential terms are normalized and the
nonhomogeneous exponentials are equal to one at the interface and decay toward the
opposite surface of the layer.

4.1.4 Chapter Layout

The analysis of guided-wave propagation in a composite laminate will proceed step
by step. First, the propagation of bulk waves in an infinite anisotropic medium will be
studied. Next, the constrained propagation of such waves in an isolated composite ply
will be analyzed. Finally, the propagation of ultrasonic waves in a stack of composite plies
tightly joined together to form a composite laminate will be developed.

4.2 WAVE PROPAGATION IN BULK COMPOSITE
MATERIAL—CHRISTOFFEL EQUATIONS

Assume plane harmonic wave of frequency ω propagating with speed v in the direction
n
-
5 n1 e

-
1 1 n2 e

-
2 1 n3 e

-
3 (Figure 2). Define the wavenumber k as

k5ω=v ðwavenumberÞ (2)
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Also define the wave vector k
-

as k
-
5 k n

-
. Hence, write

k
-
5 k n

-

k
-
5 k1 e

-
1 1 k2 e

-
2 1 k3 e

-
3

k1 5 kn1
k2 5 kn2
k3 5 kn3

ðwave vectorÞ (3)

The quantities k1; k2; k3 are the directional wavenumber and represent the projections of
the wavenumber vector k

-
in the x1; x2; x3 directions. The particle displacement can be writ-

ten in the form

u
-ð r-; tÞ5 ~̂u eið

~k �~r2ωtÞ 5 ~̂u eiðk1x11k2x21k3x32ωtÞ (4)

Equation (4) can be written as

u1
u2
u3

8<
:

9=
;5

û1
û2
û3

8<
:

9=
; ei k1x11k2x21k3x32ωtð Þ (5)

where û1; û2; û3 are complex displacement magnitudes in the x1; x2; x3 directions. A short-
hand formulation of Eq. (5) is obtained through tensor notations, i.e.,

um 5 ûm ei kixi2ωtð Þ m5 1; 2; 3 (6)

where the repeated index m signifies Einstein implied summation.

4.2.1 Equation of Motion in Terms of Displacements

Recall in tensor notations the equation of motion in terms of displacements, i.e.,

cijlmum;lj 5 ρ €ui i; j5 1; 2; 3 (7)

where the differentiation shorthand ðÞm;l 5 @ðÞm=@xl, ðÞm;lj 5 @2ðÞm=@xl@xj was applied.

Differentiation of Eq. (6) yields

um;l 5 iklûm ei kixi2ωtð Þ 5 iklum

um;lj 5 ðiklÞðikjÞûm ei kixi2ωtð Þ 52 klkjum

€um 52ω2um

(8)

0

r

s

n k = kn

Wavespeed v

FIGURE 2 Plane wave propagating in an anisotropic composite material.
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Substitution of Eq. (8) into Eq. (7) and cancelation of the negative sign give

cijlmklkjum 5 ρω2ui i5 1; 2; 3 (9)

Recall Eq. (3) and write kl 5 knl, kj 5 knj. Use Eq. (2) to write ω2 5 k2 v2. Upon substitution
in Eq. (9) and division by k2, we get

cijlmnlnjum 5 ρv2ui i5 1; 2; 3 (10)

Using Eq. (6) and dividing by ei kixi2ωtð Þ yields Eq. (10) only in terms of the displacement
amplitudes ûm, i.e.,

cijlmnlnjûm 5 ρv2ûi i5 1; 2; 3 (11)

4.2.2 Christoffel Equation for Bulk Composites

Equation (11) is a homogeneous linear algebraic equation in ûi, known as Christoffel
equation. Expansion of implied summations allows us to calculate

Γ im 5
X3
j51

X3
l51

cijlmnlnj i;m5 1; 2; 3 (12)

The symmetry properties of the stiffness tensor cijlm imply that the acoustic tensor is also
symmetric, i.e.,

Γ im 5Γmi i;m5 1; 2; 3 (13)

Proof of Eq. (13): Recall the symmetry properties of the stiffness sensor, i.e.,

cijlm 5 cjilm 5 cijml 5 clmij 5 cjiml (14)

Write Γmi 5 cmjlinjnl and do index permutations and interchanges using Eq. (14) to get

Γmi 5 cmjlinjnl 5 climjnjnl 5 ciljmnjnl 5
j-l
l-j

cijlmnlnj 5Γ im QED (15)

The numbers Γ im (i;m5 1; 2; 3) are elements of the acoustic tensor, i.e.,

Γ5
Γ 11 Γ 12 Γ 13

Γ 12 Γ 22 Γ 23

Γ 13 Γ 23 Γ 33

2
4

3
5 ðacoustic tensorÞ (16)

Denote by û the column vector of displacement amplitudes, i.e.,

û5

û1

û2

û3

8><
>:

9>=
>; (17)

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

103Sec. 4.2 Wave Propagation in Bulk Composite Material—Christoffel Equations



Using Eqs. (16), (17), we write Eq. (11) as an algebraic eigenvalue problem, i.e.,

Γ 11 Γ 12 Γ 13

Γ 12 Γ 22 Γ 23

Γ 13 Γ 23 Γ 33

2
64

3
75

û1

û2

û3

8><
>:

9>=
>;5 ρv2

û1

û2

û3

8><
>:

9>=
>; (18)

or, compactly,

Γû5λû λ5 ρv2 (19)

Equation (19) is a 33 3 algebraic eigenvalue problem. Its solution yields three eigenvalues
λI ,λII , λIII and the corresponding three mutually orthogonal eigenvectors ûI , ûII , ûIII . For
each eigenvalue, one calculates the corresponding wavespeeds as

6 vI 5 6
ffiffiffiffiffi
λI

p
=ρ 6 vII 5 6

ffiffiffiffiffiffi
λII

p
=ρ 6 vIII 5 6

ffiffiffiffiffiffiffi
λIII

p
=ρ (20)

Note that the sign 6 signifies that the wave is propagating forward and backward,
respectively. Hence, three pairs of forward/backward waves exist and each pair has its own
polarization û which is mutually orthogonal to the polarization of the other two waves. In
total, we have six independent solutions 2 vI ;

1 vI ;
2 vII ;

1 vII ;
2 vIII ;

1vIII .
Pure waves: A pure wave is obtained when the wave propagation direction is chosen

such that one of the resulting polarization eigenvectors comes out to be aligned to the
chosen wave propagation direction. This is an inverse problem and the outcome is only
known after the calculations are performed for all possible propagation directions. In brief,
pure waves may exist in composite materials but their existence is not guaranteed. This
situation is in contrast to that of isotropic materials in which pure waves can always be
generated, i.e., by choosing either pressure or shear polarization.

4.3 GUIDED WAVES IN A COMPOSITE PLY

The analysis of guided waves in a composite ply (lamina) will be studied as a superposi-
tion of partial waves that satisfy the generalized Snell’s law (coherence condition). The
allowable partial waves will be obtained as a solution of the constrained Christoffel
equation. The top and bottom free-surface conditions will be imposed on the finite-
thickness lamina and the wavespeed dispersion curves will be obtained.

4.3.1 Guided Wave as a Superposition of Partial Waves

Consider a composite lamina (ply) as depicted in Figure 3. Assume a guided wave of
angular frequency ω is propagating along the composite lamina in the x1 direction with
wavenumber ξ and phase velocity v5ω=ξ. The guided wave that propagates in the
x1 direction is the result of the superposition of several partial waves that propagate in
both the x1 and x3 directions. This wave propagation is contained in the vertical plane
x1Ox3 and the problem is x2 invariant.
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The partial waves reflect and refract at the layer boundaries according to its boundary con-
ditions. The result is a steady-state propagation in the x1 direction of thickness-wise stand-
ing waves. Since the problem is x2 invariant, the wave vector has components only in x1
and x3 directions and takes the form k

-
5 k1 e

-
1 1 k3 e

-
. Hence, the particle displacement can

be written as

u1

u2

u3

8><
>:

9>=
>;5

û1

û2

û3

8><
>:

9>=
>; ei k1x11k3x32ωtð Þ 5 û ei k1x11k3x32ωtð Þ (21)

where û1; û2; û3 are complex displacement magnitudes in the x1, x2, x3 directions and û is
a column vector defined as

û5

û1

û2

û3

8><
>:

9>=
>; (22)

Note that the components of the particle displacement exist in all three directions x1, x2, x3
although the wave propagation is contained in the vertical plane x1Ox3 and is invariant in
the x2 direction.

4.3.2 Coherence Condition—Generalized Snell’s Law

The partial waves that make up the guided wave are solutions of the Christoffel equation
(see Section 2). Our task is to find these solutions under the assumptions stated above.
A common characteristic of the partial waves is that they all have the same wavenumber
in the x1 direction; this wavenumber is the same wavenumber ξ as that of the resulting
guided wave. This property results from imposing the coherence condition at the layer
boundaries (a.k.a. generalized Snell’s law). Hence, the directional wavenumbers of these
partial waves take the form

k1 5 ξ
k3 5 ξα ðdirectional wavenumbersÞ (23)

where the parameter α is the ratio between the wavenumbers in the x3 and x1 directions, i.e.,

α5 k3=k1 (24)

k1 = ξ

k3 = αξ

FIGURE 3 Partial wave propagating in a composite lamina.
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The problem to be solved has now become: “For a given ω and ξ, i.e., for a known v, find
the value of the parameter α by solving the Christoffel equation”. Since, as shown in
Section 2, Christoffel equation has six roots (three pairs of forward/backward waves), this
process will yield all the partial waves needed to build up the guided-wave solution.

4.3.3 Christoffel Equation for a Lamina

The Christoffel equation for a lamina is set up as follows: Substitute Eq. (23) into Eq. (21)
and use ω5 ξv to write

u5

u1

u2

u3

8><
>:

9>=
>;5

û1

û2

û3

8><
>:

9>=
>; ei k1x11k3x32ωtð Þ 5

û1

û2

û3

8><
>:

9>=
>; eiξ x11αx32vtð Þ (25)

Recall the lamina stiffness matrix given by

C5

C11 C12 C13 0 0 C16

C12 C22 C23 0 0 C26

C13 C23 C33 0 0 C36

0 0 0 C44 C45 0

0 0 0 C45 C55 0

C16 C26 C36 0 0 C66

2
6666666664

3
7777777775

(26)

Recall Eq. (7), the equation of motion in terms of displacements, i.e.,

cijlmum;lj 5 ρ €ui i; j5 1; 2; 3 (27)

where cijlm, i; j; l;m5 1; 2; 3 is the stiffness tensor. Equation (27) can be converted from
tensor notation to Voigt matrix notation and expanded to yield the equations of motion in
terms of the elements Cpq, p; q5 1; :::; 6 of the stiffness matrix C of Eq. (26), i.e.,

C11
@2u1
@x21

1C66
@2u1
@x22

1C55
@2u1
@x23

1 2C16
@2u1
@x1@x2

1C16
@2u2
@x21

1C26
@2u2
@x22

1C45
@2u2
@x23

1 C12 1C66ð Þ @2u2
@x1@x2

1 C13 1C55ð Þ @2u3
@x1@x3

1 C36 1C45ð Þ @2u3
@x2@x3

5 ρ
@2u1
@t2

(28)

C16
@2u1
@x21

1C26
@2u1
@x22

1C45
@2u1
@x23

1 C12 1C66ð Þ @2u1
@x1@x2

1C66
@2u2
@x21

1C22
@2u2
@x22

1C44
@2u2
@x23

1 2C26
@2u2
@x1@x2

1 C36 1C45ð Þ @2u3
@x1@x3

1 C23 1C44ð Þ @2u3
@x2@x3

5 ρ
@2u2
@t2

(29)

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

106 Guided Waves in Thin-Wall Composite Structures Chap. 4



C13 1C55ð Þ @2u1
@x1@x3

1 C36 1C45ð Þ @2u1
@x2@x3

1 C36 1C45ð Þ @2u2
@x1@x3

1 C23 1C44ð Þ @2u2
@x2@x3

1C55
@2u3
@x21

1C44
@2u3
@x22

1C33
@2u3
@x23

1 2C45
@2u3
@x1@x2

5 ρ
@2u3
@t2

(30)

Calculate the derivatives of Eq. (25), i.e.,

@uj
@x1

5 ûj
@

@x1
eiξ x11αx32vtð Þ 5 iξûj eiξ x11αx32vtð Þ 5 iξuj

@uj
@x2

5 ûj
@

@x2
eiξ x11αx32vtð Þ 5 0

@uj
@x3

5 ûj
@

@x1
eiξ x11αx32vtð Þ 5 iξαûj eiξ x11αx32vtð Þ 5 iξαuj

@uj
@t

5 ûj
@

@t
eiξ x11αx32vtð Þ 52 iξvûj eiξ x11αx32vtð Þ 52 iξvuj

j5 1; 2; 3 (31)

Hence,

@2uj
@x21

52 ξ2uj

@2uj
@x22

5 0

@2uj
@x23

52 ξ2α2uj

@2uj
@x1@x3

52 ξ2αuj

@2uj
@x1@x2

5 0

@2uj
@x2@x3

5 0

@2uj
@t2

52 ξ2v2uj (32)

Substitution of Eqs. (31), (32) into Eqs. (28) through (30) and division by 2ξ2 yields

C11 1C55α2
� �

u1 1 C16 1C45α2
� �

u2 1 C13 1C55ð Þαu3 5 ρv2u1
C16 1C45α2
� �

u1 1 C66 1C44α2 2 ρv2
� �

u2 1 C36 1C45ð Þαu3 5 ρv2u2
C13 1C55ð Þαu1 1 C36 1C45ð Þαu2 1 C55 1C33α2 2 ρv2

� �
u3 5 ρv2u3

(33)

Further simplification of Eq. (33) through division by the common factor eiξ x11αx32vtð Þ

yields, upon rearrangement,

C11 2 ρv2 1C55α2
� �

û1 1 C16 1C45α2
� �

û2 1 C13 1C55ð Þαû3 5 0

C16 1C45α2
� �

û1 1 C66 2 ρv2 1C44α2
� �

û2 1 C36 1C45ð Þαû3 5 0

C13 1C55ð Þαû1 1 C36 1C45ð Þαû2 1 C55 2 ρv2 1C33α2
� �

û3 5 0

(34)
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Equation (34) is Christoffel equation for the situation considered here. In matrix notations,
we write Eq. (34) as

C11 2 ρv2
� �

1C55α2 C16 1C45α2 C13 1C55ð Þα
C16 1C45α2 C66 2 ρv2

� �
1C44α2 C36 1C45ð Þα

C13 1C55ð Þα C36 1C45ð Þα C55 2 ρv2
� �

1C33α2

2
64

3
75

û1

û2

û3

8><
>:

9>=
>;5

0

0

0

8><
>:
9>=
>; (35)

where û is the column vector defined in Eq. (22). Equation (35) is a homogeneous system
of linear algebraic equations with α as a parameter. Unlike Eq. (19), it cannot be posed as
an algebraic eigenvalue problem and therefore requires a more elaborate solution route.
Nontrivial solutions of Eq. (35) are obtained for the values of α which bring to zero the
system determinant; these values are the system eigenvalues. For each eigenvalue α, there
will be a corresponding nontrivial solution û of Eq. (35) called the eigenvector. To find the
eigenvalues of Eq. (35), one imposes the zero-determinant condition, i.e.,

C11 2 ρv2
� �

1C55α2 C16 1C45α2 C13 1C55ð Þα
C16 1C45α2 C66 2 ρv2

� �
1C44α2 C36 1C45ð Þα

C13 1C55ð Þα C36 1C45ð Þα C55 2 ρv2
� �

1C33α2

������
������5 0 (36)

Expansion of the determinant in Eq. (36) yields the bicubic equation

A6α6 1A4α4 1A2α2 1A0 5 0 (37)

where

A6 5C33C44C55 2C33C
2
45 (38)

A4 5 ðC55C44 2C2
45ÞðC55 2 ρν2Þ1C55C33ðC66 2 ρν2Þ1C44C33ðC11 2 ρν2Þ

2 2C16C45C33 1 2 C45 1C36ð Þ C13 1C55ð ÞC45 2 C131C55ð Þ2C44 2 C451C36ð Þ2C55

(39)

A2 5C33ðC11 2 ρν2ÞðC66 2 ρν2Þ1C44ðC11 2 ρν2ÞðC55 2 ρν2Þ1C55ðC66 2 ρν2ÞðC55 2 ρν2Þ
2 ðC11 2 ρν2Þ C451C36ð Þ2 2 ðC66 2 ρν2Þ C131C55ð Þ2 2 2ðC55 2 ρν2ÞC16C45

1 2C16 C45 1C36ð Þ C13 1C55ð Þ2C2
16C33

(40)

A0 5 ðC11 2 ρν2ÞðC66 2 ρν2Þ2C2
16

� �ðC55 2 ρν2Þ (41)

Since Eq. (37) is bicubic, it accepts three pairs of 6 solutions, 6αI , 6αII , 6αIII . The
corresponding eigenvalues and eigenvectors are

α5

αð1Þ

αð2Þ

αð3Þ

αð4Þ

αð5Þ

αð6Þ

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

1αI

2αI

1αII

2αII

1αIII

2αIII

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

αð1Þ 51αI

αð2Þ 52αI

αð3Þ 51αII

αð4Þ 52αII

αð5Þ 51αIII

αð6Þ 52αIII

ðeigenvaluesÞ (42)

U5 Uð1Þ Uð2Þ Uð3Þ Uð4Þ Uð5Þ Uð6Þ� � ðeigenvectorsÞ (43)
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Note that U is a 33 6 matrix containing 3-long eigenvector columns. Substitution of
Eqs. (42), (43) into Eq. (25) and factoring out eiξ x12vtð Þ yields, by superposition, the complete
wave, i.e.,

u5 ûðx3Þeiξ x12vtð Þ 5
X6
j51

ηjU
ðjÞeiξα

ðjÞx3

0
@

1
Aeiξ x12vtð Þ (44)

where ηj, j5 1; :::; 6, are the partial-wave participation factors. The x3-dependent part of
Eq. (44) can be rearranged as

ûðx3Þ5Buðx3Þ η (45)

where Buðx3Þ is the x3-dependent field matrix for the displacements and η is a 6-long
column containing the partial-wave wavenumber ratios, i.e.,

η5 η1 η2 η3 η4 η5 η6
� 	T

(46)

The x3-dependent field matrix for the displacements, Buðx3Þ, is given by

Buðx3Þ5 bð1Þ
u ðx3Þ bð2Þ

u ðx3Þ bð3Þ
u ðx3Þ bð4Þ

u ðx3Þ bð5Þ
u ðx3Þ bð6Þ

u ðx3Þ
� �

(47)

where

bðjÞ
u ðx3Þ5UðjÞe1iξαðjÞx3 (48)

4.3.4 Stresses

4.3.4.1 Stress�Displacement Relation

Recall the stress�displacement relations, i.e.,

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66

2
6666666664

3
7777777775

u1;1

u2;2

u3;3

u2;3 1 u3;2

u3;1 1 u1;3

u1;2 1 u2;1

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

(49)

where the differentiation shorthand u2;3 5 @u2=@x3, etc. was applied.

4.3.4.2 Stress�Displacement Relations under x2-Invariant Conditions

Under x2-invariant conditions, we have

ui;2 5 0 i5 1; 2; 3 ðx2-invariant conditionsÞ (50)
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Substitution of Eq. (50) into Eq. (49) yields the stress�displacement relations under
x2-invariant conditions, i.e.,

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

5

C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66

2
6666666664

3
7777777775

u1;1

0

u3;3

u2;3

u3;1 1 u1;3

u2;1

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;

ðx2-invariant conditionsÞ (51)

4.3.4.3 Stresses in a Monoclinic Lamina under x2-Invariant Conditions

Recall the stiffness matrix for a monoclinic lamina, i.e.,

C5

C11 C12 C13 0 0 C16

C12 C22 C23 0 0 C26

C13 C23 C33 0 0 C36

0 0 0 C44 C45 0
0 0 0 C45 C55 0
C16 C26 C36 0 0 C66

2
6666664

3
7777775

(52)

Substitution of Eq. (52) into Eq. (51) yields

σ11

σ22

σ33

σ23

σ31

σ12

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

5

C11 C12 C13 0 0 C16

C12 C22 C23 0 0 C26

C13 C23 C33 0 0 C36

0 0 0 C44 C45 0
0 0 0 C45 C55 0
C16 C26 C36 0 0 C66

2
6666664

3
7777775

u1;1
0
u3;3
u2;3

u3;1 1 u1;3
u2;1

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

ðx2-invariant conditionsÞ (53)

4.3.4.4 Boundary Tractions for a Monoclinic Lamina

In the study of guided-wave propagation in a lamina, we need to calculate the tractions
on the upper and lower faces of lamina. Since the lamina faces have the normal vector
e
-

3, the tractions are actually the normal stress σ33 and the two shear stresses σ23,
σ31. Hence, to calculate the tractions, we are going to find the expressions of the stresses
σ33, σ23, σ31 at a generic location inside the lamina and then evaluate them at the upper
and lower faces of the lamina. Equation (53) gives

σ33 5C13u1;1 1C33u3;3 1C36u2;1

σ23 5C44u2;3 1C45ðu3;1 1 u1;3Þ
σ31 5C45u2;3 1C55ðu3;1 1 u1;3Þ

ðx2-invariant conditionsÞ (54)

Now, we have to express Eq. (54) in terms of the wave propagation expression Eq. (44).
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4.3.4.5 Boundary Tractions in Terms of Wave Propagation

Substitution of the wave solution Eq. (44) into the boundary tractions Eq. (54). First,
calculate the required derivatives, i.e.,

ui;1 5 iξûiðx3Þ eiξ x12vtð Þ 5 iξui;1 i5 1; 2; 3 (55)

ui;3 5 iξûi;3ðx3Þ eiξ x12vtð Þ 5

 X6
j51

iξαðjÞηjU
ðjÞ
i eiξα

ðjÞx3

!
eiξ x12vtð Þ i5 1; 2; 3 (56)

Elimination of the common factor eiξ x12vtð Þ and rearrangement allows us to write Eqs. (55),
(56) as

ûi;1 5 iξ
X6
j51

ηjU
ðjÞ
i eiξα

ðjÞx3 i5 1; 2; 3 (57)

ûi;3 5 iξ
X6
j51

αðjÞηjU
ðjÞ
i eiξα

ðjÞx3 i5 1; 2; 3 (58)

Substitution of Eqs. (57), (58) into Eq. (54) yields

σ̂33 5C13û1;1 1C33û3;3 1C36û2;1

5C13iξ
X6
j51

ηjU
ðjÞ
1 eiξα

ðjÞx3 1C33iξ
X6
j51

αðjÞηjU
ðjÞ
3 eiξα

ðjÞx3 1C36iξ
X6
j51

ηjU
ðjÞ
2 eiξα

ðjÞx3

5 iξ
X6
j51

ðC13U
ðjÞ
1 1C33αðjÞUðjÞ

3 1C36U
ðjÞ
2 Þηjeiξα

ðjÞx3

(59)

σ̂23 5C44û2;3 1C45ðû3;1 1 û1;3Þ

5C44iξ
X6
j51

αðjÞηjU
ðjÞ
2 eiξα

ðjÞx3 1C45iξ
X6
j51

ηjU
ðjÞ
3 eiξα

ðjÞx3 1C45iξ
X6
j51

αðjÞηjU
ðjÞ
1 eiξα

ðjÞx3

5 iξ
X6
j51

C44αðjÞUðjÞ
2 1C45U

ðjÞ
3 1C45αðjÞUðjÞ

1


 �
ηje

iξαðjÞx3

(60)

σ̂31 5C45û2;3 1C55ðû3;1 1 û1;3Þ

5C45iξ
X6
j51

αðjÞηjU
ðjÞ
2 eiξα

ðjÞx3 1C55iξ
X6
j51

ηjU
ðjÞ
3 eiξα

ðjÞx3 1C55iξ
X6
j51

αðjÞηjU
ðjÞ
1 eiξα

ðjÞx3

5 iξ
X6
j51

C45αðjÞUðjÞ
2 1C55U

ðjÞ
3 1C55αðjÞUðjÞ

1


 �
ηje

iξαðjÞx3

(61)
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Using Eqs. (59)�(61) we write the stress column vector σ̂ðx3Þ as

σ̂ðx3Þ5
σ̂33

σ̂23

σ̂31

8><
>:

9>=
>;5Bσðx3Þ η (62)

where η is given by Eq. (46) and

Bσðx3Þ5 bð1Þ
σ ðx3Þ bð2Þ

σ ðx3Þ bð3Þ
σ ðx3Þ bð4Þ

σ ðx3Þ bð5Þ
σ ðx3Þ bð6Þ

σ ðx3Þ
� �

(63)

and

bðjÞ
σ ðx3Þ5 iξ

ðC13U
ðjÞ
1 1C33αðjÞUðjÞ

3 1C36U
ðjÞ
2 Þ

C44αðjÞUðjÞ
2 1C45U

ðjÞ
3 1C45αðjÞUðjÞ

1


 �
C45αðjÞUðjÞ

2 1C55U
ðjÞ
3 1C55αðjÞUðjÞ

1


 �

8>>>><
>>>>:

9>>>>=
>>>>;
eiξα

ðjÞx3 (64)

4.3.5 State Vector and Field Matrix

Define the state vector z as the vertical concatenation of displacement and stress vectors.

zðx3Þ5
ûðx3Þ
σ̂ðx3Þ

( )
(65)

Combining Eqs. (45), (62), we write the state vector z as

zðx3Þ5
ûðx3Þ
σ̂ðx3Þ

( )
5

Buðx3Þ η
Bσðx3Þη

( )
5

Buðx3Þ
Bσðx3Þ

" #
η5Bðx3Þη (66)

where the field matrix Bðx3Þ is given by

Bðx3Þ5
Buðx3Þ
Bσðx3Þ

" #
(67)

It is apparent that the only unknowns in Eq. (66) are the partial-wave participation factors
contained in η. These six unknowns are going to be obtained through the imposition of
the boundary conditions at the upper and lower faces of the lamina.

4.3.6 Dispersion Curves

4.3.6.1 Boundary Conditions at Upper and Lower Faces of the Lamina

Assume tractions-free boundary conditions at the upper and lower faces of the laminate, i.e.,

σ̂ð0Þ5 0 ðupper free surface of the composite laminateÞ (68)

σ̂ðhÞ5 0 ðlower free surface of the composite laminateÞ (69)
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Substitution of Eq. (62) into Eqs. (68), (69) yields

Bσð0Þ
BσðhÞ

" #
η5 0 (70)

Equation (70) can be written as a system of linear algebraic equation, i.e.,

Dη5 0 (71)

where

D5
Bσð0Þ
BσðhÞ

" #
(72)

4.3.6.2 Search for the Solution

Equation (71) is a homogenous equation that depends on the x1-wave number ξ, the
x1-wavespeed v, the partial-wave eigenvalues αðjÞ, j5 1; :::; 6 and eigenvectors (partial-
wave polarization vectors) UðjÞ, j5 1; :::; 6. In their turn, the partial-wave eigenvalues αðjÞ

and eigenvectors UðjÞ depend on the x1-wavespeed v. Hence, Eq. (71) depends only on the
x1-wave number ξ, the x1-wavespeed v. Since ξ5ω=v, one can say that Eq. (71) depends
on the x1-wave number ξ and the excitation frequency ω. In fact any two of the ξ;ω; v triad
can be chosen as independent variables, i.e., either ðξ;ωÞ, or ðω; vÞ, or even ðξ; vÞ.

The search for the solution consists in finding the values of the two independent
variables, say ðξ; vÞ, which make the equation system Eq. (71) singular. For these values, a
solution η exists, admittedly with one degree of indeterminacy. The condition for the
equation system Eq. (71) to be singular is that its determinant be zero, i.e.,

fðξ;ωÞ5detðDÞ (73)

Once a solution ðξ; vÞ is found, the corresponding frequency ω can be found from ω5 ξv.
By assembling all the possible solutions, one may plot the wavespeed dispersion curves
ðξ; vÞ or ðω; vÞ as desired.

4.3.6.3 Modeshapes

For every solution of Eq. (73) ðξ; vÞk, k5 1; 2; :::, one calculates the modeshape as follows:
use Eq. (71) which is singular for the found value of ðξ; vÞk to get the vector ηk that satisfies
the condition

Dðξk; vkÞηk 5 0 (74)

Since ηk has one degree of indeterminacy, an appropriate normalization procedure should
be applied. The extraction of ηk could be achieved by evaluating Dðξk; vkÞ and the using an
eigenvalue algorithm to find the vector ηk corresponding to a zero-valued eigenvalue of
Dðξk; vkÞ. Since ηk has one degree of indeterminacy, an appropriate normalization
procedure should be applied. The extraction of ηk could be achieved by evaluating
Dðξk; vkÞ and the using an eigenvalue algorithm to find the vector ηk corresponding to a
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zero-valued eigenvalue of Dðξk; vkÞ. Then, evaluate the field matrix Bðx3Þ of Eq. (67) for the
particular pair ðξ; vÞk to get

Bkðx3Þ5Bðx3; ξk; vkÞ (75)

Next, use the vector η k into Eq. (66) to calculate the state vector zk at various desired loca-
tions x3 across the thickness in order to calculate and plot the displacement and stress
modeshape, i.e.,

zkðx3Þ5Bkðx3Þηk (76)

or

ûkðx3Þ
σ̂kðx3Þ

( )
5

Bu
k ðx3Þ ηk

Bσ
k ðx3Þηk

( )
-

ûkðx3Þ5Bu
k ðx3Þ ηk

σ̂kðx3Þ5Bσ
k ðx3Þηk

(77)

4.4 GUIDED-WAVE PROPAGATION IN A LAMINATED COMPOSITE

Assume a guided wave of frequency ω, wavespeed v, wavenumber ξ5ω=v propagating along
the x1 direction in an N-layer laminated composite. Each layer of the laminate has an arbitrary
orientation, hence its own stiffness matrix Cn; the layer thickness is hn where n5 1; :::;N.

Assume tractions-free boundary conditions at the upper and lower faces of the lami-
nate, i.e.,

σ̂1ð0Þ5 0 ðupper free surface of the composite laminateÞ (78)

σ̂NðhNÞ5 0 ðlower free surface of the composite laminateÞ (79)

Strong connection is assumed between the layers of laminate such that displacement conti-
nuity and stress balance conditions apply, i.e.,

ûnð0Þ5 ûn21ðhn21Þ
σ̂nð0Þ5 σ̂n21ðhn21Þ

n5 2; :::;N (80)

We note that imposition of Eqs. (78)�(80) generates a system of 6N linear algebraic equa-
tions that need to be solved for the 6N unknown partial-wave participation factors
contained in the column vectors η1; :::;ηN corresponding to the 1; :::;N layers. Once the
partial-wave participation factors are determined for each layer, the wave displacements
and stresses can be determined at any location in the layer using Eq. (66).

It is apparent that the resulting system of 6N linear algebraic equations in the
unknowns η1; :::;ηN is a homogeneous system which admits solutions only for specific
values of the parameters ω and v, which are common for all the layers.

To solve for the unknown partial-wave participation factors η1; :::;ηN , several methods
have been proposed:

• Global matrix method (GMM)
• Transfer matrix method (TMM)
• Stiffness matrix method (SMM)

These methods are discussed next.
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4.4.1 Global Matrix Method (GMM)

Use Eqs. (66), (67) to write Eqs. (78), (79), (80) as

Bσ
1 ð0Þ η1 5 0 ðupper free surfaceÞ (81)

BnðhnÞ ηn 2Bn11ð0Þ ηn11 5 0 n5 1; :::;N2 1 (82)

Bσ
NðhNÞ ηN 5 0 ðlower free surfaceÞ (83)

Equations (81), (82), (83) can be combined and written in matrix form as

Bσ
1 ð0Þ

::: :::

Bn21ðhn21Þ 2Bnð0Þ
BnðhnÞ 2Bn11ð0Þ

Bn11ðhn11Þ 2Bn12ð0Þ
::: :::

Bσ
NðhNÞ

2
6666666666664

3
7777777777775

η1

:::

ηn21

ηn

ηn11

ηn12

:::

ηN

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>;

5

0

:::

0

0

0

:::

0

8>>>>>>>>>>>><
>>>>>>>>>>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;
(84)

Note that the top and bottom matrix elements in Eq. (84), Bσ
1 ð0Þ and Bσ

NðhNÞ, respectively,
are 33 6 matrices, whereas the rest of the matrices are 63 6 matrices. Hence, the complete
matrix is of size 6N3 6N.

Equation (84) is a 6N3 6N homogenous algebraic system with ξ and v (or ω, since
ω5 vξ) as parameters. Nontrivial solutions of a homogeneous algebraic system are possible
if the system determinant is zero. Hence, one has to search for particular combinations of ξ
and v (or v and ω; or ξ and ω) which annuls the system determinant, i.e., solve the equation

Dðξ; vÞ5 0 (85)

where

Dðξ; vÞ5

Bσ
1 ð0Þ

::: :::

Bn21ðhn21Þ 2Bnð0Þ
BnðhnÞ 2Bn11ð0Þ

Bn11ðhn11Þ 2Bn12ð0Þ
::: :::

Bσ
NðhNÞ

������������������

������������������

(86)

Once an eigenvalue pair ðξ; vÞ has been found, the unknown partial-wave participation
factors η1; :::;ηN can be obtained by solution of Eq. (84) which would now have a rank
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deficient matrix and hence can be solved with one degree on indeterminacy in the solution.
This means that the solution will contain an arbitrary scale factor that should be determined
through an appropriate normalization procedure. The partial-wave participation factors in
each layer are then used in Eq. (45) to calculate the mode shapes as described in Section 3.6.3.

4.4.2 Transfer Matrix Method (TMM)

The transfer matrix method (TMM) makes use of the fact that the global matrix in Eq. (84)
is banded, i.e., one layer only depends on its immediately adjacent neighbors, the layer
above and the layer below it. This property can be used to reduce the size of the problem
from 6N3 6N to only 63 6. The TMM approach proceeds as follows.

Write the state vectors at the beginning and the end of a layer by recalling Eq. (66) and
evaluating it at x3 5 0 and at x3 5 h, i.e.,

zð0Þ5Bð0Þ η (87)

zðhÞ5BðhÞ η (88)

Eliminate η between Eqs. (87), (88) by writing

η 5B21ð0Þ zð0Þ (89)

zðhÞ5BðhÞ B21ð0Þ zð0Þ (90)

Define the following notations with n5 1; :::;N being the layer number:

zTn 5 znð0Þ ðstate vector at the top of the layer nÞ (91)

zBn 5 znðhnÞ ðstate vector at the bottom of the layer nÞ (92)

An 5BnðhnÞ B21
n ð0Þ ðlayer transfer matrixÞ (93)

Substitute Eqs. (91)�(93) into Eq. (90) to write the layer transfer matrix relation for the
layer number n2 1 as

zBn21 5An21 z
T
n21 n5 2; :::;N (94)

Apply displacement continuity and stress balance conditions Eq. (80) between layers n2 1
and n, i.e.,

ûnð0Þ5 ûn21ðhn21Þ
σ̂nð0Þ5 σ̂n21ðhn21Þ n5 2; :::;N (95)

or, in state vector form,

zTn 5 zBn21 n5 2; :::;N (96)

Substitute Eq. (94) into Eq. (96) to write the transfer from the top of layer n2 1 to the top
of layer, n, i.e.,

zTn 5An21 z
T
n21 n5 2; :::;N (97)
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Repeated application of Eq. (97) for n5 2; :::;N and use of Eq. (94) with n5N yield a rela-
tion between the state vector zT1 at top of first layer and the state vector zBn at the bottom of
the last layer, i.e.,

zBN 5AN :::An11An:::A1 z
T
1 (98)

Define the overall transfer matrix A as

A5AN :::An11An:::A1 5 L
N

n51

An (99)

Use Eq. (99) to write Eq. (98) as

zBN 5A zT1 (100)

Equation (100) expresses the state vector zBN at the bottom face of the composite laminate
in terms of the state vector zT1 at the top face of the laminate. All that remains to be done
is to impose the boundary conditions Eqs. (78), (79) at the top and bottom faces of the
laminate. In order to do so, rewrite Eq. (100) such as to show explicitly the displacement
and stress parts, i.e.,

ûB
N

σ̂B
N

( )
5

Auu Auσ

Aσu Aσσ

" #
ûT
1

σ̂T
1

( )
(101)

where Auu, Auσ, Aσu, Aσσ are submatrices obtained through the partition of A. The bound-
ary conditions at the top and bottom of the laminate Eqs. (78), (79) imply

σ̂T
1 5 0 (102)

σ̂B
N 5 0 (103)

Substitution of Eqs. (102), (103) into Eq. (101) yields

ûB
N

0

( )
5

Auu Auσ

Aσu Aσσ

" #
ûT
1

0

( )
(104)

Expansion of Eq. (104) gives

ûB
N 5Auuû

T
1 (105)

05Aσuû
T
1 (106)

Equation (106) can be solved for ûT
1 . Note that Eq. (106) is a 33 3 homogenous algebraic

system with ξ and v (or ω, since ω5 vξ) as parameters. Nontrivial solutions of a homoge-
neous algebraic system are possible if the system determinant is zero. Hence, one has to
search for particular combinations of ξ and v (or v and ω; or ξ and ω) which annul the
system determinant, i.e., solve the equation

Dðξ; vÞ5 0 (107)
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where

Dðξ; vÞ5 Aσuj j (108)

Once an eigenvalue pair ðξ; vÞ has been found, the unknown ûT
1 can be obtained by solu-

tion of Eq. (106) which would now have a rank deficient matrix and hence can be solved
with one degree on indeterminacy in the solution. This means that the solution will
contain an arbitrary scale factor that should be determined through an appropriate nor-
malization procedure.

Knowledge of ûT
1 and use of Eq. (102) allows us to write z1ð0Þ, i.e.,

z1ð0Þ5
û1ð0Þ
σ̂1ð0Þ

( )
5

ûT
1

0

( )
(109)

Hence we use Eq. (89) to find the partial-wave participation factors in the first layer, i.e.,

η 1 5B21
1 ð0Þ z1ð0Þ (110)

Substitution of η1 into Eq. (66) allows us to calculate the state vector z1ðx3Þ at any location
within the first layer, i.e.,

z1ðx3Þ5B1ðx3Þη 1 (111)

where x3 is a local coordinate inside the layer. Furthermore, we can calculate the state
vector at the bottom of the first layer, i.e., zB1 5 z1ðh1Þ . Now, we recall Eq. (96) and transfer
to the second layer, i.e.,

zT2 5 zB1 n5 2; :::;N (112)

Since z2ð0Þ5 zT2 , we can now calculate the partial-wave participation factors η2 in the sec-
ond layer, i.e.,

η 2 5B21
2 ð0Þ z2ð0Þ (113)

The process described by Eqs. (111)�(113) is repeated until we get to the last layer at
the bottom of the laminate and calculate the state vector zBN at the bottom face of the
laminate as

zBN 5 zNðhNÞ5BNðh3Þη N (114)

As a verification of calculation accuracy, the state vector zBN and the state vector zT1 at the
top face of the laminate should satisfy Eq. (100).

Through the process described above by Eqs. (109)�(114), we have been able to
construct the complete modeshape inside the laminate.

4.4.3 Stiffness Matrix Method (SMM)

The TMM approach described in Section 4.2 is fast and efficient because it deals with very
small matrices. However, this process becomes numerically unstable at high frequencies
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(large ξh values). This numerical instability is due to the numerical phenomenon known as
“small differences of large numbers” which poses a problem when performing finite-
mantissa computations. One way to prevent such high-frequency numerical instability is
to use the SMM approach, as described next.

Recall Eq. (97) and evaluate it at top and bottom of the lamina, i.e., at x3 5 0 and x3 5 h,
respectively, such that it explicitly shows the displacement and stress contributions, i.e.,

ûT

σ̂T

( )
5

Buð0Þ
Bσð0Þ

" #
η (115)

ûB

σ̂B

( )
5

BuðhÞ
BσðhÞ

" #
η (116)

Expand Eqs. (115), (116) to get

ûT 5Buð0Þη (117)

σ̂T 5Bσð0Þη (118)

ûB 5BuðhÞη (119)

σ̂B 5BσðhÞη (120)

Rearrange Eqs. (117) through (120) to express stresses in terms of displacements, i.e.,

σ̂T

σ̂B

( )
5κ

ûT

ûB

( )
(121)

where

κ5
Bσð0Þ
BσðhÞ
�  ðBuð0ÞÞ

ðBuðhÞÞ
� 21

ðlamina stiffnessÞ (122)

Proof of Eqs. (121), (122): Eliminate η between Eqs. (117), (118) to write

σ̂T 5Bσð0Þ Buð0Þð Þ21ûT (123)

Similarly, eliminate η between Eqs. (119), (120) to write

σ̂B 5BσðhÞ BuðhÞð Þ21ûB (124)

Combine Eqs. (123), (124) in matrix form and get

σ̂T

σ̂B

( )
5

Bσð0Þ
BσðhÞ
�  ðBuð0ÞÞ

ðBuðhÞÞ
� 21 ûT

ûB

( )
QED (125)

Next step in the SMM approach is to build up the stiffness matrix of the laminate from the
stiffness matrices of the individual laminae through a recursive process, where the
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stiffness Kn of the laminate from layer 1 through layer n is obtained by combining the stiff-
ness Kn21 of the laminate from layer 1 through layer n2 1 with the stiffness κn of the n-th
layer, i.e.,

Kn 5
KTT

n KTB
n

KBT
n KBB

n

" #
5

KTT
n21 1KTB

n21ðκTT
n 2KBB

n21Þ21KBT
n21 2KTB

n21ðκTT
n 2KBB

n21Þ21κTB
n

κBT
n ðκTT

n 2KBB
n21Þ21KBT

n21 κBB
n 2κBT

n ðκTT
n 2KBB

n21Þ21κTB
n

" #
(126)

where

σ̂T
1

σ̂B
n21

( )
5

KTT
n21 KTB

n21

KBT
n21 KBB

n21

" #
ûT
1

ûB
n21

( )
Kn21 5

KTT
n21 KTB

n21

KBT
n21 KBB

n21

" #
(127)

σ̂T
1

σ̂B
n

( )
5

KTT
n KTB

n

KBT
n KBB

n

" #
ûT
1

ûB
n21

( )
Kn 5

KTT
n KTB

n

KBT
n KBB

n

" #
(128)

σ̂T
n

σ̂B
n

( )
5

κTT
n κTB

n

κBT
n κBB

n

" #
ûT
n

ûB
n

( )
κn 5

κTT
n κTB

n

κBT
n κBB

n

" #
(129)

Proof of Eq. (126): Expand Eqs.(127), (129) to get

σ̂T
1 5KTT

n21û
T
1 1KTB

n21û
B
n21 (130)

σ̂B
n21 5KBT

n21û
T
1 1KBB

n21û
B
n21 (131)

σ̂T
n 5κTT

n ûT
n 1κTB

n ûB
n (132)

σ̂B
n 5κBT

n ûT
n 1κBB

n ûB
n (133)

Recall the interface conditions between layers n2 1 and n, i.e.,

ûT
n 5 ûB

n21 (134)

σ̂T
n 5 σ̂B

n21 (135)

Use Eqs. (134), (135) into Eqs. (130), (131) to get

σ̂T
1 5KTT

n21û
T
1 1KTB

n21û
T
n (136)

σ̂T
n 5KBT

n21û
T
1 1KBB

n21û
T
n (137)

Eliminate σ̂T
n between Eqs. (132), (137) and write

κTT
n ûT

n 1κTB
n ûB

n 5KBT
n21û

T
1 1KBB

n21û
T
n (138)

Solve Eq. (138) for ûT
n , i.e.,

ûT
n 5 ðκTT

n 2KBB
n21Þ21KBT

n21û
T
1 2 ðκTT

n 2KBB
n21Þ21κTB

n ûB
n (139)
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Substitute Eq. (139) into Eqs. (133), (136) and write

σ̂T
1 5 KTT

n21 1KTB
n21ðκTT

n 2KBB
n21Þ21KBT

n21

� �
ûT
1 2KTB

n21ðκTT
n 2KBB

n21Þ21κTB
n ûB

n (140)

σ̂B
n 5κBT

n ðκTT
n 2KBB

n21Þ21KBT
n21û

T
1 1 κBB

n 2κBT
n ðκTT

n 2KBB
n21Þ21κTB

n

� �
ûB
n (141)

Rearrange Eqs. (140), (141) in matrix form to get

σ̂T
1

σ̂B
n

( )
5

KTT
n21 1KTB

n21ðκTT
n 2KBB

n21Þ21KBT
n21 2KTB

n21ðκTT
n 2KBB

n21Þ21κTB
n

κBT
n ðκTT

n 2KBB
n21Þ21KBT

n21 κBB
n 2κBT

n ðκTT
n 2KBB

n21Þ21κTB
n

" #
ûT
1

ûB
n

( )
QED

(142)

The recursive application of Eq. (126) allows as to calculate the overall stiffness matrix KN

of the composite laminate, i.e.,

KN 5
KTT

N KTB
N

KBT
N KBB

N

" #
(143)

Using Eq. (143), we write

σ̂T
1

σ̂B
N

( )
5

KTT
N KTB

N

KBT
N KBB

N

" #
ûT
1

ûB
N

( )
(144)

Recall the boundary conditions at the top and bottom of the laminate Eqs. (78), (79), i.e.,

σ̂T
1 5 0 (145)

σ̂B
N 5 0 (146)

Substitution of Eqs. (145), (146) into Eq. (144) yields

KTT
N KTB

N

KBT
N KBB

N

" #
ûT
1

ûB
N

( )
5

0

0

( )
(147)

Equation (147) is a 63 6 homogenous algebraic system with ξ and v (or ω, since ω5 vξ) as
parameters. Nontrivial solutions of a homogeneous algebraic system are possible if the
system determinant is zero. Hence, one has to search for particular combinations of ξ and
v (or v and ω; or ξ and ω) which annul the system determinant, i.e., solve the equation

Dðξ; vÞ5 0 (148)

where

Dðξ; vÞ5 KTT
N KTB

N

KBT
N KBB

N

�����
����� (149)

For each eigenvalue pair ðξ; vÞ, the system of Eq. (147) has a rank deficient matrix and
hence can be solved with one degree on indeterminacy in the solution. This means that
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the solution will contain an arbitrary scale factor that should be determined through an
appropriate normalization procedure. This means that we now know (to one degree of
indeterminacy) the values

ûT
1 5 0 (150)

ûB
N 5 0 (151)

Knowledge of ûT
1 and use of Eq. (145) allows us to write z1ð0Þ, i.e.,

z1ð0Þ5
û1ð0Þ
σ̂1ð0Þ

( )
5

ûT
1

0

( )
(152)

From here, the calculation of the modeshape proceeds in the same way as for the TMM
approach. Using the process described by Eqs. (109)�(114), we can construct the complete
modeshape inside the laminate.

4.5 NUMERICAL COMPUTATION

The numerical implementation of the computational procedure outlined in this chapter
may not be as straightforward as it seems. The numerical process may show numerical
instability for large layer thickness and high excitation frequencies due to the intrinsic
poor numerical conditioning that may be due to a combination of several factors involving
the presence of decaying evanescent waves at the interfaces. An extensive treatment of
these issues accompanied by step-by-step examples is given in the Instructor Manual
posted on the publisher’s website. The reader is encouraged to study these examples and,
if questions arise, contact the author directly at victorg@sc.edu.

4.6 PROBLEMS AND EXERCISES

Problems and exercises and worked out examples are given in the Instructor Manual
posted on the publisher’s website.
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5.1 INTRODUCTION

The damage and failure of metallic structures is relatively well understood; their in-service
damage and failure occurs mostly due to fatigue cracks that propagate under cyclic loading
in metallic materials. In contrast, damage in composite materials occurs in many more
ways than in metals [1]. Composites fail differently under tension than they fail in com-
pression, and the effect of fastener holes is much more complicated than in metals. In addi-
tion, the composites are prone to hidden damage from low-velocity impact (e.g., the drop
of a hand tool on a wing, or large hail impact on a radome); such damage can be barely vis-
ible and may go undetected, but its effect on the degradation of the composite structure
strength can be dramatic. In order to satisfy the aircraft damage tolerance requirements
[2,3], one has to demonstrate that a composite aircraft structure possesses adequate resid-
ual strength at the end of service life in the presence of an assumed worst-case damage, as
for example that caused by a low-velocity impact on a composite structure.
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The damage in composite materials, its basic mechanisms, accumulation, and characteri-
zation, as well as the concept of damage tolerance have been studied for over three decades
[4], but many of the initial questions still stand unanswered, especially in connection with
composites fatigue [5]. Tension, compression, and shear are the three fundamental modes
in which a composite may fail. As the composite is made up of layers of various orienta-
tions, the projection of the global stresses onto the lamina principal directions varies from
lamina to lamina. As the load is increased, so do the various stresses in the laminae, and
failure values may be attained in a certain lamina in a certain principal direction without
the overall laminate to experience actual failure; in other words, the failure of the composite
laminate is a progressive phenomenon. This progressive damage evolution is subcritical for
a while, but eventually leads to ultimate failure of the composite laminate. The monitoring
of subcritical damage occurrence and evolution in a composite material is one of the main
objectives of composite structural health monitoring (SHM) endeavor (Table 1).

5.2 COMPOSITES DAMAGE AND FAILURE MECHANISMS

Aerospace composites are made up of two high-performance basic constituents: fibers and
matrix. A variety of high-performance fibers have been developed for aerospace applications;
of these, carbon fibers have gained wide acceptance in the manufacturing of primary aero-
space structures. A variety of polymeric materials have been considered for matrix usage; of
these, the toughened epoxy resins have gained large acceptance in primary aerospace struc-
tures. The damage and failure of the laminated composite depends on the damage and failure
of its constituent fibers and matrix as well as on the damage and failure of the various inter-
faces between these constituents and between the layers of the composite laminate [6].

5.2.1 Fiber and Matrix Stress�Strain Curves

To understand the damage and failure of a composite material, we will start with a under-
standing of the damage and failure behavior of its constituents, i.e., (a) the fiber and (b)
the matrix. Figure 1a shows stress�strain curves for typical high-performance fibers used
in aerospace composites, whereas Figure 1b shows the stress�strain curves for the high-
performance polymeric matrix materials [7]. A common fiber�matrix combination that
has gained acceptance in aerospace composite manufacturing is that between a high-
strength carbon fiber (e.g., IM-7 in Figure 1a) and a toughened epoxy (Figure 1b).

TABLE 1 Typical strength values for CFRP and GFRP composites [8]

Property CFRP (Mpa) GFRP (Mpa)

Longitudinal tension strength Xt 1500 1000

Transverse tension strength Yt 50 30

Longitudinal compression strength Xc 21250 2600

Transverse compression strength Yc 2200 2120

In-plane shear strength S12 100 70
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It is immediately apparent from Figure 1 that the behavior of the fiber and matrix are substan-
tially different. The high-performance fibers have a linear stress�strain curve with an abrupt

brittle ending and a relatively small strain to failure (εfailuref C1:8% for IM-7). The toughened

epoxy matrix has a nonlinear stress�strain curve with progressive diminishing slope and a

significantly larger strain to failure (εfailurem C5%). Also apparent from Figure 1 is the extremely
different tensile modulus values for the fibers (EfC300GPa) and for the matrix (EmC2:5GPa);

hence, it is apparent that, for a given strain, the fibers carry most of the load.
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FIGURE 1 Stress�strain curves for composite constituents: (a) high-performance fibers; (b) high-performance
polymeric matrix materials [7].
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5.2.2 Failure Modes in Unidirectional Fiber-Reinforced Composites

To understand the failure of a composite laminate, we shall first focus our attention on the
failure of the unidirectional composite lamina (a.k.a. ply). Six failure modes and associated
strengths can be distinguished in a unidirectional composite ply, i.e.,

• longitudinal failure in tension, strength Xt

• transverse failure in tension, strength Yt

• longitudinal failure in compression, strength Xc

• transverse failure in compression, strength Yc

• failure through in-plane shear, strength S12
• failure through transverse shear, strength S23.

Recall that the unidirectional composite lamina is transversely isotropic; this implies that
the transverse and shear strengths associated with the z-direction are identical with those
associated with the y-direction, i.e., Zt 5Yt, Zc 5Yc and that S13 5 S12.

Figure 2 depicts conceptually the two tension failure modes associated with Xt and Yt.
Longitudinal tension failure is controlled by the fibers; hence, the composite ply will fail
in longitudinal tension when Xt is reached because the fibers fracture. Transverse tension
failure is controlled by the matrix strength and/or the strength of the fiber�matrix inter-
face. (Transverse failure of the fibers is also possible, though it is less common). Failure of
the lamina occurs in transverse tension when Yt is reached.

Matrix failure

(a)

(b)

Interface failure

Fiber failure

Fiber-fracture

Xt

Yt

σ1 σ1

σ2 σ2

FIGURE 2 Tension failure modes in a unidirectional composite ply: (a) longitudinal tension failure (strength Xt)
through fiber fracture; (b) transverse tension failure (strength Yt) through matrix fracture and/or failure of the
fiber�matrix interface (transverse failure of the fibers is also depicted, though this is not as common) [8].
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Figure 3 depicts conceptually the two compression failure modes associated with Xc and
Yc. Longitudinal compression strength Xc in carbon-fiber-reinforced polymer (CFRP) is
controlled by fiber microbuckling (or kinking) as depicted in Figure 3a. Fiber microbuck-
ling failure is especially found when the fibers have a very small diameter and hence a
small bending stiffness, such as in the case of carbon fibers. Fiber microbuckling gener-
ates kink bands with the width of 10�15 fiber diameters. The fibers in the kink band are
fractured at both ends of the kink. Fiber microbuckling is promoted by initial
misalignment in the fibers layout. In high-quality composites, such misalignment is kept
within 1�4�.

If the fibers are thicker, e.g., boron fibers, then their bending stiffness is greatly increased
and fiber microbuckling may not occur. Hence, in boron-fiber-reinforced polymer (BFRP)
composites, longitudinal compression failure is dominated by longitudinal crushing of
the fibers.

W, 10–15 fiber diameters

Kink band

Fiber
Matrix

Kink band

(a)

(b)

Xc

Yc
Material crushing

σ1 σ1

β, 10–30°

σ2 σ2

Φ

FIGURE 3 Compression failure modes in a unidirectional composite ply: (a) longitudinal compression failure
(strength Xc) through fiber microbuckling leading to kink bands; (b) transverse compression failure (strength Yc)
through material crushing [8].
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Transverse compression failure (Figure 3b) occurs through material crushing, either
matrix crushing or fiber crushing, or both. The transverse compression strength Yc is
usually significantly higher than the transverse tension strength Yt.

Shear failure modes of the unidirectional composite ply are depicted in Figure 4. In-plane
shear failure (strength S12) is controlled by the shear strength of the matrix, the longitudi-
nal shear strength of the fiber, and the shear strength of the fiber�matrix interface, which,
in many cases, is the weakest link (Figure 4a). The transverse shear failure (strength S23) is
dominated by the shear of the matrix or, sometimes, the transverse shear of the fibers.

Tension

Compression

Shear failure
at interface

S12

S23

(a)

(b)

τ12

τ23

FIGURE 4 Shear failure modes in a unidirectional composite ply: (a) in-plane shear failure (strength S12) domi-
nated by the shear failure of the fiber�matrix interface; (b) transverse shear failure (strength S23) dominated by
the shear of the matrix or, sometimes, the fibers [8].
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5.3 TENSION DAMAGE AND FAILURE OF A UNIDIRECTIONAL
COMPOSITE PLY

5.3.1 Strain-Controlled Tension Failure due to Fracture of the Fibers

When the fiber and matrix are combined to create a unidirectional composite, the failure
process under tension loading will be dominated by the fiber fracture. Figure 5 shows
diagrammatically that the composite failure strain is dictated by the fiber failure strain εf
which, as already discussed, is much smaller than the matrix failure strain.

5.3.2 Statistical Effects on Unidirectional Composite Strength and Failure

The high tensile strength of high-performance fibers used in aerospace composites is gen-
erally attributed to their filamentary form in which there are statistically fewer flaws than
in the bulk material. However, as in other brittle materials, the measured tensile strength
of high-performance fibers shows a significant statistical spread. This means that, although
the tensile modulus may be the same, the tensile ultimate strain of the fiber would vary
statistically. Such variations in strength occur not just between one fiber and another, but
also between different locations on the same fiber indicating that weak spots may exist
along a given fiber and that a continuous fiber of considerable length has a greater chance
of breaking than a shorter fiber (Figure 6).

Due to this statistical variation in strength from fiber to fiber, it is conceivable that, as a
unidirectional composite is loaded into tension, the various fibers within the composite
would fail progressively according to their place in the statistical distribution, first the
weaker ones, then the stronger ones. As some of the fibers fail, the effective tensile modu-
lus of the composite diminishes and the actual stress�strain curve measured during the
static test of a unidirectional composite may show a diminishing slope as the strain
increases.

Fiber

Composite

Matrix

∈f ∈

σ

FIGURE 5 Failure of a unidirectional composite is controlled by the fiber fracture [7].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

132 Damage and Failure of Aerospace Composites Chap. 5



5.3.3 Shear-Lag Load Sharing between Broken Fibers

When a fiber breaks, the load is redistributed to the other fibers. In a bunch of dry fibers,
such a load redistribution would be uniform to all the fibers because all the fibers in the
bunch are assumed connected to a common loading point. In a composite, however, the
redistribution is done through the matrix and it only affects the fibers in the immediate
vicinity of the broken fiber (Figure 7). The transfer of load from the broken fiber to the
adjacent fibers is by a shear-lag process in the matrix [9] and in the fiber�matrix inter-
face/interphase [10]. As illustrated in Figure 7, this shear-lag process proceeds as follows:
the stress in a broken fiber builds back up to the undisturbed level by shear transfer from
the surrounding matrix, composite, and interphase region following a shear-lag expression
(Ref. [9] cited in Ref. [10]), i.e.,

σf ðxÞ5
σEf

Ec

�
12 e2ηx

�
ðexponential decayÞ (1)

where x is measured from the fiber tip and

η5
1

rf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Gm

ffiffiffiffi
vf

p
Ef ð12 vf Þ

s
ðshear-lag parameterÞ (2)

In Eqs. (1), (2), the subscripts f ;m; c refer to fiber, matrix, and composite, respectively,
whereas rf is the radius of the fiber and σ is the average stress in the composite away from

the broken fiber. Equation (1) shows that the stress in the broken fiber experiences an
exponential buildup: as x increases away from the tip of the broken fiber, the stress in the
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FIGURE 6 Example of statistical spread of carbon fiber tensile strength [7].
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fiber is restored to the original value σf0 5 lim
x-N

σf , and a distance Δ can be defined over

which this restoration has reached to a value of, say, φ5 99%, i.e.,

φ5
σf ðΔÞ
σf0

5 12 e2ηΔ ðstress restoration efficiencyÞ (3)

Hence, an “ineffective length” δ5 2Δ can be defined as the length of the composite zone
around the two tips of a broken fiber in which the stress that used to be carried by the
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FIGURE 7 Tensile failure model for fiber-reinforced composite: (a) schematic of the Rosen model [9];
(b) improved representation showing several failed fibers [10].
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broken fiber had to be redistributed to the adjacent fibers. Outside the ineffective length,
the broken fiber continues to perform its duties and carry its fair share of the load. In this
way, a unidirectional composite will continue to carry load even after some of its fibers
have broken (these early-breaking fibers are those weak spots placed at the lower end of
the statistical spread). This process of load sharing will continue until the stress concentra-
tion in the adjacent fibers exceeds their load-carrying capacity.

It is apparent that the stress concentration in the adjacent fibers is directly proportional
to the value of the ineffective length δ [10]: if the stress buildup occurs over a short
distance, the stress concentration in the neighboring fibers is great and they tend to break
quickly, causing very brittle composite behavior. If the buildup occurs over a large
distance (e.g., a very compliant matrix or a very low fiber�matrix interface), the strength
of each fiber is almost completely lost when a local break occurs and the load sharing pro-
cess is ineffectual. Hence, an optimum combination of strength values for the fiber, matrix,
and interface/interphase properties should exist that provides an intermediate condition
to those two extremes that best satisfies the composite tensile strength requirements.

5.3.4 Fiber Pullout

Resilient fiber-reinforced polymer composites do not accommodate a clean fracture across
their cross-section but rather present multiple failure sites distributed in their mass. These
types of fiber�matrix material systems allow for crack deflection at the fiber�matrix inter-
face and present the phenomenon of fiber bridging that prevents cracks from leading to cat-
astrophic failure. When finally failing, these material systems exhibit extensive fiber sliding
and pullout taking place at multiple sites. The length of the part of the fiber that is being
pulled out and the intrinsic strength of the fiber are controlling the amount of the energy
being dissipated during the fiber pullout process. Figure 8 presents the mechanism of fiber
pullout. The pullout load, P0, is transferred to the matrix through the shear stresses on the
fiber�matrix interface. In a simplified analysis, one may assume that the fiber surface is
subjected to constant shear τ0, which is the shear strength of the fiber�matrix interface.

As the broken fiber is being pulled out, its axial force builds up gradually along its length
through the accumulation of the shear stress τ0 applied to its surface. At a distance x along
the fiber, the axial force in the fiber has built up to the value PðxÞ given by

PðxÞ5 2π rf x τ0 (4)

P0
P(x)

x

FIGURE 8 Schematic representation of a single fiber pullout mechanism under constant interfacial shear
strength τ0.
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However, the axial stress in the fiber cannot exceed the fiber strength, i.e., PðxÞ=Af #Xf ,
where Af 5πr2f is the fiber cross-sectional area. Hence, the pullout length, δ, is the value of
x at which the fiber strength has been reached, i.e.,

PðδÞ5AfXf 5πr2f Xf (5)

Combining Eqs. (4), (5) gives

PðδÞ5πr2f Xf 5 2π rf δ τ0 (6)

Solving Eq. (6) for δ yields the pullout length as

δ5
rfXf

2 τ0
ðpullout lengthÞ (7)

It is apparent that the pullout length δ increases with fiber strength Xf and decreases with
interfacial strength τ0.

5.4 TENSION DAMAGE AND FAILURE IN A CROSS-PLY
COMPOSITE LAMINATE

When subjected to axial tension, a [0,90]S cross-ply composite displays progressive failure
because several damage mechanisms take place sequentially. Part of these damage
mechanisms can be accounted for through the ply discount method.

5.4.1 Ply Discount Method

When calculating the quasi-static strength of a laminate with plies of various orientations,
the common scheme [11] is to calculate the ply stresses using composite lamination theory
(CLT), invoke some failure criterion to predict first ply failure (usually matrix cracking),
reduce the moduli in the failed ply (usually the E2 modulus perpendicular to the fibers
and the in-plane shear modulus G12), recalculate ply stresses, increase the load, test for
second ply failure, and so on until “last ply failure” is predicted in the 0� plies. Thus, the
quasi-static strength of the laminate is controlled (at least to an engineering approximation
level) by the net section strength of the 0� plies. This scheme, commonly referred to as the
ply discount method is known to provide good engineering estimates of laminate strength
when edge effects do not dominate the failure process [11].

5.4.2 Progressive Failure of a Cross-Ply Laminate

Consider for example the [0,90]S cross-ply laminate of Figure 9 consisting of a CFRP lami-
nate with properties given in Table 2. Figure 9a presents a visual description of the salient
features, whereas Figure 9b presents a load�displacement diagram calculated with the ply
discount model.
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When an axial load is applied in the longitudinal (L) direction, the 0� ply is loaded along
its reinforcing fibers, whereas the 90� ply is loaded across the fibers. Because the strength
of the polymeric matrix is much less than that of the fibers, the across-the-fiber transverse
strength of the lamina is much lower than the along-the-fiber longitudinal strength,
Yt{Xt. Hence, matrix cracking of the 90� ply occurs at an early stage in the loading cycle;
this corresponds to “first ply failure” event marked on Figure 9b. Thus, the transverse

T direction 
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FIGURE 9 Longitudinal tension of a 0/90 composite laminate: (a) highlight of several damage modes:
matrix cracking in transverse (T) lamina; splitting of longitudinal (L) laminae; delamination between T and L
laminae (after Ref. [12]); (b) load/displacement curve showing kinks and slope changes after each partial
failure.
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plies have lost the ability to resist stress across their fibers and the corresponding trans-
verse modulus vanishes in these plies. As a result, we see a sudden extension of the speci-
men, i.e., a manifestation of stiffness loss. As the tension load increases, the outer 0�

layers crack laterally (i.e., split) due to the transverse fibers in the 90� layers resisting the
Poisson effect. This corresponds to the “second ply failure” event marked on Figure 9b.
At this stage, the 0� plies loose their transverse modulus as well and the load�displace-
ment curves display another sudden displacement increase associated with the additional
loss in the overall stiffness of the specimen. If further loading of the specimen is
attempted, the 0� plies will eventually fail due to fiber fracture, at which point no load
can be any longer supported. Thus, the final tension failure of a cross-ply composite
under tension is controlled by the tension strength Xt in the 0� plies. This observation also
applies to other composite layups that contain plies of other fiber orientations in addition
to the 0� plies.

One important aspect of this simple [0/90]S example is that internal damage in a com-
posite laminate can happen at relatively low stress levels in the form of matrix cracking to
be followed, at intermediate levels, by inter-ply delamination and lamina splitting. Such
internal damage is not catastrophic (i.e., it does not lead to the failure of the composite)
but diminishes the composite stiffness and allows for environmental effects to penetrate
into to the composite material.

TABLE 2 Typical properties of a [0,90]S CFRP laminate

ELASTIC PROPERTIES

Longitudinal modulus EL 5 155GPa Longitudinal strength Xt 5 1447MPa

Transverse modulus ET 5 12:1GPa Transverse strength Yt 5 62MPa

Shear modulus GLT 5 4:4GPa Transverse strength Yt 5 62MPa

Poisson ratio νLT 5 0:248 Shear strength S5 62MPa

THERMAL EXPANSION PROPERTIES

Longitudinal CTE αL 52 0:13 1026 Transverse CTE αT 5 24:33 1026

GEOMETRIC PROPERTIES

Stacking sequence [0, 90, 90, 0]

Ply thickness h5 75 μm

Specimen width b5 25mm

Specimen length l5 150mm

TEMPERATURES

Curing temperature T1 5 200�C

Testing temperature T1 5 20�C
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5.4.3 Interfacial Stresses at Laminate Edges and Cracks

Further damage may also occur in composite laminates in the form of delaminations
between plies of dissimilar properties. Such delaminations are promoted by the interfacial
shear and normal stresses that appear in the “boundary layer” at the laminate edges and
near internal cracks. These interfacial stresses that appear near free surfaces are 3D effects
that are not predicted by CLT, because CLT does not include plate edge effects. The CLT
approach relies on the plane-stress assumption. The in-plane stresses components predicted
by CLT vary from layer to layer and across the thickness of each layer, but are constant along
the layers, which is correct for an infinite plate. However, if the composite plate has finite
dimensions, the CLT assumptions break down near the free edges since the in-plane stresses
are required to vanish along the free edges; in this case, a full 3D analysis is required.

An elementary explanation of free-edge effects was given by Hess [13] through the analy-
sis of a two-layer laminated strip made up of two dissimilar materials undergoing differ-
ential expansion (Figure 10a). Mechanics of materials analysis of the differential expansion
predicts that each strip is under a state of combined axial�flexural loading. This
axial�flexural state of loading results in a σxx stress that varies linearly across the strip
thickness as depicted at the right-hand side of Figure 10b. However, the free-surface
boundary conditions at the strip ends are such that σxxðyÞ � 0 at these locations. Hence, a
small element cut out near the end of one of the strips would have a linearly varying
axial�flexural σxx stress at one end (right-hand side of the element shown in Figure 10b)
but no such stress at the other end which is a free end. To keep the small element in equi-
librium, other stresses are needed, specifically the normal stress σyy and the shear stress
σxy, which are confined to the vicinity of the free end. The normal stress σyy tends to open
the bond between the two strips whereas the shear stress σxy tends to shear this bond,
both promoting the formation of a crack in the bond between the two strips at this free
end. Hess [13] calculated these local σyy and σxy stresses using a series expansion solution
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2c2

2c1
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T

FIGURE 10 Elementary explanation of interlaminar stresses: (a) two-layer laminated strip made up of two
dissimilar materials under differential expansion; (b) schematic of the stresses taking place near the laminate
free end [13].
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in terms of the eigenvalues of the Airy stress function and found that, in certain cases, the
σyy may take very large values at the free end hinting to the existence of a singularity as
indicated in a related problem solved by Bogy [14].

The free-edge problem for composite laminates was solved by Pipes and Pagano [15]
using a finite-differences scheme applied to the complete 3D equations of the laminate. It
became apparent from the analysis of the numerical results that the “region of disturbance”
in which interlaminar stresses are significant is restricted to a small region near the edges
that extends over a length that is approximately equal to the laminate thickness. Pipes and
Pagano [15] called this region “boundary layer” or “edge effect zone.” The numerical
results also showed a tendency for very large and rapid increase of the interlaminar stresses
near the free edge which seemed to confirm the singularity suggestion of Hess [13].
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∫ τy2 dxdy

∫ ∫ σ2 ydxdy
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FIGURE 11 Interlaminar stresses in a CFRP cross-ply laminate: (a) schematic diagram; (b) distribution of inter-
laminar shear stress; (c) distribution of the interlaminar normal stress [16].
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Figure 11 presents the interlaminar stresses that take place in a cross-ply laminate [16].
Figure 11a depicts a schematic representation indicating that the interlaminar shear stres-
ses τyz and σz are only present near the free edge in order to balance the effect of the
in-plane stress σy. Figure 11b shows the distribution of the interlaminar shear stress at the
interface between the 0� and 90� plies, whereas Figure 11c shows the distribution of inter-
laminar normal stress. The fact that the interlaminar normal stress is almost singular at the
free edge is apparent. It is also remarkable to notice that the [0, 90, 90, 0] laminate stacking
sequence produces tensile normal stresses that would tend to break the bond between
the plies and separate them, whereas the [90, 0, 0, 90] stacking sequence would produce
compressive normal stress that may have only a limited effect on the interlaminar bond.

5.4.4 Effect of Matrix Cracking on Interlaminar Stresses

Interlaminar stress effects similar to those appearing at the laminate free edges also appear due
to matrix cracking in the transverse or off-axis layers of a laminate because these matrix cracks
act as discontinuities generating local 3D disbonding stresses that promote delaminations.

If the applied stress is cyclic, as in fatigue loading, then these low-level damage states
can increase and propagate further and further into the composite with each load cycle.
The reinforcing fibers have high strength and good load-carrying properties, but the
matrix cracking, delamination, and lamina splitting mechanisms usually lead to in-service
composite structures becoming operationally unfit and requiring replacement.

5.5 CHARACTERISTIC DAMAGE STATE (CDS)

Reifsnider and colleagues [10,11,17,18] discovered that early damage accumulation in off-
diagonal plies present an asymptotic behavior, i.e., a limit of loading is reached beyond
which no more damage of this type can occur. They named this situation characteristic
damage states (CDS) and postulated that CDS is a laminate property, i.e., it is completely
defined by the properties of the individual plies, their thickness, and the stacking sequence
of the various-orientation plies. The CDS is independent of extensive variables such as
load history and environment (except as the ply properties are altered) and internal effects
such as residual stresses or moisture-related stresses.

5.5.1 Definition of the Characteristic Damage State

The explanation of this CDS phenomenon is as follows [11]: in the transverse ply of a
cross-ply laminate, cracks develop quite early in loading history and quickly stabilize to a
very nearly constant pattern with a fixed spacing. The same behavior occurs for quasi-
static loading and for cyclic loading (Figure 12). Under quasi-static loading, crack develop-
ment occurs over a small range of load at the beginning of the loading curve and quickly
stabilizes into a fixed pattern. Under cyclic loading, cracks develop during the early cycles
and stabilize in a pattern with the same spacing as for the quasi-static loading. In fact, the
two patterns of regular crack arrays are essentially identical regardless of load history.
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Formation of the cracks can be reasonably well anticipated by laminate analysis coupled
with a common “failure theory” such as the maximum strain, Tsai-Wu, or Tsai-Hill con-
cepts. It is possible to anticipate the number and arrangement of such cracks, information
which can be used for subsequent analysis of behavior.

Similar behavior is observed for other off-axis plies. Figure 13 shows a schematic view of
several typical crack patterns as seen from the edge of laminates loaded with tension�ten-
sion fatigue histories [11]. This type of transverse crack formation has received a great deal
of attention and is, in comparison with other microevents, relatively well described and
understood. The CDS patterns can be predicted by several methods, all of which are based
in some way on local stress analysis. On the basis of several dozen successful predictions,
Reifsnider et al. [11] state that the CDS can be anticipated with at least “engineering accu-
racy”. Figure 12 shows the spacing between cracks in a 245� ply of a [0, 90, 645]S AS3501-5
CFRP laminate as a function of quasi-static load level and cycles of loading at about two-
thirds of the ultimate strength (R5 0.1). The correspondence between quasi-static and
fatigue effects in determining the CDS crack density is quite apparent.
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FIGURE 12 Characteristic damage state (CDS) concept: asymptotic behavior of crack spacing in 45� plies of a
[0, 90, 645]S CFRP laminate as a function of increasing quasi-static load or fatigue cycles (adapted after Ref. [11]);
(b) experimental X-ray evidence of CDS formation (cited in Ref. [19] after Ref. [20]).
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The CDS concept is important in the context of composite strength analysis. Since it is a
well-defined laminate property, it is possible to properly set boundary value problems
based on the pattern geometry and expect the results to be useful for the prediction of
subsequent laminate behavior.

An example of a predicted and observed pattern is shown in Figure 14. The effect
of stacking sequence, ply properties, and ply thickness on that pattern and others was
faithfully reproduced by the analytical models in Refs. [17,18].

Table 3, reproduced from Ref. [11], provides the stresses in the individual plies of a
sample laminate before and after matrix cracks form in the 90� and 6 45� plies (for which
E2 and G are then set equal to zero). The stress in the fiber direction of the 0� plies (which
controls final fracture) is increased from 2631 to 2993 MPa, a jump of 14%, which is then
used in a failure analysis to predict the “correct” strength (if both off-axis plies fail before
laminate failure).

(0,90)s

(0,+–45,90)s (0,90+–45)s

(90,0)s

FIGURE 13 Schematic drawing of several typical transverse crack patterns [11].

FIGURE 14 Schematic representation of predicted (top) and observed (bottom) characteristic damage states
for a (0, 90 6 45)S CFRP laminate [11].
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5.5.2 Damage Modes That Modify Local Stress Distribution

Reifsnider and Case [10] indicate that there are a number of composite damage modes
that modify the local stress distribution and hence, when they appear, strongly affect the
evolution of damage (Figure 15). Transverse matrix cracking (A) appears at an early stage
due to the low transverse strength of a unidirectional composite plies oriented transverse
to the loading direction. Another matrix dominated failure is the longitudinal matrix
cracking (C) which appears at higher loading and is due to the opposition expressed by
the fibers in the transverse ply to the Poisson shrinkage during longitudinal tension
loading. 3D effects near the crack sites create interlaminar debonding stresses that produce
delaminations (B) between the composite plies as well as debonding around the end of a
fractured fiber (E).

TABLE 3 Stresses in individual plies of a T300-5208 laminate composite [0, 90, 645]S before and
after matrix cracks form in the 90� and 645� plies [11]

σx (MPa)a σy (MPa) σxy (MPa)

Ply Before After Before After Before After

0 2631 2993 22.3 24.7 0 0

90 167 0 2796 21000 0 0

145 600 503 400 503 417 503

245 600 503 400 503 2417 2503

aApplied stress σ5 1000 MPa.

FIGURE 15 Damage modes modifying the local stress distribution in fiber-reinforced composites: transverse
matrix cracking (A); delamination (B), longitudinal matrix cracking (C), fiber degradation (D), fiber debonding (E) [10].
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5.5.3 Stiffness Evolution with Damage Accumulation

Stiffness is a well-defined engineering property, routinely measured, clearly interpreted,
and directly involved in mechanics (stress analysis) calculations through the constitutive
relations. Stiffness changes are directly related to internal stress redistributions. The idea
of using stiffness change as a quantitative indicator of structural damage has received con-
siderable attention in the literature [21,22].

In conventional built-up aerospace structures, e.g., metallic airframes with their multi-
tude of rivets and other fasteners, it is commonly accepted that an overall “loosening” of
the structure takes place during operational service. The structure starts its operational life
as “tight and crisp” and progressively becomes more compliant as minute play develops
in the joints especially due to cyclic loading and extreme load excursions. Such loosening
of the structure due to service loads can be quantified by measuring its stiffness, i.e., the
ratio between the applied load and the resulting deflection in a simple static test (e.g.,
loading the wing tip with a known number of standardized sandbags and measuring its
resulting sag). Thus, the structural stiffness is notice to decrease with service life; however,
this effect is not (up to a certain point) safety-critical since the structural strength of a
built-up metallic structures is correlated with failure stress σf rather than stiffness. (The
loss of stiffness may reduce the natural vibration frequencies and induce unwanted in-
flight aeroelastic phenomena that might eventually affect flight safety, but this would be
an indirect effect.)

Loss of stiffness also occurs due to crack propagation in metallic structures and, in this
case, it may be safety-critical. Consider, for example, a fracture-mechanics test coupon in
which a crack starting from an initial notch is propagated through cyclic fatigue loading.
As the crack grows through the accumulation of fatigue cycles, the remaining load-bearing
section of the specimen diminishes resulting in higher stress and hence higher local elon-
gation under the same load. The higher elongation translates into lower stiffness, which,
in this case, relates directly to safety-critical damage since increasing crack length increases
the stress intensity factor and brings the specimen closer to failure.

In high-strength fiber composite structures, the effect of stiffness loss is more dramatic
than the loosening of built-up metallic structures and resembles more the case of stiffness
loss due to fracture-mechanics damage. One important aspect is that, in high-strength fiber
composites, the fracture-mechanics damage is diffused/distributed (e.g., a multitude of
fine cracks in the matrix and in the fiber�matrix and inter-ply interfaces), whereas in
metallic structures it tends to be rather concentrated at “hot-spot” sites. Another important
aspect to consider is that failure of a high-performance fiber composite occurs ultimately
through fiber breakage with is controlled, more or less, by the fiber failure strain εf and
the corresponding stress, i.e., σf 5Eεf . Hence, as shown diagrammatically in Figure 16a, a
loss of composite stiffness by, say, 30%, would result in a corresponding reduction in the
failure stress. If the 30% is the result of internal damage accumulated through fatigue
cycling, than fatigue failure would occur at stress levels 30% less than the quasi-static
failure stressσf , i.e. σfatigue 5 0:7σf . This means that, if the specimen is loaded cyclically with
an amplitude σfatigue 5 0:7σf , and if the specimen fails at that amplitude, then the final stiff-
ness E0 should be 0:7E if the strain to failure is the same εf . For long-term fatigue behavior
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where strength reductions are large, the attendant stiffness changes are also large [11], as
illustrated in Figure 16b. It is thus apparent that a measurement of composite stiffness
could serve as a quantitative indicator for monitoring the fatigue damage accumulation
inside a high-performance composite material.
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FIGURE 16 Stiffness evolution with damage accumulation: (a) reduction of elastic modulus due to damage
accumulation results in reduction of strength for the same failure strain; (b) normalized secant modulus data
recording during cyclic loading of [0, 645, 0]S CFRP and [0, 902]S GFRP specimens [11].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

147Sec. 5.5 Characteristic Damage State (CDS)



5.6 FATIGUE DAMAGE IN AEROSPACE COMPOSITES

Composites fatigue is substantially more complicated than that of metals [11]. One major
difference is that composite materials have a fibrous nature and the fatigue mechanism is
strongly influenced by fiber orientation and by the stacking sequence in the composite
laminate. Another major difference is that fatigue damage may appear in various places in
the laminated fiber�matrix material systems: in the matrix, in the matrix�fiber interface,
in the interface between composite layers with various orientations, and, when final failure
eventually occurs, in the fibers themselves.

5.6.1 Fatigue of Unidirectional Composites

While studying the fatigue and failure of unidirectional composites, Talreja and colleagues
[19,23] indicated that damage in unidirectional composites is controlled by four typical
mechanisms (Figure 17):

(a) Fiber break causing interfacial debonding and matrix crack
(b) Coalescence of matrix crack through a fiber break
(c) Fiber-bridged matrix cracking
(d) A combination of (a), (b), and (c)

When subjected to cyclic fatigue loading, unidirectional composites may behave differ-
ently depending on the load level as defined by the cyclic strain amplitude εmax.

The εmax 2 logN fatigue diagram of unidirectional composites under cyclic tension loading
displays three characteristic regions (Figure 18):

• Region I is the horizontally extending scatter band (e.g., between 5% and 95%
probability of failure) of the composite static failure strain. This region represents a lack
of degradation in strength (failure strain), i.e., the underlying predominant mechanism
of fiber failure is non-progressive.

(a) (b)

(c) (d)

FIGURE 17 Typical damage mechanisms in unidirectional composites subjected to tension fatigue [23].
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• Region II is the fatigue-life scatter band, which deviates from Region I at a certain
number of cycles and extends down to the fatigue limit. This region is governed by the
progressive mechanism of fiber-bridged matrix cracking.

• Region III is the region of no fatigue failure (in a selected large number of cycles, say 106)
lying below the fatigue limit.

Region I may accommodate three damage scenarios as depicted in the upper left corner of
Figure 18. The first damage scenario in Region I consists of fiber breaks resulting from
the right-away application of a high load that produces a maximum strain lying within
the scatter band of the composite static failure strain. These fiber breaks are caused by the
local fiber stress (or strain) exceeding the fiber strength at those (statistically weaker)
points during the first application of load. Unloading and reapplying the load would
change the local fiber stresses only if an irreversible (inelastic) deformation occurs.
Assume now that the matrix surrounding a fiber break undergoes only small inelastic
deformation due to the constraint of the stiff fibers. This is likely if the matrix is relatively
brittle, such as an epoxy. For small inelastic deformation in the matrix, the repeated appli-
cation of load would cause little change in the stresses on fibers surrounding a broken
fiber site.

Static region: fiber breakage

Progressive region:
fiber bridging, debonding

Fatigue limit region:
no initiation,
crack arrest

Core of
fiber failures

N = 1 N = N1

Region I

Region II

Region III

N = N1

Fiber-bridged matrix crack

Crack font
(N = Nf)

Crack font
(N = Nf)

log Nf

εmax

εo

Matric cracks

FIGURE 18 Fatigue diagram (εmax 2 logN) of unidirectional composites under cyclic tension loading (collage of
various diagrams in Ref. [19]).
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The second damage scenario in Region I deals with the fibers that are likely to break
in a subsequent load cycle; such fiber breaks could appear near any of the previously bro-
ken fibers—but not necessarily near all previously broken fibers—when the local stresses
exceed their local strengths (see the N5N1 schematic in the upper left corner of
Figure 18). The important thing to note is that, due to the small cycle-to-cycle changes in
the local fiber stresses and randomness of the fiber strength, it is unlikely that the fiber
breakage will be a progressive mechanism in the sense that the number of fiber failures in
a given location increases monotonically.

The third damage scenario in Region I deals with the final failure, which may result from a
core of (a few) fiber failures growing unstably (see the case N5Nf schematic in the upper left
corner of Figure 18); this could occur in any of the potential failure sites, without preference.

The consequence is that, in Region I, the composite failure under the specified loading
condition can occur at any value of the number of load cycles. Thus, Region I can be
described as dominated by a non-progressive failure mechanism, with no associated
strength degradation. For this reason, the scatter band in Region I is horizontal [19].

Region II displays a mechanism of fatigue failure which is substantially different from
that of Region I, as illustrated in the right-hand side of Figure 18. When the applied
fatigue load levels are below the lower bound of Region I scatter band, the composite fail-
ure is unlikely to result from a cluster of neighboring fiber breaks. Instead, a mechanism
of progressive degradation will take place. As the applied load cycles increase, the matrix
will undergo fatigue cracking. The matrix cracks will progress (i) by producing failure in
the adjoining fibers; or (ii) by debonding the fiber�matrix interface and progressing along
the fibers; or (iii) by cracking the material around the fibers. A typical fiber-bridged crack
would then appear as illustrated in the right-hand side of Figure 18. Among several such
cracks, the one to cause failure earliest would be the one that will be the first to undergo
unstable growth [19].

Region III of the fatigue-life diagram can be viewed as the domain of no fatigue failure in
the desired range (say .106) of load cycles. One possible fatigue failure scenario in this
region is illustrated in the lower left side of Figure 18: fatigue cracks in the matrix are likely to
develop, but they remain confined to parts of the cross-section which are between fibers. The
“driving force” for the cracks is insufficient to advance them by fracturing and/or debonding
fibers. Another likely scenario in this region is fiber-bridged matrix cracking progressing at
rates too low to cause failure in the preselected large number of cycles. A “true” fatigue will
exist only if a mechanism of effectively arresting matrix crack growth is available [19].

5.6.2 Fatigue of Cross-Ply Composite Laminate

Damage progression in a cross-ply laminated composite under fatigue loading was stud-
ied in Ref. [23]. The following stages were identified in a cross-ply composite laminate
under cyclic tension (Figure 19):

1. Matrix cracking
2. Crack coupling and interfacial debonding
3. Delamination
4. Fiber breakage
5. Fracture failure of the overall composite laminate.
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The evolution of damage through these phases depends on the cyclic fatigue loading level;
three damage levels were identified [23]:

Level 1: Matrix cracks begin to develop while the fibers remain intact. Under cyclic
loading, these cracks propagate until they reach a fiber/matrix interface or some other
inhomogeneity. If the cyclic load is sufficiently low, these cracks will not break
through the interphase and propagate any further; no more fracture surfaces will be
created until the fatigue limit of the embedded fibers is reached and overall composite
failure occurs.

Level 2: If the cyclic load is at an intermediate level, then Level 2 of damage evolution
occurs. Because the load is higher, the matrix cracks may not stop at the fiber/matrix
interface as they did in Phase 1. There are several things that could happen at this
stage: (a) when the matrix crack reaches a fiber, the stress concentration may cause the
fiber to break, forming a larger crack. (b) If the stress concentration is not sufficiently
high for the fiber to break, a separation of the fiber and matrix could occur and the
crack propagates along the fiber/matrix interface. As damage propagates through
(a) and (b) mechanisms, it reaches new fiber/matrix interfaces and may cause further
fiber fractures or fiber/matrix separation. Eventually, the degradation of the composite
will be great enough to cause fracture.
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FIGURE 19 Evolution of fatigue damage in a cross-ply laminated composite [24].
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Level 3: If the cyclic fatigue load level is near the ultimate strength, some fibers
will fail immediately due to the statistical spread of their individual strengths.
As the cyclic loading continues, more fibers will break throughout the composite;
when enough fibers have failed in a particular area, a crack will form leading
to a rapid fracture of the composite. At this level of loading, the final fracture
will occur quickly and the damage progression trend, as shown in Figure 1, will
not occur.

The orientation of the laminae in the composite laminate may modify the damage evolu-
tion. In a generic situation, the individual lamina is subjected to off-axis loading which is
projected onto the lamina principal axes and may cause the matrix crack to form parallel
to the fibers. These cracks can propagate freely down the length of the fiber either in the
matrix or in the fiber/matrix interface. Debonds between the fibers and matrix eventually
will occur.

The damage occurring in a composite laminate is a complex phenomenon that is governed
by the processes taking in each individual lamina. A generic scenario may look as follows:

(a) Small microcracks develop in the matrix mainly between fibers that are not parallel to
the loading direction.

(b) As the cyclic loading continues, the microcracks grow and become macroscopic cracks.
At this point, the material has reached the CDS as marked in Figure 19.

(c) The cracks in the matrix will spread through the ply in which they began.
(d) Stress concentrations cause microcracks to develop in the plies on either side of the

initial ply.
(e) Stress concentrations between plies cause local delaminations.
(f) Once delaminations have formed, damage increases rapidly up to complete failure.

Because of this progressive fatigue damage behavior, a composite structure should be peri-
odically inspected to monitor the damage progression just as a metallic structure is cur-
rently monitored. Reference [19] states that a similar damage progression happens under
quasi-static loading.

5.7 LONG-TERM FATIGUE BEHAVIOR OF AEROSPACE
COMPOSITES

Reifsnider et al. [11] identified three distinct regions of damage development in the long-
term fatigue behavior of composites. These regions are depicted as Region I, Region II,
and Region III in Figure 20.

5.7.1 Damage Region I—Progression toward Widespread CDS

Damage Region I covers a zone in which the composite exposed to cyclic loading under-
goes a “period of adjustment”. Damage accumulation is fast at first and then decreases
rapidly as it reaches a state of saturation and settles down into a steady-state situation that
will be representative for most of the upcoming Region II.
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For laminates that have off-axis plies, such as the common [0, 90, 645]S quasi-isotropic stack-
ing sequence, Region I usually involves matrix cracking through the thickness of the off-axis
(90� or 45�) plies parallel to the fibers and perpendicular (at least in transverse projection) to
the dominant load axis (the 0� direction). These cracks evolve until the CDS described in
Section 5 is reached. The effect of matrix cracking and CSD formation is twofold.

On the one hand, matrix cracks introduce a reduction in the stiffness of the laminate since
the cracked plies carry less load than they did prior to cracking as predicted by the ply
discount method discussed in Section 4.1. For CFRP quasi-isotropic laminates, that lami-
nate stiffness change is on the order of 10% or somewhat less, while a comparable GFRP
laminate stiffness would change by somewhat greater amounts. These stiffness changes
are generally not of great engineering consequence except as they may be used in the
SHM process because they affect vibration frequencies.

On the other hand, matrix cracks produce stress redistributions. Using the ply discount
method discussed in Section 4.1, one can predict the stress redistributions associated with
matrix cracks in the off-axis plies. However, these stress redistributions (and the stiffness
reductions that caused them) are not, in reality, uniform. They truly exist only near the
matrix cracks in the off-axis plies, whereas decreasing gradually between the cracks
according to a shear-lag law. As shown in Figure 21a, a region of stress redistribution
exists around the tip of cracks in the off-axis plies.

Nonetheless, no reduction in the overall residual strength of the laminate is observed
since, as predicted by the ply discount method discussed in Section 4.1, the quasi-static
strength of the laminate is controlled (at least to an engineering approximation level) by
the net section strength of the 0� plies. And the net section strength of the 0� plies is not
affected by matrix cracks in the adjacent off-axis plies (assuming that the local stress

0.0

0.6

1

1 2 3 4 5 6
log N

R
eg

io
ns

A

Residual strength

SN curve

Damage development

S
Sult

FIGURE 20 Long-term composite behavior diagram showing three distinct regions of development [11].
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concentration is not high enough to produce a local fracture in the 0� ply). This explains
why the residual strength in Region I of Figure 20 does not show a decrease in spite of
CDS damage propagating throughout the off-axis plies of the composite laminate.

5.7.2 Damage Region II—Crack Coupling and Delamination

The stability of the off-axis crack CDS pattern is the reason for the marked decrease in
damage rate between Regions I and II of Figure 20. It also accounts for the relatively
flat nature of the damage growth curve in Region II. Generally speaking, the behavior in
Region II is dominated by coupling and growth: matrix cracks may couple together and
grow, especially along interfaces; delaminations, if present, may also grow.

O° θ° θ° O° θ° θ° θ°

σo = 390 N/mm2

σo = 620 N/mm2

(a)

(c)

(b)

FIGURE 21 Schematic diagrams of crack damage development: (a) in damage Region I, local zone of influence
in the longitudinal ply near a matrix crack in an off-axis ply characterized by stress concentration; (b) in damage
Region II, the local zone of influence near matrix cracking in an off-axis ply produces crack coupling and local
delamination in the interface between the plies; (c) in damage Region III, the formation of fracture in the longitu-
dinal 0� fibers happens with increasing load in correlation with the location of matrix cracks in the off-axis plies
(adapted from Ref. [11]).
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The mechanics of this region are typified by the following scenario. Figure 22 shows sche-
matically the interlaminar stress distributions near a transverse crack in the 90� ply; these
distributions are depicted as functions of the distance halfway through the thickness (the
interlaminar stresses act in the interface between the 0� and 90� plies). For an uncracked
material, these interlaminar stresses would not exist; but when a transverse crack forms, it
creates an interlaminar tensile normal stress which tends to separate the plies, and an
interlaminar shear stress, which tends to shear the plies along their interface in the neigh-
borhood of the crack. These interlaminar tensile and shear stresses provide the basis for a
mechanism of crack coupling and delamination as shown in Figure 23. The nature of the
interfacial growth is influenced by locality in the specimen and by the nature of the matrix
cracks which precede it.

5.7.2.1 Edge Cracks versus Internal Cracks

The pattern of damage shown in Figure 23 is typical of crack patterns observed at the edges of
composite laminate specimens. The same interlaminar stresses also operate in the interior of
laminates, but the results are frequently somewhat different from those shown in Figure 23.

Figure 24 is a schematic diagram of the type of damage commonly found in the interior
of a laminate (a cross-ply laminate for this example). The details are generalizations of
results obtained by X-ray radiography [11]. These results indicate that interfacial growth at
a transverse matrix crack in the interior of a laminate is frequently constrained to a
small region, at least in Region II, and may also involve growth of the crack along 0� fiber
directions into the 0� ply thickness as well as along the ply interface plane.

5.7.2.2 Comparison between Region I and Region II

5.7.2.2.1 Phenomenological Comparison

In Region I of Figure 20, matrix cracking of the off-axis plies was identified as the primary
damage mechanism, and the internal stress redistribution associated with this damage
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FIGURE 22 Distribution of interlaminar stresses near a transverse crack in the 90� ply (the interlaminar
stresses act in the interface between the 0� and 90� plies) (adapted from Ref. [11]).
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FIGURE 23 Prefracture crack patterns showing a breakdown of CDS through coupling of transverse cracks
and appearance of longitudinal cracks; schematic drawings after replicas of the specimen edges [11].

FIGURE 24 Schematic representation of internal interfacial damage in a cross-ply laminate [11].
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mode was discussed as a means of explaining the resulting residual strength of the lami-
nate. This was presented schematically in Figure 21a which shows a small zone of influ-
ence characterized by stress concentration in the longitudinal ply around the tip of matrix
crack in the off-axis ply.

In Region II, mechanisms of crack coupling and interface separation (delamination and
debonding) seem to dominate the damage development. The internal stress redistribution
associated with this type of damage is characterized, in part, by the diagram in Figure 21b.
This figure is a Region II version of Figure 21a and continues the local stress argument
associated with matrix cracking.

5.7.2.2.2 Stress�Distribution Comparison

When the cracks in the off-axis plies grow along the ply interfaces to join other cracks,
how is the local stress altered? Reference [11] provides a numerical example which we
will discuss only qualitatively here:

• In Region I, when the ply discount analysis of progressive failure was applied and the
local E2 and G moduli of the cracked off-axis plies were reduced to zero, it was found
that the axial stress in the longitudinal 0� plies increased by approximately 14%. At that
point, the plies were still bonded together, and the cracked off-axis plies still
contributed some load sharing to the stress state in the 0� plies by supporting load in
their off-axis fiber direction.

• In Region II, when local ply delamination/separation occurs in certain zones, the load
sharing in Region I is relaxed and the longitudinal 0� plies are under completely
uniaxial stress in that local delamination zone. The delaminated off-axis plies carry no
part of the 0� ply load and do not constrain the transverse expansion or contraction of
the 0� plies. In this situation, the longitudinal stress in the 0� plies becomes the only
load-bearing stress of the laminate.

The numerical calculations presented in Ref. [11] show that the σx stress in the 0� plies
could grow, in the local delamination zone, by approximately 34%, which means an
approximately 34% reduction of the laminate strength. This strength reduction is consis-
tent with experimental results that indicate the long-term fatigue strength of composite
laminates to be 30�40% of the static strength. So it would appear that crack coupling and
(local) delamination or debonding (even in the interior of a specimen) near matrix cracks
are viable strength reduction mechanisms for the long-term fatigue behavior of composite
laminates.

5.7.3 Damage Region III—Damage Acceleration and Final Failure

Figure 20 indicates that the rate of damage development increases sharply near the end of
life. Before concentrating on the micromechanical behavior is this Region III, one should
also recall the strong correlation between damage and stiffness loss, as already discussed
in Section 5.3.
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5.7.3.1 Stiffness-Damage Correlation in Region III toward Composite End of Life

One important point should be made: stiffness decreases sharply toward the end of life
in a composite under long-term fatigue loading. Evidence of this is found in the damage
observations and is demonstrated in Figure 16 which shows the normalized axial stiff-
ness as a function of the number of cycles of tensile fatigue loading (R5 0:1) for two
laminates, one CFRP, the other GFRP. Both curves show the same generic shape sug-
gested by the “damage development” curve in Figure 20. In the [0, 902]S GFRP laminate,
the initial drop in modulus corresponds to 90� matrix crack (CDS) formation which, for
this material, changes the laminate modulus considerably. Whereas for the [0, 645, 0]S
CFRP specimen, the change in laminate modulus attributable to matrix crack formation
is very small.

Reference [11] indicates that the idea of using stiffness change as a quantitative indicator of
fatigue damage has received considerable attention in the literature. Stiffness is a well-defined
engineering property, routinely measured, clearly interpreted, and directly involved in mechan-
ics (stress analysis) calculations through the constitutive relations. Stiffness changes are directly
related to internal stress redistributions, as discussed earlier and illustrated in Figure 16b.
For long-term fatigue behavior where strength reductions are large, the attendant stiffness
changes are also large, as demonstrated by Figure 16b. Figure 16a illustrates the fact that, for a
laminate which has a quasi-static failure strength of σf and which is fatigue-loaded with an
amplitude of 0:7σf for a long period of time, if the laminate fails at that amplitude, then the final
stiffness, E0, must be 0:7E or less in magnitude if the strain to failure is constant or increases.
Whether the laminate is fiber dominated or not makes no difference in this argument,
a fact also demonstrated by the CFRP laminate behavior in Figure 16b. But it does make a dif-
ference how carefully the modulus is measured, since the large change in Region III happens
very quickly.

5.7.3.2 Role of Fiber Fracture in Final Failure

Reference [11] discusses the role of fiber fracture in connection with Figure 16b, especially
the [0, 645, 0]S CFRP data. Final failure and, it appears, those events immediately preced-
ing failure are dominated by fiber failure. In Figure 16b, the sharp drop in stiffness quite
near the end of the test involves fiber fracture events, but fiber fracture occurs throughout
Region III. Two major modes of fiber failure have been observed:

Fiber failure Mode 1 is associated with specimen edges. Near the specimen edges, there
is a distinct fiber failure sequence which begins in the early stages of life. Debonds
frequently serve to connect fiber fractures in a stair-step fashion. Fiber fractures develop
as a function of increasing load or cycles in regions frequently associated with matrix
cracks in the off-axis plies and preferentially near the specimen surfaces. Delaminations
between plies are also associated with this fiber failure mode.
Fiber failure Mode 2 is associated with fiber fracture in the interior of laminates. When
matrix cracks intersect an adjacent ply during fatigue loading, a series of local ply
delaminations develop and cracks (or debonds) develop along fibers in the adjacent plies.
Once the CDS cracks have been established, tiny “dendrites” of interface separation
appear at right angles to the matrix crack directions, as illustrated in Figure 24. Evidence
exists of fiber fractures associated with this damage mode [11]. Debonding along alternate

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

158 Damage and Failure of Aerospace Composites Chap. 5



sides of a fiber near a matrix crack in a 90� layer separated from an adjacent 0� ply has
also been observed and evidence associating debonding (or longitudinal “splitting”) with
fiber fracture in the interior of laminates has been recorded [11].

5.7.4 Summary of Long-Term Fatigue Behavior of Composites

Reference [11] summarizes the long-term fatigue behavior of laminated composites by indi-
cating that, although not all aspects of long-term fatigue-related fracture are clear, it is how-
ever clear that near the end of a long-term fatigue exposure, at stress levels on the order of
60�70% of the ultimate strength of the laminate, more damage of all types has occurred
than under any type of load history. Matrix cracks have formed and generated interlaminar
stresses, which initiate debonding of fibers (or splitting along fibers) and delamination
between plies. And fiber failures in isolated random locations as well as in clusters around
matrix cracks have occurred in the 0� laminae (and the off-axis plies). The laminate has
developed preferential failure sites which are under redistributed stress states that cause
elevated (and probably predominantly unidirectional) load-direction stresses in the 0� plies.

Attempts are still being made [11] to determine the nature of the final failure event itself, but
the damage state described previously is certainly sufficient to cause fracture. The development
of the damage state differs for different materials and stacking sequences and laminae orienta-
tions, but the previously described development is generic in the sense that it is based on obser-
vations of events in CFRP and GFRP laminates having a wide range of ply orientations and
stacking sequences. Of course, the role of matrix cracking in a [0, 645, 0]S CFRP specimen is not
as great as it is for a [0, 903]S GFRP or other laminate, but these variations are a matter of degree.

5.8 COMPRESSION FATIGUE DAMAGE AND FAILURE IN
AEROSPACE COMPOSITES

Reference [11] indicates that compressive fatigue loading produces a somewhat different
scenario from tensile fatigue loading. When subjected to axial compression, the composite
fails through loss of elastic stability (buckling). This buckling may take place at various
scales: (a) structural; (b) composite layup; (c) composite material itself.

At global structural scale, buckling can be avoided by relative sizing the length and
bending stiffness of the component such that loss of elastic stability does not occur for the
given boundary conditions and operational load levels. Hence, this type of buckling will
not be pursued further in the present discussion.

5.8.1 Compression Fatigue Delamination Damage

At the composite layup scale, the major damage mode is delamination, as shown in
Figure 25. This figure shows a schematic view of the edge of a laminate that delaminates
under compressive loading. The pattern of development depicted is typical of the patterns
observed in cyclically-loaded [0, 645, 902 645, 0]3S CFRP laminates. Several general features
of the damage development are observed: the delamination generally develops preferentially
from the exterior (planar) surfaces of the laminates and subsequently initiates at positions of
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high interlaminar stress in the interior of the thickness. This surface-to-interior initiation
sequence appears to be generic for long-term damage development in compressive loading.
As the cyclic compressive loading continues, the delaminations grow from the edges across
the width of the coupon specimens as well as along the length of the specimens. Growth
along the length is highly dependent upon the specimen geometry and test arrangement.
However, growth across the width appears to be generic and can be described and predicted
using strain energy release concepts [11].

5.8.2 Compression Fatigue Local Microbuckling Damage

At the local scale, the composite material itself may fail under compression through the
microbuckling mechanism (Figure 26). The high-strength fibers encased in the polymeric
matrix can be viewed as beams on elastic foundation, where the elastic support is pro-
vided by the matrix stiffness [25]. Under axial compression, such a beam on elastic foun-
dation would eventually buckle and take an undulatory shape (Figure 26a). The
compressive stress values at which this buckling occurs are dictated by the fiber bending
stiffness and matrix compression stiffness. As the compressive load is further increased,
the microbuckling is further exacerbated until local failure occurs in the form of a
kink band (Figure 26b).

For a given composite material system with a certain fiber/matrix combination, the micro-
buckling compressive strength is fixed and cannot be altered through structural design. In
order to modify the microbuckling compressive strength, one has to address the very constitu-
ents of the composite material system. For example, the thicker boron fibers have a higher
compression buckling strength than the thinner carbon fibers; for this reason, boron fiber com-
posites may be preferred in places where material compression strength is the critical factor.

FIGURE 25 Schematic diagram of the development of delamination during cyclic compressive fatigue loading
(edge view of laminate) [11].
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The growth of fiber microbuckling damage zone in composites subjected to cyclic
compressive loading has a behavior similar to the growth of a tension crack growth
in sheet metal, although the underlying mechanisms are radically different. Reference
[27] performed an extensive study of compression damage growth in composites
through fiber microbuckling in the stress concentration zones of hole and found that
fracture-mechanics concepts that were initially developed for sheet metal structures in
tension could be extended to the study of composites in compression using the cohesive

FIGURE 26 Compression damage of fiber composites through microbuckling: (a) undulations of buckled
fibers; (b) kink band local failure schematic [25]; (c) micrograph of kink band formation in T800/924C carbon fiber
composite [26].
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zone model (Figure 27a). The gradual lateral extension of the microbuckling plus
delamination damage zones from a composite hole under compression loading resem-
bles closely the lateral extension of butterfly cracks from a metallic hole under tension
(Figure 27b).
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FIGURE 27 Growth of compression damage zone through fiber microbuckling and delamination near a
composite hole: (a) schematic of the mechanism taking place in the stress concentration zones near the hole;
(b) stable growth curve of the compression damage zone [27].
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5.8.3 Compression Fatigue Damage under Combined Tension-
Compression Loading

Another aspect that needs to be considered is the combined loading in tension and in com-
pression during fatigue cycling. Under combined tension-compression cyclic loading, the
tension damage modes discussed in Section 7 will interact synergistically with the damage
modes discussed here to produce a “worst-case” situation that is distinct in its severity.

5.9 OTHER COMPOSITE DAMAGE TYPES

5.9.1 Fastener Hole Damage in Composites

Mechanical fasteners used in riveted and bolted joints are prevalent in metallic aircraft
structures, where they offer a rapid and convenient method of assembling large structures
from smaller components. The load-bearing mechanisms of metallic joints are well under-
stood and easily predicted. The use of mechanical fasters in composite structures is also
allowed, but this comes with significant strength and fatigue penalties. Nonetheless,
mechanical fasteners are still widely used in the construction of composite and/or hybrid
structures, especially when load transfer has to be achieved between composite and metal-
lic components.

A typical example is illustrated in Figure 28a, where the load from a composite wing
skin is transferred into an aluminum metallic bracket through a 9-bolt junction. When in
service, each hole in the composite skin would be subjected to tension and/or compression
loading that may, under certain circumstances, promote damage initiation and damage
progression.

Under tension (Figure 28b), the composite joint may fail in three major modes: (i) tear
failure; (ii) bearing failure; and (iii) shear-out failure. Of these, the tear failure is unlikely
to happen because the fiber reinforcement is strongest in tension. The shear-out failure
would happen if the fibers are predominant in the tension direction; shear-out failure can
be counteracted through design by the addition of 45� reinforcement. The bearing failure
is more difficult to prevent because it is a compression-type loading that has to be taken
up by the polymeric matrix and by the fibers under compression. Bearing failure may
occur through matrix crushing, or fiber microbuckling, or both.

Under compression (Figure 28c), the composite joint may fail in three major modes: (i)
overall buckling of the component; (ii) local buckling of the region weakened by the hole;
(iii) fiber microbuckling at the areas of highest compression strength. The overall compres-
sion buckling can be prevented by proper component design. Local buckling and fiber
microbuckling may also be prevented by design, but damage accumulation during cyclic
loading would eventually weaken it.

The use of mechanical fasteners in fiber composites is somehow counterintuitive, but
expedient. The very premise of fiber composites is to have the load carried through the
high-strength fibers embedded in a relatively weak polymeric matrix. This type of load-
carrying capability benefits from a smooth and continuous load “flow” and is adverse to
sudden changes in material properties and geometries such as those imposed by a fastener

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

163Sec. 5.9 Other Composite Damage Types



hole. Ideally, composite joints should be done through adhesive bonding with gradual
transition from one component into the next. However, mechanical fasteners are often
used for a variety of reasons and one has to assess the consequences of such a design deci-
sion: fasteners holes drilled in the composite structures produce sudden discontinuities,
interrupt the fiber flow, and act as stress concentrators. They also act as crack and delami-
nation initiators due to microdamage introduced during the hole drilling process. Special
attention can be given to creating stress-free holes by designing local reinforcement;
damage-free holes can also be manufactured with special tooling. However, these aspects
come with added cost and may not be always implementable in practice.

Composite
skin

Aluminum
L-bracket

A

Secion A - A

A

(a)

(b) (c)

Tear
failure

Bearing failure Shear-out failure

Tension failure

Compression failure

Component buckling Local buckling Fiber microbuckling

FIGURE 28 Composite damage due to fastener holes: (a) typical bolted junction between a composite wing
skin and metallic connection; (b) tension failure modes; compression failure modes.
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5.9.2 Impact Damage in Composites

Composite aerospace structures are prone to a particular type of damage that is not critical
in metallic aerospace structures, i.e., low-velocity impact damage. Such damage may occur
during manufacturing or in service due to, say, a hand tool being dropped onto a thin-wall
composite part. When such an impact happens on a conventional metallic structural part,
either the part is not damaged at all, or, if it is damaged, then it shows clearly as an indent
or scratch. In composite structures, a similar impact may damage the structure without
leaving any visible marks on the surface (the so-called barely visible damage, BVD).
In this case, the impact result takes the form of delaminations in the composite layup. (A
more drastic impact may also show spalling on the back side, while having no visible marks
on the front side).

Delamination due to barely visible impact damage may not have a large effect on the ten-
sion strength of the composite, but it can significantly diminish the composite compres-
sion strength (delaminated plies have a much weaker buckling resistance than the same
plies solidly bonded together). The component buckling strength and the local buckling
strength may be both affected; when a fastening hole is present, as depicted in Figure 28c,
this effect may be even worse. For this reason, manufacturing companies place a strong
emphasis on testing the open-hole compression strength after impact of their composite
structures.

Worst-case impact damage is defined as the damage caused by an impact event (e.g., a
1-in hemispherical impactor) at the lesser of the following two energy levels: (a) 100 ft-lb,
or (b) energy to cause a visible dent (0.1-in deep).

A schematic of the various damage mechanics that takes place in a laminated composite
under low-velocity impact is shown in Figure 29a; they can be summarized as [28]:
(a) front face damage (crater); (b) transverse cracks; (c) delaminations; (d) back face fiber

(a) (b)

FIGURE 29 Impact damage effects on laminated composites: (a) schematics of various damage mechanisms [28];
(b) magnified photo of barely visible impact damaged on a composite.
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breakage. In practical instances, the front face damage may be barely visible. The impactor
shape is also important and it may have a significant effect on damage amplitude
(Figure 30).

5.9.3 Composite Sandwich Damage

The composite sandwich construction consists of rigid thin high-strength composite faces
(CFRP or GFRP) that are adhesively bonded on the top and bottom of a relatively thick
low-density core (honeycomb or rigid foam) as illustrated in Figure 31a. The CFRP sand-
wich panels are much more susceptible to impact damage than GFRP sandwich panels,
and the predominant type of damage is different: fiber breaking for CFRP sandwiches and
core crushing for GFRP sandwich. Reference [30] describes the impact damage types in
GFRP composite sandwich structures (e.g., an aircraft radome). Shearography is used to
detect barely visible impact damage in a GFRP/foam and GFRP/honeycomb sandwich
specimens impacted with 10 J using a drop weight resulting in a barely visible localized
surface indentation.

Figure 31b shows the various types of damage that can happen in a composite sand-
wich under impact, i.e.,

• Front skin damage: (a) skin indentation; (b) skin cracking; (c) resin crushing; (d) fiber
breaking; (e) delamination

• Foam core damage: (a) core crushing; (b) core cracking
• Interface damage: debonding at the skin/core interface.

FIGURE 30 Effect of impactor size and type on the resulting damage in a laminated composite. (adapted after
Ref. [29]).
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Figure 31c shows the mapped indentation profile on a GFRP/foam core sandwich after
a 10-J impact. The indentation depth and the crater ridge swelling can be as high as
0.1 mm.

5.9.3.1 Skin Damage

On the front face (impact side) of the impacted sandwich panel, an indentation occurs.
This type of damage, invisible to the naked eye for very low impact energy, becomes
barely visible at an energy threshold which depends on the materials used, the struc-
ture arrangement, and the attachment of the coupon to the sample holder of the impact
machine. For larger energy, the indentation is easily visible and its detection does not
need the use of sophisticated nondestructive evaluation (NDE) techniques. It is crucial
to be able to detect the BVD phenomenon, because it can be accompanied by a severe
internal damage reducing significantly the local mechanical strength. The ability
of existing NDE techniques and future SHM methods to detect and characterize such
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FIGURE 31 Impact damage on composite/foam sandwich: (a) typical composite sandwich construction;
(b) various types of possible sandwich damage; (c) indentation profile after a 10-J impact on a GFRP/foam core
sandwich [30].
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type of damage is a criterion for selecting the more efficient ones. In the present case,
the indentation obtained is barely visible, even for a 10-J impact, as shown in
Figure 31b. The maximum of the depression of the surface is less than 0.1 mm over
an extent of 40 mm. In fact, in radome sandwich structures, due to the GFRP nature of
the skin, visual inspection can sometimes detect the damage by a slight change in
the color of the surface. The surface alterations, which, by themselves, have no influ-
ence on the mechanical strength of the structure, can be accompanied by more critical
damage such as matrix cracking, matrix crushing, fiber breaking, and delamination.
The occurrence of such types of damage strongly depends on the nature of the compos-
ite skin.

5.9.3.2 Interface Damage

In parallel with skin damage, the skins/core interfaces can also be damaged; this occurs
by debonding. For CFRP skins and foam core, debonds do not seem to appear in spite
of the presence of delaminations and fiber breaking of the front face skin. As shown
in Figure 31a, debonding of the core/rear-face skin interface may also occur; this would
happen at higher level of impact energy.

5.9.3.3 Core Damage

In the case of lightweight foam, two types of damage take place: core cracking, in relation
with skin cracking, and core crushing located underneath debonds.

5.9.4 Damage in Adhesive Composite Joints

Adhesive composite joints offer unquestionable manufacturing and cost advantages
over mechanical fasteners. In addition, adhesive joining of composite parts seems
more appropriate than drilling holes, as discussed in Section 9. However, the reliability
of adhesive bonding cannot always be guaranteed due to a variety of reasons.
Hence, delamination damage in composite joints is probably the most frequently occur-
ring damage and the consequences may be quite severe. If the joint is part of a
fail-safe construction, then the occurrence of delamination reduces the stiffness of the
structure and hence the load-carrying capability of the structure. However, if the joint
is not in a fail-safe construction, then the consequences of the joint failure are dramatic.
SHM of adhesive composite joints has been considered by various authors; for
example, Ref. [31] describes the monitoring of a delamination in a composite T-joint
(Figure 32).
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5.10 FABRICATION DEFECTS VERSUS IN-SERVICE DAMAGE

Distinction should be made between the defects that may occur during composites
manufacturing and the in-service damage that could occur during the composites usage.
The inspection and/or monitoring method of choice at the time of manufacture may be dif-
ferent from the inspection and/or monitoring method of choice for in-service assessments.

5.10.1 Fabrication Defects

The two major categories of polymer composite used in aerospace are laminates and sand-
wich structures. Common fabrication defects found in aerospace composites are improper
curing, voids and porosity, inclusions, delaminations, unbond areas, disbonds, cracks,
fiber-to-resin ratio deviations, and wrinkles (wavy or out-of-plane ply). Sandwich compo-
sites may also display core crushing and fluid ingress. Delaminations are areas of separa-
tion between the layers of a laminate composite or between the faces and the core of a
composite sandwich. Disbonds are areas in which two adherends have separated at the
bondline. In contrast, unbond areas are areas in which the two adherends or prepreg
layers failed to ever bond. Voids and porosity are produced by entrapment of air bubbles or
by gases produced during the chemical reaction of setting the polymeric matrix. Cracks are
fractures in a composite lamina that typically extend throughout its thickness. In this
respect, cracks in a composite lamina are similar to cracks in a metallic plate. In contrast,
delaminations are cracks that extend parallel to the lamina, typically between two laminae.
Foreign inclusions may happen inadvertently during manufacturing, such as forgetting to
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FIGURE 32 Schematic of a composite T-joint susceptible to delamination failure [31].
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remove a peel ply during the layup process. Core crush is a defect that may happen during
the manufacturing of a sandwich composite when the honeycomb core may get crushed
due to excessive pressure during cure.

The purpose of inspection and quality assurance (QA) procedures is to detect such
manufacturing defects and to take appropriate repair or replace measures. Common non-
destructive inspection (NDI) and nondestructive testing (NDT) methods used in aerospace
composite manufacturing include [32] visual inspection, tap testing, through-transmission
ultrasonics, pulse-echo ultrasonics, bond testers, radiography, thermography, shearogra-
phy, and electromagnetic inspection. In many cases, the form of the structure to be exam-
ined determines the types of features of concern and the NDI techniques that may be
applied to detect and measure them.

5.10.2 In-service Damage

In-service damage experienced by aerospace composites can be categorized in (a) normal
“wear and tear”, a.k.a. fatigue and degradation, and (b) accidental damage. In the first cat-
egory, the most common damage is matrix microcracking (a.k.a. crazing), disbonding, pro-
gressive delamination, stiffness loss, and eventual fracture and failure. In the second
category, one finds impact damage, impact delaminations, lightning burns, and core
degradation of composite sandwich. Note that we also view as damage the progressive
in-service degradation of the composite strength due to normal long-term fatigue under
operational loads and environmental exposure although this degradation process is more
gradual than the sudden occurrence of accidental damage.

Impact damage is an internal damage of the composite that may be caused by bird colli-
sion in flight, by hale, by collision during docking or other ground maneuvers, or by drop-
ping of a hand tool. Impact damage is typically marked by delaminations, fiber breaking,
and matrix cracking. The bare visible impact damage (BVID) that may be caused by a tool
drop during ground maintenance may lead to serious in-service consequences though
it is very hard to detect. In-service delaminations inside the composite may occur due to
unexpected out-of-plane stresses that were not considered during design. Disbonding in
composite/composite or composite/metal adhesive joints may occur due to unexpected
out-of-plane stresses or to environmental degradation, e.g., in a composite/metal joint.
Lightning burns appear in an area of the composite that has been subjected to the high tem-
peratures experienced during a lightning discharge resulting in degradation and decom-
position of the polymeric matrix. Core degradation appears in sandwich composites, e.g.,
the disbond and/or corrosion of the honeycomb core due to water ingress.

In-service damage may be detected during the routine inspection and maintenance
using NDE methods such as visual inspection, tap testing, through-transmission ultrason-
ics, pulse-echo ultrasonics, bond testers, radiography, thermography, shearography, and
electromagnetic testing. However, the application of NDE methods requires taking the air-
craft out of service and hence cannot be done often without major disruption of the aircraft
normal usage. The possibility exists that composite damage may occur and progress unde-
tected between scheduled NDE inspections; this may have grave safety-critical conse-
quences. Hence, the on-demand or even continuous detection and monitoring of in-service
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damage without taking the aircraft out of service constitutes one of the major objectives of
SHM. However, once the in-service damage has been found with SHM method, the NDE
techniques may be called upon to obtain a more precise characterization of its intensity
and severity.

5.11 WHAT COULD SHM SYSTEMS AIM TO DETECT?

The previous sections have shown that there is a multitude of damage types that could
appear in aerospace composites. Then, it seems natural to ask the following question:

• Which are the most important (most critical) damage types that should be on the top of
the list when developing new SHM methods/systems?

This is hard question to answer; we could try to develop a tentative answer by exclusion.
For example, an SHM system could not substitute the work of production NDI, which
should ensure that the aircraft that leaves the factory door is free of any detectable defects.
Hence, we will assume that the composite structure starts in pristine condition and builds
up internal damage during its in-service operation. Two situations are possible:

(a) Normal operational life under in-service loads without damaging events
(b) Shortened operational life due to BVD events superposed on normal operational loads.

In the former case, the composite will undergo a gracious diminishing of its remaining
strength due to progressive damage accumulation produced by the normal effect of in-
service operational loads. In this case (Figure 33a), the end of operational life occurs when
the remaining strength has diminished to the level of the applied loading.

In the latter case (Figure 33b), the operational life is shortened because BVD events
occurred and produced stepwise decreases in the remaining strength which add to the
gradual degradation of remaining strength induced by progressive damage accumulation
during normal operational loads. If the damage occurs during service, the current strength
would be reduced in a step, as shown in Figure 33b; in that case, it is like dropping down
to a remaining strength curve for a higher load [33]. Alternatively, if the initial strength is
reduced, then the remaining strength curve is moved down initially, driving the intersec-
tion point with the life curve to the left (Figure 33c).

Hence, it is apparent that an SHM system/methodology capable of detecting BVD
events would be of great assistance and would significantly increase the safety of an
aerospace composite structure. A cursory examination of the specialized litera-
ture indicates that, indeed, the development of SHM methods and systems that would
detect BVD events has captured the attention of a large proportion of the SHM investi-
gators. Besides the detection of BVD events, the detection of the induced BVD size and
location as well as subsequent monitoring of its growth has also received considerable
attention.

The detection and monitoring of the appearance and growth of the progressive damage
due to normal operational loads has also received attention, though to a lesser degree than
the detection of BVD events.
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Overall, SHM should contribute to lower the maintenance costs of composite structures
for which deterministic damage events, types, and limit sizes are difficult to predict.
SHM would also facilitate the introduction of new composite materials and development
of new composite structures by reducing the uncertainty component of the aircraft
design cycle.

5.12 SUMMARY AND CONCLUSIONS

This chapter has addressed the topic of damage in composite materials. This has proven
to be a much more difficult topic than that of damage in metallic structures, which, by
comparison, is relatively well understood. In contrast, damage in composite materials
occurs in many more ways than in metals. Composites fail differently under tension than
they fail in compression, and the effect of fastener holes is much more complicated than in
metals. In addition, the composites are prone to hidden damage from low-velocity impact
(e.g., the drop of a hand tool on a wing, or large hail impact on a radome); such damage
can be barely visible and may go undetected, but its effect on the degradation of the com-
posite structure strength can be dramatic.

The chapter has started with a review of the composites damage and failure basic
mechanisms from stress�strain behavior of the constituents through the failure modes of
the unidirectional lamina. Focus was then placed on tension damage: first, the damage
and failure of unidirectional composites was analyzed including fracture of fiber, statistical
effects and spread, shear-lag load redistribution, and fiber pullout mechanisms. Next, the
tension damage and failure of cross-ply composite laminates were considered. The ply dis-
count method that partly explains the progressive failure of a cross-ply laminate was
briefly discussed and illustrated. Other aspects that play an important role in the tension
failure of cross-ply laminates were discussed next. Interfacial stresses at laminate edges
and at cracks and the effect of matrix cracking on the interlaminar stresses were reviewed.
The CDS concept was presented and discussed in coordination with the discussion of stiff-
ness evolution with damage accumulation.

The next couple of sections covered fatigue damage in aerospace composites starting
with the fatigue of unidirectional plies and then discussing the fatigue of cross-ply lami-
nates. The long-term behavior of composites was described in terms of three major
regions, with an initial progression toward widespread CDS taking place in Region I, fol-
lowed by a period of crack coupling and delamination (Region II) with damage accelera-
tion toward end-of-life final failure taking place in Region III.

Compression fatigue damage in composite, which is fundamentally different from
tension fatigue damage, was covered next. Compression fatigue is dominated by fiber
microbuckling and local delamination. It was found that the growth of fiber microbuck-
ling damage zone in composites subjected to cyclic compressive loading has a behavior
similar to the growth of a tension crack growth in sheet metal, although the underlying
mechanisms are radically different. The gradual lateral extension of the microbuckling
plus delamination damage zones from a composite hole under compression loading
resembles closely the lateral extension of butterfly cracks from a metallic hole under
tension.
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Other composite damage types were also discussed: fastener hole damage, impact dam-
age of composites, damage of composite sandwich structures, damage in adhesive com-
posite joints, etc.

A discussion of the difference between fabrication defects and in-service damage was
performed in order to distinguish between the relative role and scope of NDI and SHM,
inasmuch the former is focused more on fabrication defects whereas the latter would deal
more with in-service damage that may appear between scheduled NDE inspections.
However, once the in-service damage has been found with SHM method, the NDE techni-
ques may be called upon to obtain a more precise characterization of its intensity and
severity. Hence, this chapter ends with a discussion of what type of damage could SHM
systems aim to detect.
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6.1 INTRODUCTION

Piezoelectric wafer active sensors (PWAS) are inexpensive and easy to use low-profile
transducers that have been used extensively in guided-waves structural health monitoring
(SHM) of aerospace composites. PWAS transducers are made of thin piezoceramic wafers
electrically poled in the thickness direction. Typical PWAS are 7-mm squares or disks with
a 0.2-mm thickness (Figure 5). PWAS can be bonded to the structure with strain-gage instal-
lation methodology. They have also been experimentally inserted between the layers of a
composite layup, but this option has raised some structural integrity issues that are still
being examined. When electrically excited with an ultrasonic voltage, the PWAS expand
and contract inducing in-plane strain which produces guided waves into a thin-wall struc-
ture. Guided waves can travel large distances thus facilitating damage detection over a
large area of the structure. Surface-mounted PWAS transducers undergo in-plane extension
and expansion. They induce into the structure both symmetric (quasi-axial) and antisym-
metric (quasi-flexural) guided waves because their surface placement creates an off-axis
effect. The PWAS transducers are called differently by various authors: “piezos”, “piezo
wafers”, “PZTs”, etc. In this book, we will consistently call them “PWAS” (same in singular
and in plural) or “PWAS transducers”.

6.1.1 SMART Layert and SMART Suitcaset

Fu-Kuo Chang and coworkers were among the first to identify the opportunity for impact
detection with a piezo wafers network, as well as using the piezo wafers as both transmit-
ters and receivers of guided Lamb waves for composite damage detection. Reference [1]
describes a proposed built-in damage diagnostics system for composite structures aimed at
detecting damaging events and monitoring the in-service structural integrity of the
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composites (Figure 1). The proposed system consisted of two major diagnostic processes:
passive sensing diagnosis (PSD) and active sensing diagnosis (ASD). The PSD process uti-
lizes the measurements done by the sensors to identify damage-inducing event. The ASD
process uses diagnostic signals sent by the actuators and received by the sensors to diagnose
the change in structural integrity. The PSD and ASD concepts discussed in the previous sec-
tion were captured in the US Patent 6,370,964 [2] which was licensed to Acellent
Technologies, Inc. The acronym “SMART”, which stands for “Stanford Multi-Actuator
Receiver Transduction”, was introduced. The appropriate hardware and software was
developed and commercialized under the trademarks SMART Layert and SMART
Suitcaset [3�8] (Figure 2). The SMART Layert is a thin dielectric film with a network
of piezoelectric wafer transducers intended for embedding inside composite structures
or mounting on the surface of existing structures. The SMART Layert fabrication process is
based on the flexible printed circuit technique used in the electronics industry, with modifi-
cations to accommodate the composite manufacturing process. The major processing steps
involve printing and etching a conductor pattern onto a dielectric substrate, laminating a
dielectric cover layer for electrical insulation, and mounting arrays of piezoceramic disks on
the circuit [5]. The commercially available SMART Layert technology [4,5] has facilitated
the wide use of this type of transducers in both academic and industrial SHM research.

For composite structures, one option is to embed the SMART Layert into the structure
itself during the manufacturing stage. In this case, the SMART Layert is treated as an
extra ply that can be placed between composite plies during composite layup process.
After co-curing in an autoclave, the resulting composite structure would have a highly
integrated network of piezoceramics that can be used to send and receive diagnostic sig-
nals for monitoring the structure. Since the SMART Layert has temperature tolerance
exceeding 400�F, it can be co-cured with a wide range of composite materials. Preliminary
test showed that embedding a SMART Layert inside composite materials does not signifi-
cantly alter the composite manufacturing process [5]. A 36-in3 30-in composite panel with
an embedded SMART Layert is shown in Figure 3.
The SMART Layert can also be mounted on the structural surface including both metallic
and composite structures. In this case, the SMART Layert is bonded onto the structural
surfaces. The SMART Layert manufactured by Acellent Technologies, Inc. (www.acellent.
com) comes with an epoxy film adhesive added onto one side of the layer for bonding

Passive diagnostics Active diagnostics

FIGURE 1 Damage diagnostics system for composite materials using a network of piezoelectric wafer
sensor�actuator transducers [1].
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to metals. Users simply peel off the backing film and attach the SMART Layert onto
the structural structure. The epoxy film adhesive can be selected to cure either at elevated
temperature or at room temperature depending on the type of application [5].

The SMART Suitcaset is a portable diagnostic instrument that has multiple sensor/
actuator (I/O) channels to interface specifically with the SMART Layert as illustrated
in Figure 2. It has the built-in capability to drive the piezo actuators embedded on the
SMART Layert and record measurements from adjoining piezo sensors. It can store the
sensory data and perform real-time data analysis. The current SMART Suitcaset model
has the capability to interface with up to 30 piezo actuators/sensors. It drives the piezo
actuators with a specific preprogrammed diagnostic waveform, while recording the output
from neighboring piezo sensors. The SMART Suitcaset is designed as a PC-based
portable instrument that has the built-in capability to generate a specific waveform for
structural diagnostics and to collect sensor data with high sampling rate and resolution.
It also has multichannel capability to accommodate a network of piezos. A schematic
diagram of the SMART Suitcaset system is shown in Figure 4. They include a diagnostic
waveform generator, an actuator power amplifier, a multichannel switching matrix, a
sensor signal filter and amplifier board, a sensor data acquisition board, and devices for
data storage and processing.

Composite

Sensors/
actuators

SMART
LayerTM

Embedding the SMART LayerTM

SMART LayerTM

SMART SuitcaseTM

SMART LayerTM

Surface mounting the
SMART LayerTM

Metal or eristing composite part

SMART SuitcaseTM

Actuation signal

Sensor data

FIGURE 2 SMART Layert and SMART Suitcaset products from Acellent Technologies, Inc. [5].
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FIGURE 3 A 36-in3 30-in composite panel with an embedded SMART Layert [3].
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FIGURE 4 Schematic of the SMART Suitcaset hardware system [5].
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6.1.2 Advantages of PWAS Transducers

PWAS have been extensively used for SHM demonstrations because they convert
directly electric energy into elastic energy and vice versa and thus require very
simple instrumentation: effective measurements of composite impact waves and
guided-waves transmission/reception have been achieved with experimental setups
consisting of no more than a signal generator, a digitizing oscilloscope, and a PC [9]
(Figure 5).

An extensive description of PWAS transducers principles, methodology, and use in SHM
applications is given in Ref. [9]. In this chapter, we will attempt to cover the
main highlights; the reader wishing further details is kindly referred to this comprehen-
sive reference [9].

6.2 PWAS CONSTRUCTION AND OPERATIONAL PRINCIPLES

PWAS construction and operational principles is covered extensively in chapter 7 of Ref. [9].
PWAS transducers are small, lightweight, and relatively low-cost devices based on the
piezoelectric principle that couples the electrical and mechanical variables in the material
(mechanical strain, Sij, mechanical stress, Tkl, electrical field, Ek, and electrical displacement
Dj) in the form:

Sij 5 sEijklTkl 1 dkijEk

Dj 5 djklTkl 1 εTjkEk

(1)

FIGURE 5 PWAS installation: (a) 7-mm square PWAS on a metallic structure; (b) 7-mm round and square
PWAS on a composite structure.
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where sEijkl is the mechanical compliance of the material measured at zero electric field

(E5 0), εTjk is the dielectric permittivity measured at zero mechanical stress (T5 0), and dkij
represents the piezoelectric coupling effect. Typical values of these constants are given
in Table 1. The direct piezoelectric effect converts the stress applied to the sensor into elec-
tric charge. Similarly, the converse piezoelectric effect produces strain when a voltage is
applied to the sensor.

The electrical field E3 is applied across the PWAS thickness in the x3 direction. The
prevalent piezoelectric coupling is between in-plane strain in the x1 and x2 directions and
out-of-plane electrical field in the x3 direction. At ultrasonic frequencies, PWAS can sense
and excite guided Lamb waves traveling long distances along the thin-wall shell structures
of aircraft and space vehicles (Figure 6).

When permanently attached into the structure, PWAS provide bidirectional energy trans-
duction from the electronics into the structure and from the structure back into the electronics.
As shown in Figure 7, PWAS transducers can serve several purposes [9]:
(a) high-bandwidth strain sensors; (b) high-bandwidth wave exciters and receivers;
(c) resonators; (d) embedded modal sensors with the electromechanical (E/M) impedance
method. By application types, PWAS transducers can be used for (i) active sensing of far-
field damage using pulse-echo, pitch-catch, and phased-array methods, (ii) active sensing
of near-field damage using high-frequency E/M impedance method and thickness-gage
mode, and (iii) passive sensing of damage-generating events through detection of low-
velocity impacts and acoustic emission (AE) at the tip of advancing cracks. By using Lamb

TABLE 1 Piezoelectric wafer properties (APC-850)

Property Symbol Value

Compliance, in-plane sE11 15.30 � 10212 Pa21

Compliance, thickness wise sE33 17.30 � 10212 Pa21

Dielectric constant εT33 εT33 5 1750ε0

Thickness-wise induced-strain coefficient d33 400 � 10212 m/V

In-plane induced-strain coefficient d31 2175 � 10212 m/V

Coupling factor, parallel to electric field k33 0.72

Coupling factor, transverse to electric field k31 0.36

Poisson ratio ν 0.35

Density ρ 7700 kg/m3

Sound speed c 2900 m/s

Note: ε0 5 8:853 10212 F=m.
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waves in a thin-wall structure, one can detect structural anomaly, i.e., cracks, corrosions,
delaminations, and other damage. Because of the physical, mechanical, and piezoelectric
properties of PWAS transducers, they act as both transmitters and receivers of Lamb
waves traveling through the structure. Upon excitation with an electric signal, the PWAS
generate Lamb waves in a thin-wall structure. The generated Lamb waves travel through
the structure and are reflected or diffracted by the structural boundaries, discontinuities,
and damage. The reflected or diffracted waves arrive at the PWAS where they are trans-
formed into electric signals.

PWAS

PWAS

λ/2

λ/2

h=
2d

h=
2d

V(t)

V(t)

S0

A0

FIGURE 6 Typical structure of S0 and A0 Lamb waves in a thin-wall structure and their coupling with PWAS
transducers: (a) symmetric S0 mode; (b) antisymmetric A0 mode.
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6.3 COUPLING BETWEEN THE PWAS TRANSDUCER AND THE
MONITORED STRUCTURE

PWAS transducers can be used as embedded ultrasonic transducers that act as both
exciters and detectors of elastic waves. PWAS couple their in-plane extension and con-
traction with the in-plane elastic strain of the elastic waves on the structural surface.
The in-plane PWAS motion is excited by the applied oscillatory voltage through the d31
piezoelectric effect. The PWAS action as ultrasonic transducers is fundamentally differ-
ent from that of conventional ultrasonic transducers. Conventional ultrasonic transdu-
cers activate the structure through surface tapping and apply vibrational pressure to the
structural surface. PWAS act through surface pinching and are strain-coupled with the
structural surface. Because the PWAS are bonded to the structural surface, the strain
transmission between the PWAS and the structure is affected only by the shear-lag
effect in the adhesive bonding layer. This type of surface coupling imparts to PWAS a
better efficiency and predictive consistency in transmitting and receiving ultrasonic
Lamb and Rayleigh waves than conventional ultrasonic transducers that act through gel
coupling. Rectangular-shaped PWAS with high length-to-width ratio can generate unidi-
rectional waves. Circular PWAS excite omnidirectional waves that propagate in circular
wave fronts. Unidirectional and omnidirectional wave propagations are both illustrated
in Figure 8. Omnidirectional waves can also be generated by square PWAS, although
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FIGURE 7 Use of PWAS transducers for damage detection with propagating and standing guided waves in
thin-wall structures: (a) pitch-catch; (b) pulse-echo; (c) thickness mode; (d) impact and acoustic emission (AE)
detection; (e) electromechanical (E/M) impedance; (f) PWAS phased array.
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their pattern is somehow irregular in the PWAS proximity. At far enough distance
(r.. a), the wave front generated by square PWAS is practically identical with that
generated by circular PWAS.

This section will review how surface-mounted PWAS transducers couple with the struc-
ture through the bonding adhesive. An extensive treatment of this topic is given in chapter
8 of Ref. [9] to which the reader is referred to for a detailed analysis; here, we will just
recall the main highlights. The shear-lag solutions that apply to 1D and circular PWAS
will be recalled from chapter 8 of Ref. [9]. It will be shown that these shear-lag solutions
can be simplified using the effective pin-force and effective line-force concepts which yield
an effective PWAS size that it is usually smaller than the physical PWAS size, thus taking
into account the transmission losses that take place in the shear layer. In the extreme
when the bonding layer is either very thin or very stiff (or both), the effective pin-force
and line-force models will yield, through asymptotic convergence, the “ideal-bonding
conditions” in which all the load transfers take place at the PWAS boundary.

6.3.1 1D Analysis of PWAS Coupling

Figure 9 shows a thin-wall structure of thickness t, unit width (b5 1m) and elastic
modulus E, having a PWAS of thickness ta and elastic modulus Ea attached to its upper

(a)

PWAS

(b)

2-D surface

PWAS

FIGURE 8 Elastic waves generated by a PWAS in a structure: (a) unidirectional Lamb waves generated by a
PWAS in a 1D structure; (b) circular-crested Lamb waves generated by a PWAS in a 2D structure.
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surface through a bonding layer of thickness tb and shear modulus Gb. The PWAS
length is la whereas its half-length is a5 la=2. The structural half-thickness is d5 t=2.
Note that the analysis is done per unit width with the motion constraint in the Oxy
plane. This assumption may correspond to a strip PWAS of length la by infinite width
attached to an infinite structure. Plane strain effects are ignored but they can be intro-
duced through the 12 ν2 correction. It should also be noted that our analysis does not
address stress concentration and stress singularity effects that appear at the PWAS ends
because we are interested in the overall effects of the coupling between the PWAS and
the structure.

Upon application of an electric voltage V, the PWAS experiences an induced strain εISA
given by εISA 5 d31V=ta. The induced strain is transmitted to the structure through the
bonding-layer interfacial shear stress τ. For harmonic varying excitation, the shear stress
has the expression τðx; tÞ5 τðxÞeiωt.

PWAS, 0.2-mm thick

Bond layer

Substrate structure,
1-mm thick

y = +d

iωt

y = –d –a +a

xt = 2d

ta

τ(x)etb

PWAS

(a)

(b)

FIGURE 9 Interaction between the PWAS and the structure: (a) micrograph picture of an actual
PWAS installed on a 1-mm plate shown a very thin bond layer; (b) schematic model showing the bonding-layer
interfacial shear stress, τ(x).
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6.3.1.1 Shear-Lag Solution for 1D Coupling

According to chapter 8 of Ref. [9], the 1D shear-lag solution is

εaðxÞ5
α

α1ψ
εISA 11

ψ
α
coshΓx
coshΓa

� �
ðPWAS actuation strainÞ (2)

σaðxÞ52
ψ

α1ψ
EaεISA 12

coshΓx
coshΓa

� �
ðPWAS stressÞ (3)

uaðxÞ5
α

α1ψ
εISAa

x

a
1

ψ
α

sinhΓx
ðΓaÞcoshΓa

� �
ðPWAS displacementÞ (4)

τðxÞ5 ta
a

ψ
α1ψ

EaεISA Γa
sinhΓx
coshΓa

� �
ðinterfacial shear stress in bonding layerÞ (5)

εðxÞ5 α
α1ψ

εISA 12
coshΓx
coshΓa

� �
ðstructure strain at the surfaceÞ (6)

σðxÞ5 α
α1ψ

EεISA 12
coshΓx
coshΓa

� �
ðstructure stressÞ (7)

uðxÞ5 α
α1ψ

εISAa
x

a
2

sinhΓx
ðΓaÞcoshΓa

� �
ðstructure displacement at the surfaceÞ (8)

where

ψ5
Et

Eata
ðrelative stiffness coefficientÞ (9)

Γ 2 5
Gb

Ea

1

tatb

α1ψ
ψ

ðshear-lag parameterÞ (10)

These equations apply for xA 2a; 1 a½ �. Outside the 2a; 1 a½ � interval, the strain and stress
variables are zero, whereas the displacements maintain a constant value. Note that
Eqs. (2), (3) indicate that σa 6¼ Eaεa. The effect of the PWAS is transmitted to the structure
through the interfacial shear stress of the bonding layer. A small shear stress value in the
bonding layer produces a gradual transfer of strain from the PWAS to the structure,
whereas a large shear stress produces a rapid transfer. Because the PWAS ends are stress
free, the buildup of strain takes place at the ends, and it is more rapid when the shear
stress is more intense. For large values of Γa, the shear transfer process becomes concen-
trated toward the PWAS ends.

The shear-lag parameter, Γ, plays a very important role in determining the distribution
of εa, ε, τ along the span of the PWAS, i.e., over the range xA 2a; 1 a½ �. Figure 10a presents
the strain distribution in the structure and PWAS, whereas Figure 10b presents the shear
stress distribution for a bond thickness range tb 5 1; 10; 100 μm (further details of this
numerical example are given in section 8.2.2 of Ref. [9]).
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6.3.1.2 Ideal-Bonding Solution: Pin-Force Model

It is apparent from the previous section that a relatively thick bonding layer produces a
slow transfer over the entire span of the PWAS (the “100 μm” curves in Figure 10),
whereas a thin bonding layer produces a very rapid transfer (the “1 μm” curves in
Figure 10). The shear-lag analysis indicated that, as the bond thickness decreases, Γa
increases. The shear stress transfer becomes concentrated over some infinitesimal distances
at the ends of the PWAS actuator. In the limit, as Γa-N, all the load transfer can be
assumed to take place at the PWAS actuator ends. This leads to the concept of ideal bond-
ing (also known as the pin-force model), in which all the load transfer is assumed to take
place over an infinitesimal region at the PWAS ends, and the induced-strain action is
assumed to consist of a pair of concentrated forces applied at the ends (Figure 11). It
should also be noted that our analysis does not address stress concentration and stress sin-
gularity effects that appear at the PWAS ends because we are interested in the overall
effects of the coupling between the PWAS and the structure. This situation, as depicted in
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FIGURE 10 Variation of shear-lag transfer mechanism with bond thickness: (a) strain distribution in the
PWAS and in the structure; (b) interfacial shear stress distribution; (c) displacement distribution in the PWAS;
(d) displacement distribution in the structure (bond thickness tb 5 1; 10; 100 μm).
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Figure 11, can be described mathematically with the help of the Dirac delta function δðxÞ
which satisfies the conditionð1N

2N
δðxÞ dx5 1 ðDirac delta functionÞ (11)

The Dirac function has the localization propertyð1N

2N
fðxÞδðx2 x0Þdx5 fðx0Þ ðDirac function localization propertyÞ (12)

Under these assumptions, Eqs. (2)�(8) take the simple forms

εaðxÞ5 α
α1ψ

εISA Hðx1 aÞ2Hðx2 aÞ½ � ðPWAS actuation strainÞ (13)

σaðxÞ52
ψ

α1ψ
εISA Hðx1 aÞ2Hðx2 aÞ½ � ðstress in the PWASÞ (14)

uaðxÞ5
α

α1ψ
εISAx Hðx1 aÞ2Hðx2 aÞð Þ ðdisplacement in the PWASÞ (15)

τðxÞ5 ψ
α1ψ

taEaεISA 2δðx1 aÞ1 δðx2 aÞð Þ ðinterfacial shear stress in bonding layerÞ (16)

FðxÞ5 ψ
α1ψ

taEaεISA 2Hðx1 aÞ1Hðx2 aÞð Þ ðinterfacial shear force in bonding layerÞ (17)

εðxÞ5 α
α1ψ

εISA Hðx1 aÞ2Hðx2 aÞ½ � ðstructure strain at the surfaceÞ (18)

σðxÞ5 α
α1ψ

EεISA Hðx1 aÞ2Hðx2 aÞ½ � ðstructure stress at the surfaceÞ (19)

uðxÞ5 α
α1ψ

εISAx Hðx1 aÞ2Hðx2 aÞð Þ ðstructure displacement at the surfaceÞ (20)

where HðxÞ and δðxÞ are the Heaviside step function and the Dirac delta function, respec-
tively. Note that, under the ideal-bonding assumption, the strains in the PWAS and at the
surface of the structure are equal. However, the stresses are still different. Equations (16)
and (17) can be written in the compact form

τðxÞ5 aτa 2δðx1 aÞ1 δðx2 aÞ½ � ðshear stress distribution in ideal-bondingÞ (21)

FðxÞ5 Fa Hðx1 aÞ2Hðx2 aÞ½ � ðforce distribution in the pin-force modelÞ (22)

where

τa 5
ψ

α1ψ
ta
a
EaεISA ðshear stress for ideal-bonding conditionÞ (23)

Fa 5 aτa ðpin-end forces per unit widthÞ (24)
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Equation (24) represents the pin forces, Fa 5 aτa, applied by the PWAS to the
structure. These forces are localized at the PWAS ends (Figure 11a). The pin-force
model is convenient for obtaining simple solutions that represent a first-order
approximation to the PWAS�structure interaction. Note that this extreme situation
implies that the shear stress reaches very large values over diminishing areas at the
PWAS ends.
The axial force and bending moment associated with the ideal-bonding assumption
(pin-force model) are

Na 5 Fa ðaxial force per unit widthÞ (25)

Ma 5 Fad5 Fa
t

2
ðbending moment per unit widthÞ (26)

The axial force and bending moment described by Eqs. (25) and (26) represent the excita-
tion induced by the PWAS into the plate under the ideal-bonding hypothesis.

6.3.1.3 Effective Pin-Force Model for Nonideal Bonding

The pin-force equations developed under the ideal-bonding conditions can also be used
for nonideal bonding conditions through the effective shear stress concept (Figure 12).
Consider an effective pin force per unit width Fe 5 aτe which, by acting at position ae
through a Dirac delta function δðx2 aeÞ, would have the same effect as the distributed
shear τðxÞ, i.e.,

Fe δðx2 aeÞ 3 τðxÞ; Fe 5 aτe ðeffective line forceÞ (27)

–a

–a +a x

y = –d

y = +d

t = 2d

+a

x

y rara

–τaa

τaa

τ= τaa [δ (x - a) – δ (x + a) ]

τ

(a)

(b)

FIGURE 11 Pin-force model: (a) surface shear distribution; (b) direct strain induced in the structure at the
upper structural surface.
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By “same effect” we mean that the integrals of τðxÞ and x τðxÞ for the distributed model
and the pin-force model should be equal. Thus we can determine the magnitude
Fe 5 aτe and location ae of the effective shear force. According to section 8.2.4 of Ref. [9],
one gets

τe 5
1

a

ðN
0

τðxÞdx5C 12
1

coshΓa

� �
; C5

ψ
α1ψ

ta
a
EaεISA ðeffective shear stressÞ (28)

ae 5

ðN
0

τðxÞxdxðN
0

τðxÞdx
5 a

12
sinhΓa

ΓacoshΓa

12
1

coshΓa

0
B@

1
CA ðlocation of the effective shear stressÞ (29)

Asymptotic behavior: As the bonding layer becomes very thin (tb-0), or very stiff (Gb-N),
or both, the shear-lag constant becomes very large (Γ-N) and the effective values τe, ae
tend toward the ideal-bonding values τa, a. Recall the shear stress for ideal-bonding
condition as given by Eq. (23), i.e.,

τa 5
ψ

α1ψ
ta
a
EaεISA ðshear stress for ideal-bonding conditionÞ (30)

Applying the limit Γ-N to Eqs. (28), (29) yields

(31)

(32)

τ(x)

ae

ae

a x

x
Fe = aTe

FIGURE 12 Effective shear stress concept.
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6.3.2 Shear-Layer Analysis for a Circular PWAS

Consider a circular PWAS (Figure 13) of radius a and thickness t undergoing piezo-
electric excitation with induced strain εISA 5 d31V=ta in all directions. The problem is
axisymmetric, i.e., @ �ð Þ=@θ5 0, with null circumferential displacement, i.e., uθ 5 0.
Since the radial displacement ur is the only displacement, we can simplify notations,
drop the subscript r, and simply write u instead of ur. The strain�displacement relations
in polar coordinates reduce to

εr 5 u0; εθ 5 u=r (33)

Note that although the circumferential displacement uθ is zero, i.e., uθ 5 0, the circum-
ferential strain εθ is nonzero, which implies that the circumferential stress σθ is also nonzero.

(a)

(c)

(d)

(b)

r = a

radius, a; thickness, t

τ(r) e–iωt

τ

τT

t

τr + 

τθ

τθ

o a

dr

r

f

r, ur

r

dτr
dr dr

τ

FIGURE 13 Circular PWAS: (a) geometry of a circular PWAS; (b) axisymmetric excitation shear stress applied
to the plate top surface; (c) radial section showing the surface shear stress; (d) surface shear stress interaction.
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6.3.2.1 Shear-Lag Solution for Circular PWAS

The shear-lag solution is developed in terms of modified Bessel functions I0ðxÞ, I1ðxÞ, as
documented fully in section 8.4.1 of Ref. [9]. The resulting expression of the shear-lag
stress in the bonding layer between a circular PWAS and the structural substrate is
given as

τðrÞ5C I1ðΓrÞ; r# a (34)

where

C5 ΓI0ðΓaÞ
12νa
Eata

1α
12ν
Et

� �
2

12νað Þ2
Eata

1α
12νð Þ2
Et

� �
I1ðΓaÞ

a

� �21

Γ2εISA (35)

6.3.2.2 Effective Line-Force Model for a Circular PWAS

The pin-force model used in the 1D shear-lag analysis of Sections 3.1.2, 3.1.3 can be
extended to the circular PWAS analysis as a circular line-force model (Figure 14). The
effect of the circular line force of intensity Fe 5 aτe acting over the circumference 2πa
(Figure 14a) should be the same as the integrated effect of the shear stress τðrÞ acting over
the whole area of PWAS (Figure 14b). We represent the effective shear stress with the help
of the delta function δðrÞ in the form

Fe
a

r
δðr2 aeÞ; Fe 5 aτe ðeffective line forceÞ (36)

(aτe)

τ(r)

ae

a

a

ae

r

o

r

(2πa)(aτe)(a) (b)

(c) (d)

aτe

Fe = aτe

dr a
r

τ(r)
dt=(rdθ)dr

FIGURE 14 Effective shear excitation from a circular PWAS: (a) problem setup; (b) integration setup;
(c) effective shear stress concept; (d) ideal-bonding approximation.
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According to section 8.4.2 of Ref. [9], the effective shear stress τe and it location ae are
given by

τe 5
C

a2

ða
0

I1ðΓrÞrdr; ae 5

ða
0

I1ðΓrÞr2dr

ða
0

I1ðΓrÞrdr
(37)

Note: As indicated in section 8.4.2 of Ref. [9], closed-form solution exists for the integralða
0

I1ðΓrÞr2dr since

ða
0

I1ðzÞz2dz5 z2I0ðzÞ2 2zI1ðzÞ. No closed-form solution could yet be found

for the integral.

6.3.2.3 Ideal-Bonding Solution for a Circular PWAS

As the bonding layer becomes very thin (tb-0), or very stiff (Gb-N), or both, the shear-
lag constant Γ becomes very large (Γ-N) and the effective values τe and ae tend toward
the ideal-bonding values τa and a, i.e.,

τe -
Γ-N

τa 5
1

a2
lim
Γ-N

C

ða
0

I1ðΓrÞrdr

ae -
Γ-N

a

Fe 5 a τe -Γ-N Fa 5 a τa
τðrÞ -

Γ-N
Fa

a

r
δðr2 aÞ5 a2τa

δðr2 aÞ
r

ðideal-bonding conditionÞ

8>>>>>>>>><
>>>>>>>>>:

(38)

In virtue of Eq. (38), the ideal-bonding shear stress distribution for a circular PWAS can be
expressed as

τðrÞ 5 a2τa
δðr2 aÞ

r
ðideal-bonding shear stress distribution for a circular PWASÞ (39)

It is apparent from Eq. (39) that, under ideal-bonding condition, the load transfer between the
circular PWAS and the structural substrate takes through a line force acting on the PWAS rim.

6.4 TUNING BETWEEN PWAS TRANSDUCERS AND STRUCTURAL
GUIDED WAVES

A remarkable property of PWAS transducers is their ability to tune into the various
guided Lamb-wave modes traveling into the structure on which they are attached. This
tuning depends on PWAS size and on the excitation frequency. Under electric excitation,
the transmitter PWAS transducers undergo oscillatory contractions and expansions, which
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are transferred to the structure through the bonding layer in order to excite Lamb waves
into the structure. In the same time, the receiver PWAS transducers are able to convert
acoustic energy of the ultrasonic waves back into an electric signal. Several factors influ-
ence the interaction between the PWAS transducers and the guided waves in the structure:
PWAS length, excitation frequency, wavelength of the guided wave, thickness of the bond-
ing layer, etc. By varying these parameters in a judicious way, one can enhance the excita-
tion of certain Lamb-wave modes while suppressing other Lamb-wave modes, thus
enhancing the SHM process. An extensive treatment of this topic is given in chapter 11 of
Ref. [9] to which the reader is referred to for a detailed analysis; here, we will just recall
the main highlights.

6.4.1 Lamb-Wave Tuning with Linear PWAS Transducers

In the first level of analysis, we consider straight-crested Lamb waves interacting with infi-
nitely wide PWAS of length la 5 2a. The PWAS width is parallel to the wave front whereas
its length is parallel to the wave propagation direction. Under these assumptions, the
problem is z invariant and the wave propagation is one-dimensional (1D analysis). Recall
Figure 6 showing the coupling between PWAS and two Lamb modes, S0 and A0 in a plate
of thickness h5 2d. It is apparent from Figure 6 that maximum coupling between
the PWAS and the Lamb wave would occur when the PWAS length is an odd multiple
of the half-wavelength. Since different Lamb modes have different wavelengths, which
vary with frequency, the opportunity arises for selectively exciting various Lamb modes at
various frequencies, i.e., making the PWAS tune into one or another Lamb mode.

6.4.1.1 Solution of Lamb-Wave PWAS Tuning with Shear Lag in the Bonding Layer

The analysis presented in section 11.4 of Ref. [9] considers as input the surface shear distri-
bution generated by the PWAS transducer and determines the Lamb-wave response in the
structure. In such analysis, the choice of shear distribution is very important. As indicated
in Section 3, this shear stress distribution is nonuniform, with high values at the PWAS
ends. Hence, we will have to assume a generic shear stress distribution model that may
even be frequency dependence, i.e.,

τðx; tÞ5 τðxÞe2iωt (40)

Section 11.4 of Ref. [9] performs the analysis of this problem using the space-domain
Fourier transform, followed by solution in the Fourier domain and return to the physical
domain through inverse space-domain Fourier transform assisted by the residue theorem.
This process yields the strain wave evaluated at the top surface of the plate, i.e.,

εxðx; tÞ5 1

2μ

XMS

m50

~τðξSmÞNSðξSmÞ
D0

SðξSmÞ
eiðξ

S
j x2ωtÞ 1

1

2μ

XMA

m50

~τðξAmÞNAðξAmÞ
D0

AðξAmÞ
eiðξ

A
mx2ωtÞ (41)

uxðx; tÞ5
1

2μ

XMS

m50

1

iξSm

~τðξSmÞNSðξSmÞ
D0

SðξSmÞ
eiðξ

S
mx2ωtÞ 1

1

2μ

XMA

m50

1

iξAm

~τðξAmÞNAðξAmÞ
D0

AðξAmÞ
eiðξ

A
mx2ωtÞ (42)
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where ~τðξÞ is the space-domain Fourier transform of τðxÞ and
DS 5 ξ22η2S

� �2
cosηPdsinηSd1 4ξ2ηPηSsinηPdcosηSd (43)

DA 5 ξ22η2S
� �2

sinηPdcosηSd1 4ξ2ηPηScosηPdsinηSd (44)

NS 5 ξηS ξ2 1 η2S
� �

cosηPdcosηSd
NA 52ξηS ξ2 1 η2S

� �
sinηPdsinηSd

(45)

η2P 5
ω2

c2P
2 ξ2; η2S 5

ω2

c2S
2 ξ2 (46)

In Eq. (46), ξ is the wavenumber in the x-direction, c2P 5 ðλ1 2μÞ=ρ and c2S 5μ=ρ are the
longitudinal (pressure) and transverse (shear) wavespeeds, λ and μ are Lamé constants,
and ρ is the mass density of the plate. Superscripts S and A signify the symmetric and
antisymmetric Lamb-wave modes. At a given value of ω in a given plate, there are
m5 0; 1; :::;MS symmetric Lamb-wave modes and m5 0; 1; :::;MA antisymmetric Lamb-
wave modes. The expressions D0

S and D0
A are derivatives of DS and DA with respect to ξ

evaluated at the corresponding ξm poles. Note that DS and DA are the left-hand sides of
the Rayleigh�Lamb equation for symmetric and antisymmetric Lamb-wave modes,
respectively, as given by Eqs. (6.101), (6.115) of Ref. [9].

6.4.1.2 Lamb-Wave PWAS Tuning at Low Frequencies

At low frequencies (fd-0), only two propagating Lamb-wave modes exist, S0 and A0 (one
evanescent mode, A1, also exists). In this case, the general solution of Eq. (41) has only
two propagating terms, i.e.,

εxðx; tÞ5
1

2μ
~τðξS0ÞNSðξS0Þ
D0

SðξS0Þ
eiðξ

S
0x2ωtÞ

1
1

2μ
~τðξA0 ÞNAðξA0 Þ

D0
AðξA0 Þ

eiðξ
A
0 x2ωtÞ

ðlow frequencyÞ (47)

uxðx; tÞ52
a2τa
μ

sinξS0a
ξS0a

NSðξS0Þ
D0

SðξS0Þ
eiðξ

S
0x2ωtÞ

2
a2τa
μ

sinξA0 a
ξA0 a

NAðξA0 Þ
D0

AðξA0 Þ
eiðξ

A
0 x2ωtÞ

ðlow frequencyÞ (48)

As the frequency-thickness product fd approaches zero (fd-0), the behavior of the S0 and
A0 modes approaches the behavior of the axial and flexural waves and we find that

NAðξA0 Þ
D0

AðξA0 Þ

�
NSðξS0Þ
D0

SðξS0Þ
-
fd-0

3

2
(49)
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Indeed, when we plot the expressions contained in Eq. (49), we find (Figure 15) that the
ratio depicted in Eq. (49) approaches indeed the limit 3/2 as fd-0 since it takes the values
1:491 at fd5 1:0 kHz-mm and 1:5001 at fd5 0:5 kHz-mm. This indicates that, at low
frequencies when the Lamb waves can be approximated by axial and flexural waves, the
flexural solution is stronger by a factor of 3/2 than the axial solution.

6.4.1.3 Ideal-Bonding Solution for Lamb-Wave PWAS Tuning

In the case of ideal bonding, the shear stress in the bonding layer is concentrated at the
ends and one can use the pin-force model of Eq. (21)

τðxÞ5 aτa δðx2 aÞ2 δðx1 aÞ½ � (50)

The Fourier transform of Eq. (50) is

~τ5 aτa 22isinξa½ � (51)

Substitution of Eq. (51) into Eqs. (41), (42) yields

εxðx; tÞ52 i
aτa
μ

XMS

m50

sinξSma
� �NSðξSmÞ

D0
SðξSmÞ

eiðξ
S
mx2ωtÞ 2 i

aτa
μ

XMA

m50

sinξAma
� �NAðξAmÞ

D0
AðξAmÞ

eiðξ
A
mx2ωtÞ (52)

uxðx; tÞ52
a2τa
μ

XMS

m50

sinξSma
ξSma

NSðξSmÞ
D0

SðξSmÞ
eiðξ

S
mx2ωtÞ 2

a2τa
μ

XMA

m50

sinξAma
ξAma

NAðξAmÞ
D0

AðξAmÞ
eiðξ

A
mx2ωtÞ (53)

Equation (52) can also be used for less-than-ideal bonding conditions in which the shear
stress τ varies with x as τðxÞ by replacing τa and a with their effective values τe and ae.
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At low frequencies, only two propagating Lamb-wave modes exist, S0 and A0, and the
general solution Eqs. (52), (53) has only two terms, i.e.,

εxðx; tÞ52i
aτa
μ

sinξS0a
� �NSðξS0Þ

D0
SðξS0Þ

eiðξ
S
0x2ωtÞ

2i
aτa
μ

sinξA0 a
� �NAðξA0 Þ

D0
AðξA0 Þ

eiðξ
A
0 x2ωtÞ

ðlow frequencyÞ (54)

uxðx; tÞ52
a2τa
μ

sinξS0a
ξS0a

NSðξS0Þ
D0

SðξS0Þ
eiðξ

S
0x2ωtÞ

2
a2τa
μ

sinξA0 a
ξA0 a

NAðξA0 Þ
D0

AðξA0 Þ
eiðξ

A
0 x2ωtÞ

ðlow frequencyÞ (55)

Equations (52)�(55) contain the tuning function

Fε ξað Þ5 sinξa ðtuning function for strainÞ (56)

Fu ξað Þ5 sinξa
ξa

ðtuning function for displacementÞ (57)

The tuning functions depend on frequency f since ξðωÞ5ω=cðωÞ and ω5 2πf . The behavior
of the tuning function of Eq. (56) is such that it displays maxima when the PWAS length
la 5 2a equals an odd multiple of the half-wavelength λ=25π=ξ and minima when it
equals an even multiple of the half-wavelength.

A complex pattern of such maxima and minima may evolve when several Lamb modes
coexist, each with its own different wavelength. However, frequencies can be found when
the response is dominated by certain modes that can be preferentially excited through
mode tuning. An additional factor must be considered besides wavelength tuning, i.e., the
relative mode amplitude at the top plate surface. This factor is contained in the values
taken by the functions NS=D0

S, NA=D0
A. Hence, it is conceivable that some modes may have

little surface amplitude, while others may have larger surface amplitudes at a given
frequency. For illustration, Figure 16 shows a plot of the individual tuning behavior of
S0 and A0 modes in the 021000kHz range.

6.4.1.4 Experimental Verification of the Lamb-Wave PWAS-Tuning Phenomenon

The Lamb-wave PWAS-tuning phenomenon has been extensively verified through experi-
mental testing as reported in Ref. [9] and elsewhere. One of the earlier experiments identi-
fied a “sweet spot” at which the dispersive A0 mode could be rejected and the much less
dispersive S0 mode would remain the only Lamb-wave mode present in the structure
(Figure 17a). Such a situation is very advantageous in damage detection with pulse-echo
method because the wave packet of the S0 mode is much more compact than the dis-
persed package of the A0 mode and hence easier to interpret, as illustrated in Section 5
dealing with wave propagation SHM and Section 6 dealing with PWAS phased array.
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The tuning principles have been found experimentally to also apply to composite struc-
tures (Figure 17b) although the expressions in Eq. (52) should be extended to also include
quasi-SH modes. Figure 17b shows tuning between a PWAS and the guided waves pres-
ent in a CFRP composite: quasi-A0, quasi-S0, quasi-SH0 waves. It is remarkable that the
quasi-A0 is very strong at low frequencies below 100 kHz, but disappears almost entirely
at frequencies beyond 200 kHz, where only the quasi-S0 and quasi-SH0 seem to be pres-
ent. The quasi-SH0 guided wave seems to have a tuning maximum around 350 kHz,
whereas the quasi-S0 guided wave has a persistently strong response between 250 and
500 kHz.

6.4.2 Lamb-Wave Tuning with Circular PWAS

The Lamb-wave PWAS-tuning principles also apply to circular PWAS, only that the
analysis is more elaborate and involves Bessel functions, Hankel functions, and the
Hankel transform.
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FIGURE 16 Predicted Lamb-wave response on the top surface of a 1-mm aluminum plate under a 7-mm
PWAS excitation.
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6.4.2.1 General Solution for Circular Lamb-Wave Tuning

An extensive treatment of this topic is given in section 11.5 of Ref. [9] to which the reader
is referred to for a detailed analysis. The result of this analysis is that the Lamb-wave
response to a circular PWAS excitation takes the form

urðrÞ
		
z5d

52
πi
2μ

XMS

m50

~τðξSmÞNSðξSj Þ
D0

SðξSmÞ
Hð1Þ

1 ðξSmrÞe2iωt 2
πi
2μ

XMA

m50

~τðξAmÞNAðξAmÞ
D0

AðξAmÞ
Hð1Þ

1 ðξAmrÞe2iωt (58)

where Hð1Þ
1 is the Hankel function of the first kind and order 1. The corresponding radial

strain on the top surface of the plate can be derived through the differentiation of Eq. (58), i.e.,

εrðr; tÞ
		
z5d

5
@urðr; tÞ

		
z5d

@r
(59)

Recall the Hankel functions differentiation formula

d

dr
Hð1Þ

1 ðξrÞ5 ξHð1Þ
0 ðξrÞ2Hð1Þ

1 ðξrÞ
r
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R
es

po
ns

e,
 m

V
 

0
20
40
60
80

100
120
140
160

0 100 200 300 400 500 600
Frequency, kHz

A0 mode

S0 mode

Predicted A0 rejection 
and S0 “sweet spot” @ 
300 kHz

Experiment

(b)

(a)

0 100 200 300 400 500 600 700
0
1
2
3
4
5
6
7
8
9

10
11
12

V
 (m

V
)

f (kHz)

S0

A0

SH

FIGURE 17 Experimental frequency-tuning results: (a) maximum S0 response at around 300 kHz due to
A0 rejection in a 1-mm aluminum plate [9]; (b) similar rejection of A0 mode in a CFRP composite plate [10].
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In view of Eq. (60), it is apparent that the radial strain of Eq. (59) will have components of
both Hð1Þ

0 and Hð1Þ
1 , i.e.,

εrðrÞ
		
z5d

52
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e2iωt
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r

 !
e2iωt

(61)

6.4.2.2 Ideal-Bonding Solution for Circular Lamb-Waves Tuning

In the case of ideal bonding of a circular PWAS that expands and contracts radially, the
shear transfer in the bonding layer is concentrated on the PWAS outer contour in the form
of a radially acting horizontal line force as discussed in Section 3.2.3. The radial shear
stress applied to the plate top surface is given by Eq. (39), i.e.,

τðrÞ5 a2τa
δðr2 aÞ

r
(62)

The J1 Hankel transform of Eq. (62) is

~τðξÞJ1 5
ðN
0

r τaa2
1

r
δðr2 aÞ

� �
J1ðξrÞdr5 τaa2

ðN
0

δðr2 aÞJ1ðξrÞdr5 τaa2J1ðξaÞ (63)

Substitution of Eq. (63) into Eq. (58) gives the radial displacement on the top surface of the
plate in the case of an ideally bonded circular PWAS, i.e.,
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(64)

where J1 is the Bessel function of the first kind and order 1, and Hð1Þ
1 is the Hankel function

of the first kind and order 1. The summation is taken over all the symmetric, ξS, and anti-
symmetric, ξA, Lamb-wave modes that exist at a given frequency ω in a given plate. The
expressions D0

S and D0
A are derivatives of DS and DA with respect to ξ evaluated at the

corresponding ξS and ξA poles.
The corresponding radial strain on the top surface of the plate can be derived from the

differentiation of Eq. (64) using Eq. (60) or by substitution of Eq. (63) into Eq. (61); by
either route, one gets
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The expressions in Eqs. (64), (65) can also be used for less-than-ideal bonding conditions
in which the shear stress τ varies with r as τðrÞ by replacing τa and a with their effective
values τe and ae.

6.5 WAVE PROPAGATION SHM WITH PWAS TRANSDUCERS

Figure 7a illustrates the pitch-catch method. An electric signal applied at the transmitter
PWAS generates, through piezoelectric transduction, elastic waves that travel into the
structure and are captured at the receiver PWAS. As long as the structural region between
the transmitter and receiver is in pristine condition, the received signal will be consistently
the same; if the structure becomes damaged, then the received signal will be modified.
Comparison between the historically stored signals and the currently read signal will indi-
cate when changes (e.g., damage) take place in the structure. The pitch-catch method may
be applied to situations in which the damage is diffuse and/or distributed such as corro-
sion in metals or degradation in composites. By extension of the pitch-catch method to
several pitch-catch pairs in a network of PWAS (“sparse array”) placed around a structural
region of interest, one achieves ultrasonic tomography through a round-robin process.
The processing of all the collected data during the round-robin process yields an image of
the monitored region indicating the damage area.

Figure 7b illustrates the pulse-echo method. In this case, the same PWAS transducer
acts as both transmitter and receiver. A tone-burst signal applied to the PWAS generates
an elastic wave packet that travels through the structure and reflects at structural bound-
aries and at cracks and abrupt discontinuities. In a pristine structure, only boundary
reflections are present whereas in a damaged structure, reflections from cracks also
appear. By comparing historical signals, one can identify when new reflections appear due
to the presence of damage. This comparison may be facilitated by the differential signal
method.

Figure 7c illustrates the use of PWAS transducers in thickness mode. The thickness
mode is usually excited at much higher frequencies than the guided-wave modes dis-
cussed in the previous two paragraphs. For example, the thickness mode for a 0.2-mm
PWAS is excited at around 12 MHz, whereas the guided-wave modes are excited at tens
and hundreds of kHz. When operating in thickness mode, the PWAS transducer can act as
a thickness gage. In metallic structures, thickness mode measurements allow the detection
of damage that affects the structural thickness, e.g., corrosion, which can be detected from
that side of the structure, which is outside from the corrosive environment. In composite
structures, thickness mode measurements may detect cracks which are parallel to the sur-
face, such as delaminations. A limitation of the thickness mode approach is that detection
can only be made directly under the PWAS location, or in its proximity. In this respect,
this method is rather localized, which may be alright for monitoring well-defined critical
areas, but insufficient for large area monitoring.

Figure 7d illustrates the detection of impacts and AE events. In this case, the
PWAS transducer is operating as a passive receiver of the elastic waves generated
by impacts or by AE events. By placing several PWAS transducers in a network config-
uration around a given structural area, one can set up a “listening” system that would
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monitor if impact damage or AE events take place. Because the PWAS is self-energized
through piezoelectric transduction, the listening system can stay in a low-energy
dormant mode until a triggering by the PWAS wakes it up. The signals recorded by the
PWAS network can be processed to yield the location and amplitude of the impact
and/or AE event.

An extensive treatment of this topic is given in chapter 13 of Ref. [9] to which the reader
is referred to for a detailed analysis; here, we will just recall the main highlights.

6.5.1 Pitch-Catch Guided-Wave Propagation SHM

Cracks in metallic structures typically run perpendicular to wall surface. A fully devel-
oped crack will cover the whole thickness (through-thickness crack) and will produce a
tear of the metallic material. In conventional nondestructive evaluation (NDE), metallic
structure cracks are detected with ultrasonic or eddy current probes that have pointwise
capabilities. Intensive manual scanning is required for crack detection. The aim of embed-
ded pitch-catch NDE is to detect cracks in metallic structures using guided waves trans-
mitted from one location and received at a different location. The analysis of the change in
guided-wave shape, phase, and amplitude should yield indications about the crack pres-
ence and extension.

Reference [11] presents an embedded pitch-catch method for the detection of cracks in
metallic structures using an array of 12-mm diameter piezoceramic disks (Figure 18). A
5-count 300-kHz smoothed tone-burst applied to the transmitter (T) produced an omnidi-
rectional Lamb wave into the plate. The receiver (R) detects a wave that is modified by the
crack presence. The crack was grown through cyclic loading; measurements were taken at
various crack length. The readings at zero crack length were taken as the baseline. The
scatter wave was defined as the difference between the current received wave and the
baseline wave. It was shown that the scatter amplitude increases linearly with the crack
length.

The pitch-catch guided-wave propagation method for damage detection is also known
as acousto-ultrasonics because, as indicated in Ref. [12], the method combines an excitation
similar to that used in ultrasonics with an analysis of the detected signal similar to that
used in acoustic emission monitoring.

6.5.2 Pulse-Echo Guided-Wave Propagation SHM

Pulse-echo wave propagation SHM can be illustrated by considering a
914-mm3 14-mm3 1.6-mm narrow-strip specimen with an 8-mm transverse crack. Note
that the crack covers only approximately 57% of the specimen width. The wave propaga-
tion in the specimen was modeled with the finite element method (FEM). Two forms of
the elastic wave propagation were studied: flexural waves and axial waves. To attain
wave excitation, we applied prescribed harmonic displacements to the nodes delimiting
the contour of the PWAS. Consistent with the physical phenomenon, the displacement
applied to nodes representing opposite ends of the PWAS had to be in opposite direction.
This ensures that the net effect on the structure is self-equilibrating. To generate

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

205Sec. 6.5 Wave Propagation SHM with PWAS Transducers



axial waves, we applied nodal translations. To generate flexural waves, we applied nodal
rotations. The detection of the elastic waves followed the same general principle as that
applied to wave generation. The variables of interest were the differences between the
displacements at the opposing ends of the PWAS, i.e., the Δu for axial waves and Δw0 for
flexural waves.

FIGURE 18 Crack detection in metallic plate with the embedded pitch-catch method: (a) conceptual configura-
tion; (b) experimental setup; (c) received waves and scatter wave; (d) linear variation of scatter amplitude with
crack length [11].
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The applied loads were varied in the time domain according to a Hanning-windowed
tone 5-count burst. Time marching FEM solution produced the time response of the strip
specimen, allowing us to follow the wave propagation patterns.

6.5.2.1 Simulation of Axial Waves

Figure 19 shows FEM simulation of axial waves in the strip specimen excited with 100-kHz
5-count Hanning-windowed axial tone-burst applied at the left-hand side end. The patterns
of dilatation and contraction (in-plane motion) are shown. The wave was captured after trav-
eling for 50 μs. Figure 19a gives an overall view, whereas Figure 19b gives a magnified detail
of the first quarter of the strip specimen. One notes that the number of peaks in the wave is
greater than the burst count of 5 because both the incident wave and the wave reflected
from the left-hand side end of the strip specimen are superposed in this wave front.

Figure 20 shows FEM simulation of the pulse-echo method for damage detection. The pro-
cess described above was applied to (a) a pristine specimen and (b) to a specimen with an
8-mm long through-thickness transverse crack is simulated in the center of the strip speci-
men. The PWAS placed at the left-hand side end was used to send a 100-kHz 5-count
Hanning-windowed axial burst and to receive the elastic wave responses from the strip
specimen. In a strip specimen without crack, only the initial excitation signal and the
reflection from the right-hand side end of the specimen appear (Figure 20a). In a specimen
with the 8-mm long through-thickness transverse crack at mid-length, reflection (echo)
from this crack also appears (Figure 20b). As the crack length increases, the amplitude of
the reflection increases (Figure 20c).

6.5.2.2 Simulation of Flexural Waves

Figure 21 shows FEM simulation of flexural waves in the strip specimen excited with a
100-kHz 5-count Hanning-windowed flexural tone-burst at the left-hand side end.
The peaks and valleys of flexural wave propagation are apparent. The wave was captured
after traveling for 99.3 μs. Figure 21a gives an overall view, whereas Figure 21b gives a

FIGURE 19 FEM simulation of axial waves in the 914-mm3 14-mm3 1.6-mm aluminum alloy strip specimen
excited with 100-kHz 5-count Hanning-windowed axial burst at left-hand side end. The wave is captured after
traveling for 50 μs: (a) overall view; (b) details of first quarter of the strip specimen. The number of peaks in the
wave is greater than five because both the incident wave and the wave reflected from the left-hand side end of
the strip specimen are superposed in this wave front.
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magnified detail of the first quarter of the strip specimen. One notes that the number of
peaks in the wave is greater than the burst count of 5 because of dispersion effects and of
the fact that both the incident wave and the wave reflected from the left-hand side end of
the strip specimen are superposed in this wave front.

Figure 22 shows FEM simulation of the pulse-echo method used for damage detection.
The PWAS placed at the left-hand side end was used to send a 100-kHz 5-count Hanning-
windowed flexural burst and to receive the elastic wave responses. In a strip specimen
without crack (Figure 22a), the initial signal and the reflection from the right-hand side
end appear. If an 8-mm long through-thickness transverse crack is placed mid-span in the
strip specimen, the reflection from this crack also appears (Figure 22b). As the crack length
increases to 14 mm, the amplitude of the reflection increases (Figure 22c).

6.5.2.3 Comparison between Axial and Flexural Wave Simulation Results

The main differences between using the pulse-echo method with axial waves versus flex-
ural waves are revealed by the comparison of Figure 20 and Figure 22. Figure 20a and
Figure 22a show that, in this thin-strip specimen, the flexural wavespeed at 100 kHz is
roughly half of the axial wavespeed, because the same distance of 914 mm is traveled
in roughly twice the time. In addition, the flexural wave echo of Figure 22a shows a

FIGURE 20 FEM simulation of pulse-echo method in a 914-mm3 14-mm3 1.6-mm aluminum alloy strip spec-
imen using axial waves. A 100-kHz 5-count Hanning-windowed axial burst was applied at the left-hand side end:
(a) strip specimen without crack shows only the reflection from the right-hand side end; (b) strip specimen with
8-mm long through-thickness transverse crack shows, in addition, the reflection from crack; (c) a longer crack
(14-mm) gives a stronger reflection.
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dispersion pattern, whereas the axial wave echo of Figure 20a shows a much more com-
pact pattern. This is in agreement with the dispersion curves of A0 and S0 Lamb-wave
modes. At this value of the frequency-thickness product, the quasi-flexural wave mode A0
is much more dispersive than the quasi-axial wave mode S0. Figure 20b and Figure 22b
show that, for partial cracks of the same crack size (e.g., 8 mm), the quasi-axial wave echo is
much stronger than the quasi-flexural wave echo. Figure 20c and Figure 22c, on the other hand,
show that for a large crack (e.g., 14 mm), the quasi-flexural wave echo is much larger than the
quasi-axial wave echo. These observations indicate that both the quasi-axial and the quasi-
flexural wave modes can offer advantages, under appropriate circumstances, for damage
detection, and that both should be retained for further studies. For crack detection with
the pulse-echo method, an appropriate Lamb-wave mode must be selected.

6.5.2.4 The Importance of High-Frequency Excitation

Although the results shown above refer mainly to one frequency (100 kHz), our wave propa-
gation simulation efforts were performed for a variety of frequencies in the range
10�100 kHz. It was found that the lower-frequency limit were easier to simulate because at
low frequency the wavelength is longer and spans several finite elements, and hence the
distortion of each element is less severe. Consequently, at low frequency, we could use larger
elements, i.e., a coarser mesh, and less computation time. However, low-frequency waves

FIGURE 21 FEM simulation of flexure waves in the 914-mm3 14-mm3 1.6-mm aluminum alloy strip speci-
men excited with a 100-kHz 5-count Hanning-windowed burst at left-hand side end. The wave is captured after
traveling for 99.3 μs: (a) overall view; (b) details of first quarter of the strip specimen.
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are inappropriate for ultrasonic SHM applications. To achieve damage detection with the
pulse-echo method, the timewise length of the wave packet must be much less than the time
taken for the echo to return. We observed that, at low frequencies (e.g., 10 kHz), the echo sig-
nal starts to appear before the incident signal has finished developing, thus markedly imped-
ing the damage detection process. Hence, high excitation frequencies are important. As the
frequency increases, the wavelength decreases, and hence a finer finite element mesh is
needed to capture the wave propagation process, which increases considerably the computa-
tional effort. After several trials, the compromised frequency of 100 kHz was selected. With
this frequency, we were able to simulate successfully both axial and flexural wave patterns,
and to identify defect-generated echoes as close as 100 mm from the source. For the detection
of defects closer than 100 mm, higher frequencies are required.

6.5.3 Impact and AE Wave Propagation SHM

The pitch-catch and pulse-echo methods discussed in the previous sections are active-
SHM method because they interrogate the structure in order to find its state of “health”.
However, the same PWAS installation can also be used for passive-SHM purposes, in
which case the PWAS transducers will only “listen” to the waves generated by various

FIGURE 22 FEM of pulse-echo method in a 914-mm3 14-mm3 1.6-mm aluminum alloy strip specimen using
flexural waves. A 100-kHz 5-count Hanning-windowed flexural burst was applied at the left-hand side end:
(a) strip specimen without crack shows only the reflection from the right-hand side end; (b) strip specimen with
8-mm long through-thickness transverse crack shows, in addition, the reflection from crack; (c) a longer crack
(14-mm) gives a stronger reflection.
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events, e.g., (a) impacts that can produce damage in an aerospace composite structure and
(b) AE signals that are produced when a crack propagates through a structures.

Reference [9] discusses two examples of signals obtained during an experiment in which
low energy impacts (0.16-g small steel ball dropped from 50-mm height) and simulated AE
events (pencil lead break) were applied to a plate instrumented with a network of 11 PWAS
placed in a grid pattern. Figure 23a shows a schematic of these impact detection and simu-
lated AE experiments indicating the location of impact and AE event relative to the PWAS
transducers. Figure 23b shows the impact signals received at various PWAS transducers.
Figure 23c shows the AE signals received at various PWAS transducers.

(a)

(b)

(c)

FIGURE 23 Impact detection and simulated AE experiments: (a) location of impact and AE event relative
to the PWAS transducers; (b) impact signals received at various PWAS transducers; (c) AE signals received at
various PWAS transducers.
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6.6 PWAS PHASED ARRAYS AND THE EMBEDDED ULTRASONICS
STRUCTURAL RADAR

A natural extension of the PWAS pulse-echo method is the development of a PWAS phased
array (Figure 7f), which is able to scan a large area from a single location. Phased arrays
were first used in radar applications because they allowed the replacement of the rotating
radar dish with a fixed panel equipped with an array of transmitter�receivers which were
energized with prearranged phase delays. When simultaneous signals are emitted from an
array of transmitters, the constructive interference of the propagating waves creates a beam
positioned broadside to the array. If prearranged phase delays are introduced in the firing
of the signals of individual array elements, then the constructive interference beam can be
steered to difference angular positions. Thus, an azimuth and elevation sweep can be
achieved without mechanical rotation of the radar platform. The phased-array principle has
gained wide utilization in ultrasonics, both for medical applications and for NDE, because
ultrasonic phased arrays permit the sweeping of large volumes from a single location.

The PWAS phased arrays utilize the phase array principles to create an interrogating beam
of guided waves that travel in a thin-wall structure and can sweep a large area from a single
location. An extensive treatment of this topic is given in chapter 13 of Ref. [9] to which the
reader is referred to for a detailed analysis; here, we will just recall the main highlights.

6.6.1 Phased-Array Processing Concepts

The array processing is based on previously discussed PWAS Lamb-wave propagation
and tuning properties. The following assumptions are made:

1. The PWAS transducers are omnidirectional, i.e., having equal transmission and
reception sensitivity in all directions. The radiation pattern of these PWAS sources is
described by circular wave fronts. Far away from the source, the wave front approaches
the plane-wave condition as the wave front curvature decreases. Thus, plane-wave
models can be used in the far field, where the parallel-ray approximation may apply.
However, the parallel-ray approximation does not hold in the near field.

2. The wave propagation direction is equivalently represented by the wavenumber vector,
~k, and the slowness vector,~α, where ~α5~k=ω.

3. Propagating waves are single-mode tone-burst signals that can be described by a simple
function, fðt2~α �~xÞ, in which the space�time relationship t2~α �~x applies, with
~α5~k=ω. When the tone-burst is not sufficiently narrowband, dispersion may occur,
and group velocity measurements will be used. If the dispersion is too large, special
signal-processing methods (as described in a later chapter) can be used.

4. The superposition principle applies. This allows several propagating waves to occur
simultaneously. The constructive or destructive interference of the separate wave
patterns generated by each of the array elements represents the essence of the
phased-array principle.

5. Common assumptions of a homogeneous, linear, lossless elastic medium are used in
derivation of the phased-array equations. However, the phased-array principle can also
be used in media that do not satisfy all these assumptions (e.g., composite materials)
by making the parameters direction dependent.
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When signals are superposed in an array, signal enhancement results. The signal
enhancement within an array can be explained easily. In the simplest assumption, the
signal ym tð Þ produced at the m-th sensor consists of a signal, s tð Þ, which is assumed to be
more-or-less identical for all sensors, and random noise Nm tð Þ, which varies from sensor
to sensor, i.e.,

ymðtÞ5 sðtÞ1NmðtÞ (66)

By summing the signals received by all the M sensors, one obtains

zðtÞ5
XM21

m50

ymðtÞ5M sðtÞ1
XM21

m50

NmðtÞ (67)

Equation (67) shows that while the signal, s(t), is amplified M times, the random noise is
also summed up. The summing of several random noise signals usually results in noise
reduction through mutual cancelation. Thus, a significant increase in the signal-to-noise
ratio has been achieved. In phased arrays, the processing will be more complicated,
because delays are used to create a beamforming effect. However, the basic noise reduc-
tion effect described by Eq. (67) will still apply.

6.6.1.1 Generic Delay-and-Sum Beamforming

Consider the generic geometric arrangement of Figure 24. The outputs of the array ele-
ments may be modified by the weighting factors wm such as to enhance the beam shape
and reduce the side lobes. The origin of coordinate system is defined in the weighted array
center, i.e., the origin is chosen such asX

wm~sm 5 0 (68)

Assume, as shown in Figure 24, that the target P is located at position vector ~r. The
m-th element of the phased array is placed at ~sm. The vector between the target P and
the m-th element is ~rm. We define ~ξ as the unit vector for the direction ~r and ~ξm for the
direction ~rm.

Assume that tuning between the PWAS and the Lamb waves in the structure has
been achieved such that a low dispersion Lamb wave of wavespeed c is domi-
nant (details of such a tuning process were given in Chapter 10). Assume a generic
pulse fðtÞ is applied to a PWAS source located at the origin O. The wave front propa-
gates radially from the source with wavespeed c. The wave front at a point P ð~rÞ can be
expressed as

fð r-; tÞ5 1ffiffi
r

p f t2
r

c

� �
(69)

where r5 ~r
		 		. The wave transmitted by the m-th PWAS toward the target P ð~rÞ is

ymðtÞ5 fð~rm; tÞ5
1ffiffiffiffiffi
rm

p f t2
rm
c

� �
(70)
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Equation (70) can be rearranged as

ymðtÞ5 fð~rm; tÞ5
1ffiffi

r
p ffiffiffiffiffiffiffiffiffi

rm=r
p f t2

r2 r1 rm
c

� �
5

1ffiffi
r

p 1ffiffiffiffiffiffiffiffiffi
rm=r

p f t2
r

c
1

r2 rm
c

� �
(71)

The delay-and-sum beamforming consists of two steps:

1. Apply a delay Δm and an optional weighting factor wm to the output of the m-th PWAS
2. Sum up the output signals of all the M PWAS

This processing can be expressed as

zðtÞ5
XM21

m50

wmymðt2ΔmÞ (72)

Substitution of Eq. (71) into Eq. (72) yields

zðt; r-Þ5
XM21

m50

wmymðt2ΔmÞ5
XM21

m50

1ffiffi
r

p wmffiffiffiffiffiffiffiffiffi
rm=r

p f t2
r

c
1

r2 rm
c

2Δm

� �
(73)

The delays Δm can be chosen such as to strengthen and focus the array’s output
beam on a particular point in space, P ð~rPÞ. For example, if the delays are chosen as to
cancel the last two terms in Eq. (73), then the waves from all the array elements will be
in phase when they arrive at P ð~rPÞ and thus the signal will be strengthen almost M
times, i.e., if

Δm 5
rP 2 rm

c
(74)

P(r)r = r∠φ
→

→

r
→

sm
→

mr
→

ξ
→

mξ
→

O

mth PWAS

FIGURE 24 Geometric schematics of the m-th PWAS at ~sm and the reflector at Pð~rÞ.
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then

zðt;~rPÞ5
XM21

m50

1ffiffiffiffiffi
rP

p wmffiffiffiffiffiffiffiffiffiffiffiffi
rm=rP

p f t2
rP
c
1

rP 2 rm
c

2Δm

0
@

1
A5

XM21

m50

1ffiffiffiffiffi
rP

p wmffiffiffiffiffiffiffiffiffiffiffiffi
rm=rP

p f t2
rP
c

0
@

1
A

5
1ffiffiffiffiffi
rP

p f t2
rP
c

0
@

1
AXM21

m50

wmffiffiffiffiffiffiffiffiffiffiffiffi
rm=rP

p
(75)

Furthermore, the weights wm can be adjusted such as to compensate for the difference
between rm and rP, i.e., wm 5

ffiffiffiffiffiffiffiffiffiffiffiffi
rm=rP

p
. In this case, one gets an exact M times reinforcement

of the signal, i.e.,

XM21

m50

wmffiffiffiffiffiffiffiffiffiffiffiffi
rm=rP

p 5
XM21

m50

15M for wm 5
ffiffiffiffiffiffiffiffiffiffiffiffi
rm=rP

p
(76)

Substitution of Eq. (76) into Eq. (75) yields the fully focused signal

zðtÞ
		
focused on Pð~rPÞ 5

Mffiffiffiffi
r0

p f t2
rP
c

� �
for wm 5

ffiffiffiffiffiffiffiffiffiffiffiffi
rm=rP

p
; Δm 5

rP 2 rm
c

(77)

However, the weights wm may also be chosen in such a way as to enhance the beam shape
and reduce the side lobes. Thus, we have seen how the delay-and-sum formulation of
Eq. (72) allows us to calculate how an array of M emitters located at positions ~sm,
m5 0; :::;M2 1 and fired with weights wm can focus the wave field generated toward a
certain location P ð~rPÞ.

(a) (b)

m =
mth PWAS mth PWAS 

P
P

O O

ξ
→

ξ
→

ξ
→

ξ
→

mξ
→1ξ

→

FIGURE 25 Beamforming in the array’s near and fields: (a) near field; (b) far field.
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6.6.2 Beamforming Formulae for 2D PWAS Phased Arrays

We will develop harmonic wave beamforming formulae for an arbitrary PWAS phased array
using the near-field full wave traveling paths (Figure 25a) and then simplify this formulation
to the far-field case using the parallel-ray approximation(Figure 25b). Recall the PWAS
phased array of Figure 24 containing M elements defined by the position vector ~sm,
m5 0; 1; :::;M2 1. The axes origin is chosen in the array centroid, i.e., Eq. (68) holds. Assume
an unit amplitude harmonic wave of frequency ω emanates from a generic PWAS source
located at the origin O. The wave front propagates radially with wavespeed c. The wave front
at a point P ð~rÞ can be expressed as

fð r-; tÞ5 1ffiffi
r

p ei ωt2~k �~r� �
(78)

where ~k5~ξ ω=c is the wavenumber and r5 ~r
		 		. For each array element m, one has a vector

~rm to the target P ð~rÞ and a corresponding unit vector ~ξm that defines the angular direction
from the m-th element to the target (Figure 25a). The following notations apply

~ξ 5
~r

r
; r5 r

-
			 			; r

-
5 r+φ (79)

~rm 5~r2~sm; rm 5 ~rm
		 		; ~ξm 5

~rm
~rm
		 		 ; m5 0; 1; . . .;M2 1 (80)

Assume all the PWAS elements in the array are fired simultaneously. The wave front
coming from the m-th PWAS element toward the target P ð~rÞ, ~r5 r+φ can be written as

fð~rm; tÞ5
1ffiffiffiffiffi
rm

p ej ωt2~km �~rm� �
(81)

The total wave front arriving at target P ð~rÞ from all the array elements is obtained
by superposition. If each source is fired with a different weight, wm, then the superposi-
tion gives

zð r-; tÞ5
XM21

m50

wmfð~rm; tÞ5
XM21

m50

wm
1ffiffiffiffiffi
rm

p ej ωt2~km �~rm� �
(82)

We will call the signal in Eq. (82) the synthetic wave front of the phased array. The generic
Eq. (82) will be now used to study the near-field and far-field conditions. For near-field
conditions, we will examine the exact traveling path, a.k.a. the triangular algorithm. For far-
field conditions, we will study the parallel-ray approximation. Both conditions will still
maintain a generic arbitrary phased-array arrangement. In the end, we will show that the
parallel-ray approximation reduces to the 1D linear array algorithm when the generic
array is reduced to an equally spaced linear array.
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6.6.2.1 Near Field: Exact Traveling Path Analysis (Triangular Algorithm)

For the generic situation, exact traveling wave paths are used in the beamforming formula-
tion. Equation (81) can be rewritten as

fð~rm; tÞ5
1ffiffi

r
p ffiffiffiffiffiffiffiffiffi

rm=r
p ejðωt2

~k �~r1~k �~r2~km �~rmÞ 5 1ffiffi
r

p ejðωt2
~k �~rÞ 1ffiffiffiffiffiffiffiffiffi

rm=r
p ejð

~k �~r2~km �~rmÞ

5 fð r-; tÞ 1ffiffiffiffiffiffiffiffiffi
rm=r

p ejð
~k �~r2~km �~rmÞ

(83)

According to Eqs. (79), (80), we have

k
- � r

-
5 k

-� r~ξ5 r
ω
c
~ξ �~ξ 5 r

ω
c
; ~km �~rm 5~km � rm~ξ 5 rm

ω
c
~ξm �~ξm 5 rm

ω
c

(84)

Substitution of Eq. (84) into Eq. (78) yields

fð r-; tÞ5 1ffiffi
r

p ei ωt2~k �~r� �
5

1ffiffi
r

p e
i ωt2ω

r

c

� �
5

1ffiffi
r

p e
iω t2

r

c

� �
5 f t2

r

c

� �
(85)

Substitution of Eqs. (84), (85) into Eq. (83) gives

fð~rm; tÞ5 fð~r; tÞ 1ffiffiffiffiffiffiffiffiffi
rm=r

p ejð
~k �~r2~km �~rmÞ 5 f t2

r

c

� � 1ffiffiffiffiffiffiffiffiffi
rm=r

p e
jω
r2rm
c (86)

Substitution of Eq. (86) into Eq. (82) yields the synthetic signal zð~r; tÞ as

zð r-; tÞ5 f t2
r

c

� � XM21

m50

wm
1ffiffiffiffiffiffiffiffiffi
rm=r

p e
jω
r2rm
c (87)

Equation (87) is made up from the multiplication of two terms. The first term, f t2 r=c
� �

, is
a function that does not depend on the locations or the weights of the phased-array ele-
ments or on the location of target. This term represents the individual wave signal that
would be produced by a single PWAS element placed at the origin. We will leave this
term alone. The second term, however, depends on the locations and weights of the
phased-array elements and on the location of target. Hence, this term will change if we
change the array configuration. It will also change if the target changes. We will call this
second term the beamforming function (denoted as BF). In accordance with Eq. (87), the
beamforming function is given by

BFðw; r; r
-Þ5

XM21

m50

wm
1ffiffiffiffiffiffiffiffiffi
rm=r

p e
jω
r2rm
c ðbeamforming functionÞ (88)

where w5 fw0;w1; :::;wM21g, r5 fr0; r1; :::; rM21g. To strengthen and focus the array’s output
beam on a particular point in space, P ð~rPÞ, ~rP 5 rP+φ0, we introduce the delays Δm and
write the beamforming function of Eq. (88) as

BFðw; r;~rPÞ5
XM21

m50

wm
1ffiffiffiffiffiffiffiffiffiffiffiffi
rm=rP

p ejω
rP2rm

c 2Δmð Þ (89)
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Equation (89) shows that a maximum of the beamforming function BFðw; rÞ can be
achieved if one can make all the exponentials equal to one, which happens when the expo-
nents are zero, i.e.,

e
jω

rP2rm
c

2Δm

� �
5 1 for

rP 2 rm
c

2Δm 5 0 (90)

To achieve Eq. (90), one has to apply to each element of the PWAS phased array the delay

Δm 5
r2 rm

c
; m5 0; 1; . . .;M2 1 (91)

When the delays of Eq. (91) are used, the beamforming function corresponding to the
particular point in space, P ð~rPÞ, reaches a maximum and takes the value

BFðw; r;~rPÞ5
XM21

m50

wm
1ffiffiffiffiffiffiffiffiffiffiffiffi
~rm=rP

p (92)

Equation (92) shows that further manipulation of the value of the beamforming function
to focus on the desired point in space, P ð~rPÞ, can be achieved by adjusting the weighting
factors wm. One way of using this effect is to try to compensate the effect caused by the
PWAS elements being placed at different locations, i.e., by taking

wm 5
ffiffiffiffiffiffiffiffiffi
rm=r

p
(93)

If Eq. (93) is used, then the value of the beamforming function on the desired point in
space, P ð~rPÞ, reaches the value M, i.e.,

BFðw; r;~rPÞ5
XM21

m50

15M (94)

Substituting Eq. (94) into Eq. (87) yields the synthetic wave of the M-PWAS array at P is
under optimum conditions as

zð~rP; tÞ5M f t2
r

c

� �
(95)

We see that the synthetic wave zð~r; tÞ has become reinforced M times relative to the
individual wave signal that would be produced by a single PWAS element placed at
the origin.

The process described above indicates that, with proper delays and weights, the phased
array can be made to focus on a desired point in space, P ð~rPÞ, in a given direction, φ0, and
at a certain distance, rP. In contrast with the simplified parallel-ray algorithm, the exact
algorithm presented here is able to focus both azimuthally through the angle, φ0, and radi-
ally through the presumed target location, rP. For this reason, it does not depend on the
commonly used parallel-ray approximation and hence can be used in the near field where
the parallel algorithm fails. However, the implementation of this exact algorithm is more
elaborate and requires more computational time.
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6.6.2.2 Far Field: Parallel-Ray Approximation (Parallel Algorithm)

In the previous section, we deduced a generic beamforming formula for PWAS phased
arrays that is exact but requires intensive computation. However, if the target is in the far
field and the parallel-ray assumption applies, the algorithm can be simplified and the
computational time can be reduced. If the target is located far away, we can assume that
the rays emanating from the array elements toward the target are approximately parallel.
Hence the ~ξm unit vectors become approximately equal, i.e.,

~ξm �~ξ ; m5 0; 1; . . .;M2 1 (96)

Under these conditions, Eqs. (79) and (80) become

~km �~ξ
ω
c
5 k

-
;

ffiffiffiffiffi
rm

p � ffiffi
r

p
; m5 0; 1; :::;M2 1 (97)

Furthermore, the term rm=r in Eq. (86) becomes rm=r � 1. The term r2 rm becomes

r2 rm �~ξ �~sm (98)

since ~r2~rm 5~sm, ~ξ � ~r2~rmð Þ �~ξ �~sm, and ~ξ � ~r2~rmð Þ5~ξ �~r2~ξ �~rm �~ξ � r~ξ2~ξ � rm~ξ 5
r2 rm. Substitution of Eq. (98) into Eq. (86) yields

fð~rm; tÞ � f t2
r

c

� �
ei

ω
c
~ξ �~smð Þ (99)

To generate beamforming in a direction φ0 defined by the unit vector ~ξ0 5
~excosφ0 1~eysinφ0, we apply delays Δmðφ0Þ and weights wm. Thus, the beamforming func-
tion becomes

BFðw;~s;φ0Þ5
XM21

m50

wme
j
ω
c

~ξ �~sm2Δmðφ0Þ
� �

(100)

where ~s5 f~s0;~s1; :::;~sM21g. To achieve beamforming in the direction φ0 defined by the unit
vector ~ξ0, one chooses the delays such as to make all the exponentials equal to one for that
particular direction ~ξ0, i.e.,

~ξ0 �~sm 2Δmðφ0Þ5 0 for Δmðφ0Þ5
~ξ0 �~sm

c
- e

j
ω
c

~ξ0 �~sm2Δmðφ0Þ
� �

5 1 (101)

If we also choose the weights as unity, i.e., wm 5 1, then the beamforming function will
take the value M, and the synthetic signal zð~r; tÞ will become M times reinforced
with respect to the individual reference signal fð~r; tÞ. The weights wm may also be
taken with different values such as to optimize the beamforming shape at various
angles. However, as already noted, the formulation of Eq. (100) holds only when the
far-field assumption is valid. However, the generic equations derived in Section 6.2.1 do
not have this limitation and can be used for any situation, regardless of the target
position.
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6.6.3 Linear PWAS Phased Arrays

The generic 2D PWAS phased-array formulation presented in Section 6.2 simplifies consider-
ably when applied to a 1D linear PWAS phased array. Linear arrays are made up of a number
of elements, usually identical in size and arranged along a line, at uniform pitch (Figure 26).

Consider the linear PWAS array depicted in Figure 26. The array consists of M elements,
m5 0; 1; :::;M2 1, spaced at equal distance d. The m-th PWAS element in the array is
located at position ~sm given by

~sm 5md~ex (102)

where ~ex is the unit vector in the x direction, i.e., along the array. Assume a target located

at point P of position vector ~r5 r~ξ . The target position vector is at an azimuth angle φ as
measured from the x-axis. Each PWAS in the array is an omnidirectional wave source that
transmits a pulse sTðtÞ as illustrated in Figure 26. The pulse travels with wavespeed c

toward the target P. The vector between the m-th PWAS and the target P is ~rm 5 rm~ξm. The
wave received at the target P from the m-th PWAS is

ymðtÞ5
1ffiffi
r

p sT t2
rm
c

� �
; m5 0; 1; :::;M2 1 (103)

where rm 5 ~rm
		 		 is the distance between the m-th PWAS and the target P. The factor 1=

ffiffi
r

p
represents the decrease in the wave amplitude due to of the omnidirectional 2D radiation.
The 1=

ffiffi
r

p
factor is based on the wave front energy conservation assumption. The signal

received at the target P from the superposition of the effect of all the PWAS sources is

sPðtÞ5
XM21

m50

ymðtÞ5
1ffiffi
r

p
XM21

m50

sT t2
rm
c

� �
(104)

6.6.3.1 Far-Field Parallel-Ray Approximation

If the target P is far away from the PWAS array, then the far-field parallel-ray approxi-
mation can be applied (Figure 27). The basic assumption of this approximation is

O

th PWAS
ms

m

r r= ∠φ

d

D

P( )r

r

mr

ξ
mξ

FIGURE 26 Schematic of an M-PWAS linear phased array.
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that the source is sufficiently far away such that the position vectors ~rm drawn from
the array elements to the target are all parallel to the position vector ~r drawn from the
origin to target P, i.e.,

~rmO r
-
; m5 0; 1; :::;M2 1 (105)

Equation (105) implies that ~ξm 5~ξ ; recall

~ξ 5~excosφ1~eysinφ; r
-

5 r~ξ5~exrcosφ1~eyrsinφ (106)

Hence,~ξm 5~ξ implies

~ξm 5~ξ 5~excosφ1~eysinφ; ~rm 5 rm~ξ 5~exrmcosφ1~eyrmsinφ (107)

Under these assumptions, the distance rm in Eq. (104) can be evaluated through vector
operations. We start with the vector sum between the position vector ~rm and the PWAS
element location vector ~sm; according to Figure 26, we have

~r5~rm 1~sm (108)

The projection of Eq. (108) on the target direction ~ξ yields, upon rearrangement,

~rm �~ξ5~r �~ξ2~sm �~ξ (109)

Substitution of Eqs. (102), (106), (107) into Eq. (109) gives

rm 5 r2md ~ex �~ξ5 r2md cosφ (110)

Equation (110) indicates that, for the m-th PWAS, the distance to the target P is shorter by
the value mðdcosφÞ. Substitution of Eq. (110) into Eq. (104) yields

sPðtÞ5
1ffiffi
r

p
XM21

m50

sT t2
rm
c

� �
5

1ffiffi
r

p
XM21

m50

sT t2
r2md cosφ

c

� �
5

1ffiffi
r

p
XM21

m50

sT t2
r

c
1m

d cosφ
c

� �

(111)

where r/c is the delay due to the travel distance between the reference PWAS (m5 0)
and the target P. Equation (111) indicates that, if all the PWAS were fired simulta-
neously, the signal from the m-th PWAS will arrive at the target P quicker by the
amount

δmðφÞ5m
dcosφ

c
(112)

Substitution of Eq. (112) into Eq. (111) yields

sPðtÞ5
1ffiffi
r

p
XM21

m50

sT t2
r

c
1 δmðφÞ

� �
(113)

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

221Sec. 6.6 PWAS Phased Arrays and the Embedded Ultrasonics Structural Radar



6.6.3.2 Firing with Time Delays

Assume that the PWAS are not fired simultaneously, but with some individual delays,
Δm;m5 0; 1; :::;M2 1. Equation (111) can be used to achieve array focusing and beamform-
ing through judicious choice of the time delays applied to each individual array element.
The wave arriving at the target P from the m-th PWAS is

ymðtÞ5 1ffiffi
r

p sT t2
rm
c

2Δm

� �
; m5 0; 1; :::;M2 1 (114)

where Δm is the delay of the m-th element. Correspondingly, Eq. (113) becomes

sPðtÞ5
1ffiffi
r

p
XM21

m50

sT t2
r

c
1 δmðφÞ2Δm

� �
(115)

6.6.3.3 Transmitter Beamforming

Beamforming is based on constructive interference of the waves emanating from the omni-
directional array elements. We can achieve constructive interference by making the waves
from all the array elements arrive at the target P at the same time. According to Eq. (115),
this desiderate can be achieved by firing the array elements with delays Δm that cancel the
differences δmðφÞ in arrival time, i.e., by taking

Δm 5 δmðφÞ (116)

Substitution of Eq. (116) into Eq. (115) yields the simple form

sPðtÞ5
1ffiffi
r

p
XM21

m50

sT t2
r

c

� �
5

1ffiffi
r

p sT t2
r

c

� �XM21

m50

15M
1ffiffi
r

p sT t2
r

c

� �
(117)

where the factor M is due to the M-times summation of unity. Equation (117) shows an M
times increase in the signal strength received at a target P placed in the direction φ in com-
parison to the signal that would be received from a single transmitter PWAS. Thus, we
have achieved beamforming in the direction φ.

0 1 m (M-1)

0r r= r1= r-d cosφ 

x

y

φ

cosmr r m d φ= − 1Mr −

d

FIGURE 27 Far-field approximation of an M-element PWAS linear array with pitch d.
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If the target direction φ is not known, then one has to consider sweeping the whole
space by varying the beamforming angle φ through changes in the time delays.
Substitution of Eq. (112) into Eq. (116) gives the time delay expression that has to be used
for each given φ, i.e.,

Δm 5m
d

c
cosφ; m5 0; 1; :::;M2 1 (118)

Since the function cosφ is symmetric about the horizontal axis, the application of the
delays Δm given by Eq. (118) will produce beamforming simultaneously at two angles, φ
and 2φ. The 6φ uncertainty did not present a problem in conventional radar because that
device swept the sky at different elevation angles φ that would only vary in the range
02 180�. But SHM applications of linear PWAS phased arrays often involve the placement
of the array at the center of a large area. In this situation, the angle φ would be an azimuth
angle that varies from 0� to 360�. The 6φ uncertainty of Eq. (118) should limit the practi-
cal range of such an application to 02 180�. For example, the beamforming pattern for
φ5 53� shown in Figure 28 shows a symmetric pattern with two beamforming lobes, one
at φ5 53�, the other at φ52 53�.

6.6.3.4 Receiver Beamforming

The receiver beamforming principle is the reciprocal of the transmitter beamforming
principle. If the point P is an omnidirectional source placed at azimuth φ, then the

FIGURE 28 Calculated beamforming pattern for a 9-PWAS phased array at φ5 53�.
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signals received at the m-th sensor will arrive quicker by m ðdcosφÞ=c. Hence, one can
synchronize the signals received at all the sensors by delaying them individually by
ΔmðφÞ5mðdcosφÞ=c.

6.6.3.5 Phased-Array Pulse-Echo

Assume that a target exists at azimuth φ and distance R. The transmitter beamformer is
sweeping the azimuth in increasing angles φ by varying the delays Δm according to
Eq. (118). An echo is received when φ5φ0. The process through which this echo is formed
is as follows. According to Eq. (117), the signal sP received at the target P from the trans-
mitter beamformer is an M times boost of the individual signals sT, i.e.,

sPðtÞ5
Mffiffiffiffi
R

p sT t2
R

c

� �
(119)

At the target P, the signal is backscattered with a backscatter coefficient, A. The radiated
backscatter is further reduced by the factor 1=

ffiffi
r

p
due to omnidirectional radiation and is

delayed by δmðφ0Þ. Hence, the signal received back at the m-th sensor in the array will be

yRm 5
1ffiffiffiffi
R

p A
Mffiffiffiffi
R

p sT t2
2R

c
1 δmðφ0Þ

� �
; m5 0; 1; :::;M2 1 (120)

where δmðφ0Þ5mðdcosφ0Þ=c The receiver beamformer applies the delays Δmðφ0Þ5
mðdcosφ0Þ=c and assembles the signals from all the sensors to create the receiver
signal sR, i.e.,

sRðtÞ5
AM

R

XM21

m50

sT t2
2R

c
1 δmðφ0Þ2Δmðφ0Þ

� �
(121)

Constructive interference between the received signals is achieved because
Δmðφ0Þ5 δmðφ0Þ5mðdcosφ0Þ=c and Eq. (121) produces anM-times boosted receiver signal, i.e.,

sRðtÞ5
AM2

R
sT t2

2R

c

� �
(122)

The time delay of the received signal, sR tð Þ, with respect to the transmit signal, sT tð Þ, is

τ5
2R

c
(123)

Measurement of the time delay τ observed in sR tð Þ allows one to calculate the target range,
R5 cτ=2.

6.6.3.6 Damage Detection with Tuned PWAS Phased Arrays

Once the beam steering and focusing concepts of the PWAS phased-array have been estab-
lished, the detection of internal flaws and damage can be done with the pulse-echo
method (Figure 29). A pulse, consisting of a smooth-windowed tone-burst of duration tp,
is transmitted toward the target. The target reflects the signal and creates an echo, which
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is detected by the PWAS phased array. By analyzing the phased-array signal in the inter-
val ðtp; tp 1 t0Þ, one identifies the delay, τ, representing the time-of-flight (TOF) taken
by the wave to travel to the target and back. Knowing TOF and wavespeed allows one to
precisely determine the target position.

The single most important phenomenon that enables the use of PWAS phased arrays in
conjunction with multi-modal guided waves in thin-wall structures is the PWAS Lamb-
wave tuning principle, which was described in Section 4. The PWAS Lamb-wave-tuning
principle allows one to find convenient combinations of PWAS dimensions and excitation
frequency that permit the preferential excitation of just one Lamb-wave mode, preferably
one of minimal dispersion. In the following developments, we will assume that such tun-
ing is possible and that a minimally dispersive Lamb wave can be tuned into. In this way,
the situation depicted in Figure 29 can be achieved in spite of the generally multi-modal
dispersive character of the Lamb waves.

6.6.4 Embedded Ultrasonics Structural Radar

The embedded ultrasonics structural radar (EUSR) is a concept that utilizes PWAS
phased-array radar principles and ultrasonic guided waves (Lamb waves) to scan large
surface areas of thin-wall structures and detect cracks and corrosion [9].

6.6.4.1 The EUSR Concept

In the EUSR concept, the guided Lamb waves are generated with surface-mounted PWAS
that couple their in-plane motion with the in-plane particle motion of the Lamb wave as
perceived at the structural surface. The guided Lamb waves stay confined inside the walls
of the thin-wall structure and travel large distances with little attenuation. Thus, the target
location relative to the phased-array origin is described by the radial position, R, and the

FIGURE 29 The pulse-echo method: (a) the transmitted pulse, sTðtÞ; (b) the received echo, zðtÞ, consisting
of the backscattered signal, sRðtÞ, and the noise, vðtÞ. The difference between the pulse transmission and echo
reception is the TOF.
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azimuth angle, φ. The EUSR algorithm works as follows. Consider a PWAS array as pre-
sented in Figure 28. Each element in the PWAS array plays the role of both transmitter
and receiver. A methodology is designed to change the role of each PWAS in a round-
robin fashion. The responses of the structure to all the excitation signals are collected.
By applying the EUSR algorithm, an appropriate delay is applied to each signal in the
data set to make them all focus on a direction denoted by angle φ. When this angle φ is
changed from 0� to 180�, a virtual scanning beam is formed and a large area of the struc-
ture can be interrogated.

As shown in chapter 6 of Ref. [9], guided Lamb waves can exist in a number of disper-
sive modes. However, through the PWAS-tuning approach discussed in Section 4, it is
possible to confine the excitation to a particular Lamb-wave mode of wavelength λ5 c=Fc,
where Fc is the carrier frequency and c is the wavespeed of the tuned Lamb-wave mode.
The tuning is usually done such that a very low dispersion Lamb-wave mode is selected,
thus allowing us to assume quasi-constant wavespeed c. Hence, the smoothed tone-burst
signal generated by one PWAS is assumed of the form

sTðtÞ5 s0ðtÞcos2πFct; 0, t, tp (124)

where s0ðtÞ is a short-duration smoothing window that is applied to the carrier signal of
frequency Fc between 0 and tp (Figure 29). As in conventional phased-array radar, we
assume a uniform linear array of M PWAS, with each PWAS acting as a pointwise omnidi-
rectional transmitter and receiver. The PWAS in the array are spaced at the distance d,
which is assumed to be much smaller than the distance r to a generic, far-distance point,
P. Since d, , r, the rays joining the sensors with the point P can be assimilated with a
parallel fascicle, of azimuth φ (Figure 27).

6.6.4.2 Practical Implementation of the EUSR Algorithm

The practical implementation of the EUSR signal generation and collection algorithms is
described next. In a round-robin fashion, one active sensor at a time is activated as the
transmitter. The reflected signals are received at all the sensors. The activated sensor acts
in pulse-echo mode, i.e., as both transmitter and receiver; the other sensors act as passive
sensors. Thus, an M3M matrix of elemental signals is generated. The elemental signals
are assembled into synthetic beamforming responses using the synthetic beamformer
algorithm as given by Eqs. (112), (115), (116). The delays, Δj, are selected in such a way
as to steer the interrogation beam at a certain angle, φ0. The synthetic-beam sensor
responses, wiðtÞ, synthesized for a transmitter beam with angle φ0, are assembled by the
receiver beamformer into the total received signal, sRðtÞ, using the same delays Δj as
for the transmitter beamformer. However, to apply this method directly, one needs to
know the target angle φ0. Since, in general applications, the target angle is not known, we
need to use an inverse approach to determine it. Hence, we write the received signal as a
function of the parameter φ0, using the array unit delay for the direction φ0 as
δ0ðφ0Þ 5 ðdcosφ0Þ=c. (To accurately implement the time shifts when the time values fall in
between the fixed values of the sampled time, we have used a spline interpolation
algorithm.)
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A coarse estimate of the target direction is obtained by using an azimuth sweep
technique, in which the beam angle, φ0, is modified until the maximum received energy is
attained, i.e.,

maxERðφ0Þ; ERðφ0Þ5
ðtp1t0

tp

sRðt;φ0Þ
		 		2dt (125)

After a coarse estimate of the target direction is found φ0, the actual round-trip TOF, τTOF,
is calculated using an optimal estimator, e.g., the cross-correlation between the receiver
and the transmitter signals

yðτÞ5
ðtp1t0

tp

sRðtÞsTðt2 τÞdt (126)

Then, the estimated τTOF 5 2R=c is obtained as the value of τ where yðτÞ is maximum.
Hence, the estimated target distance is

Rexp 5 c
τTOF

2
(127)

This algorithm works best for targets in the far field, for which the “parallel-rays” assump-
tion holds. For targets in the near and intermediate fields, a more sophisticated self-
focusing algorithm, that uses triangulation principles, is used. This algorithm is an out-
growth of the passive sensors target-localization methodologies. The self-focusing algo-
rithm modifies the delay times used in each synthetic-beam response, wiðtÞ. The total
response is maximized by finding the focal point of individual responses, i.e., the common
location of the defect that generated the echoes recorded at each sensor.

6.6.5 EUSR System Design and Experimental Validation

The EUSR system consists of three major modules: (a) the PWAS array; (b) the data acqui-
sition (DAQ) module; and (c) the signal-processing module. A proof-of-concept EUSR sys-
tem was built in the Laboratory for Active Materials and Smart Structures (LAMSS) at the
University of South Carolina to evaluate the feasibility and capability of the EUSR system.

6.6.5.1 Experimental Setup

Three specimens were used in the experiments. These specimens were 1220-mm square
panels of 1-mm thick 2024-T3 Al-clad aircraft grade sheet metal stock. One of the speci-
mens (specimen #0) was pristine and was used to obtain baseline data. The other two spe-
cimens were manufactured with simulated cracks. The cracks were placed on a line
midway between the center of the plate and its upper edge (Figure 30). The cracks were
19 mm long, 0.127 mm wide. On specimen #1, the crack was placed broadside with respect
to the phase array, at coordinates 0; 0:305 mð Þ, i.e., at R5 305 mm, φ0 5 90�. On the speci-
men 2, the crack was placed offside with respect to the phased array, at coordinates
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20:305 m; 0:305 mð Þ, which corresponds to R5 409 mm, φ0 5 136:3� with respect to the ref-
erence point of the PWAS array. The PWAS array was constructed from nine 7-mm
square, 0.2-mm thick piezoelectric wafers (American Piezo Ceramic Inc., APC-850) placed
on a straight line in the center of the plate. The sensors were spaced at pitch d5λ=2,
where λ5 c=f is the wavelength of the guided wave propagating in the thin-wall structure.
Since the first optimum excitation frequency for S0 mode was 300kHz, and the correspond-
ing wavespeed was c5 5:440 mm=μs, the wavelength was λ5 18 mm. Hence, the spacing
in the PWAS array was selected as d5 9 mm.

The DAQ module consisted of an HP33120A arbitrary signal generator, a Tektronix
TDS210 digital oscilloscope, and a portable PC with DAQ and GPIB interfaces. The
HP33120A arbitrary signal generator was used to generate a 300-kHz Hanning-windowed
tone-burst excitation with a 10-Hz repetition rate. Under the Hanning-windowed tone-burst
excitation, one element in the PWAS array generated a Lamb-wave packet that spread out
into the entire plate in an omnidirectional pattern (circular wave front). The Tektronix
TDS210 digital oscilloscope, synchronized with the signal generator, collected the response
signals from the PWAS array. One of the oscilloscope channels was connected to the trans-
mitter PWAS, whereas the other was switched among the remaining elements in the PWAS
array by using a digitally controlled switching unit. A LabVIEW computer program was
developed to digitally control the signal switching, to record the data from the digital oscil-
loscope, and to generate the group of raw data files. Photographs of the experimental setup
are presented in Figure 30.

6.6.5.2 Implementation of the EUSR Data-Processing Algorithm

The signal-processing module reads the raw data files and processes them using the EUSR
algorithm. Although the EUSR algorithm is not computationally intensive, the large
amount of data points in each signal made this step time consuming. Hence, we elected
to save the resulting EUSR data on the PC for later retrieval and post-processing.
This approach also enables other programs to access the EUSR data. Based on the EUSR

FIGURE 30 Experimental setup for EUSR experiment showing the plate, active sensors, and instrumentation.

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

228 Piezoelectric Wafer Active Sensors Chap. 6



algorithm, the resulting data file is a collection of signals that represent the structure
response at different angles, defined by the parameter φ. In other words, they represent
the response when the EUSR scanning beam turned at incremental angles φ.

After being processed, the data was transformed from the time domain to the 2D physi-
cal domain. Knowing the Lamb-wavespeed c, and using r5 ct, the EUSR signal was trans-
formed from voltage V versus time t to voltage V versus distance r. The signal detected at
angle φ was plotted on a 2D plane at angle φ. Since angle φ was stepped from 0� to 180�,
at constant increments, the plots covered a half-space. These plots generate a 3D surface,
which is a direct mapping of the structure being interrogated, with the z value of the 3D
surface representing the detected signal at that x; y

� �
location (Figure 31). If we present the

z value on a color scale, then the 3D surface is projected onto the 2D plane, and the color
of each point on the plane represents the intensity of the reflections.

The implementation of these concepts in a graphical user interface (GUI) is presented in
Figure 32. The angle sweep is performed automatically to produce the structure/defect
imaging picture on the right. Manual sweep of the beam angle can be also performed with
the turn knob; the signal reconstructed at the particular beam angle (here, φ0 5 136�) is
shown in the lower picture. In NDE terminology, the 2D image corresponds to a C-scan,
whereas the reconstructed signal would be an A-scan.

The EUSR methodology uses the full matrix of captured signals collected by the PWAS
phased array to recreate a virtual sweeping of the monitored structural area. The associ-
ated image represents the reconstruction of the complete area as if the interrogating beam

(a) (b)

FIGURE 31 EUSR signal reconstruction examples: (a) schematic of the broadside crack; (b) 3D visualization of
EUSR signal reconstruction of the broadside crack.
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was actually sweeping it. When no damage is present, the only echoes are those arriving
from the natural boundaries of the interrogated area; if damage is present, its echo reflec-
tion is imaged on the EUSR screen indicating its location in ðR; θÞ or ðx; yÞ coordinates.
PWAS phased arrays have been used to monitor crack growth during fatigue testing [9].

6.7 PWAS RESONATORS

A PWAS transducer excited by an ultrasonic alternating voltage acts as a resonator, i.e., it
undergoes large-amplitude vibration at certain frequencies which are its natural frequen-
cies of vibration. An extensive treatment of this topic is given in chapter 9 of Ref. [9] to
which the reader is referred to for a detailed analysis; here, we will just recall the main
highlights.

FIGURE 32 Graphical user interface (EUSR-GUI) front panel. The angle sweep is performed automatically to pro-
duce the structure/defect imaging picture on the right. Manual sweep of the beam angle can also be performed with
the turn knob; the signal reconstructed at the particular beam angle (here, φ0 5 136�) is shown in the lower picture.
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6.7.1 Linear PWAS Resonators

Consider a slender piezoelectric wafer of length la, width ba, and thickness ta, with
lacbacta. The wafer undergoes piezoelectric expansion induced by the thickness polariza-
tion electric field, E3 (Figure 33). The electric field is produced by the application of a har-
monic voltage VðtÞ5 V̂ eiωt between the top and bottom surface electrodes. The electric
field is assumed uniform over the piezoelectric wafer.

The analysis performed in section 9.2 of Ref. [9] shows that the admittance and impedance
of a free linear PWAS resonator are given by

Y5 iωC 12 k231 12
1

φcotφ

� �� �
(128)

Z5
1

iωC
12k231 12

1

φcotφ

� �� �21

(129)

6.7.1.1 Resonances and Anti-Resonances of Linear PWAS Resonators

The following conditions are considered:

• Resonance, when Y-N, i.e., Z5 0
• Anti-resonance, when Y5 0 , i.e., Z-N

Electrical resonance is associated with the situation in which a device is drawing very
large currents when excited harmonically with a constant voltage at a given frequency. At
resonance, the admittance becomes very large, whereas the impedance goes to zero. As
the admittance becomes very large, the current drawn under constant-voltage excitation
also becomes very large as I5Y �V. In piezoelectric devices, the mechanical response at
electrical resonance also becomes very large. This happens because the electromechanical
coupling of the piezoelectric material transfers energy from the electrical input into
the mechanical response. For these reasons, the resonance of an electrically driven

Poling direction

ba
la

ta

x3 x2

x1

(a)

Electric field, E3

PZT active sensor

length la; thickness ta; width ba

x3

x1,u1

(b)

ü1

T1 + dT1T1

(c)

FIGURE 33 Schematic of a piezoelectric active sensor and infinitesimal axial element.
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piezoelectric device must be seen as an electromechanical resonance. A piezoelectric
wafer driven at electrical resonance may undergo mechanical deterioration and even
break up.

Electrical anti-resonance is associated with the situation in which a device under
constant-voltage excitation draws almost no current. At anti-resonance, the admittance
goes to zero, whereas the impedance becomes very large. Under constant-voltage
excitation, this condition results in very small current being drawn from the source.
In a piezoelectric device, the mechanical response at electrical anti-resonance is
also very small. A piezoelectric wafer driven at the electrical anti-resonance hardly
moves at all.

The condition for electromechanical resonance is obtained by studying the poles of Y,
i.e., the values of φ that make Y-N. Equation (128) reveals that Y-N as cotφ-0. This
happens when cosφ-0, i.e., when φ is an odd multiple of π/2 as indicated below:

cosφ5 0 - φ5 2n2 1ð Þπ
2

(130)

Hence, for electromechanical resonance, the angle φ can take the following values:

φEM 5
π
2
;
3π
2
;
5π
2
; ::: (131)

These values are the electromechanical eigenvalues. They are marked by superscript EM.
Because φ5 1

2γla, Eq. (131) implies that

γla 5 π; 3π; 5π (132)

Recall the definitions γ5ω=c and ω5 2πf . Hence, the electromechanical resonance fre-
quencies are given by the formula

fEMn 5 2n2 1ð Þ c
2l

(133)

It is remarkable that the electromechanical resonance frequencies do not depend on any of
the electric or piezoelectric properties. They depend entirely on the speed of sound in the
material and on the geometric dimensions.

6.7.1.2 Admittance and Impedance Formulae with Damping

The formulae of Eqs. (128), (129) predict that the admittance and the impedance become
infinitely large at resonance and anti-resonance, respectively. In practice this does not hap-
pen due to internal damping and electrical loss. Hence, Eqs. (128), (129) were modified to
include internal damping and electrical loss effects, i.e.,

Y5 iωC 12 k
2

31 12
1

φcotφ

� �� �
ðadmittance of linear PWAS resonatorÞ (134)

Z5
1

iωC
12k

2

31 12
1

φcotφ

� �� �21

ðimpedance of a linear PWAS resonatorÞ (135)
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where a bar over a variable signifies a complex quantity and

k
2

13 5
d231

sE11ε
T
33

; C5 εT33
bala
ta

; c5

ffiffiffiffiffiffiffiffi
1

ρsE11

s
; φ5

1

2
ωlac (136)

sE11 5 sE11ð12 iηÞ; εT33 5 εT33 12 iδð Þ (137)

The coefficients η and δ represent the mechanical and electrical loss factor; their values vary
with the piezoceramic formulation but are usually small (η; δ, 5%). The use of Eq. (137)
permits us to develop complex-number expressions for admittance and impedance that can
be used when comparing predicted results with actual experimental data.

As the PWAS is excited at various frequencies, its admittance and impedance behave as
shown in Figure 34. Outside resonances and anti-resonances, the admittance and impedance
essentially behave like Y5 iωC and Z5 1=iωC (Figure 34a). For example, the imaginary part
of the admittance follows a straight line pattern outside resonances, whereas the real part is
practically zero. At resonances and anti-resonances, these basic patterns are modified by the
addition of a pattern of behavior specific to resonance and anti-resonance. These patterns
include zigzags of the imaginary part and a sharp peak of the real part. The admittance
shows zigzags of the imaginary part and peaks of the real part around the resonance frequen-
cies (Figure 34a, left). The impedance shows the same behavior around the anti-resonance
frequencies (Figure 34a, right).
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FIGURE 34 Simulated frequency response of admittance and impedance of a piezoelectric active sensor
(la 5 7mm, ba 5 1:68mm, ta 5 0:2mm, APC-850 piezoceramic, η5 δ5 1%): (a) complete plots showing both real
(full line) and imaginary (dashed line) parts; (b) plots of real part only, log scale.
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Figure 34b shows log scale plots of the real parts of admittance and impedance. The log-
scale plots are better for graphically identifying the resonance and anti-resonance frequen-
cies. The peaks of the admittance and impedance real part spectra can be used to measure
the resonance and anti-resonance frequencies. The same information could also be
extracted from the plots of the imaginary part, but this approach would be less practical.
In the imaginary part plots, the resonance and anti-resonance patterns are masked by the
intrinsic Y5 iωC and Z5 1=iωC behaviors. In addition, the imaginary parts may undergo
sign changes at resonances and anti-resonances; this would not allow log-scale plots to be
applied, thus making the readings less precise.

One shortcoming of linear PWAS analysis is that the model assumptions (slender piezo-
electric wafer with lacbacta) are rarely met in practice. Usual PWAS transducers are
either rectangular, square, or circular. The linear PWAS analysis does not approximate too
well the first resonance of a square PWAS. A rectangular PWAS is approximated better
provided the aspect ratio is 4 or higher (see the discussion in section 9.2.5 of Ref. [9]).
For this reason, a 2D analysis needs to be used, as exemplified in the next section that
discusses circular PWAS resonators.

6.7.2 Circular PWAS Resonators

Consider a circular PWAS (Figure 35) of radius a, and thickness t, excited by the thickness
polarization electric field, E3, produced by the application of a harmonic voltage
VðtÞ5 V̂ eiωt between the top and bottom surface electrodes.

The analysis performed in section 9.3 of Ref. [9] shows that the admittance and impedance
of a free circular PWAS resonator are given by

Y5 iωC 12 k2p 12
11 νð ÞJ1ðzÞ

zJ0ðzÞ2 12 νð ÞJ1ðzÞ

� �� �
(138)

Z5
1

iωC
12k2p 12

11νð ÞJ1ðzÞ
zJ0ðzÞ2 12νð ÞJ1ðzÞ

� �� �21

(139)

E3
r, ur

Radius, a; thickness, ta

FIGURE 35 Circular PWAS resonator.
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where J0ðzÞ, J1ðzÞ are Bessel functions, z5 γa, and a is the PWAS radius, whereas

C5 εT33
A

ta
; A5πa2 ðelectrical capacitance of a circular PWASÞ (140)

k2p 5
2

12 νð Þ
d231

sE11ε
T
33

ðplanar electromechanical coupling coefficientÞ (141)

6.7.2.1 Resonances and Anti-Resonances of Circular PWAS Resonators

The following conditions are considered:

• Resonance, when Y-N, i.e., Z5 0
• Anti-resonance, when Y5 0, i.e., Z-N

Electrical resonance is associated with the situation in which a device is drawing very
large currents when excited harmonically with a constant voltage at a given frequency. At
resonance, the admittance becomes very large, whereas the impedance goes to zero. As
the admittance becomes very large, the current drawn under constant-voltage excitation
also becomes very large because I5Y V. In piezoelectric devices, the mechanical response
at electrical resonance also becomes very large. This happens because the electromechani-
cal coupling of the piezoelectric material transfers energy from the electrical input
into the mechanical response. For these reasons, the resonance of an electrically driven
piezoelectric device must be seen as an electromechanical resonance. A piezoelectric
wafer driven at resonance with high amplitudes may undergo mechanical deterioration
and even break up.

Electrical anti-resonance is associated with the situation in which a device under
constant-voltage excitation draws almost no current. At anti-resonance, the admittance
goes to zero, whereas the impedance becomes very large. Under constant-voltage excita-
tion, this condition results in very small current being drawn from the source. In a piezo-
electric device, the mechanical response at electrical anti-resonance is also very small.
A piezoelectric wafer driven at the electrical anti-resonance hardly moves at all. The reso-
nance of an electrically driven piezoelectric device must also be seen as an electromechan-
ical anti-resonance.

The condition for electromechanical resonance is obtained by studying the poles of Y,
i.e., the values of z that make Y-N. The poles of Y are roots of the denominator. These
are obtained by solving the equation

zJ0ðzÞ2 12 νð ÞJ1ðzÞ5 0 ðresonanceÞ (142)

This equation is the same as the equation used to determine the mechanical resonances.
This is not surprising, because, in our analysis of mechanical resonances, we only consid-
ered the axisymmetric modes, which couple well with a uniform electric field excitation.
Hence, the frequencies of electromechanical resonance correspond identically to the
frequencies for axisymmetric mechanical resonance.

The condition for electromechanical anti-resonance is obtained by studying the zeroes
of Y, i.e., the values of z which make Y5 0. Because electromechanical anti-resonances
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correspond to zeroes of the admittance (i.e., poles of the impedance), the current at
anti-resonance is zero, I5 0. Equation (138) indicates that Y5 0 happens when

12 k2p 12
11 νð ÞJ1ðzÞ

zJ0ðzÞ2 12 νð ÞJ1ðzÞ

� �
5 0 (143)

Upon rearrangement, one gets the anti-resonance condition as

zJ0ðzÞ
J1ðzÞ

5
12 ν2 2k2p

12 k2p

� � ðanti-resonanceÞ (144)

This equation is also transcendental and does not accept closed-form solutions. Its solu-
tions are found numerically.

6.7.2.2 Admittance and Impedance Formulae with Damping

The formulae of Eqs. (138), (139) predict that the admittance and the impedance become
infinitely large at resonance and anti-resonance, respectively. In practice, this does not
happen due to internal damping and electrical loss. Hence, Eqs. (138), (139) were modified
to include internal damping and electrical loss effects, i.e.,

YðωÞ5 iωC 12 k
2

p 12
11 νð ÞJ1ðzÞ

zJ0ðzÞ2 12 νð ÞJ1ðzÞ

� �� �
(145)

ZðωÞ5 1

iωC
12k

2

p 12
11νð ÞJ1ðzÞ

zJ0ðzÞ2 12νð ÞJ1ðzÞ

� �� �21

(146)

where

k
2

p 5
2

12 νð Þ
d231

sE11ε
T
33

; C5 εT33
πa2

ta
; cp 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ρsE11 12 ν2ð Þ

s
; z5

ωa
cp

(147)

sE11 5 sE11ð12 iηÞ; ε33 5 εT33 12 iδð Þ (148)

The values of η and δ vary with the piezoceramic formulation but are usually small (η; δ, 5%).

6.7.3 Constrained Linear PWAS Resonators

When affixed to a structure, the PWAS is constrained by the structure and its dynamic
behavior is essentially modified. In this section, we will consider that the structure con-
straining the PWAS is represented by an unspecified dynamic structural stiffness, kstrðωÞ.
Because this dynamic structural stiffness is frequency dependent, the way it interacts with
the PWAS will also be frequency dependent and can significantly alter the PWAS reso-
nances. As it will be shown in Section 8, the structural dynamics can overpower the inher-
ent PWAS dynamics. In this case, the PWAS E/M impedance will closely follow the
dynamics of the structure and the PWAS becomes a sensor of the dynamical modal behav-
ior of the structure. Figure 36 shows a linear PWAS transducer constrained by a structural
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dynamic stiffness kstr. (The two springs with values 2kstr each acting in series produce a
resultant spring ktotal 5 2kstrð Þ211 2kstrð Þ21

 �21
5 kstr.) Define the PWAS stiffness

kPWAS 5
Aa

sE11la
5

bata
sE11la

ðPWAS stiffnessÞ (149)

and the dynamic stiffness ratio

r5
kstrðωÞ
kPWAS

ðdynamic stiffness ratioÞ (150)

The analysis performed in section 9.5.1 of Ref. [9] shows that the admittance and imped-
ance of a constrained linear PWAS resonator are given by

Y5 iω C 12 k
2

31 12
1

φcotφ1 r

0
@

1
A

2
4

3
5

Z5
1

iω C
12k

2

31 12
1

φcotφ1r

0
@

1
A

2
4

3
5
21 (151)

where k
2

13 5 d231=s
E
11ε

T
33 is the complex coupling factor, C5 12 iδð ÞC, and φ5φ

ffiffiffiffiffiffiffiffiffiffiffiffi
12 iη

p
.

The values of η and δ vary with the piezoceramic formulation but are usually small
(η, δ ,5%). The damping in the elastic constraint is similarly accounted for by assuming a

complex stiffness expression, kstr. As a result, the stiffness ratio will also take complex

values, r5 kstr=kPWAS.

6.7.4 Constrained Circular PWAS Resonators

When the circular PWAS is mounted on the structure, its circumference is elastically con-
strained by the dynamic structural stiffness (Figure 37). At the boundary r5 a, we have
the elastic constrain boundary condition TrrðraÞ ta 52kstrðωÞ urðaÞ.

Define the circular PWAS stiffness as

kPWAS 5
ta

a sE11 12 νð Þ ðcircular PWAS stiffnessÞ (152)

x3

x1,u1E3

Length la; thickness ta; width, ba2kstr 2kstr

FIGURE 36 PWAS constrained by structural stiffness kstr.
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Also define the dynamic stiffness ratio for a circular PWAS as

χ ωð Þ5 kstrðωÞ
kPWAS

ðdynamic stiffness ratioÞ (153)

The analysis performed in section 9.5.2 of Ref. [9] shows that the admittance and imped-
ance of a constrained circular PWAS resonator are given by

YðωÞ5 iωC

(
12 k

2

p 12
11 νað ÞJ1ðφÞ

φ J0ðφÞ2 12 νað Þ2 11 νað ÞχðωÞ½ �J1ðφÞ

� �)
(154)

ZðωÞ5Y21ðωÞ5 1

iωC

(
12k

2

p 12
11νað ÞJ1ðφÞ

φ J0ðφÞ2 12νað Þ2 11νað ÞχðωÞ½ �J1ðφÞ

� �)21

(155)

where k
2

p 5
2

12 νað Þ
d231

sE11ε
T
33

, C5 12 iδð ÞC, and φ5ω
ra
ca
.

6.8 HIGH-FREQUENCY VIBRATION SHM WITH PWAS MODAL
SENSORS—THE ELECTROMECHANICAL (E/M) IMPEDANCE

TECHNIQUE

The electromechanical (E/M) impedance technique is a high-frequency vibration method
for damage detection with PWAS transducers. When a structure is excited with sustained
harmonic excitation of a given frequency, the waves traveling in the structure undergo
multiple boundary reflections and settle down in a standing wave pattern know as vibra-
tion. Structural vibration is characterized by resonance frequencies at which the structural
response goes through peak values. The structural response measured over a frequency
range including several resonance frequencies generates a vibration spectrum or fre-
quency response function (FRP). When damage occurring in a structure induces changes

E3 r, ur

kstr

kstr

Z

Structure

PWAS
Radius a; thickness ta

FIGURE 37 Circular PWAS constrained by structural stiffness, kstrðωÞ.
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in its dynamic properties, the vibration spectrum also changes. However, the conventional
vibration analysis methods are not sensitive enough to detect small incipient damage;
they can only measure structural dynamics up to several kHz, which is insufficient for
the small wavelength needed to discover incipient damage. An alternative approach,
which is able to measure structural spectrum into the hundreds of kHz and low MHz
range, is offered by the E/M impedance method as described in chapter 10 of Ref. [9].
The E/M impedance method measures the electrical impedance, ZðωÞ, of a PWAS trans-
ducer using an impedance analyzer. The real part of the impedance ReðZÞ reflects the
mechanical behavior of the PWAS, i.e., its dynamic spectrum and its resonances. When
the PWAS is attached to a structure, the real part of the impedance measured at the
PWAS terminals reflects the dynamics of the structure on which the PWAS is attached,
i.e., the structural dynamic spectrum and its resonances. Thus, a PWAS attached to a
structure can be used as a structural identification sensor that measures directly the struc-
tural response at very high frequencies. Figure 7e illustrates the E/M impedance spec-
trum measured in the MHz range. An extensive treatment of this topic is given in chapter
10 of Ref. [9] to which the reader is referred to for a detailed analysis; here, we will just
recall the main highlights.

6.8.1 Linear PWAS Modal Sensors

To facilitate understanding, we start the analysis with the consideration of simpler
1D problem that is easier to analyze while retaining all the important characteristics of the
E/M impedance method and PWAS modal sensors. This simpler 1D problem permits
closed-form solutions that can be verified against experiments conducted on simple-
geometry specimens (here, metallic beams).

6.8.1.1 E/M Admittance of a PWAS Transducer Attached to a 1D Beam Structure

Consider a PWAS transducer attached to a 1D structure, e.g., a beam, undergoing
axial�flexural vibrations (Figure 38). A detailed analysis of this situation, as given in
section 10.2 of Ref. [9] reveals that the E/M admittance and impedance measured at the
terminals of the structurally attached PWAS have the expression

YðωÞ5 iω C 12 k
2

31 12
1

φðωÞcotφðωÞ1 rðωÞ

� �� �
ðPWAS modal sensor admittanceÞ (156)

ZðωÞ5 1

iω C
12k

2

31 12
1

φðωÞcotφðωÞ1rðωÞ

� �� �21

ðmodal sensor PWAS impedanceÞ (157)

where

C5 εT33
bala
ta

ðcomplex capacitance of the PWASÞ (158)

k
2

13 5
d231

sE11ε
T
33

ðcomplex coupling coefficient in PWAS materialÞ (159)
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φðωÞ5 l

2

ω
cPWAS

ðcomplex phase angle in PWAS materialÞ (160)

cPWAS 5

ffiffiffiffiffiffiffiffiffiffi
1

ρas
E
11

s
; ðcomplex wavespeed in PWASÞ (161)

ε33 5 ε33 12 iδð Þ ðcomplex electric permittivity in the PWAS materialÞ (162)

sE11 5 sE11ð12 iηÞ ðcomplex mechanical compliance in the PWAS materialÞ (163)

The mechanical damping ratio η and the electrical damping ratio δ vary with the formula-
tion of the piezoceramic PWAS material, but are usually small (η; δ, 5%). The frequency-
dependent complex stiffness ratio rðωÞ that appears in Eqs. (156), (157) is given by

rðωÞ5 kstrðωÞ
kPWAS

(164)

where kstrðωÞ is the structural stiffness given by Eq. (166) and kPWAS is the PWAS stiffness
given by

kPWAS 5
bata

las
E
11

; ðcomplex PWAS stiffnessÞ (165)

with ta, ba, la being the PWAS thickness, width, length, respectively.
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FIGURE 38 Interaction between a PWAS modal sensor a beam-like structural substrate: (a) geometry;
(b) interaction forces at the PWAS ends; (c) excitation forces and moments resolved at the neutral axis.
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6.8.1.2 Frequency-Dependent Structural Stiffness of 1D Beam Structure

The frequency-dependent structural stiffness kstrðωÞ of a 1D beam structure is calculated in
section 10.2 of Ref. [9] by performing the dynamic analysis of a uniform undergoing forced
axial�flexural vibration under PWAS excitation. Thus,

kstr ωð Þ5 ρA
XNhigh

u

ju5Nlow
u

Uju xa1lað Þ2Uju xað Þ �2
ω2
ju
12iζ juωjuω2ω2

1
h

2

� �2 XNhigh
w

jw5Nlow
w

W 0
jw
ðxa1laÞ2W 0

jw
ðxaÞ

h i2
ω2
jw
12iζ jwωjwω2ω2

8><
>:

9>=
>;

21

(166)

Equation (166) involves the use of the axial and flexural vibration modeshapes, UjuðxÞ and
WjwðxÞ, where ju and jw are mode indices that span the frequency band of interest. For free-
free beams, the axial and flexural modeshape expressions used in Eq. (166) can be calcu-
lated with the following formulae:

UjuðxÞ5
ffiffiffi
2

l

r
cosγjux; γju 5 ju

π
l
; ωju 5 ju

π
l

ffiffiffi
E

ρ

s
; ju 5Nlow

u :::N
high
u (167)

W 0
jw
ðxÞ5Ajwγjw 2sinγjwx2βjwcosγjwx1

1
2 12βjw

� �
eγjw x 2 1

2 11βjw

� �
e2γjw x

h i
(168)

γjw 5
zjw
l
; ωjw 5 γ2jw

ffiffiffiffiffiffi
EI

ρA

s
; jw 5Nlow

w :::N
high
w (169)

The eigenvalues zjw are obtained as the solution of transcendental characteristic
equation, i.e.,

cosz coshz2 15 0 (170)

The modeshape factors βjw are calculated as

βjw 5
coshγjw l2 cosγjw l
sinhγjw l2 sinγjw l

5
sinhγjw l1 sinγjw l
coshγjw l2 cosγjw l

(171)

6.8.1.3 Detection of Structural Resonances from ReZ(ω) and ReY(ω)
of 1D Structures

Section 10.2.5 of Ref. [9] shows that frequency spectrum of the E/M admittance real
part, ReYðωÞ, and the frequency spectrum of the E/M impedance real part, ReZðωÞ,
resemble with fidelity the spectrum of the mechanical FRF imaginary part, ImFRFðωÞ,
for the location at which the PWAS is attached to the structure. The peaks of ReYðωÞ
spectrum and ReZðωÞ spectrum resemble quite well the resonance peaks present in the
ImFRFðωÞ spectrum. This aspect is illustrated in Figure 39 which shows overlapped
plots of ImFRFðωÞ, ReY, ReZ for a steel beam of l5 100mm, b5 8 mm, h5 2:59 mm with
a 7-mm PWAS placed at xa 5 40mm from left end. The coincidence of the resonance
peaks is quite apparent. The ReYðωÞ and ReZðωÞ spectra reflect the structural dynamics,
i.e., the peaks of the ReYðωÞ and ReZðωÞ spectra coincide with the FRF peaks, which
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are the structural resonances. This observation stands at the foundation of using the
E/M impedance method for high-frequency structural identification and SHM.
Experimental confirmation of the veridicity of this theoretical prediction is given in
section 10.2.6 of Ref. [9].

6.8.2 Circular PWAS Modal Sensors

Circular PWAS modal sensors can be used on 2D structures, such as a plate or the
thin-wall structure of an airplane. In order to develop a closed-form solution that can be
compared with experimental data, section 10.3 of Ref. [9] considered the case of circular
metallic plates instrumented with circular PWAS modal sensors (Figure 40).

6.8.2.1 E/M Admittance of a PWAS Transducer Attached to a 2D Circular-Plate
Structure

The detailed analysis given in section 10.3 of Ref. [9] reveals that the E/M admittance and
impedance measured at the terminals of the structurally attached PWAS have the follow-
ing expressions:

YðωÞ5 iωC

(
12 k

2

p 12
11 νað ÞJ1ðφÞ

φ J0ðφÞ2 12 νað Þ2 11 νað ÞχðωÞ½ �J1ðφÞ

� �)
ðadmittanceÞ (172)
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FIGURE 39 Overlapped plots of ImFRF, ReY, ReZ illustrating coincidence of the resonance peaks for a
1D structure (steel beam l5 100mm, b1 5 8 mm, h5 2:59 mm with 7-mm PWAS placed at xa 5 40mm from left end).
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Inversion of the impedance ZðωÞ yields the admittance YðωÞ5Z21ðωÞ, i.e.,

ZðωÞ5Y
21ðωÞ

5
1

iωC
12k

2

p 12
11νað ÞJ1ðφÞ

φ J0ðφÞ2 12νað Þ2 11νað ÞχðωÞ½ �J1ðφÞ

2
4

3
5

8<
:

9=
;

21 ðimpedanceÞ (173)
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FIGURE 40 PWAS mounted on a circular plate: (a) geometry; (b) cross-section schematics; (c) interaction
forces at the PWAS edge; (d) excitation force and moment resolved at the neutral plane; (e) kinematics of uw
displacement due to flexural slope w0.
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where

C5 εT33
πr2a
ta

ðcomplex capacitance of the PWASÞ (174)

k
2

p 5
2

12 νað Þ
d231

sE11ε
T
33

ðcomplex planar coupling coefficient in PWAS materialÞ (175)

φ5 ra
ω
ca

ðcomplex phase angle in PWAS materialÞ (176)

ca 5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ρas
E
11 12 ν2a
� �

s
; ðcomplex in-plane wavespeed in PWASÞ (177)

ε33 5 ε33 12 iδð Þ ðcomplex electric permittivity in the PWAS materialÞ (178)

sE11 5 sE11ð12 iηÞ ðcomplex mechanical compliance in the PWAS materialÞ (179)

with νa being the Poisson ratio in the PWAS material. The mechanical damping ratio η
and the electrical damping ratio δ vary with the formulation of the piezoceramic PWAS
material, but are usually small (η; δ, 5%). A brief derivation of this formula is given in
section 10.3 of Ref. [9]. The stiffness ratio, χðωÞ, is calculated as

χðωÞ5 kstrðωÞ
kPWAS

(180)

where kstrðωÞ is the frequency-dependent structural stiffness and kPWAS is the complex
PWAS stiffness given by

kPWAS 5
ta

ras
E
11 12 νað Þ ; ðcomplex PWAS stiffnessÞ (181)

with ta being the PWAS thickness.

6.8.2.2 Frequency-Dependent Structural Stiffness of 2D Circular-Plate Structure

The frequency-dependent structural stiffness kstrðωÞ of a 2D circular-plate structure is
calculated in section 10.3 of Ref. [9] by performing the dynamic analysis of a circular plate
undergoing forced axial�flexural vibration under PWAS excitation. Thus,

kstrðωÞ5
ρha2

2ra

XNhigh
u

ju5Nlow
u

U2
ju
ðraÞ

2ω212iζ juωωju1ω2
ju

1
h

2

0
@
1
A

2 XNhigh
w

jw5Nlow
w

W 0
jw
2ðraÞ

2ω212iζ jwωωjw1ω2
jw

2
6666664

3
7777775

21

(182)
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where

UjuðrÞ5Aju J1 γju r
� �

ðaxial modes of circular plateÞ (183)

zju J0ðzjuÞ2 12 νð ÞJ1ðzjuÞ5 0 ðaxial characteristic eq: of circular plateÞ (184)

γju 5 zju=a ðaxial wavenumberÞ (185)

Aju 5 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J21ðzjuÞ2 J0ðzjuÞJ2ðzju Þ

q
ðaxial amplitudesÞ (186)

W 0
jw
ðrÞ5Ajwγjw 2J1ðγjw rÞ1Cjw I1ðγjw rÞ

h i
ðslope of circular-plate flexural modeÞ (187)

zjw J0ðzjw Þ2 ð12 νÞJ1ðzjwÞ
zjw I0ðzjw Þ2 ð12 νÞI1ðzjwÞ

1
J1ðzjw Þ
I1ðzjw Þ

5 0 ðflexural characteristic eq: of circular plateÞ (188)

γjw 5 zjw=a ðflexural wave numberÞ (189)

Cjw 52 J1ðzjwÞ=I1ðzjw Þ ðflexural coefficientsÞ (190)

Ajw 5
affiffiffi
2

p
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiða

0

J0ðzjwr=aÞ1CjI0ðzjwr=aÞ
 �

2rdr

s
ðflexural amplitudesÞ (191)

6.8.2.3 Detection of Structural Resonances from ReZ(ω) and ReY(ω)
of 2D Structures

As already discussed in Section 8.1.3, the frequency spectrum of the E/M admittance real
part, ReYðωÞ, and the frequency spectrum of the E/M impedance real part, ReZðωÞ, resem-
ble with fidelity the spectrum of the mechanical FRF imaginary part ImFRFðωÞ for the loca-
tion at which the PWAS is attached to the structure. The peaks of ReYðωÞ spectrum and
ReZðωÞ spectrum resemble quite well the resonance peaks present in the ImFRFðωÞ spec-
trum. This aspect is illustrated in Figure 41 for a circular PWAS modal placed on 2D struc-
ture; Figure 41 shows overlapped plots of ImFRFðωÞ, ReY, ReZ for circular plate a5 50mm,
t5 0:8mm with 7-mm PWAS (ra 5 7mm, ta 5 0:2mm) placed at its center. The peaks
observed in Figure 41 correspond to the natural frequencies of axial and flexural vibration
of the circular plate fju 5 31:6 kHz and fjw 5 3:05; 6:70; 12:44; 19:49; 28:1; 38:3 kHz, respec-
tively, as verified by the ImFRFðωÞ plot. Note that the PWAS natural frequencies do
not come into play here because the first PWAS resonance is way above the 40 kHz
range (the first PWAS frequency is around 300 kHz). The coincidence of the ReYðωÞ and
ReZðωÞ spectra peaks with the ImFRFðωÞ structural resonance peaks is quite apparent.
Through electromechanical coupling, the ReYðωÞ and ReZðωÞ spectra reflect the structural
dynamics, i.e., the peaks of the ReYðωÞ and ReZðωÞ spectra coincide with the FRF
peaks, which are the structural resonances. This observation stands at the foundation
of using the E/M impedance method for high-frequency structural identification and
SHM. Experimental confirmation of the veridicity of this theoretical prediction is given in
section 10.3.5 of Ref. [9].
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6.8.3 Damage Detection with PWAS Modal Sensors and the E/M
Impedance Technique

The advantage of using PWAS for damage detection resides in their very-high-frequency
capability, which exceeds by orders of magnitudes the frequency capability of conven-
tional modal analysis sensors. Since frequency and wavelength are inversely proportional,
a very high frequency would ensure a very low wavelength which infers the capability of
detecting small local changes in structural properties. Thus, PWAS are able to detect subtle
changes in the high-frequency structural dynamics at local scales. Such local changes in
the high-frequency structural dynamics are associated with the presence of incipient dam-
age, which would not be detected by conventional modal analysis sensors operating at
lower frequencies. Incipient damage in safety-critical hot-spot locations would be easily
detected by the high-frequency PWAS modal sensors. (However, PWAS modal sensors
would not be appropriate for the detection of low-frequency global vibration changes
which, nonetheless, could be detected quite well with more conventional modal analysis
equipment and techniques.)

Section 15.2 of Ref. [9] presents a case study of using the E/M impedance technique
and PWAS modal sensors to detect simulated crack damage of increasing intensity in a set
of circular plates. These experiments were performed on free circular plates because they
have clean and reproducible resonance spectra and the effect of damage on the spectrum
is easy to observe. Thus, a tractable development of the damage identification methods
could be achieved. Experiments were performed on five statistical groups of free circular-
plate specimens with increasing amounts of damage. Each group of five plates represented
a different state of damage. Group 0 represented the pristine condition (Figure 42a).
The specimens were 0.8-mm thick and 100-mm diameter circular aluminum plates. All
plates were instrumented with a 7-mm PWAS placed in the plate center. To assess the
statistical variation within each group, each group contained five nominally identical
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FIGURE 41 Overlapped plots of ImFRF, ReY, ReZ illustrating coincidence of the resonance peaks for a 2D
structure (circular plate a5 50mm, t5 0:8mm with 7-mm PWAS) (ra 5 7mm, ta 5 0:2mm) placed at its center.
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FIGURE 42 Damage detection experiments on circular plates with PWAS and the E/M impedance method:
(a) schematic of damage; (b) E/M impedance spectra; (c) frequencies for each specimen.
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specimens. A 10-mm circumferential through-the-thickness narrow slit was used to simu-
late an in-service crack. As shown in Figure 42a, the simulated crack was incrementally
brought closer to the plate center r5 45; 25; 15; 7 mm, thus creating the five groups of spe-
cimens (Group 0 through Group 4).

Several damage identification methods were tried: (a) the damage index calculated with
damage metric formulae applied to the raw spectrum; (b) a statistical method; (c) neural
networks using spectral features, as detailed in section 15.2 of Ref. [9].
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7.1 INTRODUCTION

Fiber-optic sensors offer several advantages for structural health monitoring (SHM):
(i) immune to electromagnetic interference (EMI); (ii) corrosion resistance; (iii) possibility
of multiplexing several sensors on the same optical fiber; (iv) the promise of direct
embedment into the composite material along the reinforcing fibers, etc. Fiber-optic sen-
sors also have several limitations that have impeded their widespread usage: (i) the need
for considerable optoelectronic equipment to convert the optical changes into actual read-
ings of the physical quantity being monitored (strain, or other material property); (ii)
bandwidth limited by the bandwidth of the optoelectronic equipment that has to perform
complicated processing of the optical signal; etc.

The promise of direct embedment of fiber-optic sensing into composite is very attractive;
however, its full realization needs to be considered with caution: the overall diameter of a typ-
ical telecom optical fiber varies between 120 and 250 μm. When embedded in a composite, the
optical fiber may create a discernible discontinuity (Figure 1); this may become an issue for
composite structural integrity, and studies of this aspect are still under way. Development of
small-diameter optical fibers (e.g., 52 μm) for composite SHM embedment has been reported
[2], but these specialty fibers have a much larger cost than the run-of-the-mill telecom fibers.
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A comprehensive review of fiber-optic sensors for SHM applications is provided in
Refs. [1,3�5]. The fiber-optic sensing mechanisms for SHM applications can be one of
four types [1]: (i) intensity modulation; (ii) phase modulation; (iii) spectral modulation;
(iv) polarization modulation.

7.1.1 Intensity Modulation Fiber-Optic Sensors

Intensity modulation is one of the simplest to measure because it only requires a photode-
tector to measure the light intensity. The intensity of the light wave traveling through an
optical fiber can be modified by microbending of the optical fiber, by a change in coupling
of the fiber with the surrounding medium, or the fracture of the optical fiber. A photode-
tector is used to measure the intensity of the light transmitted through the fiber or
reflected back to the input. One drawback of these simple sensors is that they cannot be
multiplexed into sensor networks.

7.1.2 Polarization Modulation Fiber-Optic Sensors

Polarization modulation fiber-optic sensors rely on various polarization directions existing in
an optical fiber. The cross-section of the optical fiber has a fast axis and a slow axis which are
mutually perpendicular. Two light waves individually polarized about each of these axes will
not usually interfere with each other and their intensity can be separately measured using
polarizing filters. External stimuli such as pressure or twisting of the fiber may induce trans-
fer between the two polarized modes, which may be quantified and used for measurement.

7.1.3 Phase Modulation Fiber-Optic Sensors

Phase modulation fiber-optic sensors rely on the difference in phase (arrival time) due
to changes in the wave path. Mechanical strain or thermal expansion changes the optical
path length through the fiber and hence affects the light wave phase. Interferometric meth-
ods are used to measure the phase shift between the light wave traveling through the
sensor and a reference wave split from the same source. The reference fiber can be

FIGURE 1 Micrographs of an optical fiber embedded in a carbon fiber-reinforced polymer (CFRP) composite
at various inclinations with respect to the composite fibers: (a) 0�; (b) 30� showing resin pockets ahead and after
the optical fiber [1].
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exposed to some of the external effects such as to decouple these effects from those to be
measured by the sensing fibers. For example, if mechanical strain and temperature
changes are both present, the reference fiber can be exposed to temperature only, whereas
the measuring fiber is exposed to both strain and temperature, such that the resulting rela-
tive phase between the two fibers will be due only to the strain effects. Optoelectronic
interferometers that convert the phase shift into some numerical readout are commercially
available [6]. However, phase modulation measurements remain particular to a single fiber
and multiplexing of several sensors on the same fiber is not generally possible.

7.1.4 Spectral Modulation Fiber-Optic Sensors

Spectral modulation fiber-optic sensors use the changes in signal wavelength produced by
mechanical or temperature strain. This type of modulation is achieved through
Fabry�Perot interferometers (FPI) and fiber Bragg gratings (FBG). Such sensors typically
act as filters, transmitting certain wavelengths and radiating or reflecting others. Changes
in mechanical strain, temperature, or other external parameters are converted into a shift
of the characteristic wavelength of such a filter. The decoding of the wavelength-encoded
signal is commonly done by one of three methods: (i) with an optical spectrum analyzer
(OSA); (ii) with a tunable laser (TL) source that scans a band of wavelengths; or (iii) with a
wavelength-tunable filter. Other, more complex methods based on three-way couplers or
fast Fourier transforms have also been developed for high-rate data acquisition (DAQ) and
sensor multiplexing. The cavity-based sensors are manufactured by inserting into a capil-
lary tube the two ends of a cleaved fiber separated by a small distance (Figure 2). The cav-
ity acts as wavelength filter; if strain is applied, the cavity size changes and its center
frequency shifts. This wavelength shift is decoded.

FIGURE 2 Schematic of a cavity-based optical sensor obtained by splicing into a capillary tube the two
parallel-cleaved ends of an optical fiber [7].
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FBG sensors achieve performance similar to that of FP sensors but with a much simpler
and more robust construction: instead of a physical cavity as used in the FP sensors, the
FBG sensors rely on Bragg scattering from a grating of index of refraction discontinuities
imprinted into a given small portion of the fiber. The filtering wavelength of the FBG
sensor is dictated by the spacing in its Bragg grating. FBG sensors have gained consider-
able popularity because they are simple to manufacture with ultraviolet (UV) imprinting
directly onto the fiber; several different FBG sensors imprinted on the same fiber can be
individually addressed and multiplexed.

7.1.5 Scattering Modulation Fiber-Optic Sensors

Scattering modulation fiber-optic sensors rely on the intrinsic scattering properties of the
material used in the construction of the optical fiber. Several backscatter waves are possi-
ble: Rayleigh, Brillouin, Raman, and Stokes. Optical backscatter reflectometry combined
with currently available high-speed computational methods and equipment has enabled
scattering the development of new modulation methods. Recently available scattering
modulation-based equipment permits the continuous monitoring of strain along a simple
telecom fiber without the need for any sensing portions (FP cavities, FBGs, etc.) being
manufactured along the fiber.

7.2 GENERAL PRINCIPLES OF FIBER OPTIC SENSING

An optical fiber consists of a central core surrounded by an annular cladding with
a protective coating; traditional optical fibers were made from high-quality silica;
more recently, optical quality plastic materials have been extensively used in the manu-
facture of optical fibers. A typical overall diameter of an optical fiber varies between
120 and 250 μm, although some development on small-diameter optical fibers has been
reported [2].

7.2.1 Total Internal Reflection

The light guiding properties of optical fibers are linked to the phenomenon of total inter-
nal reflection which is due to the difference between the cladding and core refractive indi-
ces ncladding , nmedium , ncore. Total internal reflection takes place at the interface between the
high-index core and lower-index cladding. Snell’s law applied to these different refractive
indices yields the result that no transmission in the cladding is possible and hence the
light wave reflects back into core. Hence, the light traveling in an optical fiber is confined
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to the core. As a result, light can travel large distances through an optical fiber with very
little loss (Figure 3).

7.2.2 Single-Mode and Multimode Optical Fibers

Light propagates as an electromagnetic wave inside the optical fiber. This wave can propa-
gate either in one mode, i.e., “single-mode fiber” or in multiple simultaneous modes, i.e.,
multimode fiber (Figure 4a). The number of modes that may propagate at a given wave-
length depends on the diameter of the optical fiber core. The overall diameter of an optical
fiber is made up of the diameter of the optical fiber core, the width of annular cladding,
and the protective outer coating (Figure 4b). Optical fibers with a smaller core allow only
a single mode; larger fibers allow multiple modes. When the core diameter is around
10 μm, the optical fiber may carry only the fundamental LP01 mode (Figure 4c, left); hence,
it is called “single-mode fiber”. If the core diameter is larger, say between 50 and 100 μm,
the optical fiber allows more than one mode of the light wave to propagate (e.g., up to the
LP21 mode, as shown in Figure 4c, right); hence, it is called “multimode fiber”. A fiber-
optic sensor can be constructed from either a single-mode or a multimode optical fiber
depending on application. A single-mode optical fiber with a smaller core is much more
sensitive than a multimode optical fiber; this may be a desirable feature in damage detec-
tion based on strain measurements [8]. A multimode fiber changes its properties more
readily in response to microbends and other disturbances, hence it has been preferred in
other damage detection sensors.
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FIGURE 3 Principle of total internal reflection in an optical fiber.
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(a)

 (b)

 (c)

FIGURE 4 Single-mode and multimode optical fibers: (a) comparison between light distribution inside the
optical fiber for modes LP01 (fundamental) and LP21 in a fiber [1]; (b) diagrammatical comparison between
single-mode and multimode fiber cross sections [8]; (c) diagrammatical representation of single-mode and
multimode propagation of light in a fiber [9].
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7.3 INTERFEROMETRIC FIBER-OPTIC SENSORS

An interferometric sensor measures phase changes either in a single-mode optical fiber or
developed between two single optical fibers, which is related to mechanical strain. It has
high sensitivity, which is very useful in evaluating the effects of damage on the perfor-
mance of the host structure [8]. Three types of interferometric sensors are commonly used,
namely Mach�Zehnder, Michelson, and Fabry�Perot (FP).

7.3.1 Mach�Zehnder and Michelson Interferometers

A Mach�Zehnder interferometric sensor (Figure 5a) requires two single optical fibers that
are used for both sensing and reference, respectively. However, the fact that the reference
fiber is not embedded in the host composite makes the use of such a sensor impractical. In
a Michelson interferometric sensor (Figure 5b), the sensing and reference fibers are both
embedded in the host composite in close proximity to each other; their ends are mirrored
to reflect the optical signal; they are of slightly different length, thus creating a sensing
gage length inside the specimen. The sensing of specimen strain is based on the differen-
tial path length of the round-trip travel in the two fibers. Although this type of sensor is
relatively easy to build with high sensitivity, it has three major drawbacks: phase preser-
vation at the fiber�host interface, a greater degree of upsetting the host and being more
vulnerable to noise interference.

7.3.2 Intrinsic Fabry�Perot Sensors

The disadvantages of the Mach�Zehnder and Michelson fiber-optic sensors stem mainly
from the fact that these sensors require two optical fibers. An intrinsic Fabry�Perot inter-
ferometric (IFPI) sensor can be constructed from a single optical fiber and thus does not
encounter such problems. A reflection region is created into the fiber by inserting through
fusion splicing two reflective mirrors into the fiber, or by inserting one mirror into the
fiber and putting the other mirror at the free end of the fiber as illustrated in Figure 5c.
The fiber length contained between the two mirrors forms the sensing region which
expands and compresses with the composite test specimen. The change in path length
experienced by the light traveling through the sensing region is demodulated interfero-
metrically as shown in Figure 5c.

Although IFPI sensors are less perturbative, a potential coupling with transverse strain
may cause difficulty in strain interpretation in addition to the fact that fusion splicing the
internal mirrors could significantly weaken the spliced cross sections of the optical fiber.
Indeed, there are only few reported applications of IFPI sensors.

7.3.3 Extrinsic Fabry�Perot Interferometric Sensors

A more robust optical fiber sensor also based on the Fabry�Perot concept is the extrinsic
Fabry�Perot (EFPI) sensor. Unlike IFPI sensors, an EFPI sensor (Figure 5d) has two optical
fibers housed within a capillary glass tube by either fusion splicing or adhesive bonding [8].
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A typical capillary tube has a length of 3�40 mm and an outer diameter of up to 0.3 mm, frac-
tionally greater than that of the optical fibers. The mirrored ends of two optical fibers must be
perpendicular to the fiber axes. The EFPI sensor mode of operation is based on the multi-
reflection Fabry�Perot interference between the reflecting ends of the two cleaved optical
fibers encapsulated in a capillary tube (Figure 2). One fiber acts as a lead-in/lead-out fiber,
whereas the other fiber acts as a signal reflector. The gap between the two reflecting fiber
ends forms a reflecting cavity and, for this reason, EFPI sensors are also known as cavity
sensors.

FIGURE 5 Schematic of interferometric fiber-optic sensors: (a) Mach�Zehnder; (b) Michelson; (c) intrinsic
Fabry�Perot; (d) extrinsic Fabry�Perot [8].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

257Sec. 7.3 Interferometric Fiber-Optic Sensors



A single-mode optical fiber is used at the input and a multimode fiber is used at the output.
The two fibers are inserted and fixed into a quartz capillary tube. The cavity comprises two
reflectors that are parallel to each other and perpendicular to the axis of the optical fibers.
The cavity length can be determined using a Fabry�Perot interferometer. The cavity length
between the two surfaces of the optical fibers is changed when a strain is applied. A sche-
matic illustration of an EFPI sensor system-based CCD spectrometer is shown in Figure 6a.
The EFPI sensor is connected to the laser source and the CCD spectrometer through a 3-dB
23 2 coupler. One end of the coupler is immersed in an index matching gel to eliminate
reflected light from the end faces. Figure 6c shows the optical spectrum of an EFPI sensor
with a 50 μm cavity length. The absolute cavity length of the EFPI can be measured from
the modulation in the reflection spectrum by counting the number of fringes over a speci-
fied wavelength range. The relationship between the cavity length and the wavelengths is

d5
mλ1λ2

2ðλ2 2λ1Þ
(1)

where the phase difference at wavelengths λ1 and λ2 is 2mπ and m is an integer.

Light source

CCD
spectrometer

Index match gel
EFPI sensor

3 dB coupler

820 840 860 880 900

Wavelength (nm)

0

1000

2000

3000

4000

5000
A

m
pl

it
ud

e 
(a

.u
)

FIGURE 6 EFPI sensor: (a) CCD1-based conditioning system for the EFPI sensor; (b) optical spectrum of an
EFPI sensor with a 50 μm cavity [10].

1CCD, charge-coupled device.
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An EFPI sensor measures strain through a change in the cavity length, which is related to
a phase change between the lead-in/lead-out and the reflection fibers. The two optical
fibers in the sensor can be single mode, multimode, or a combination of them. Sensitivity
of this type of sensor can be improved if metal or dielectric films are deposited at the mir-
rored ends. The major advantages of EFPI sensors are being well sensitive to longitudinal
strain and quite insensitive to transverse strain. The major disadvantages of EFPI sensors
are the stress concentrations around them when embedded. This is due to their relatively
large size. Another disadvantage of EFPI sensors is the difficulty of deploying them in
serial distributed sensor networks.

7.3.4 Transmission EFPI Fiber-Optic Sensors

The EFPI sensors can be based on the processing of either the reflected light or the trans-
mitted light resulting from the sensor; in the latter case, they are abbreviated as TEFPI.
The more recently developed transmission-type EFPI optical fiber sensor has both the
advantages of reflection-type EFPI optical fiber sensors and a simpler and more effective
function to distinguish strain direction than do reflection-type EFPI optical fiber sensors
[11]. Therefore, this TEFPI optical fiber sensor could be easily applied to fatigue tests
whereas the conventional reflection-type EFPI optical fiber sensor has difficulties in fatigue
tests. The TEFPI sensor system needs only a laser diode, a photodiode, and a computer
with an A/D board. The TEFPI sensor system is much faster and can sample data as you
wish within the limit of the A/D board’s sampling rate The disadvantage of the TEFPI
sensor system is that the TEFPI sensor is composed with mechanically moving parts and
is a handmade product [12].
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Photo detector

Epoxy for
reinforcement

Light
propagation

Sensing part

Gauge length, Lgauge

Glass capillary

Epoxy adhesion
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Air gap length, s0
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FIGURE 7 Principle of operation of the TEFPI fiber-optic sensor [12].
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The structure of the TEFPI optical fiber sensor is shown in Figure 7. Conventional
reflection-type EFPI optical fiber sensors have only one single-mode fiber for transmit-
ting incident and reflected light. On the other hand, as shown in Figure 7, the TEFPI
optical fiber sensor consists of two optical fibers (fibers 1 and 2) with an air gap
between them. These two optical fibers are inserted into a glass capillary and used for
transmitting light through the air gap. Fiber 1 is used for the incidence of light from
the light source, and fiber 2 transmits the incident light from fiber 1 and the air gap to
the optical receiver. Most of the incident light of fiber 1 is transmitted to fiber 2
through the air gap (path 1). However, 3.5% of the incident light from fiber 1 is
reflected at the end of fiber 2. Of this light, 3.5% of this reflected light is reflected again
at the end face of fiber 1 and then transmitted to fiber 2 (path 2). The phase difference
of these two light paths causes interference in the optical receiver. Thus, the change
in gauge length caused by the applied physical quantity in the longitudinal direction of
the glass capillary results in the interferometric fringes as the output signal when the
sensors are applied to the measuring objects. Because this TEFPI system differs from
reflection-type EFPI optical fiber sensors, i.e., intensity loss from the spreading of light
in the air gap occurs in both paths, the intensity of the transmitted light in the optical
receiver clearly changes. Therefore, in this TEFPI optical fiber sensor system, the inter-
ferometric fringe counting indicates the measurement of the physical quantity and
the degree of intensity loss from the spreading of light through the air gap reveals the
distinction of the direction of strain. The measured strain can be calculated by the
following equation:

ε5
mλ

4Lgage
(2)

where m is the number of half-periods of interferometric fringes, λ is the wavelength of
the light source, and Lgage is the gage length.

7.3.5 In-line Fiber Etalon Sensors

Because of the physical discontinuity of EFPI sensors, an in-line fiber etalon (ILFE) sensor,
a variant of EFPI, was developed [13] by fusion splicing a short segment of silica hollow-
core fiber onto the short-stripped mirrored ends of the two optical fibers. The lateral
dimension of an ILFE sensor is thus the same as the optic fiber diameter. This could be an
advantage for its embedment in the host composite structures.

7.4 FBG OPTICAL SENSORS

The FBG sensor is an efficient embedded sensor for monitoring composite structures
because it does not require mechanical splicing or coupling and is readily multiplexed.
However, it requires elaborate instrumentation and data processing for achieving the
strain detection, especially at high frequencies.
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7.4.1 FBG Principles

FBG method is based on the action of a narrowband reflector consisting of a pattern of
equally spaced gratings inscribed on the optical fiber at certain locations. The internal
pitch of the grating determines the central wavelength of the light that is being reflected.
One can get reflections of different wavelength from specific locations on the fiber by hav-
ing gratings of different pitch values placed at those different locations. The strain sensing
principle is based on the fact that a stretch of the fiber changes the central wavelength of
the FBG reflector, i.e., generates a shift in the reflected light wavelength.

The periodic perturbations in the Bragg grating sensors essentially act as wavelength-
specific mirrors. Although many wavelengths will be reflected at each perturbation,
most are subsequently drowned out in the process of wave destruction as they undergo
interference with other reflected signals. Only one particular wavelength will undergo con-
structive waveform addition. As a result, a narrowband spectrum is reflected with a central
wavelength known as the Bragg wavelength (Figure 8). This condition is expressed as
λB 5 2ηeffΛ where λB is the Bragg wavelength or the peak reflected wavelength, ηeff is the
effective refractive index of the grating, and Λ is the physical period of the grating.

7.4.1.1 Strain Measuring Principle

The equation that governs the shift of the peak reflected wavelength under strain is

ΔλB 5ΔλBS 1ΔλBT 5λBð12 peÞΔε1λBðαΛ 1αnÞΔT (3)

where pe is the effective strain-optic coefficient, αΛ is the thermal expansion coefficient, αn

is the thermo-optic coefficient, Δε is the strain increment, ΔT is the temperature variation,
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FIGURE 8 FBG optical sensors: (a) FBG principles; (b) details showing the notch in the transmission spectrum
and the peak in the reflection spectrum at the Bragg wavelength λB [6].
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ΔλBS represents the mechanical strain effects, and ΔλBT represents the thermal effects.
If a constant temperature is maintained in the experiments, then Eq. (3) simplifies to

ΔλB 5λBð12 peÞΔε (4)

The effective strain-optic coefficient pe is a function of the Poisson ratio of the fiber ν and
the Pockel’s constants ρij, i.e.,

ρα 5 n2eff=2½ρ12 2 νðρ11 1 ρ12Þ� (5)

The relative wavelength shift is proportional to the strain, i.e.,

ΔλB

λB
5 κΔε (6)

where κ is the FBG strain gauge factor. The theoretical value of κ for pure silica glass has
been calculated to be around 0:78=ε [19].

7.4.1.2 Refined FBG Patterns

The simple uniform FBG pattern produces considerable sidelobes in the reflection of
the optical signal at the selected wavelength. This may be acceptable in simple applica-
tions; in more refined applications and in multiplexing, these sidelobes may impede the
proper functionality of the FBG sensor. In order to reduce the sidelobes presence,
apodizing of the FBG pattern is implemented. The apodizing method consists in
modifying the intensity of each line in the grating such as to achieve a smoothed transi-
tion between the grated part of the fiber and the rest of the fiber. Other possible refine-
ments of the FBG pattern are the chirped-FBG pattern and the π-phase-shifted FBG
pattern [14].

7.4.2 Fabrication of FBG Sensors

Fabrication of the FBG gratings takes advantage of the photosensitivity of the optical fiber;
it is done by the impression of UV light on the optical fiber. Low-reflectivity Bragg grat-
ings can be produced in a Ge-doped single-mode glass fiber during the fiber drawing pro-
cess and prior to coating. A pulsed excimer laser operating at 248nm with 450mJ pulses
was used to photo induce Bragg gratings. The optical setup generates two converging UV
beams that form an interference pattern within the core of the optical fiber (Figure 9a).
This interference pattern has a discrete spacing that produced gratings with a single reflec-
tive wavelength of 1550nm. These gratings can be written into optical fibers at precise
intervals along the length of the fiber ranging from every centimeter to many meters apart,
simply by controlling the time interval between laser pulses. Each grating was 6mm in
length and the reflectivity of individual gratings was measured to be approximately 100
parts per million. Fibers used in this research were coated with a polyimide resin and
cured by a multistage in-line furnace [15].
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The Bragg reflection spectrum can be improved if the Bragg grating is apodized, i.e., by
smoothing in and out the transition between normal fiber and the fiber imprinted with
the Bragg grating. As shown in Figure 9b, apodizing results in suppression of spectrum
sidelobes.
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FIGURE 9 (a) Fabrication of a Bragg grating on an optical fiber using two convergent UV beams that form an
interference pattern on core of the optical fiber [16]; (b) improvement of the Bragg spectrum by apodizing the Bragg
grating: left, uniform distribution with abrupt transition at the ends; right, apodized smooth in and out transition [17].
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7.4.3 Conditioning Equipment for FBG Sensors

Reference [18] describes a number of strategies for determining the Bragg wavelength of
signal reflected from a FBG sensor: scanning fiber filters; unbalanced fiber interferometers
in combination with wavelength division multiplexers; wavelength swept lasers; and CCD
arrays combined with a dispersive element. The latter method using a CCD array with a
dispersive optical element is very promising because it can be implemented without mov-
ing parts. Its practicality has been hampered by the fact that the CCD technology has been
mainly available at visible and near-infrared wavelengths while much of the Bragg grating
technology and research effort has concentrated on the telecommunications wavelengths
at 1300 and 1550 nm [18].

7.4.3.1 Optical Spectrum Analyzer Methods for Conditioning FBG Sensors

A simple FBG demodulation method relies on the use of an optical spectrum analyzer
(e.g., ANDO AQ-6315B) which uses a tunable optical filter to measure the optical intensity
at every wavelength over a scanned interval (Figure 10). Curve-fitting of the measured
data determines a smooth profile and the identification of the wavelength of the Bragg
reflected signal. Such a system has a scanning speed of about 1 Hz and thus is suited for
quasi-static measurements only [19].

7.4.3.2 Scanning FP Filter Methods for Conditioning FBG Sensors

The scanning FP filter method for FBG conditioning does not have the strain amplitude
limitation of the interferometric systems. By scanning an optical FP filter with a fairly
narrow transmission peak across the optical bandwidth of the source, signals from the
FBG sensors are detected whenever the filter matches the wavelength of a particular FBG
sensor (Figure 11a). Scan timing information allows us to find the filter transmission wave-
length at the time of detection and thus determine the grating wavelength and correspond-
ing strain. This method can in principle measure strains that move the Bragg peak across
the full source spectrum, as long as the reflected wavelength bands from two FBG sensors
do not overlap.

FIGURE 10 FBG system for measuring strain on an CFRP specimen [20].
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Reference [16] describes an FBG demodulating system that uses tunable FP filter to
achieve demodulation of up to 64 channels, i.e., 64 FBG per fiber. The system uses four
diodes (ELEDs2) as light sources, six couplers, two FP filters, two photodetectors,
electronic parts, and a laptop computer (Figure 11b). The light emitted by the diodes and
reflected back from the FBG sensor array is put through the tunable filters, which pass
only a very narrowband wavelength. This passband is controlled by applying a rapidly
stepped voltage to a piezoelectric actuator controlling the distance between the parallel
mirrors of the tunable FP filter. The passed light signal is sent through a photodetector
and differentiated. The zero crossings of the differentiated signal correspond to the peak
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FIGURE 11 FBG conditioning with FP filters: (a) scanning FP filter method for conditioning the FBG sensor [18].
(b) FBG demodulation system using adjustable FP optical filter [16].

2ELED, entangled light-emitting diode.
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wavelengths of the reflected light. The correlation between the ramp voltage level and the
shifts in the zero crossings yields the strain for each sensor, since wavelength shifts are
proportional to strain in the grating. The FP filters used in this work had a free spectral
range of about 45 nm, thus allowing 16 individual sensors, spaced by approximately
2.7 nm, to be interrogated per filter scan. This spacing is sufficient to allow strains of about
1300 με for each grating to be monitored. The resolution of the voltage ramp and the free
spectral range of the filters determine the optimal strain resolution (minimum
detectable strain); for the current system, a strain resolution of the order of 12 2με is typi-
cal. For the FP filters used, the ramp voltage can be applied at a maximum of 360 Hz,
resulting in a Nyquist sampling rate of 180 Hz. Time averaging can be implemented in
software for low-frequency applications where a 360 Hz sampling rate is not required;
such averaging can result in improved resolutions to less than 1με [16].

Reference [11] describes optoelectronic FBG instrumentation developed by CEA-LETI3

based on wavelength division multiplexing (WDM). Wavelength measurement is achieved
in time domain with a scanning FP cavity. Specific software developed performs real-time
DAQ, signal processing, results displaying, and storage (Figure 12).
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FIGURE 12 FBG measurements with a CEA-LETI WDM system: (a) typical peak shifts due to strain loading
up to 4500 με in steps of 500 με as measured by the FBG system; (b) loading and unloading strain measurements
in a composite specimen instrumented with FBG sensors [11].

3CEA-Leti, a Grenoble, France-based research institute for electronics and information technologies.
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7.4.3.3 Interferometric Methods for Conditioning FBG Sensors

Interferometer-based FBG conditioning systems exploit the fact that a change in wave-
length at the input to the interferometer will manifest itself as a phase change at the out-
put [18]. Techniques for measuring small phase changes with high accuracy have been
developed for use with interferometric fiber-optic sensors, e.g., the phase-generated carrier
technique. Signals from different Bragg gratings are routed to separate detectors and
demodulators using fiber-optic WDM, which are optical bandpass filters (Figure 13). The
interferometric technique has the advantage that it can be used to retrieve signals at fre-
quencies of many kHz. However, the range of strain that can be detected is determined by
the width of the passbands in the WDMs, typically in the range 62000με for four-channel
WDMs. This can be too little for some applications [18].

Reference [15] describes an FBG conditioning system using a TL source and a reference
cavity consisting of a length of ordinary single-mode optical fiber between two air gap
reflectors (Figure 14). Fiber-optic couplers act as beam splitters, sending laser energy both
to the fiber instrumented with FBG sensors and to the reference cavity Lref . The TL wave-
length can be varied between 1510 nm and 1590 nm. The TL wavelength is varied in time
for a particular “scan” of the sensing fiber. This scanning results in reflected fringes from
the reference cavity that are detected and measured at specific wavelengths. This in turn
triggers the recording of power coming back from the sensing fiber containing the grat-
ings, resulting in a measure of reflected power as a function of wavenumber. The Fourier
transform of this data set yields the reflected power as a function of the distance from a
reference reflector located at the entry point into the sensing fiber. Thus the locations of
the Bragg gratings relative to the reference reflector are accurately known. Reflected power
as a function of distance information allows for the selection of, or “windowing” around,
a particular FBG data set along the length of fiber. This data subset is Fourier transformed

FIGURE 13 Interferometric FBG conditioning system using an unbalanced Mach�Zehnder interferometer for
strain to phase conversion and phase-generated carrier demodulation for phase detection [18].
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back into reflected power as a function of wavelength. The peak reflected power is used to
determine the wavelength of the particular FBG at the time of measurement. Together
with the initially measured wavelength, the current strain of any given grating can be
determined.

Multipoint FBG systems use several fibers with several FBG systems on each fiber
(Figure 15). Space division multiplexing (SDM) is used to individually address each fiber
and wavelength division multiplexing (WDM) is used to individually address the FBG
sensors on each fiber [21]. Signal processing electronics (Figure 15) identify the center of
each FBG peak accurately using a slide and subtract technique: two versions of each pulse
are generated and one is delayed with respect to the other. The delayed pulse is then sub-
tracted from the other to produce a signal with a sharp zero crossing transition. The scan
repetition rate is determined by the maximum desired refresh rate for each sensor and is
fixed. Since the scan rate, Bragg grating width, and tunable filter passband width are all
known, the pulse widths from the detectors are also known. These are constant because
the scan rate of the system is fixed. By selecting the delay relative to the fixed pulse
width, the gradient of the zero crossing transition can be maximized. The resulting signal
has good noise immunity and can easily be converted into a transistor�transistor logic
edge [21].

FIGURE 14 FBG demodulating system using a TL source and an interferometer [15].
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7.4.4 FBG Demodulators for Ultrasonic Frequencies

The interpretation of FBG shifts at ultrasonic frequencies requires different approaches
than at low frequencies or in quasi-static condition. The reason is that the optical spectrum
analyzer (OSA) is a relatively slow device and hence OSA-based FBG conditioning is only
appropriate for quasi-static measurements; the tunable optical filter is somehow faster and
allows vibration measurements up to 180 Hz [16]. For ultrasonic frequencies, new princi-
ples of FBG conditioning must be used (Figure 16).

Reference [23] describes the use of a tunable matched fiber grating optical filter to
demodulate the FBG signal generated by an acoustic emission (AE) event. A piezo trans-
ducer was used to generate ultrasonic vibration. A schematic of the experimental setup is
shown in Figure 17.

Reference [24] describes a method of FBG conditioning that was used to collect ultra-
sonic strain data with 100-MHz sampling rate. The method is based on the overlap of two
filters: (i) the FBG sensor and (ii) a fixed filter with a center wavelength just below the
FBG filter. As shown in Figure 18b, when the FBG sensor is in tension and its center wave-
length moves up, the quantity of light passing through the overlapped filters increases

FIGURE 15 Multi-fiber multipoint FBG system [21].
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(shaded area); when the FBG sensor is in compression and its center wavelength moves
down, the passing light decreases. The variation in light intensity is captured by a photo-
detector and converted into strain. Since the photodetector is a very fast device, the speed
of this process is only limited by the speed of the DAQ card.

FIGURE 16 Various methods of FBG sensor demodulation as function of needed detection frequency and
application type [22].
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FIGURE 17 FBG sensor demodulator for ultrasonic frequencies using a tunable matched fiber grating optical
filter [23].
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7.4.4.1 Dual (Quasi-Static1Ultrasonic) FBG Sensing

Reference [25] describes a dual demodulator FBG sensor system. The dual demodulator is
composed of (a) a demodulator with a tunable Fabry�Perot filter measuring the low-
frequency signal with large magnitude such as strain and (b) another demodulator with a
passive Mach�Zehnder interferometer measuring the high-frequency small-amplitude
wave signal such as generated by impact or acoustic emission at the damage zone
(Figure 19).

7.4.4.2 Fabry�Perot Tunable Filter for Ultrasonic FBG Demodulation

Reference [26] discusses the high-speed FBG interrogator (si920) provided by Micron
Optics Inc. which uses a Fabry�Perot tunable filter (Figure 20). The interrogation
method is based on matching the edge of the FP filter to the edge of the FBG primary
peak. This interrogation method shares the inherent high-speed capability of edge filter
methods; however, the FP transmission profile is devoid of spectral ripples, which
would limit the sensitivity of grating of thin-film linear edge filters. Additionally, the
interrogator has closed loop tracking of static peak wavelength changes such as due to
thermal drifts through the tuning of the FP filter (active arm). The peak wavelength
interrogation was performed at 625 kHz with one FBG sensor and at 295 kHz with three
FBG sensors.
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FIGURE 18 Method for dynamic FBG measurements based on the overlap of two filters [24].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

271Sec. 7.4 FBG Optical Sensors



Broadband
light

source

Optical lines

3dB coupler FBG sensor

Demodulator for
high-frequency

signal

Optical path
difference

Data acquisition

Demodulator for
low-frequency

signal

W D M

Photodetector

FIGURE 19 Dual demodulator FBG sensor system for simultaneous measurement of quasi-static strain and
high-frequency strain wave components of the total strain [25].

Broadband
optical
source

Reference arm
photodetector

Fabry–perot
tunable filterActive arm

photodetector

1 x 4 coupler
Architecture below repeats on parallel paths

Circulator

FP peak profile

FBG signal
Output optical intensity
modulation

FP wavelength offset locking

1 x 2 coupler

Input FBG wavelength
modulation

FIGURE 20 High-speed FBG sensor demodulation system using an adjustable FP filter tuned to the edge of
the FBG primary peak [26].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

272 Fiber-Optic Sensors Chap. 7



7.4.4.3 Tunable Narrow-Linewidth Laser Source for Ultrasonic FBG Demodulation

Reference [27] discusses the principle of measuring small-amplitude ultrasonic strains
with FBG sensors that are interrogated by a tunable narrow-linewidth laser source (e.g., a
specially configured laser diode).
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FIGURE 21 The use of the full width at half-maximum (FWHM) principle for measuring ultrasonic strains
with an FBG sensor and a TL source: (a) the FWHM principle; (b) TL-based equipment for demodulation FBG
sensors to detect ultrasonic waves; (c) ultrasonic guided-wave signals captured with FBG sensors: “transducer”
refers to the position of the transmitter transducer. Note that the FBG sensor is highly directional; the signal of
the FBG sensor aligned with the wave propagation direction (top) being an order of magnitude stronger than the
signal of the FBG sensor perpendicular to the wave propagation direction (bottom) [27].
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If the wavelength of the laser matches a certain part of the grating spectrum, any shift of
the spectrum will as a consequence modulate the reflected optical power (Figure 21a). The
use of a TL source allows the interrogation of several gratings within a single fiber line. In
order to achieve the maximum range in both directions, the laser should be set to the
wavelength corresponding to full width at half-maximum (FWHM). This results in a linear
relation between the shift of the optical spectrum and the reflected power amplitude. With
the laser being fixed at the wavelength λ0 (Figure 21a), the time-varying reflection of the
grating can be given as a function of the time-varying wavelength shift of the main peak
due to the ultrasonic wave. A schematic of the equipment for demodulation the FBG sen-
sor for ultrasonic frequencies is given in Figure 21b. Several FBG sensors are interrogated
simultaneously through the WDM principle.

Experiments were performed on a perplex plate using both FBG and piezo receivers. The
piezo transmitter was excited with a 150-kHz five-cycle tone burst. Good detection of ultra-
sonic waves was observed with both piezo and FBG sensors. Figure 21c shows the ultra-
sonic wave signals recorded with the FBG sensors. In this figure, the term “transducer”
refers to the position of the transmitter transducer relative to the FBG fiber sensor. Note that
the FBG sensor is highly directional, the signal of the FBG sensor aligned with the wave
propagation direction (bottom) being an order of magnitude stronger than the signal of the
FBG sensor perpendicular to the wave propagation direction (top). In contrast, the piezo
sensors are multidirectional and can equally record waves coming from all directions.
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Reference [28] further discusses the method for measuring ultrasonic strain with FBG
sensors using a low noise narrow-linewidth TL diode and a high sensitivity photodetector
(PD) as shown in (Figure 22a). The TL wavelength is set to the center of one of the slopes
of the FBG spectrum; this results in a linear relation between the shift of the optical spec-
trum and the reflected power amplitude. The strain-induced shift of the FBG spectrum
modulates the reflected optical power as detected at the PD receiver. The use of a widely-
tunable laser source allows the interrogation of several FBG sensors placed on the same
optical fiber be sequentially placing the operating points on the respective Bragg spectra.

This interrogation method uses the part of the spectrum where the grating spectrum
can be assumed to be linear; for most gratings this happens at about 20�80% of the grat-
ings’ maximum reflectivity (Figure 22b). The TL wavelength is kept constant during the
measurement of a specific FBG sensor; in order to achieve the maximum strain measure-
ment range, the TL wavelength should be set to the FWHM position (Figure 22c).

Shift in the grating spectrum caused by slow varying temperature or static strain can be
eliminated with high-pass filtering of the final signal because they are well below the fre-
quency range of the ultrasonic signals. However, if such shifts are larger, the operating
point may move in an undesirable range of the FBG pass spectrum; in this case, feedback
control could be used to retune the TL to the FWHM operating point on another FBG
sensor.

A similar approach is reported in Ref. [29] that also uses a TL source that is sequentially
tuned to the FWHM operating point of the Bragg spectrum of the FBG sensor. In addition,
Ref. [29] describes the clustering of the FBG sensors in an array of uniformly distributed
FBG sensors that allows the modal separation of structural plate waves (Figure 23). The
distributed array is termed the acoustic mode assessment photonic (AMAP) sensor. Good
measurements of the ultrasonics waves transmitted from a piezoelectric transmitter were
observed.

7.4.4.4 Chirped-FBG Filter for Ultrasonic FBG Demodulation

Reference [30] describes a compact FBG sensor demodulation system weighing less than
2 kg that was installed on board of a reusable launch vehicle (Figure 24). The system uses
a chirped-FBG wavelength filter to achieve demodulation of the FBG sensor signal. The
transmissibility of the chirped-FBG wavelength filter depends linearly on the wavelength
of the passing light (Figure 24c). The light reflected from the FBG sensor is divided into
two beams: one beam is the reference beam and is directly detected by photodetector #1.
The other beam is transmitted through the wavelength filter and then detected by photo-
detector #2.

The intensity of the light passing through the wavelength filter is modulated in relation
to the 1value of the Bragg wavelength of the FBG sensor. Refer to Figure 24a which shows
two photodetectors named Detector #1 and Detector #2. The output of Detector #2 is
divided by the output of Detector #1 in order to compensate the intensity drift of the
reflected light. Consequently, this output ratio is proportional to the Bragg wavelength
and allows the measurement of strain from the shift of the Bragg wavelength. Because this
FBG sensor demodulation method has no moving parts, its frequency response is very
high and is thus suitable for ultrasonic measurements. The upper frequency is only limited
by the DAQ system used to digitize the output photodetectors.
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7.4.4.5 Array Waveguide Grating Filter for Ultrasonic FBG Demodulation

References [22,31] describe the use of an arrayed waveguide grating (AWG) filter to detect
ultrasonic strain waves. AWG filters consist of an array of many narrowband filters
(Figure 25). The system was developed by the Hitachi Cable Ltd. [22]. When the reflected
light from the FBG enters the AWG filter, the reflection spectrum passes over two adjacent
peaks and the optical power is modulated to P1 and P2 by the filter 1 and filter 2,
respectively.

The modulated optical powers are detected by the photodetectors, and the center wave-
length shift, which is proportional to the strain applied to the FBG sensor, is obtained
from interpolation between the powers P1 and P2. Since this system converts the wave-
length into the optical powers directly without mechanical moving parts, the strain change
can be measured sufficiently fast to detect ultrasonic strain waves.

7.4.4.6 Two-Wave Mixing Photorefractive Crystal for Ultrasonic FBG
Demodulation

Reference [32] mentions a multiplexed approach that allows the monitoring of high-
frequency dynamic strains (f . 100kHz). Two-wave mixing (TWM) photorefractive crystal
(PRC) spectral demodulator is used to simultaneously acquire the ultrasonic waves from
several FBG sensors. The schematic of the experimental setup is shown in Figure 26. The
FBG sensor nominal wavelengths are separated by at least 4 nm with a 0.3-nm spectral
line. A C-band (1530�1570 nm) amplified spontaneous emission source with 100 mW total
CW power is used.

The light reflected from the FBG sensors went through a circulator to an erbium-doped
fiber amplifier to be amplified to 500mW total power. Subsequently, it was split into
“signal” and “pump” beams with a 13 2 coupler, and then spectrally demodulated
through an adaptive InP:Fe PRC interferometer. The angle between the two beams was 6�

at the input plane to the PRC. In the PRC, the signal and pump beams coherently interfere
to form six independent index of refraction gratings through the photorefractive effect.
Each grating corresponds to a particular wavelength, i.e., to a particular FBG sensor. The
photorefractive gratings act as volume holograms. As such, in the direction of the trans-
mitted signal beam, a diffracted pump is produced that has the same quasi-static informa-
tion as the signal beams. These beams interfere after the PRC and produce an intensity
change that is proportional to the phase change between the two beams. The phase change
is linearly proportional to the optical path length difference between the signal and pump
beams before the PRC, and the spectral shift experienced in the FBG sensors. A 6 kV=cm
DC electric field was applied to the PRC to enhance the strength of the holograms and the
two-beam coupling. With the application of the DC field, the static phase difference
between the transmitted signal and diffracted pump beams is maintained at near quadra-
ture. This allows for linear and sensitive conversion of the wavelength shifts of the FBG
sensors into an intensity change. The two-TWM intensity gain for the interferometer was
0:2cm21; this parameter quantifies the efficiency of optical beam diffraction in the PRC.
After the PRC, the transmitted signal and diffracted pump beams were recoupled into an
optical fiber and directed through a set of band-drop filters that split the light into six
beams with different wavelengths corresponding to the respective FBG sensor signals. The
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six beams were delivered to different high-speed photodetectors, and the output of the
detectors was digitized in an oscilloscope and sent to a computer for data processing.
TWM spectral interferometer is self-adaptive and only allows for the demodulation of
wavelength shifts that occur on a time scale that is smaller than the grating formation
time, which is about 1ms for the parameters used in this work. Changes that occur slower
than this result in an adaptive reconfiguration of the photorefractive gratings, and the
diffracted pump beams track the quasi-static changes in the signal beams. Therefore, the
demodulator adaptively compensates for low-frequency drifts caused by large quasi-static
strain and temperature drift and allows only high-frequency signals to pass through.
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FIGURE 26 PRC-based system for FBG sensor demodulation at ultrasonic frequencies [32].
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This makes the TWM spectral demodulator appropriate for monitoring dynamic strains on
the FBG sensors such as those caused by vibration, acoustic emission, and stress waves
due to impact. The low-frequency vibration of an aircraft wing caused by wind gusts
and temperature changes will be automatically filtered by the TWM interferometer and
high-frequency signals caused by fretting or crack propagation will be passed through the
TWM interferometer for further analysis. A minimum separation of 4 nm is sufficient for
WDM with negligible cross-talk [32].

7.4.5 FBG Rosettes

The directionality of the FBG sensors has been advantageously used in Ref. [33] to con-
struct FBG sensor rosettes that can be processed to resolve the principal directions of strain
wave propagation (Figure 27).

The use of FBG rosettes is also hinted in Ref. [32] as illustrated in the corners of the plate
specimen depicted in Figure 26.

7.4.6 Long-Gage FBG Sensors

Reference [34] describes the use of long-gage FBG sensors for distributed sensing.
Long-gage FBG sensors are 10 times longer than ordinary FBG sensors (which are
B10 mm long). The long-gage FBGs can measure strain or temperature at an arbitrary
position within the gage length with a high spatial resolution of submillimeter order
when connected in an optical frequency domain reflectometer (OFDR). A low reflective
index is required for the light to reach the whole grating (Figure 28). The OFDR mea-
surement system consists of a TL source with adjustable wavelength (e.g., ANDO
AQ4321), two photodiode detectors (D1, D2), three broadband reflectors (R1, R2, R3),

Grating 3
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Grating 2

αR1
αR2

l (x,y)

x

y(a) (b)

FIGURE 27 FBG sensor rosette: (a) rosette layout; (b) possible configuration for damage detection and locali-
zation [33].
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three 3-dB couplers (C1, C2, C3), a long-gage FBG, and a PC with an A/D converter
card (e.g., National Instrument PCI 6115). The part including D1, C2, R1, and R2 make
up an in-fiber interferometer for an external clock. The part comprising D2, C3, R3 and
the long-gage FBG is an interferometer for measurement. The interferometer for the
external clock has an optical path length difference of 2nLR where n is the effective
refractive index and LR (15.47 m) is the path difference of the two paths through the
interferometer. LR has to be more than twice as long as Li to satisfy the sampling
theorem.

The laser light signal is separated at C1 and travels to C2 and C3. The light reflected
between R3 and each grating is acquired by D2. The signal at D2 is given by

D25
X
i

Ricosð2nLikÞ (7)

Information about the sensor location is included in the signal at D2 as a frequency com-
ponent. The spectrum at each grating position is derived by Fourier transform analysis.
The external interferometer is required for Fourier transform analysis to allow the D2 sig-
nal to be acquired at a constant wavenumber interval, Δk. The light reflected between R1
and R2 is acquired by D1. The signal at D1 is given by

D15 2½11 cosð2nLRkÞ� (8)

As the laser is tuned, the light intensity observed by D1 varies in a cycle depending on the
wavenumber change, Δk, which is given by

Δk5
π

nLR
(9)

The positive-going zero crossing of the signal at D1 is used to trigger the sampling of the
signal at D2. The sensor signal which was acquired at D2 undergoes Fourier transform
analysis with a sliding window along the wavenumber axis resulting in a spectrogram
with the x- and y-axes indicating the wavelength and the distance, respectively. The
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FIGURE 28 Long-gage FBG sensor and OFDR system for distributed strain sensing [34].
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central wavelength was defined from the center of the FWHM interval of the spectrogram
which was acquired from the sensor signal at D2. Therefore, we could map the tempera-
ture or strain profiles along the gage length of FBGs. The readout resolution in the wave-
number domain is expressed as ðNW 2NOÞΔk where NW is the window width and NO is
the number of overlaps. The following equation applies in the wavelength domain

k2 2 k1 52
2πΔλ
λ1λ2

5 ðNW 2NOÞΔk (10)

Δλ5 ðNW 2NOÞ
λ2 2λ1

2π
λ1

2 2π
λ2

� �Δk (11)

In Ref. [34], NW 5 4000, NO 5 3800, Δk5 0:140m21. The parameters λ1 and λ2 are the wave-
lengths for each window. The wavelength resolution Δλ is approximately Δλ � 0:011nm.
Therefore, the readout strain resolution was approximately 6 5με. The spatial resolution
and the readout strain resolution depend on the window length and wavelength resolu-
tion, respectively.

7.4.7 Temperature Compensation in FBG Sensing

One issue with the use of FBG strain sensors is related to the separation of mechanical
strains from thermal expansion strains. (This issue is common to the electrical wire strain
gage too.) The strain applied to the FBG optical fiber inserted in a specimen may be
mechanical or thermal in nature; hence, additional actions are taken to separate the two
effects, because the basic FBG sensor cannot directly differentiate between mechanical
strain and thermal expansion.

The effect of temperature expansion can be measured independently using a strain-
isolated rosette, when feasible [21]; thus, the temperature effect can be subtracted from the
total strain to obtain the structurally induced strain.

7.4.7.1 Temperature Compensation through Coefficients of Thermal Expansion
Difference between Two Materials

Reference [17] describes a method of FBG temperature compensation based on the
different coefficients of thermal expansion (CTE) of CFRP and glass-fiber-reinforced
polymer (GFRP) composites. A hybrid CFRP/GFRP montage is used; the experimental
setup of this method (Figure 29) works in combination with a thorough theoretical
analysis [17].

7.4.7.2 FBG Temperature Sensor

Reference [35] describes a temperature sensor based on the FBG principles. The physical
principle is based on the fact that temperature changes also contribute to a shift of the
Bragg wavelength as indicated by Eq. (3). The FBG temperature sensor (Figure 30) consists
of a 10-mm-long FBG encapsulated in a capillary steel tube (140/300 μm) to be insulated
from external strain. The FBG is thus in a strain-free condition and only influenced by the
temperature changes.
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7.4.7.3 Hybrid FBG/EFPI Sensors

References [36,37] report a hybrid FBG/EFPI that uses the FBG effect to measure
temperature-induced strains and the extrinsic EFPI cavity to measure the total (temper-
ature1mechanical) strain. Hence, the mechanical strain alone can be determined
by subtracting the temperature strain from the total strain. A 10-mm-long FBG
was encapsulated in a capillary silica tube (140/300 μm) to isolate it from the external
strain (Figure 31). The EFPI cavity was formed between the fiber end face near to
the FBG and a gold-coated fiber end surface inserted into the opposite end of the
capillary tube.

7.5 INTENSITY-MODULATED FIBER-OPTIC SENSORS

Intensity-modulated sensors are perhaps the simplest fiber-optic sensor; it is based on a
modulation of light intensity in a multimode optical fiber; the latter allows propagation of
the light wave with greater intensity. It reflects losses of light intensity when any portion
of the optical fiber is strained.

7.5.1 Typical Intensity-Modulated Fiber-Optic Sensors

Although intensity-modulated fiber-optic sensors are relatively easy to construct and
do not require complex instrumentation and signal processing [3], they are susceptible
to light fluctuations, or light loss associated with microbending of the optical fiber.
They also suffer from the lead�fiber sensitivity and lack a clearly defined sensing region;
hence they cannot determine the location of damage. Sensitizing of the optical fiber by
selective removing of the cladding or microbending has been used to increase the
response of this simple measurement method. The use of a networked grid of intersect-
ing fibers has also been considered in order to provide a low-cost method for damage
location identification [3].

7.5.2 Intensity-Based Optical Fiber Sensors

The intensity-based optical fiber (IBOF) sensor was first reported in 1995 by Ref. [38]; sub-
sequently, it was further developed as described in Ref. [7]. The basic principle of mea-
surement of the IBOF sensor is based on light transmission loss in an optical cavity as
illustrated in Figure 32a,b.

Axial separation in the gap between two cleaved FO facing each other results in a
change in the output light intensity. The change in output light intensity is related to the
gap size. Fabrication of the IBOF sensors is basically the same as for extrinsic FP sensors
(Figure 32b): two cleaved optical fibers were inserted into a capillary tube and then
bonded with epoxy adhesive. An initial gap between the fiber ends ensures operation in
both compression and extension strains. The gage length of the IBOF sensor is defined by
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the distance between the two bonding points. In Ref. [7], a quartz glass capillary tube with
inner and outer diameters of 128 and 280 μm, and graded-index multimode fiber with a
50=125 μm core/cladding diameter and a numerical aperture of 0:201 were used. The light
in the optical fiber can be generated by a tungsten halogen lamp which is launched
through a microscope objective lens. The sensor output can be detected by a photodiode
system, and the change in light intensity (optical loss, Λ) can be evaluated. Tensile experi-
ments performed in Ref. [7] showed a good linear relationship between the optical loss Λ
and the gap in the cavity. Hence, the strain applied to the IBOF sensor can be determined
as function of Λ (Figure 32b).

7.6 DISTRIBUTED OPTICAL FIBER SENSING

The fused silica material used in the optical fiber has intrinsic scattering properties
(Figure 33) that affect the light wave propagating through it. Several backscatter waves are
possible: Rayleigh, Brillouin, Raman, and Stokes (Figure 33).
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FIGURE 32 IBOF sensor: (a) schematic of the IBOF sensing principle; (b) IBOF measurements versus various
prediction methods [7].
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FIGURE 33 Spectrum of intrinsic scattering for fused silica optical fibers [3].
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Brillouin scattering occurs due to interactions with acoustic waves known as phonons; its
frequency shift can be related to applied strain or temperature. The weak Brillouin can be
amplified by stimulating acoustic waves through the use of a second pulsed laser con-
nected to the opposite end of the optical fiber. By scanning the frequency of the pulsed
laser, the relative frequency shifts at which the stimulated Brillouin scattering occurs can
be identified and converted into the applied strain or temperature. To determine the loca-
tion of each Brillouin scattering event, the time of arrival of the scattered light is interro-
gated. In this manner, the strain or temperature distribution along an optical fiber could
be measured. The strain and temperature resolution are around 5με and 0:25�C, respec-
tively; nominal spatial resolution with a single laser source is about 5 m. The use of
advanced signal processing techniques, e.g., Brillouin optical correlation domain analysis
has been shown to improve the spatial resolution significantly [3].

Various methods for distributed fiber-optic sensing using reflectometry principles exist,
as described next.

7.6.1 Optical Time Domain Reflectometry

Optical time domain reflectometry (OTDR) is a method to detect changes in the structural
strain from local reflection induced by an optical fiber sensitive to microbending. A laser
diode launches very short pulses into the fiber. The fiber microbend acts as a reflector.
The reflected light is detected by a photodetector coupled with a fast sampling electronics.
Knowing the fiber properties, one can relate the round-trip travel time to the location of
the reflector on the fiber (Figure 34). The OTDR sensor is suitable for distributed sensing
but also requires relatively expensive instruments and a DAQ system with a high data
sampling rate.

Sample
with fibers

Multimode
optical fiber

Computer

GPIB link

OTDR

FIGURE 34 Schematic diagram
of an OTDR measurement [11].
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7.6.2 Brillouin Optical Time Domain Reflectometry

There are three important types of scattering in optical fibers that can be exploited in dis-
tributed sensing. They are Rayleigh, Raman, and Brillouin scattering. Among them,
Brillouin scattering is a light that is inelastically scattered by interaction with acoustic pho-
nons [39]. Brillouin scattering experiences a frequency shift with respect to the incident
light proportional to the acoustic velocity within a fiber. The amount of the frequency shift
is called Brillouin frequency shift vB and it is given by

vB 5
2nVa

λ
(12)

where n is the fiber core refractive index, Va is the acoustic velocity, and λ is the light
wavelength. The shift is about 11 GHz at a wavelength of 1550 nm. It was reported that
the Brillouin frequency shift in silica fibers varies greatly with strain and temperature [39].
The strain and temperature coefficients of vB change are given

dvB
dε

5 49:3 GHz;
dvB
dT

5 1:00 MHz=�C (13)

This dependence of the Brillouin frequency shift on strain and temperature can be used
for distributed sensing. Brillouin optical time domain reflectometry (BOTDR) measures
local changes in the Brillouin shift along the length of a sensing fiber by using the OTDR
method and spectral analysis. As with conventional OTDR, the spatial resolution, δz, of
BOTDR is determined by

δz5
vW

2
(14)

where v is the light velocity in the fiber and W is the incident width of the pulsed light
[39]. Although this equation shows that the pulse narrowing improves the spatial resolu-
tion, the shorter pulse is detrimental for the frequency resolution of the measurements,
namely, for the accuracy of strain and temperature measurements [39]. The spatial resolu-
tion of BOTDR is generally more than 1 m and the accuracy for strain measurement is
about 6 30με. Reference [40] describes a study of the possible use of the BOTDR method
for strain measurements in civil engineering applications (Figure 35).

Reference [41] discusses the pre-pump pulse Brillouin optical time domain analysis
(PPP-BOTDA) method, which measures the strain along an optical fiber by stimulated
Brillouin scattering. The BOTDA system realizes a special resolution of 100 mm, a sam-
pling interval of 50 mm, and a sensing range of more than 1 km. the PPP-BOTDA sensing
system (Figure 36). It employs a stimulated Brillouin scattering technique and can measure
axial strain at an arbitrary point along the optical fiber. Two laser beams, a pump pulse
light having a unique wave profile, and a continuous wave (CW) probe light, are injected
into both ends of an optical fiber. The interaction of these two laser beams (the pre-pump
and the probe lights) excites acoustic waves, due to their different frequencies. The pulse
part of the pump light is then backscattered by the phonons, and part of its energy is
transferred to the CW. The power gain of the CW, which is called the Brillouin gain spec-
trum (BGS), is measured at the output end of the probe light while the frequency of the
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probe light is scanned as a function of the frequency difference between the two laser
beams. The value of the axial strain can be estimated by measuring the peak frequency of
the BGS, which is called a Brillouin frequency, while its position along the optical fiber is
calculated from the light round-trip time. When the temperature is uniform, the Brillouin
frequency F(z) at a position z is expressed as

FðzÞ5 F0ðTÞ1CsεðzÞ (15)

where F0ðTÞ is the initial Brillouin frequency at temperature T, εðzÞ is the axial strain along
the optical fiber, and Cs is the strain proportionality constant.

FIGURE 35 BOTDR principles [40].
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7.6.3 Continuous Fiber Sensing Using Rayleigh Backscatter

The continuous fiber sensing technique uses inexpensive telecom-grade optical fiber to mea-
sure strain without the need of inserting FBG sensing sections into the fiber [42]. The physical
principle is based on the Rayleigh backscatter principle. An external stimulus (like a strain or
temperature change) causes temporal and spectral shifts in the local Rayleigh backscatter pat-
tern. Optical backscatter reflectometry uses swept wavelength interferometry to measure the
Rayleigh backscatter as a function of length in optical fiber with high spatial resolution. The
changes in the local backscatter pattern produced by strain changes are measured and inter-
preted to give the actual strain values. The reflectometry principle is used to locate these read-
ings at any desired position along an up to 20-m fiber with mm resolution. The strain
measuring range is 610,000 microstrain. A good combination of high-density sensing and
dynamic acquisition can be achieved. The optical fiber can be meandered inside a composite
layup to enable the measurement of strain value at many locations simultaneously at reason-
able rates. Rates of up to 250 Hz can be achieved over a 2-m fiber and a 5-mm equivalent
gage length with a 65 microstrain repeatability. For a 20-m fiber, one can achieve 50-Hz
acquisition rate with a 5-mm gage length and610 microstrain repeatability (Figure 37).
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FIGURE 37 Rayleigh backscatter reflectometry strain measurement in a 30-cm cantilever aluminum beam
using a plain fiber glue top and bottom on the beam surface: (a) static strain recording; (b) vibrational strain
response as the beam oscillates at its natural frequency. The recording was done with Luna’s Optical Distributed
Sensor Interrogator OdiSI-B10 equipment [42].
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7.6.4 Fiber-Optic Temperature Laser Radar

Raman scattering is a light that is inelastically scattered by interaction with optical pho-
nons. It is known that the intensity ratio of the two components of Raman scattering, i.e.,
Stokes light and anti-Stokes light, is a function of temperature [39]. This ratio is given by
Ref. [39] as

Ia
Is

5
ð ~ν01 ~νkÞ4
ð ~ν02 ~νkÞ4

expð2 h ν ~νk=kTÞ (16)

where Ia and Is are intensity of anti-Stokes light and Stokes light, respectively, ~υ0 is the
wavenumber of the incident light, υk is the wavenumber shift of the glass, h is Planck’s
constant, v is the speed of light in the optical fiber, k is Boltzmann’s constant, and T is
absolute temperature. By measuring Raman scattering distribution in an optical fiber
using OTDR method, it is possible to measure the temperature distribution along the
fiber. The fiber-optic temperature radar (FTR) is a Raman-distributed temperature sensor
system of commercial instruments developed by Hitachi Cable, Ltd. The spatial resolution
and the accuracy for temperature measurement by the FTR is about 3 m and 62�C,
respectively [39].

7.7 TRIBOLUMINESCENCE FIBER-OPTIC SENSORS

The term “triboluminescence” is now commonly used to refer to the light emission from
certain materials when they are fractured. It is possible to procure polymeric optical fibers
whose cores have been doped with a highly photoluminescent material. The concept of
performing composite SHM with triboluminescent materials couples with a fiber-optic
waveguide is described in Ref. [43]. Consider embedding a photoluminescent fiber and tri-
boluminescent damage sensors into a composite. The light emitted by an embedded tribo-
luminescent sensor upon fracture can be efficiently absorbed by the photoluminescent
material, with the absorbed energy subsequently re-emitted as light which can match the
waveguide modes of the polymeric fiber. To ensure efficient capture of the optical damage
signal, the wavelength of light emitted by the triboluminescent sensor should be absorbed
effectively by the photoluminescent fiber, i.e., there should be significant spectral overlap
between the triboluminescent emission and the absorption profile of the photoluminescent
material. To our knowledge, all currently available polymeric photoluminescent fibers are
made from thermoplastics with relatively low softening temperatures (B100�C), thus lim-
iting the use of this light-capturing technique to low-temperature curing composites.
Furthermore, currently available photoluminescent fibers possess an outside diameter no
smaller than 250 μm, which may cause unacceptable degradation to the mechanical proper-
ties of the host structure. To extend the use of this light-capturing technique to higher tem-
perature curing composites and those systems requiring thinner diameter fibers, hollow
silica capillaries can be exploited [43]. These are available with outside diameters down to,
at least, 100 μm, with outside diameters up to 150 μm generally being acceptable for most
composite systems. After cure, the hollow silica capillaries can be filled with a
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photoluminescent material with higher refractive index than silica, thus generating photo-
luminescent silica optical fibers. The use of polymeric and silica photoluminescent fibers
in efficiently capturing and guiding the optical damage signal from an embedded tribolu-
minescent sensor to a remote detector was demonstrated in Ref. [43].

7.8 POLARIMETRIC OPTICAL SENSORS

A polarimetric fiber-optic sensor is based on a single mode or an elliptical core two-mode
birefringent polarization-preserving optical fiber. The birefringence is induced either by a
residual strain field across the core or by an asymmetry in the core geometry [8]. The for-
mer is achieved by introducing the “bow tie” element or two side holes in the cladding,
whereas the latter is achieved by adopting an elliptical shape of the fiber core. A linearly
polarized light launched into a birefringent fiber divides into two eigenmodes and travels
along two orthogonal axes at different phase velocities. This difference in velocities defines
a state of polarization (SOP). The SOP variations induced by the external load can then be
related to mechanical strains applied to the fiber. Although the entire fiber can be used for
sensing, the localized sensing region of a polarimetric sensor can also be formed by either
two in-line splices (Figure 38a), or one in-line splice and a reflecting mirrored end
(Figure 38b). The major disadvantages of polarimetric fiber-optic sensors are their high
cost, complexity of the sensing system, low axial strain sensitivity, and three-dimensional
nature in measured strains [8]. However, their high transverse sensitivity could be used
for determining the location of impact; they also offer good potential for being developed
into sensor networks.

FIGURE 38 Schematic of polarimetric optical fiber sensors: (a) in-line splice; (b) single ended [8].
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7.9 SUMMARY AND CONCLUSIONS

This chapter has offered a review of the various fiber-optic sensing methods that have
been developed for SHM of composite structures and materials. This chapter started with
a brief introduction in which the main fiber-optic sensing principles were enumerated: (i)
intensity modulation; (ii) polarization modulation; (iii) phase modulation; (iv) spectral
modulation; (v) scattering modulation. This was followed by a cursory presentation of the
general principles that govern the fiber-optic technology such as total internal reflection
and single-mode versus multimode propagation of the light wave inside the optical fiber.

Subsequently, this chapter has expanded on some of the sensing principles that have gained
increased popularity and/or are more likely to transition to applications. Section 3 presented
the interferometric fiber-optic sensors, whereas Section 4 was devoted to FBG sensors. The lat-
ter have gained extensive usage in various SHM composite applications; hence more discus-
sion space was allocated to the FBG sensor than to other fiber-optic sensor types. The FBG
section started with a presentation of the operational principles of the FBG sensor including
the basic strain measuring concept and effect of refining the FBG patterns. Next, the fabrication
of the FBG sensor was briefly reviewed. Attention was then focused on the conditioning equip-
ment for the FBG sensors including OSAs, scanning FP filters, and interferometric equipment.
The methods for the demodulation of the FBG signal at ultrasonic frequencies, which are of
particular interest for active SHM, were discussed in some details next. Examples of actual
implementation were given. The FBG strain rosettes, the long-gage FBG sensors, and the tem-
perature compensation of the FBG sensors were discussed in the last part of the FBG section.

The next section of this chapter dealt with intensity-modulated fiber-optic sensors,
whereas the following section dealt with distributed optical fiber sensing. The latter topic
has gained extensive attention lately because technological advances have made possible
the use of a simple telecom fiber as a distributed strain sensor. Based on the distinct intrin-
sic scattering spectrum of each fiber, this new development in fiber-optic sensing technol-
ogy allows one to focus the sensing attention at specific locations along the fiber and to
multiplex several such locations with rates of up to 100 Hz.

Final sections of this chapter describe the triboluminiscent fiber-optic sensors and the
polarimetric optical sensors.

A general conclusion about the use of fiber-optic sensors in composite SHM applications
is that, at present, there is no clear preferred technology, although FBG sensors seem to
have been in use more than others in various SHM applications. The fact that so many fiber-
optic methods and approaches have been attempted is an indication that the field has not
yet converged and other concepts may also be developed and tried. The distributed optical
fiber sensing, which has only recently become available at affordable costs, is an example of
such new technological developments that may happen in the not too far future.
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8.1 INTRODUCTION

Structural health monitoring (SHM) relies on sensors that can be permanently placed on
the structure and monitored over time either in a passive or in an active way. These sen-
sors should be affordable, lightweight, and unobtrusive such as to not impose cost and
weight penalty on the structure and to not interfere with the structural strength and air-
worthiness. Some of the sensor types that have been considered for SHM applications are:

• Conventional resistance strain gages
• Fiber-optic sensors, e.g., fiber Bragg gratings (FBG) strain sensors
• Piezoelectric wafer active sensors (PWAS)
• Electrical property sensors: resistance, impedance, dielectric, etc.

These sensors may operate in static and dynamic regimes, depending on the physical
principle that is employed in monitoring the structure.

Other damage measuring methods based on large area measurements (ultrasonic C-
scans, scanning Doppler laser velocimetry, thermography, etc.) have been used in SHM
development for definition and confirmation of damage and/or for understating the pro-
posed SHM approach; however, they do not seem appropriate for permanent installation
onto the monitored structure and will not be discussed under the heading of “SHM
sensors”.

The PWAS transducers and the fiber-optic sensors have already been discussed in pre-
vious chapters. This chapter will discuss the remainder, i.e., the conventional resistance
strain gages and the electrical property sensors.

8.2 CONVENTIONAL RESISTANCE STRAIN GAGES

8.2.1 Resistance Strain Gage Principles

The conventional resistance strain gages have been in operation since mid-1900s and have
achieved wide recognition in the experimental stress analysis community. The strain gage
operation principles are described well in standard references [1�4] and need not be dis-
cussed here in much detail. It is sufficient to say that their physical principle consists in
converting a relative strain change into a relative resistance change that is read with a pre-
cision instrument (e.g., a Wheatstone bridge). The strain-induced resistance change may
be due to purely geometric effects (e.g., foil strain gages) or may be enhanced by the
piezo-resistive effect exhibited by some electronic materials. For a resistance strain gage
(Figure 1a), the following general relation applies [1]:

ΔR

R
5 SgΔε1 STΔT1 StΔt (1)

where Sg is the gage sensitivity to strain (a.k.a. gage factor, Sg � 2), ST is the gage sensitiv-
ity to temperature, and St is the gage sensitivity to time (drift during in-service operation).
Strain gage manufacturers thrive to minimize ST and St by developing special strain gage
materials/alloys. A good-quality strain gage is sensitive mostly to strain ε with very little
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remnant sensitivity to temperature and little time drift. The foil technology has allowed
the development of strain gages of various forms and shapes to serve specific application
requirements (Figure 1b).

Conventional resistance strain gages operate well in both static and dynamic regimes.
The signal bandwidth is limited only by the bandwidth of the electronic conditioning equip-
ment, because the strain gage coverts directly the strain change into a resistance change.

8.2.2 Strain Gage Instrumentation

The common instrument used in resistance strain gage measurements is the Wheatstone
bridge developed in 1843 by Sir Charles Wheatstone for precise measurement of electrical
resistances through comparison with known resistances. The Wheatstone bridge operation
principles lie in balancing the bridge to zero voltage between opposing nodes. The balanc-
ing is done through a calibrated adjustable resistance. The resistance adjustments made to
bring the bridge to zero represent how much the strain gage resistance has changed after a

(a)

(b) 

Tension causes
resistance increase

Gage insensitive
to lateral forces

Compression causes
resistance increase

Resistance measured
between two points

Bonded strain gage

FIGURE 1 Strain gage fundamentals: (a) schematic of strain gage mode of operation; (b) various strain gage
types [2].
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load was applied to the structure on which the strain gage is affixed. This approach is
known as the null method; it is very precise, but elaborate.

An alternative approach is to use the bridge in off-null mode. In this case, the assumption
is made that the voltage measured by the bridge is proportional to the resistance change

(b)

(a)

Strain gage
indicator

Strain gage

Wt. HangerWH

W

St. weights

Cantilever beam strain measurement

Quarter-bridge strain gage circuit

Full-bridge strain gage circuit

V

V

V

R1 R1

Rwire1

Rwire3

Rwire2R3

R2

Strain gage

Strain gage
(unstressed)

Strain gage
(stressed)

Strain gage
(stressed)

Strain gage
(stressed)

Strain gage
(stressed)

Strain gage
(stressed)

R3

FIGURE 2 Strain gage instrumentation: (a) schematic of strain gage operation [5]; (b) various strain gage
bridge configurations: quarter bridge, quarter bridge with compensation, full bridge [6]; (c) computer strain gage
instrumentation [7].
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FIGURE 2 (Continued)
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in the measuring strain gage. This is true only for relative resistance change values, since
for larger values the bridge output becomes nonlinear. Nonetheless, most automated strain
gage bridge technology relies on the off-null approach because it is expeditious and conve-
nient and because the strain gage resistance changes are relatively small for testing within
the elastic range of the structural materials. However, this would not be appropriate for
testing in the plastic range or for testing of polymers with large strain deformations.

The Wheatstone bridge can be energized in direct current (DC) mode or alternating cur-
rent (AC) mode; low frequency AC operation at approximately 1 kHz has been shown to
improve stability while producing similar results to DC operation since the spurious
capacitive and inductive effects are negligible at this relatively low AC frequency.

Figure 2a shows a classroom schematic of strain gage operation [5]. Figure 2b illustrates
the various configuration uses of the strain gage bridge; quarter bridge, quarter bridge
with compensation, and full bridge are illustrated [6]. In the quarter bridge with compen-
sation, one of the strain gages is loaded mechanically, whereas the other strain gage is
only exposed to the temperature effects without being mechanically loaded. Thus, the tem-
perature effects, which act on both gages, are compensated out and only the mechanical
loading effects are left to be measured by the bridge. Figure 2c presents strain gage instru-
mentation interfacing with a computer for automatic data acquisition and multiplexing.
Wireless strain gage instrumentation options are also available [8].

8.2.3 Aerospace Strain Gage Technology

The strain gage technology is well developed and relatively matured; known difficulties
with using strain gage for long-term monitoring under various environmental conditions
are usually related to the adhesion between the gage and the structure and with the
adverse effect of the environment onto electrical wire connections that may result in strain
drift or even signal loss.

The installation of strain gages on metallic aircraft structures requires the adhesion of
the gages on the structural surface and extensive cabling. Figure 3a shows strain gage
installation inside an aircraft wing, whereas Figure 3b shows strain gage installation on
the outside of an aircraft fuselage.

8.2.4 Strain Gage Usage in Aerospace Composites

The use of strain gages in composite structures follows the general principles of use on
metallic structures [11], but special attention has to be paid to the adhesion between the
gage and the composite material and the extraction of stress information from the strain
readings [12,13]. Figure 4 shows two recent examples of strain gage installation on com-
posite structures. Figure 4a presents strain gages installed on the composite crew module
pressure vessel Pathfinder development [14], whereas Figure 4b shows strain gages
installed on a composite propeller [15].

An important feature of using strain gages on composite structures is the capability
of inserting them inside the composite material, e.g., between the composite layers.
However, the problem remains of the electrical wires that need to connect the strain gage
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FIGURE 3 Examples of strain gage installation on metallic aircraft structures: (a) strain gages installed in the
interior of AFTI/F-16 wing at NASA DFRC [9]; (b) strain gages installed on upper fuselage [10].
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to the measuring equipment. To resolve this issue, a special strain gage was developed
[16] that can be inserted between the composite layers and has pins protruding through
the composite to the outside where it can be trimmed and solder connected to the measur-
ing equipment cable (Figure 5).

FIGURE 4 Examples of strain gage installation on composite aircraft structures: (a) strain gages installed on
the composite crew module pressure vessel Pathfinder development [14]; (b) strain gages installed on a composite
propeller [15].

insulation

Measuring grid

Solder tabs with
strain relief

pins (gold-plated)

FIGURE 5 Insertion of strain gages in composite structures: (a) special HBM strain gage for insertion between the
layers of a composite structure; the electrodes penetrate outside the composite and can be connected to the measur-
ing cables after composite cure; (b) example of insertion of the special HBM strain gage between the layup plies [16].
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8.3 ELECTRICAL PROPERTY SENSORS

The electrical SHM of composites relies on the material itself to act as sensor. Carbon
fibers are electrically conductive; the epoxy resin is an insulator. The carbon fiber-
reinforced polymer (CFRP) composite is somehow conductive because the densely packed
carbon fibers may touch each other. As damage (e.g., cracks and delamination) takes place
in the composite, the electric conductivity is expected to change.

The glass fiber-reinforced polymer (GFRP) composite is a nonconductive insulator with
certain dielectric properties. Damage in GFRP composites creates microcracks and even
sizeable delaminations, which may change the dielectric properties of the composite since
the dielectric permittivity of air is smaller than that of GFRP. Ingress of water, which has a
dielectric permittivity higher than GFRP, will change again the overall dielectric properties
of GFRP composites.

These intuitive concepts stand at the foundation of the electrical SHM methods for com-
posite materials. This approach is deemed “self-sensing” because it relies entirely on mea-
suring a material property (i.e., electrical characteristic) and does not require an additional
transduction sensor; the only instrumentation that needs to be installed on the composite
structure consists of the electrodes. In the case of composite transport aircraft, the conduc-
tive screen skins currently used to mitigate lightning strike could potentially also serve as
the measuring electrodes.

Electrical SHM methods range from the simple measurement of the electrical resis-
tance measurements up to more sophisticated methods such as electrical potential
mapping, dielectric measurement, electrochemical impedance, etc. Some of these meth-
ods will be discussed next. The focus will be on the instrumentation needed to achieve
these measurements rather than on the actual results which will be presented in later
chapters.

The methods for CFRP damage detection by electrical resistance monitoring fall into
two large categories: (i) those that achieve monitoring of an average damage state of the
whole structural component by performing overall resistance measurements and (ii) those
that provide damage location capability through more elaborate measurements and data
processing.

8.3.1 Electrical Resistance and Electrical Potential Methods for
Composites SHM

The electrical resistance method involves the measurement of the electrical resistance
between two points on the composite, or between an array of contact points. In the elec-
trical potential method, the array of contacts is not used to measure the resistance, but
to measure the electrical potential at each of them with respect to a reference point or
the ground. The change in electrical resistance or in the electrical potential between a
pristine specimen and a specimen with internal damage is used to infer the damage
presence and its location. The latter is achieved through some mapping and interpola-
tion approach.
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8.3.1.1 Electrodes Fabrication on Composite Materials for Electrical SHM
Measurements

The reliable fabrication of the electrodes used for electrical measurements is essential for
the success of the electrical monitoring approach. Hence, a major step using electrical
methods for composites SHM is establishing a firm and reliable electrical contact with the
composite material at various locations across the composite structure. Simply touching

190 mm

10 mm

0.65–0.7 mm

Copper-foil electrode

Location: l Delamination crack

30 mm90°
0° 1 2 3 4

5 mm

Specimen

Electrode

UD layer

Resin rich region

0° tow

90° tow

 

 

 

(a)

(b)

(c)

(d)

FIGURE 6 Single-sided surface-mounted copper-foil specimens co-cured with CFRP specimens: (a) schematic
of electrodes installation of a CFRP beam [18]; (b) surface-mounted electrodes pattern on a CFRP plate [17];
(c) interface between the electrode and the woven CFRP ply [18]; (d) in situ manufactured silver paint electrodes
on a CFRP specimen [19].
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the composite material with an electrical probe would not do because the heterogeneous
nature of the composite material which is made up of fibers (which may be more or less
conductive) and a polymeric matrix (which is typically a good insulator). Using a point
probe may lead one to get different electrical measurement values depending on whether
the point probe is in contact with the matrix, or the fiber, or an inclusion, void, etc. To get
a firm and reliable electrical contact, one has to cover an area in which the composite
properties are evaluated in an averaged sense. This is achieved by creating finite-area con-
tact electrodes in firm and reliable contact with the composite material.

References [17,18] report the integration of surface-mounted strip electrodes during the
CFRP composite manufacturing process. Thin copper-foil strips were mounted on one side
of CFRP specimens during the prepreg lamination and co-cured together with them
(Figure 6a,b). However, as shown in Ref. [18], when a woven ply is used as the surface
layer in a laminate of unidirectional plies, it may be expected that the surface woven ply
may not have a good electrical contact to the electrodes due to resin-rich regions between
the fibers (Figure 6c).

Reference [20] reports details about the fabrication of electrodes on an existing CFRP
plate: each electrode site was first abraded with emery paper in order to reveal the sur-
face fibers. A thin copper wire was then placed accurately on the electrode site and held
in place with conducting silver paint and carbon cement. Reference [19] reports the in situ
fabrication of electrical resistance measurement electrodes through the application of
silver paint over specified areas on both sides of a CFRP specimen. Figure 6d shows the
silver paint electrodes and the use of electrically conductive epoxy to connect to the
respective wires in the instrumentation cable. The conductive epoxy was applied on top
of soldered wire ends.

8.3.1.2 Measurement of the Electrical Resistance

Electrical resistance is usually measured with a multimeter, whereas the relative electri-
cal resistance change ΔR=R may be measured directly with an electrical bridge
(Figure 7a) similar to that used for reading the electrical resistance strain gages. DC
or AC excitation may be used. The former avoids the possible effect of parasitic capaci-
tances and inductances; the latter avoids inaccuracy due to polarization and may
mitigate the nonlinear resistance effects thus being sometimes preferred in practical
applications.

To increase accuracy, the four-point sensing method (a.k.a. 4-terminal, 4-wire, 4-probe,
etc.) may be used (Figure 7b); this method may be more accurate because it uses a separate
current-carrying path (1-4) and a voltage-sensing path (2-3) such that the contribution
of the wiring and contact resistances may be eliminated.

8.3.1.3 Electrical Resistance and Electrical Potential Methods

8.3.1.3.1 Electrical Resistance Method

The electrical resistance method involves the measurement of the electrical resistance
between two points on the composite. In order to find the damage location, some sort of
surface interpolation method is applied to the electrical resistance values measured at
these locations. Reference [22] describes a conductivity mapping approach that employs
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an array of contacts across the surface of the CFRP composite. Measurements could be
taken between a contact and each of its neighbors in the array, to give conductivity values
for each of these directions. By plotting the conductivity values over the specimen area
and looking for anomalies in the conductivity surface, one could identify possible damage
zones.

Figure 8 shows various electrode patterns to be used with the electrical resistance and
electrical potential methods. For 1D specimens, the contacts are placed along the specimen
(Figure 8a) [23]. For 2D specimens, the contacts can be distributed as arrays over the sur-
face of the specimen, either in a rectangular grid covering the whole area (Figure 8b,c) or
as a “circular” array confined closer to the boundary such as not to be damaged by the
more severe impacts (Figure 8d,e).

8.3.1.3.2 Electrical Potential Method

The electrical potential method uses the array of contact not to measure the resistance, but
to measure the electrical potential at each of them with respect to a reference point or the
ground. The method is known as electrical potential mapping. Since the potential depends
on the direction of electric current flow, the electrical potential would be done for all possi-
ble current flow configurations (electrical tomography).

8.3.1.4 Wireless Sensing for Remote Electrical Resistance Monitoring of Aerospace
Composites

The electrical resistance method for monitoring composite materials can also be done wire-
lessly since it is similar in instrumentation to the electrical resistance strain gage method.
Low-sampling-rate wireless strain and temperature sensors have become relatively wide

A
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Strain amplifier
(Output)

120 Ω 120 Ω

5 Ω0.65-0.7 Ω

2V

(a) (b)

FIGURE 7 Electrical resistance measurement methods: (a) strain gage bridge circuit for measuring directly
the relative change of electrical resistance [18]; (b) four-point measurement of resistance between voltage sense
connections 2 and 3. Current is supplied via connections 1 and 4 [21].
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spread. Reference [25] describes the wireless detection of strain changes due to internal
delaminations in CFRP composites using the electrical resistance change method and a
wireless bridge that encodes the resistance change as a frequency shift (Figure 9).

This system was further refined in Ref. [26] to permit the measurement of the much
smaller operational load strains (Figure 10).
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FIGURE 8 Possible distribution patterns for the electrical contacts on a composite specimen: (a) 1D specimen
with contacts along it [23]; (b) 2D specimen with a grid array covering the whole specimen [23]; (c) matrix array
electrodes [24]; (d) circular array electrodes [24]; (e) “circular” array confined to the specimen periphery to avoid
damage by the testing impacts [23].
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Reference [26] also extended the work of Ref. [25] from a single sensor to an assembly of
time-synchronized wireless sensors such that multiple regions on the composite structure
can be simultaneously monitored remotely (Figure 10b). The wireless sensors were
installed on CFRP specimens and loaded in a mechanical testing system. Normal loading
and unloading of the specimen produces reversible strain and reversible change in the
electrical resistance, which is encoded as frequency shifts in the wireless transmission.

FIGURE 9 Wireless monitoring of impact delamination in CFRP composites: (a) wireless circuit that encodes
the resistance change as a frequency shift; (b) schematic of the complete system architecture [25].
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8.3.1.5 Special-Built Composites for Resistance-Based Self-sensing Electric SHM

Reference [27] proposes a self-sensing resistance-based damage detection and location sys-
tem involving the insertion of well-aligned conductors and glass fiber layers inside a
CFRP composite laminate.

8.3.2 Frequency Domain Methods for Electrical SHM of
Aerospace Composites

The electrical resistance and electrical potential methods are basically electrostatic meth-
ods. Even if AC excitation is used to improve the experimental procedure, that AC is of
constant frequency (say 1kHz) and the measured parameter is still the resistance or

FIGURE 10 Time-synchronized wireless strain and damage monitoring of CFRP composites: (a) wireless cir-
cuit that encodes the resistance change as a frequency shift; (b) schematic of the complete system architecture per-
mitting simultaneous monitoring of several locations on the composite structures [26].
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voltage without any attention being paid to the phase information. However, more infor-
mation about the composite damage may be extracted if the information contained in both
the amplitude and phase is used. This can be achieved by using the electrochemical
impedance spectroscopy (ECIS) method which determines the ratio in complex between
the applied voltage and the resulting current in the form of the complex impedance
ZðωÞ5R1 iXðωÞ, where the real part of ZðωÞ is the resistance R whereas the imaginary
part of ZðωÞ is the reactance XðωÞ, which has inductive or capacitive components, i.e.,
XðωÞ5 iωL1 1

iωC. In an ideal circuit, the inductance L and capacitance C are assumed con-
stant; however, when evaluating material state changes with ECIS method, we need to let
the effective resistance, inductance, and capacitance vary with frequency, i.e., RðωÞ and
XðωÞ5 iωLðωÞ1 1

iωCðωÞ. In ECIS modeling of practical situation, equivalent circuit represen-
tations are more elaborate that this simplified three-parameter model may also be used.

8.3.2.1 Electrochemical Impedance Spectroscopy for Composites SHM

Reference [28] studied the use of electrochemical impedance spectroscopy (ECIS) for dam-
age detection in composite materials. In Ref. [28], the ECIS testing was done inside an
environmental chamber using a Gamry potentiostat controlled by a PC (Figure 11a). The
Gamry potentiostat, which has a built-in signal generator and a frequency analyzer, acts
like an impedance analyzer and produces the ECIS plots with the use of the PC software.

FIGURE 11 (a) Experimental setup for ECIS monitoring of fatigue damage in a GFRP composites [28];
(b) Gamry potentiostat.
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8.3.2.2 Electromagnetic SHM of Composites

A hybrid electromagnetic method is also possible for CFRP composites in which a modu-
lated high-frequency electric excitation is applied and the magnetic response of the mate-
rial is recorded. Reference [29] describes such a hybrid method applied to a CFRP
composite plate and compared in efficacy with the acousto-ultrasonic method. The instru-
mented CFRP specimen is depicted in Figure 12.

The specimen was a 16-ply cross-ply CFRP plate. An acousto-ultrasonic SMART Layert
was embedded in the midplane, and a hybrid electromagnetic layer HELPr with a
20mm3 20 mm mesh was applied to one side. A 700kHz high-frequency electric excitation
with full 1 kHz modulation with was applied.
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9.1 INTRODUCTION

Low-velocity impact of composite structures that produces barely visible impact damage
(BVID) is one of the most researched areas of aerospace composites structural health moni-
toring (SHM) due to drastic effect that the presence of BVID could have on composite air-
craft performance and safety. Various methods have been proposed and tried for
capturing the impact event and monitoring the evolution of resulting BVID state inside
the structure.
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Both impacts and acoustic emission (AE) generate ultrasonic waves; hence, they benefit
from commonality of sensors installation. However, the frequency bands in which the two
events take place are different; the impacts are more strongly felt as relatively lower-
frequency flexural waves (e.g., tens of kHz), whereas the AE events happen in a higher
band (e.g., 1502300kHz). Reference [1] describes a proposed built-in damage diagnosis
system for composite structures aimed at detecting damaging events, and monitoring the
in-service structural integrity of the composites. The proposed system consisted of two
major diagnostic processes: passive sensing diagnosis (PSD) and active sensing diagnosis
(ASD). The PSD process utilizes the measurements done by the sensors to identify
damage-inducing event [1]. The ASD process uses diagnostic signals sent by the actuators
and received by the sensors to diagnose the change in structural integrity [2�5].

9.2 IMPACT MONITORING—PSD

Monitoring of damage-inducing impacts on a composite structure and determination of
their location and amplitude has received considerable attention. Named “passive sensing
diagnosis” (PSD) in Ref. [1], this process utilizes the measurements done by the sensors to
identify damage-inducing event.

9.2.1 PSD for Impact Location and Force Identification

The PSD process was further developed in Refs. [6,7]: the impact force and location was
determined from the processing of the sensor signals; a maximum likelihood estimator
was used to solve the inverse nonlinear problem. Further improvements of the signal pro-
cessing method and impact identification algorithm were reported in Refs. [8,9]. Figure 1
shows the PSD system schematic impact load history estimated from sensor signals using
the PSD approach. Further developments of the PSD approach are described in Refs.
[10�12]. Impact detection (ID) with piezoelectric wafer active sensors (PWAS) in compos-
ite materials was successfully demonstrated in Refs. [3,13], and others. The application of
the PSD approach to an actual composite wing was described in Ref. [14].

Basically, the PSD method consists of using a sparse array of sensors (strain gages,
piezo wafers, FBG sensors, etc.) that capture the guided waves generated by the impact.
The use of fiber-optic FBG sensors is attractive because a single optical fiber can carry sev-
eral FBG sensors which can be independently interrogated; hence, the installation cabling
issues are greatly simplified if FBG sensors are used instead of the more conventional
transducers. In addition, fiber-optic sensors are immune to electromagnetic interference,
which can confer advantage in certain applications. The captured signals must be pro-
cessed to determine the impact location using a triangulation algorithm. For illustration,
we present a simple example as follows.
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9.2.2 Triangulation Example

Consider a network of PWAS transducers used to detect low-velocity foreign-object impact
on a 1-mm aluminum plate. In our experiments, we used a 914-mm3 504-mm aluminum
plate instrumented with a network of 11 PWAS transducers as shown in Figure 2a. A
small steel ball (0.160 g) was dropped from a height of 50 mm. Signals were collected at
PWAS #1, 5, 7, 9 (Figure 2a). The signals recorded at these PWAS #1, 5, 7, 9 are shown in
Figure 2b. The high sensitivity of the PWAS transducers was very convenient for these
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FIGURE 1 PSD approach [1] for impact identification in a composite plate: (a) schematic [8]; (b) load history
estimated from sensor signals [6].
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experiments because signals of up to 61.5 V were directly recorded on a digital oscillo-
scope without the need for any signal conditioning/preamplifiers. The corresponding
signal time-of-flight (TOF) values relative to the oscilloscope trigger can be estimated as
t1 5 126 µs, t5 5 160 µs, t7 5227 µs, t9 5 185 µs (Table 1). Note the existence of a negative
time t7 5227 µs; this phenomenon, which is due to oscilloscope trigger settings, indicates
that the time origin cannot be specified from the recorded data and hence a time shift t0
due to trigger delay must be considered in the calculations.
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FIGURE 2 ID experiments: (a) location of impact and PWAS transducers #1, 5, 7, 9; (b) captured ID signals
with arbitrary time origin due to oscilloscope trigger. The ID event was a 0.16-g steel ball dropped from a 50-mm
height; the locations of the PWAS transducers and of the event are given in Table 1 (sensor #7 is closest to the
impact) [15], page 698.
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The distance and TOF data given in Table 1 can be used to calculate the impact position
using a version of the triangulation algorithm as follows: assume the unknown impact
position is ðx; yÞ and write a set of simultaneous nonlinear equations represents the relation
between travel distance, group velocity, and TOF.

xi2xð Þ2 1 yi2y
� �2

5 c ti1t0ð Þ½ �2; i5 1; . . .; 4 (1)

These equations represent a set of four nonlinear equations with four unknowns (x, y, t0, c)
which can be solved using error minimization routines. The unknowns are the impact loca-
tion ðx; yÞ, the wavespeed, c, and the trigger delay, t0. In our studies, we tried two solution
methods: (i) global error minimization and (ii) individual error minimization. It was found
that individual error minimization gave marginally better results, whereas the global error
minimization was more robust with respect to initial guess values. The impact location
determined by these calculations was ximpact 5 402:5 mm, yimpact 5 189:6 mm. These values
are within 0.6% and 5.2%, respectively, of the actual impact location (400 mm and 200 mm).
The radial position of the actual ID event was 447.2 mm, whereas that of the reconstructed
ID event was rimpact 5 444:9, i.e., a 0.5% error. The trigger delay adjustment was found
t0 5 76:4 µs. The wavespeed was found c5 1:560 mm=µs, which corresponds to the tuning
of the 7-mm PWAS into the quasi-flexural A0 mode at approximately 60 kHz.
A discussion of this method should address two important issues:

1. The correct estimation of the arrival time
2. The dispersive nature of the Lamb waves.

Parametric studies have revealed that the impact localization error is very susceptible to
the arrival time estimates, ti. This is mainly due to the difficulty of estimating the wave
arrival times especially when a slow rise transition is present (cf PWAS 5 and #9 in
Figure 2b). This aspect is due to the dispersive nature of the quasi-flexural A0 Lamb waves
excited by the impact event. Because the impact is a rather broadband event (i.e., it excites
a range of frequencies rather than a single frequency), the wave packet generated by the

TABLE 1 Location of PWAS transducers by position ðx; yÞ and radial distance, r, from the AE and
ID events

Location

Coordinates
(mm) TOF for ID (µs )

Event Location
Radius (mm)

Resulting Travel
Distance (mm)

x y Captured Adjusted r Error

PWAS #1 100 100 126 202.4 316

PWAS #5 100 400 160 236.4 361

PWAS #7 450 250 227 49.4 71

PWAS #9 800 100 185 261.4 412

Actual ID event 400 200 � � 447.2 �
Reconstructed ID event 402.5 189.6 � � 444.9 2 0.5%

Note that the TOF was adjusted by 76.4 µs to account for oscilloscope trigger.
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impact contains several frequency components, which travel at different wavespeeds.
Hence, the wave packet generated by the impact disperses rather quickly (compare #7
with, say, #9). For example, the signal from PWAS #7 (which is close to the event) seems
to form a compact packet, whereas the signals from PWAS #5 and #9 (which are farther
from the impact) are much more dispersed.

To alleviate these difficulties, it seems intuitive that a different TOF criterion, e.g., the
energy-peak arrival time, could be used. The application of energy-peak criterion would
be quite easy on the compact wave packet signals such as PWAS #7. However, it would
not be at all easy to apply this criterion on the dispersed signals such as PWAS #5 and #9.
More research needs to be conducted to address the dispersion issues. Nonetheless, these
experiments have proven that PWAS can act as passive transducers for detecting elastic
wave signals generated by low-velocity impacts. It was also shown how data-processing
algorithms could determine the impact location with reasonable accuracy.

The simple example discussed above has illustrated how triangulation method might
work but has also highlighted the difficulties associated with the dispersive nature of the
guided waves generated by the impact event into thin-wall structures. This aspect is even
more difficult in composite structures which, due to their intrinsic anisotropy, have differ-
ent wavespeeds and wave propagation characteristics in various directions. This makes
the TOF determination through signal processing even more challenging when dealing
with composite structures with complicated structural features.
The captured signals can also be processed to determine the impact amplitude. Two
algorithmic classes have been explored for impact identification: (i) model based; (ii) data
driven. The direct use of directional sensors has also been successfully used recently.

9.2.3 Model-Based Impact Monitoring

The PSD concept [1] uses a model-based approach, i.e., the experimental results are com-
pared with model predictions and model parameter adjustments are performed through
an optimization scheme until reasonable agreement is obtained. The model-based
approach relies on a structural model that can simulate the signals to be received by the
sensors for a given impact of assumed amplitude time history FðtÞ and location ðx; yÞ.

9.2.3.1 Structural Model Approach to Impact Identification

The structural model varies from simple composite plate flexure models [7] in which the
effective stiffness and mass parameters were obtained through composite lamination theory
(CLT) [8,10], through more-complicated models of stiffened plate [16], and finite element
method (FEM) meshing of complicated composite structures [12]. The space dependence of
the partial-differential equations was collapsed using either the space-domain Fourier
transform [8] or projection on a set of shape functions [10]. The resulting time-domain
differential equations were expanded into the state-space format and then discretized in
time congruent with the experimental time series obtained through data acquisition.

9.2.3.2 System ID Approach to Impact Identification

An alternative approach is to perform a system ID process on the actual physical structure
instead of modeling it. Reference [17] performed the system ID with the ARX technique
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(auto-regressive with exogenous inputs) and constructed a numerical model of the physi-
cal system based on a finite set of experiments. In the training stage, a set of experiments
were conducted on the specimen; each experiment consisted in applying a known impact
to a known location on the structure and recording the time series corresponding to the
impact force and the signals received at the sensors (Figure 3).

The recorded time series data was used in ARX algorithm to determine the model para-
meters and implicitly the structural transfer functions between the impact location and the
sensors. The simulated and the measured signal time series are compared and the model
parameters are adjusted (impact location, amplitude, and time history). References [8,10]
report the use of a two-stage optimization/fitting process to achieve this objective. In the
validation stage, the ARX was used to synthesize sensor signals and compared them with
the original experimental data; good agreement was observed [17]. Finally, the validated
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FIGURE 3 Impact identification on stiffened composite panel using a system ID approach: (a) specimen
description and sensor locations; (b) impact locations; (c) impact localization spread; (d) force reconstruction;
(e) realistic specimen [17].
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ARX model was used to detect impact at locations and time history different from those
used in the training stage. The detection accuracy in terms of location and force time
history was evaluated.

9.2.3.3 Hybrid System ID—Structural Model Approach to Impact Identification

More recent developments [12] have used an FEM simulation instead of actual hardware
to construct the system ID model; again, the force of known time history was applied at
given locations on the FEM structure and the response of the sensors was simulated. The
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simulated sensors response was used as input to the system ID algorithm. A two-step opti-
mization using genetic algorithms (GA) was applied to fit the system ID model to the
FEM-generated signals. This approach permitted the exploration of a wide parameter
space in simulation in order to find the most appropriate sensor network configuration
that would give acceptable probability of detection (POD) of the impact event with
manageable sensor installation costs.

9.2.4 Data-Driven Impact Monitoring

The impact and damage identification methods described in previous sections used a
structural model to interpret the sensor data. However, complicated structures may not
have a structural model detailed enough to handle wave propagation simulation.
Structural models for complicated composite structures may not be detailed enough to
handle wave propagation simulation. Hence, techniques that do not require a structural
model and rely entirely on the measured data are of interest. Such data-driven techniques
have been investigated by several researchers.

Reference [18] describes impact monitoring on CFRP composite laminates using
a sparse array of piezo wafer sensors and an artificial NN for signal processing.
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FIGURE 4 Impact-generated waves recorded at four piezo wafer sensors on an aluminum plate; the leading
portions of the waves are used for neural network (NN) architecture [18].
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Only the beginning of the recorded waves was used in the NN because these
small-amplitude leading waveforms have not yet been contaminated by the reflections
from boundaries or scatter from structural features. For aluminum plate, these leading
waves were found to have a frequency content in the range 20�80 kHz; in Figure 4, the
leading waves are considered those up to 0.0001 s. For composite laminates, the leading
waves were found to be in the 1�10 kHz range [18]. The input nodes in the NN architec-
ture corresponded to the sampled values of the leading wave, whereas the output
nodes were simply the (x; y) coordinates of the impact. The NN was subjected to the usual
developmental steps: (i) training; (ii) validation; (iii) testing (Figure 5).

Reference [19] used an artificial NN for ID in a carbon fiber-reinforced polymer (CFRP)
composite plate instrumented with four piezo wafer sensors. NN training was done with an
initial set of 100 low-energy impacts (0:3J) applied on the nodes of a 10 by 10 grid covering
most of the plate. A second set of 30 low-energy impacts was performed at randomly selected
sites on the same grid. The third set consisted of only one single severe energy impact (10J)
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FIGURE 5 NN training, validation, and testing for ID on a rectangular plate instrumented to four piezo wafer
sensors [18].
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that produced an indentation on the front face of the panel, cracking on the back face, and
internal delaminations between the plies. Finally, a fourth set of low-energy impacts was per-
formed to teach the NN the “feel” of a damaged panel. The analysis considered several time
and frequency domain features, namely: (i) time after impact of maximum response; (ii) mag-
nitude of maximum response; (iii) peak-to-trough range of the response; and (iv) real and
imaginary parts of the response spectrum, integrated over frequency. The input patterns to
the network which proved most useful were (i) and (ii); hence, the networks required eight
inputs, i.e., two values per sensor. The mean detection error was 5% (17 radial mm on a 340-
mm3 340-mm plate). Features extracted from the signals were used to train the NN algo-
rithm. The mean detection error was 5% (17 radial mm on a 340-mm3 340-mm plate).
Further work by the same team, which includes a more-complicated NN, larger
set of features, and the use of GA optimization, is reported in Refs. [20, 21]. Other artificial
intelligence techniques, e.g., case-based reasoning (CBR), have also been explored [21].

Reference [22] discusses the use of a strain-amplitude algorithm for impact localization
using fiber-optic FBG strain sensors. Bothe FEM simulations and actual experiments were
performed (Figure 6).

9.2.5 Directional Sensors Approach to Impact Detection

The use of directional sensors can greatly simplify impact detection and localization.
Directional sensors alleviate the difficulty created by the multimodal dispersive nature of

FIGURE 6 Delamination damage induced in a ½04=904�S CFRP laminate by a 3.7-J impact as imaged by ultra-
sonic C-scan [18].
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the guided waves generated by the impact event. With directional transducers, the triangula-
tion of the impact event is much simplified. Only two directional sensors are needed to
locate an impact; each sensor generates a ray indicating the direction of the presumptive
wave source and the impact is easily located at the intersection of these two rays (Figure 7a).
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FIGURE 7 Impact localization with directional sensors: (a) localization is obtained at the intersection of two
directional sensor rays; (b) FBG rosette directional optical sensor [23]; (c) MFC rosette directional piezo sensor [24].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

329Sec. 9.2 Impact Monitoring—PSD



Two directional sensors types have been proposed, one based on fiber optics [23], the
other based on piezo wafers [24]. Reference [23] constructed a rosette from three FBG optical
sensors arranged in a triangular pattern (Figure 7b). Strain-gage rosette principles are used
to resolve the principal directions and obtain the sensing ray direction. Reference [24] con-
structed a piezo rosette from three macro-fiber composite (MFC) sensors arranged in a star
pattern (Figure 7c) and obtained very good impact localization without any structural model,
neural net, or signal baseline (Figure 8). Piezo rosettes constructed from thin rectangular
wafers of PMN crystals cut and poled in the ½011�c direction were reported in Ref. [25].

A recent implementation of passive damage diagnostic approach using FBG optical strain
sensors placed on an aircraft-like CFRP panel is discussed in Ref. [27]. The experiments
were performed under realistic operational conditions consisting of vibration of the panel
on a shaker (random spectrum between 10 and 2000 Hz). Both single FBG strain sensors
and rosette FBG strain sensors were used. The results indicate that vibration environment
does not constitute a major impediment in impact identification and location because
vibration bandwidth and impact bandwidth are well separated.

9.2.6 AE Monitoring

AE can be monitored with both piezo and fiber-optic sensors. The former is relatively
well established in conventional ultrasonic nondestructive evaluation (NDE); however, the
conventional AE sensors are not quite appropriate for deploying in large numbers on a
flight structure due to both their cost and size. The more compact SHM sensors (piezo
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FIGURE 8 Model-free impact localization on quasi-isotropic CFRP woven composite panel using directional
piezo sensors MFC rosettes [26].
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wafers, fiber-optic sensors, etc.) have also been shown capable of AE monitoring.
References [18,28,29] used piezo wafer sensors, whereas Refs. [30,31] used optical FBG sen-
sors for AE emission monitoring. Existing AE monitoring signal capturing and interpreta-
tion methodology (noise filtering, AE events counting algorithms, etc. [32]) should also
apply when SHM sensors are used.

9.2.7 Simultaneous Monitoring of Impact and AE Events

Since both impact events and AE events create guided waves in the monitored structures, it
seems appropriate to monitor them both with the same sensor installation. First, the monitor-
ing system would detect the impact event when it happens. Next, the same system would
monitor the AE signals created by growth of the impact damage during operational loading.

In addition, the possibility exists to monitor the impact as well as the AE signal gen-
erated by the damage creation during the impact event. Reference [28] reports that the
impact response recorded by a piezo wafer sensor mounted on a CFRP plate seems to
show two separate wave types (Figure 9): (i) a stress wave due to the initial impact;
(ii) a superposed high-frequency wave packed similar to an AE burst due to the com-
posite laminate being damaged (delaminations and splits) by the impact.

A similar situation in which the signal received by the piezo wafer transducer during an
impact event on a composite structure seems to contain two distinct components (impact-
generated waves and AE waves) was reported in Ref. [18]. The wavelet transform (WT)
analysis of the signals received by the sensors during the impact event showed higher-
frequency components that could be associated with the damage being produced in the
composite plate.
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FIGURE 9 Impact response recorded by a piezo wafer sensor mounted on a CFRP plate: two separate wave
types are apparent, an initial impact stress wave and a high-frequency wave packed similar to an AE burst [28].
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Three impact energies were tested: low energy E5 0:1J (non-damaging impact); intermedi-
ate energy E5 3:7J (damaging impact producing delaminations); severe energy E5 6:0J
(damaging impact producing composite penetration). Figure 6 shows the E5 3:7J delami-
nation damage as imaged by ultrasonic C-scan. Figure 10 shows side by side the WT
decomposition of the signals received by the piezo wafer sensor for the low energy
E5 0:1J event (Figure 10a) and the intermediate energy E5 3:7J event (Figure 10b). It
is apparent that the latter shows clear wave packets in the D1, D2, D3 decomposition
levels whereas the former does not. These higher-frequency wave packets seem to be
AE waves generated as the composite delamination was initiated and then propagated
during the impact. Analysis of the sever-energy (E5 6:0J) impact signals showed similar
higher-frequency packets but of a larger amplitude.

As illustrated in Figure 10, the higher-order WT components of the signal from a 3.7-J
impact (Figure 10b) show AE bursts that were not present in the signal from a lower-
energy impact(Figure 10a). The interpretation of these facts was that the 3.7-J impact
produced internal damage (and hence AE signals) but the lower-energy impact did not.

Reference [18] proposes a dual-use system for simultaneous monitoring of impact event
and the accompanying AE event, if any. Figure 11 shows a block diagram of such dual-
use impact monitoring system with the detection of impact location being performed on
the left branch of the logic tree, and the assessment of whether or not damage resulting
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FIGURE 11 Block diagram of a dual-use impact monitoring system that would simultaneously perform
impact location identification (left branch) and AE detection (right branch) to determine if the impact resulted in
structural damage or not [18].
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from the impact being done on the right branch of the logic tree. The event and location of
an impact load can be identified using the propagating low-frequency acoustic waves
using a data-driven neural net algorithm as discussed in Section 2.4. Simultaneously with
the impact identification, the diagnosis of impact damage can be carried out to determine
whether an incipient damage was initiated or during the impact; if such a damage event
took place, then higher-frequency AE waves would also be present. This is achieved
through time�frequency analysis of the captured signal.

Similar conclusions were previously reported in Ref. [13] which showed that “the appa-
rition of high frequencies in the impact signal delivered by a sensor attached to the struc-
ture is a mean to discriminate between damaging and non-damaging impacts”. Hence,
Ref. [13] developed a high-frequency root-mean-square (HR-RMS) damage metrics that
correlated well with the size of the delamination area.

sh i5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T

ðT
0

s2ðtÞdt
s

(2)

where sðtÞ is the electrical signal filtered in a selected high-frequency band corresponding
to creation of damage in the composite due to a high-enough impact energy. The HR-RMS
parameter was used for full diagnosis: damage occurrence, localization, and severity. An
almost linear correlation was established between the amplitude of the acoustic source at
the impact location and the impact energy, with the clarification that a damage threshold
exists in the impact energy (1�2 J) below which no damage was created in the composite
plate [13].

9.3 IMPACT DAMAGE DETECTION—ASD AND ACOUSTO-
ULTRASONICS

Active detection of impact damage consists of “interrogating” the structure with wave
transmitters and picking up the structural response with wave receivers. The ASD process
[1] uses piezo wafer transducers as both actuators and sensors of ultrasonic guided waves.
This approach is also known as “acousto-ultrasonics” [33]. The “acousto” part of the name
is associated with the reception of guided waves generated by the AE process at a propa-
gating crack. The term “ultrasonics” infers that this is an active technique in which ultra-
sonic waves are generated by the transmitter; this is thus different from the AE technique
that is just a passive technique. Acousto-ultrasonics requires two ultrasonic guided-wave
probes, a transmitter and a receiver [34]. In SHM work, the transmitter has usually been a
piezo wafer; the receiver has traditionally been also a piezo wafer, which imparts recipro-
cal transmitter�receiver capabilities to the setup and enables guided-wave tomography.
The use of different receivers, e.g., fiber-optic FBG sensors, has also been reported [35];
this option is attractive because a single optical fiber can have several FBG sensors which
can be independently interrogated; hence, the installation cabling issues are greatly simpli-
fied if FBG sensors are used instead of the more conventional piezo transducers. In addi-
tion, fiber-optic sensors are immune to electromagnetic interference, which can confer
advantage in certain applications. However, FBG cannot usually act as transmitter and
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this imposes limitations on the methodology; reports of using optical fiber for guided-
wave excitation also exist, but these attempts are still confined to the laboratory.

Another term used for the ASD method is “embedded pitch-catch” [36]. The pitch-catch
NDE method is used to detect structural changes that take place between transmitter
transducers and receiver transducers. In embedded pitch-catch NDE, diagnostic waves
emitted by the transmitter piezo wafers are caught by the receiver piezo wafers. Guided
waves traveling through a damaged region change their characteristic. The detection of
damage is performed through the examination of the guided-wave amplitude, phase, dis-
persion, and TOF in comparison with a “pristine” situation. Guided-wave modes that are
strongly influenced by small changes in the plate thickness (such as the antisymmetric
quasi-flexural Lamb-wave modes) are well suited for this method. The piezo wafer trans-
ducers are either permanently attached to the structure (Figure 12) or inserted between
the layers of composite layup. Typical applications include: (i) delamination detection in
laminated composites, (ii) disbond detection in adhesive joints and composite patch
repairs, etc.

Two embodiments of the ASD approach have been proposed for detecting the damage
in the composite: (a) a standing-wave approach (i.e., analysis of structural vibration) and
(b) a propagating-wave approach.

In the standing-wave approach, the built-in actuators are used to excite structural vibra-
tion which is analyzed using a frequency domain method. Typical results are shown in
Figure 13; the detection of damage was deduced from the differences in structural
response magnitude over a bandwidth of up to 2 kHz. However, this approach was found
to be sensitive to boundary conditions and requires that the damage be at least 10% of the
structure length scale to be easily detectable [37,38].

In the propagating-wave approach, a suitable diagnostic signal is transmitted from the
actuators through the composite structure and received at the sensors. Preliminary results
of experiments performed on cross-ply CFRP composite specimens [2] showed significant
signal changes due to structural damage caused by the impact (Figure 14).

9.3.1 ASD with Piezo Transmitters and Piezo Receivers

The ASD approach was developed [3,5] to identify impact damage location and size in com-
posite specimens using the changes in the diagnostic signals due to wave scatter at the
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FIGURE 12 Pitch-catch method for embedded ultrasonics damage detection.
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damage sites. A block diagram of the ASD process is presented in Figure 15. Kirchhoff plate
model and effective stiffness and mass parameters obtained through CLT analysis were
used. It is apparent that the PSD and ASD processes share the same structural model for sim-
ulating wave propagation phenomena. In addition, the ASD model also needs to model the
interaction of the diagnostic waves with the damage site. A unit damage identification cell
(UDIC), as defined by four actuator�sensor transducers, was considered [5]. A round-robin
transmission�reception (pitch-catch) process between the four transducers takes place. The
transducer acting in actuator mode generates a diagnostic wave that interacts with the com-
posite structure and is modified by the damage. The wave is received at the other three
transducers acting as receivers. The six possible transducer pairs define six path-dependent
signals. For each path, a scatter signal is defined as the difference between the previously
stored baseline signal (pristine specimen) and the current signal (damaged specimen).

Experiments were performed on CFRP (TS00/3900-2) composite plates with four PKI-
400 piezo wafers mounted on one side of the plate using conductive epoxy; the whole
composite plate was used as ground terminal. The piezo wafers were thin disks of 0.25-in
(6.35 mm) diameter and 0.010-in (0.254) thickness. A schematic of the experimental setup
is shown in Figure 16. An HP 33120A arbitrary waveform generator was used for trans-
mitting stored diagnostic signals to the piezo wafer acting as actuator. The input signals
were programmed with HP waveform generation software on a computer and down-
loaded into HP33120A through an IEEE488 bus. An industrial wideband power amplifier
with a high slew rate was used to achieve piezo-transducer excitation of sufficient voltages
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wafer active sensors) [2].
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over the whole frequency range (40kHz through 150kHz). A purpose-built sensor ampli-
fier using a general-purpose IC chip was used to boost the sensor signals. A high-speed
GAGE A/D converter was used for data collection. The tone burst signals were sent from
one of the piezo wafers and collected at all the other piezo wafers, in a round-robin
fashion. The selection of the piezo transducers as actuators and sensors was done automat-
ically with an electromechanical relay circuit controlled by the computer. Damage was
introduced in the specimen with a quasi-static impact done by an MTS machine.

The experimental signals were processed to yield the measured TOF estimates. The
measured TOF is further processed to generate a reduced TOF which is used in a
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FIGURE 16 Schematic of the experimental setup for impact damage identification in composite structures
using the pitch-catch method [3].
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FIGURE 15 Block diagram of the pitch-catch damage identification procedure [3].
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composite plate model to yield a calculated TOF for an assumed damage size and location.
The measured and calculated TOF values are inserted in an optimization scheme which
adjusts the damage size and location parameters to minimize the difference between the
measured and assumed TOF values (Figure 15).

In order to correctly characterize composite damage from sensor measurements, diagnosis at
a single frequency may not be sufficient because the interaction between the guided waves
and the composite damage differs at the various wavelengths corresponding to various fre-
quencies. Hence, a swept frequency method was adopted to generate sensor responses over a
range of frequencies. To achieve this, the tone burst central frequency was swept from 40kHz
through 150kHz [3,5]. The TOF determination was done through time�frequency analysis
with the short-time Fourier transform to generate a spectrogram. Figure 17 illustrates a situa-
tion in which the maximum scatter occurred for the 70-kHz waves, as identified by a clear
peak in the spectrogram around 180 µs arrival time and around 70 kHz frequency.

It is apparent that the spectrogram method offers advantages in finding TOF of
frequency-swept narrowband wave packets. Recall that the scatter signal is the difference
between two sensor signals recorded for two different specimen states, i.e., the reference
state and the damaged state. Therefore, the scatter spectrogram can be obtained by sub-
tracting the baseline sensor spectrogram from the current sensor spectrogram. The TOF of
the scatter signal can thus be determined by scaling the scatter peak amplitude with the
actuator peak amplitude. This TOF represents the time that the scatter signal takes to
propagate from the actuator to the sensor via the damage site, which is the key informa-
tion for the damage identification problem [3].
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FIGURE 17 Spectrograms of actuator signal, sensor signal with damage, and scatter signal; the latter shows
clearly a peak at around 180 µs; 70 kHz [5].
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In the damage identification procedure, it is assumed that the damage to be identified is
located with the domain encompassed by the four piezo wafer transducers that form the UDIC
domain. The UDIC contains six actuator�sensor (pitch-catch) diagnostic paths. Therefore, six
scatter spectrograms can be generated and six TOF values can be obtained. These TOF values
are function of the location, the size, and the orientation of the damage site. A theoretical model
is used to estimate the scatter TOF values and compare them with the experimental measure-
ments. In the model, certain assumptions were made regarding the description of the damage
site: the damage was assumed elliptical; material degradation was assumed to be uniform over
the damage area; the scattering was assumed to take place only at the damage site boundary.
The parameters determining the damage location and size were as follows:

• Damage location: the coordinates (x; y) of the ellipse center
• Damage size: the major and minor ellipse axis (a; b) and the inclination angle θ.

An additional unknown parameter that needed to be determined was the parameter
k indicating how much the guided wavespeed was changed when traversing the
damage area.

In Refs. [3,5], axisymmetric flexure-like guided waves were assumed at relatively low
frequency-thickness product values; these waves are highly dispersive at low frequency-
thickness values and their speed tends to zero as frequency tends to zero; hence, a reduc-
tion in effective plate thickness due to damage affects a reduction in their speed. The wave
velocity reduction factor was assumed to be constant within a damage area.

FIGURE 18 Impact damage identification in a composite panel with the embedded pitch-catch method: the pic-
ture shows the “real damage” detected by X-rays and the “estimated damage” detected by the embedded pitch-
catch method. The location of the four piezo wafer transducers (denoted “PZT” in the figure) is also shown [3].
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The damage location (x; y) was determined through an optimization algorithm which
minimized the error of the estimated distances among all the six pitch-catch paths. The
damage size and orientation was determined by minimizing the differences between the
measured arrival times and the calculated arrival times of the scattered waves for the six
pitch-catch paths. Four parameters were used for minimization (a; b), θ, k.

The results of this damage identification process are illustrated in Figure 18 which shows
identification results for two composite plates with different layup sequences, cross-ply and
quasi-isotropic. An X-ray image of the quasi-isotropic plate is also shown. The actual delam-
ination region embedded in the composite plate is shown as a lighter color spot in the X-ray
marked “real damage”. The elliptical contour drawn on the image represents the size and
shape of the delamination as determined by the diagnosis process [3]. Further analysis was
performed to determine the accuracy of this damage identification technique [5]. Extensive
experiments were conducted on various composite plates; the results are presented in
Figure 19 as accuracy plots, damage location accuracy on the right; damage size accuracy on
the left. The center of the concentric circles in the damage location accuracy plot represents
the actual damage center. It can be seen that 68.8% of the estimated damage centers are
within 0.2 inches of actual and 90.1% are within 0.4 inches. Examining now the damage size
accuracy plot, we note that that the size of damages was overestimated in most of the cases,
and the prediction became worse as the damage size increased. The damage overestimation
is a conservative estimate, though it might incur unwanted additional costs in practice.
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FIGURE 19 Study of damage identification accuracy: (a) damage location accuracy; (b) damage size accuracy [5].
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The cause of this estimation may be due to the complexity of the damage which may differ
substantially from the simple elliptical assumptions made in the analysis.

Similar pioneering work was done in about the same time frame at ONERA in France.
References [39,40] report the use of a network of transmitter�receiver piezoelectric disks
(5-mm diameter, 0.1-mm thick) to detect delamination in a composite plate. A 10-cycle
365-kHz tone burst transmitted from one of the piezoelectric disks generated S0 Lamb
waves that were scattered by the damage into A0 and SH0 waves through diffraction and
mode conversion. The received signals were analyzed with the discrete WT and compared
with the pristine plate signals. The analysis was performed using simple TOF considera-
tions. No analytical model of the damaged plate was needed.

More recent work on damage detection in composite structures has used more sophisti-
cated data-processing methods; for example, Ref. [41] describes the use of time�frequency
analysis to detect damage in a CFRP composite panel with stiffeners.

9.3.2 ASD with Piezo Transmitters and Fiber-Optic Receivers

Optical fiber sensors offer several advantages over piezo sensors such as resistance to elec-
tromagnetic interference and the capability of placing several sensors (e.g., FBG) on the
same fiber. Culshaw and co-workers [42�45] have studied the use of piezoelectric trans-
mitters and optical fiber receivers for damage detection in composite plates using ultra-
sonic Lamb waves. Conventional ultrasonic transducers, interdigital piezoelectric
transducers, and simple PWAS were used. It was remarked that the PWAS gave good
results in spite of their constructive simplicity.

Piezo-optical acousto-ultrasonics uses piezo transmitters and FBG sensor receivers. The
use of fiber-optic FBG sensors is attractive because a single optical fiber can carry several
FBG sensors which can be independently interrogated; hence, the installation cabling
issues are greatly simplified if FBG sensors are used instead of the more conventional
transducers. In addition, fiber-optic sensors are immune to electromagnetic interference,
which can confer advantage in certain applications.

Reference [46] used a piezo-optical approach to detect impact delaminations in CFRP
composites; a pitch-catch method based on the mode conversion between symmetric and
antisymmetric guided waves at the delamination is used. A 3.4-mm-thick CFRP quasi-
isotropic plate with an artificial midplane delamination was used. Piezo actuators were
placed on both sides of the plate such that symmetric and antisymmetric modes could be
independently excited. It was found that the intact 3:4mm quasi-isotropic CFRP specimen
accommodates three guided-wave modes (quasi A0, S0, A1) at 300kHz. However, the dela-
minated region is composed of thinner branches, say 1.7 mm each. In these thinner plates,
only two guided-wave modes (quasi A0 and S0) propagate at 300kHz. Hence, the A1
mode which is present in the pristine plate cannot propagate in the top and bottom
branches of the delaminated plate. Thus, mode conversion takes place at the beginning of
the delaminated region where the plate thickness changes from 3:4mm to 1:7mm: the A1
mode converts into S0 and A0 modes. Conversely, at the end of the delamination region,
when the thickness changes from 1:7mm to 3:4mm, some of the energy of the S0 and A0
modes will be converted into the reemerging A1 mode. Therefore, if there is a delamina-
tion in the middle of the thickness of the laminate, it is expected that the frequency disper-
sion curves of the Lamb waves that pass through the delaminated area will change
because of the mode conversions at both tips of the delamination.
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FIGURE 20 Conversion between A1 mode and S0 mode at the start and end of the delaminated region:
(a) wave propagation schematic; (b) group velocity changes due to effective thickness change [46].
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FIGURE 21 Hybrid PZT/FBG system for the detection of impact delamination damage in a CFRP composite
plate [47].
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When antisymmetric modes were excited (A0, A1) in the pristine plate, the A1 mode was
converted into the S0 mode in the delaminated area (Figure 20a). In this case, the disper-
sion of the group velocity differs between the A1 mode in the intact region of 3.4-mm
thickness and the S0 mode in the delaminated region of 1.7-mm thickness, as plotted in
Figure 20b. Since the S0 mode is faster than the A1 mode, the arrival time of the A1 mode
at the FBG sensors decreases with the increase of the delamination length. Furthermore,
this difference in the velocity increases as the frequency decreases. Hence, the frequency
dispersion of the A1 mode received in the FBGs is expected to change, depending on the
delamination length. These phenomena were investigated numerically and experimentally
and a damage index (DI) based on the A1 conversion was proposed for quantifying the
delamination damage size. A similar mode conversion phenomenon was observed with
scanning laser Doppler vibrometry (SDLV) by Ref. [48] who also reports the generation of
standing waves that persist only in the delamination region.

Reference [47] describes the use of a hybrid PZT/FBG system for active detection of
impact delamination damage in a composite plate using acousto-ultrasonic tomography.
Figure 21 shows a schematic of the sensors layout. The advantage of the FBG sensors is
that several of them can be laid out on the same optical fiber, hence reducing the number
of cable connections. As indicated in Figure 21, the FBG sensors surround the impact
damage area and hence collect signals from several directions. Figure 22 shows the imag-
ing of the damage through the guided-wave interrogation system and through conven-
tional X-ray, respectively.

FIGURE 22 Detection of impact delamination damage in a CFRP composite plate using a hybrid PZT/FBG
system: (a) reconstructed tomographic image; (b) X-ray image [47].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

344 Impact and Acoustic Emission Monitoring for Aerospace Composites SHM Chap. 9



9.3.3 Guided-Wave Tomography and Data-Driven ASD

The guided-wave tomography has been extensively used in conventional ultrasonic NDE
and some sophisticated data-driven imaging algorithms have been developed [49]. Similar
approaches have tried for acousto-ultrasonics SHM imaging [50,51]. Reference [52] per-
forms a comprehensive comparative study of various tomographic imaging algorithms:
fan beam filtered back-projection (FBP), interpolated FBP, algebraic reconstruction tech-
nique (ART) with Bessel�Kaiser basis functions, the probabilistic reconstruction algorithm
(PRA), etc. The authors of Ref. [52] recommends the use of their own RAPID1 algorithm
that accounts for wave scattering and reflection from damage using a probabilistic damage
detection concept where the final tomogram is a superposition of ray ellipses.. The ray
ellipses are initially constructed using simulated multimode guided-wave propagation in
the composite; they can be modified based on experimental data for more accurate repre-
sentation of defects (Figure 23).

FIGURE 23 Imaging tomogram of impact damage in a composite plate: (a) photo showing damage location
and sensors setup; (b) reconstructed tomogram showing predicted damage location and size [52].

1RAPID5 reconstruction algorithm for probabilistic inspection of damage.
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A considerable number of papers discuss imaging algorithms that are entirely data driven
and do not require a structural model. Similar to the passive damage diagnostic approach,
NNs have been proposed that would be trained on a number of damage scenarios
and then used to identify an actual damage; however, this data-based approach seems to
require a large number of tests and could be cost prohibitive.

9.3.4 PWAS Pulse-Echo Crack Detection in Composite Beam

In conventional NDE, the pulse-echo method has traditionally been used for across-the-
thickness testing. For large area inspection, across-the-thickness testing requires manual or
mechanical moving of the transducer over the area of interest, which is labor intensive
and time consuming. It seems apparent that guided-wave pulse-echo would be more
appropriate, because wide coverage could be achieved from a single location; hence, the
use of guided Lamb waves for ultrasonic NDE pulse-echo inspection has been proposed
[53]. The embedded pulse-echo method follows the general principles of conventional
NDE pulse-echo, only that the transducer is permanently installed in the structure. A
PWAS transducer attached to the structure acts as both transmitter and detector of guided
Lamb waves traveling in the structure. The wave sent by the PWAS is partially reflected
at the crack. The echo is captured at the same PWAS acting as receiver (Figure 24). For the
method to be successful, it is important that a low-dispersion Lamb wave be used. The
selection of such a wave, e.g., the S0 mode, is achieved through the Lamb-wave tuning
methods [15].

Reference [54] studied the detection of delaminations in a composite beam using the embed-
ded pulse-echo method with low-frequency A0 Lamb waves. Figure 25a shows the experi-
mental setup. Rectangular PWAS (20 mm3 5 mm) were used with the length oriented along
the beam axis. This ensures that low-frequency Lamb waves were predominantly excited
along the beam length. Two PWAS were used, one as transmitter (actuator) and the other
as receiver (sensor). A 5.5-cycle 15-kHz Hanning-smoothed tone burst was applied to
the transmitter PWAS. Figure 25b shows the signal recorded in the pristine beam.
The initial bang and the reflection from the end of the beam are apparent. Then, a delamina-
tion was generated in the composite beam using a scalpel blade. The size of the delamina-
tion was progressively increased, as indicated in Figure 25c. The presence of the
delamination crack produced an additional echo, as shown in Figure 25d. This work was
extended to 2D composite plates by Refs. [34,55].

Pulse-echo method

Crack 

Transmitter–receiver 
PWAS 

FIGURE 24 Pulse-echo method for embedded ultrasonics damage detection.
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9.3.5 Phased Arrays and Directional Transducers

Another model-free method for active damage detection is based on directional transdu-
cers. For passive sensing, Section 2.5 discussed the fact that directional sensors such as
strain rosettes (both piezo and optical) can effectively detect an acoustic source without
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FIGURE 25 Detection of delaminations with the embedded pulse-echo: (a) experimental setup; (b) signals in
the pristine specimen show only reflections from the beam end; (c) through-the-thickness C-scans of the specimen
with conventional ultrasonics showing delamination increase; (d) signal in damaged specimen shows additional
echo from the delamination crack [54].
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FIGURE 26 In situ phased array for monitoring multiple damages on an aluminum plate: (a) circular-fence
array of piezo wafer active sensors placed at plate center; (b) simultaneous imaging of multiple crack and hole
damage sites on the plate [52].
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the need for a structural model. For active sensing, directional transmission as well as
reception of guided wave can be achieved with phased-array transducers. Reference [52]
reviews the main imaging techniques for guided-wave SHM and identifies the phased-
array principles as the other major approach besides the tomography approach described
in Section 3.3. Reference [56] constructed in situ phased array of piezo wafer active sensors
tuned to low-dispersion S0 waves. They proposed the embedded ultrasonic structural
radar (EUSR) phased-array SHM concept which performs the phased-array reconstruction
in post-processing and thus does not need multichannel measuring capabilities. The EUSR
phased-array SHM was used to in situ image the actual crack growth during fatigue test-
ing of an aluminum plate [57]. Extension to 2D phased-array scanning was studied for dif-
ferent array geometries in Ref. [58] and demonstrated experimentally for a rectangular
array [58] (Figure 26).

Reference [52] demonstrated the simultaneous imaging of multiple crack and hole
damage sites using a single circular-fence phased-array placed at the center of an
aluminum plate. Reference [59] studied the extension of phased-array principles to
composite structures and developed appropriate signal processing algorithm; experi-
mental results of actual damage imaging in a composite specimen have not yet been
published.

Directional transducers, such as MFC, can be placed along directions in which an inter-
rogating ultrasonic wave is desired. In addition, MFC transducers can be arranged in
rosette configurations and then be excited with phase signals such that a beam steering
effect is achieved. Reference [60] describes an extensive theoretical and experimental study
of the capabilities of directional MFC transducers and MFC rosettes.

Another method of constructing transducers with intrinsic beam steering capabilities
for large area SHM imaging is described in Ref. [61]. A steerable directional transducer is
constructed with eight independently addressable sectors arranged around the circle at
45� pitch (Figure 27a). Each sector has an actuator outer part and a sensing inner part. An
interdigitated electrode pattern was photolithography printed on a copper-clad Kapton
film. The 0.2-mm-thick PZT-5A piezoceramic rings were diced into wedge-shaped fibers
such that a fiber width of 0.36 mm was achieved at the inner radius. The fibers and elec-
trodes were bonded together and cured in an autoclave and then poled (Figure 27b). The
steering of the directional sensor is achieved by switching between the individual sector.
Calibration experiments were performed on an aluminum plate; the SDLV instrument
measured wavefield for various excitation directions agreed very well with the theoretical
predictions.

A directional SHM transducer that does not require either phase-array delays or con-
nection switching to achieve steering is described in Ref. [62]. This directional sensor
achieves tuning into preferential direction at certain discrete frequencies which are the
solution of a frequency-wavenumber equation. The transducer consists of a skew array of
piezo wafer active sensors placed at pitch values d1; d2 and angles α; β about the 1 and
2 axes, respectively (Figure 28a). The transducer achieves directivity at certain frequencies;
Figure 28b illustrates the directionality measured with SDLV on an isotropic aluminum
plate: 45�@105kHz, 120�@150kHz, 217�@200kHz, 88�@280kHz. Thus, the transducer
directionality is controlled by the excitation frequency in discrete steps. Reference [62] also
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addresses directionality in a composite plate, which is more difficult to achieve because of
the inherent anisotropy of the medium. Figure 28c shows such directional pattern obtained
through guided-wave simulation in a unidirectional a GFRP plate. A further extension
of this concept to achieve continuous steering through a double spiral shape is presented
in Ref. [63].
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FIGURE 27 Directionally steerable CLOVER transducer for 2D SHM scanning: (a) schematic illustrating the
geometry of an individual sector; (b) actual implementation [61].
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FIGURE 28 Frequency-steerable direction SHM sensor: (a) grid pattern of the sensor elements; (b) preferential
steering directions highlighted simultaneously through broadband excitation on an aluminum plate as measured
with an SDLV; (c) directional wave pattern achieved on a composite plate at the first steering frequency: guided-
wave simulation in a unidirectional glass fiber-reinforced polymer (GFRP) plate [62].
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9.4 OTHER METHODS FOR IMPACT DAMAGE DETECTION

This section describes other methods for impact damage detection besides the ASD and
acousto-ultrasonic approaches described in Section 3. This section will discuss direct meth-
ods for impact damage detection, strain monitoring methods, vibration SHM, frequency
transfer function SHM, local-area active sensing with electromechanical (E/M) impedance
spectroscopy (EMIS), etc.

9.4.1 Direct Methods for Impact Damage Detection

A number of publications describe attempts to directly detect the composite impact dam-
age with damage-sensitive embedded sensors or through composite self-sensing.

Reference [64] uses optical intensity sensors consisting of small diameter (40 µm) multi-
mode optical fibers with polyimide coating, which change the transmission characteristics
when suffering microbending due to damage (Figure 29a).

Reference [65] describes a method for the detection of damage in GFRP composites using
conventional reinforcing E-glass fibers that were made to act as light guides and dubbed
reinforcing fiber light guides (RFLG). These RFLG were used to detect damage induced in
the composite by impact, indentation, and flexure. The E-glass fibers were converted
into light guides by applying an appropriate cladding material. The coating resins were
epoxy- and polyurethane-based resin systems. These self-sensing fibers or RFLG were
surface mounted and also embedded at two specified locations within 16-ply glass-fiber-
reinforced epoxy prepreg composites.

The data demonstrated that the self-sensing concept could be used to study in situ and
in real time the failure processes in glass fiber-reinforced composites. The characterization
of failure modes observed when the composites with the self-sensing light guides were
subjected to impact, indentation, and flexural loading was attempted. The damaged areas
in the GFRP composite were located by means of the “bleeding” light emanating from the
broken self-sensing E-glass fibers (Figures 30 and31). The RFLG approach was further
refined by developing a sol-gel cladding fabrication technique [66].

Reference [67] describes the use of the triboluminescent effect to capture impact damage
events in a CFRP panel. Hollow silica capillaries were incorporated into CFRP composite

(a)
Optical fiber Damage area

Bending loss

No transmitted
light

FIGURE 29 Measuring impact response in a composite with fiber optics through change of optical intensity
due to fiber microbending and fiber fracture [64].
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panels; the composite prepreg was doped with Terbium triboluminescent compound.
After cure of the composite, the silica capillaries were filled with rhodamine 6G in benzyl
alcohol and sealed. The panels were again impacted in the drop-weight tower, with the
resulting light emission recorded (Figure 32).

FIGURE 30 Detection of 2-J impact delamination in a GFRP composite with RFLG fibers placed on the top
surface: (a) front face; (b) back face [65].

FIGURE 31 Light bleeding from broken E-glass optical guides after the GFRP composite was subjected to
mechanical damage: (a) indentation; (b) three-point bending [65].
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References [68,69] describe the use of optical time-domain reflectometry (OTDR) and FBG
sensors to detect impact damage in GFRP sandwich specimens. The optical fibers were
embedded in the sandwich core at various depths (Figure 33). The principle of detection
consists in the fact that deformation and damage due impact leaves areas of permanent
strain around the impact zone. The OTDR and FBG methods were employed to detect
such changes in comparison with the pre-impact baseline (Figure 34). The small crosses in
Figure 34a indicate the locations where OTDR indicates permanent strain changes,
whereas the large cross indicates the actual impact location. The FBG detection is illus-
trated in Figures 35 and 36. It is apparent that both methods are able to detect the perma-
nent strain changes produced by the impact provided the sensors are in the proximity of
the impact zone (Figure 37).
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FIGURE 32 Use of triboluminescence to detect impact on a CFRP panel: (a) CFRP panel showing the place
of impact and two photoluminescent hollow silica fibers used to capture the triboluminescence phenomenon;
(b) triboluminescent signal captured during impact [67].
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FIGURE 33 Various thickness-wise locations of the optical fibers in the sandwich core [68].

FIGURE 34 Arrangement of optical fibers in a GFRP sandwich for impact detection: (a) OTDR grid pattern over
the specimen area; the small crosses indicate the locations where OTDR indicates permanent strain changes, whereas
the large cross indicates the actual impact location; (b) parallel arrangements of fibers with FBG sensors [68].
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FIGURE 35 OTDR signal change with impact strength [69].

FIGURE 36 FBG sensor results: (a) permanent strain at various impact strengths; (b) permanent strain versus
impact energy [68].



9.4.2 Strain-Mapping Methods for Damage Detection

Several investigators have tried to use the change of strain distribution inside a composite
structure as an indicator of impact damage (e.g., delamination cracks) taking place into the
structure. As discussed in Ref. [70], strain changes induced by a delamination caused by
an impact are related to the residual strains built in the laminate during the curing and
have only a local influence, limited to the delamination area. Such local cracks (although
dangerous because they act as the failure initiation points during cyclic loading) will not
change strongly the residual strain distribution and their presence in the strain field could
be sensed only in their proximity (order of few centimeters or 2�3 inches). Hence, unless
damage happens very close to the strain sensor, such delamination damage may easily go
undetected. Reference [70] indicates that an optical fiber strain sensor bonded only 40 mm
away from the impact damage produced in a CFRP plate did not record permanent strain

FIGURE 37 Comparison of OTDR and FBG detection of impact damage: (a) detection range versus impact
energy; (b) evaluation of mean damage radius [68].
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changes. However, an impact that happened near the sensor (B10 mm) produced a
change in the strain field that could be detected. For these reasons, a high-density strain
sensor network is required. The distributed strain measurement technique utilizing
Rayleigh backscatter and OTDR instrumentation allows the measurement of a large num-
ber of points on a single optical fiber. Reference [70] describes the use of this technique by
applying a meandering optical fiber on a 200-mm by 200-mm CFRP panel and mapping
the strain changes due to a delamination. A reasonable location of the delamination could
be deduced.

Another approach of using strain measurements for detecting the effect of impact-
induced damage is to subject the structure to progressive service loading and measure the
strain distribution in the damaged structure in comparison with the strain distribution in
the pristine structure before the damaging event. The premise of this approach is that the
service loads will produce larger strains than the residual strains discussed in the previous
paragraph and hence the changes due to structural damage may be easier to detect.
Reference [71] describes the use of this approach on a 1.5-m CFRP wing section instrumen-
ted with four optical fibers each containing eight FBG strain sensors (32 FBG strain sensors
total). A large amount of data was recorded first on the pristine specimen and then on the
damaged specimen. The damage consisted of small delaminations induced with a razor
blade. Bending-torsion loading of the specimen was progressively increased and then
decreased. Strain measurements were taken at each of the 400 steps. The resulting large
data set (32 sensors in 400 tests) was processed with the principal component analysis
(PCA) method and the results between pristine and damage cases were compared. The
results were encouraging and indicated that detection of damage is possible with the PCA
method. However, the use of this approach in more complex structure may be more diffi-
cult due to the appearance of nonlinearities and other effects [71].

9.4.3 Vibration SHM of Composites

Structural vibration is characterized by resonance frequencies at which the structural
response goes through peak values. At each resonance, the structure vibrates in salient modes
call resonant modes. The structural response measured over a frequency range including
several resonance frequencies generates a vibration spectrum or frequency response function
(FRF). At a generic frequency that is not a resonance, the structure motion follows an opera-
tional deflection shape. If a structure suffers damage, then its dynamic properties (resonance
frequencies and modeshapes, damping, operational deflection shapes, etc.) also change.

Finding damage from changes in structural vibration is one of the longest-researched
SHM approaches [72]. A recent survey [73] classifies the vibration-based damage identifi-
cation methods into four categories: (i) natural frequency-based methods; (ii) mode shape-
based methods; (iii) curvature/strain mode shape-based methods; (iv) other methods
based on modal parameters. Though most of these methods can use the vibration changes
to tell that some damage is present, the finding of damage location and size proves to be
very challenging. This fact is not surprising because vibration assessment is a global
method whereas damage is a local event. Damage-induced local changes may have only
limited influence at the global scale. In other words, loss of structural strength at a local
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scale may cause structural failure in virtue of the “weakest-link” principle but may not be
detected at the global scale before failure actually occurs. An additional difficulty is that,
in practical applications, the vibration changes due to damage may be confounded by
those due to environmental vibrations or by temperature/humidity changes that affect the
structural vibration but do not represent damage.

9.4.3.1 Model-Based Vibration SHM

Most of the vibration-based SHM work reported to date is model based; a common
approach is to have a detailed structural model that is fitted to a pristine structure over the
frequency range of interest. To detect damage, the model is manipulated by introducing
simulated damage at various locations until the vibration measured on the damaged struc-
ture is being reproduced by the model. To achieve this data-fitting goal, a variety of optimi-
zation methods for model updating have been tried [73]. This approach was used by
Ref. [74] to detect low-energy impact damage in quasi-isotropic 3.12-mm-thick CFRP beams.

The beams were shaken with burst random excitation and FRF was measured at 33 points
Doppler laser velocimeter (DLV) filtered in the 02 1:6kHz band. A modal identification
package was used to obtain the modal parameters; damage-induced decreases in natural
frequencies and increases in modal damping values were observed. A detailed FEM model
was used in a topological optimization loop to construct the damage scenario that best fits
the measured vibration data. Figure 38 shows an FEM-generated image of the damaged

FIGURE 38 Vibration-based identification of impact damage in quasi-isotropic CFRP through model updating:
top picture shows the ultrasonic C-scan of the specimen; bottom picture shows the damage areas fitted in the
FEM model [74].
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specimen; the FEM fitted damaged zones compare well with the ultrasonic C-scan of the
actual specimen.

9.4.3.2 Model-Free Vibration SHM

The methods using the curvature/strain modes hold the promise of detecting damage
from the processing of experimental data without the need of a structural model. The
premise of the method is that damage in thin-wall structures induces local discontinuities
that affect strongly the curvature of the flexural modes of the structure [75]. The curvature
of the modes (i.e., the curvature modes) can be determined through space-wise double dif-
ferentiation of the measured displacement/velocity/acceleration modes. They can also be
measured directly with surface-mounted strain gages.

If the modal displacement can be measured on a dense grid with an SDLV, then curva-
ture modes method can be quite effective. Reference [76] demonstrates its successful appli-
cation on a composite beam with a couple of saw-cut notches. The beam was excited with
a surface-mounted piezo wafer. The curvature modeshapes are determined through space-
wise double differentiation of the measured displacement and a strain energy ratio (SER)
is calculated at each grid point. A method for self-baselining is also proposed. This
method does not require measurements on a pristine structure; the baseline is simply
determined from the damaged structure itself under the hypothesis that damage is a local
phenomenon that sharply modifies the curvature modes of the structure in a local region.
Hence, a baseline is obtained through low-order smoothing of the measured data such
that higher-order variations are eliminated. If the data is very dense, this be achieved sim-
ply through undersampling [76]. Other possible approaches are low-order curve fitting,
spline interpolation [76], WT, etc.

However, SHM application of the curvature-mode methods requires the use of in situ
sensing instead of the SDLV approach. Reference [77] describes the use of surface-
mounted flexible piezo sensors made of polyvinylidenefluoride (PVDF) placed at 16 loca-
tions on a cross-ply CFRP beam. Vibration excitation was done with a piezo wafer
mounted at end of the beam energized by a sine signal swept up to 2 kHz. Various
damages were applied on separate specimens (saw-cut notches; delaminations simulated
by Teflon inserts; impact). A set of pristine specimens were used to construct a curvature
modes baseline database. Subsequently, data was taken on the damaged beams. Further
processing of these experimental results was done in Ref. [78]. A more recent development
of this approach is reported in Ref. [79] which used continuous Bragg-grated fiber-optic
distributed strain sensors coupled to a compact Fiber-Optic Sensing System (cFOSS) devel-
oped by the NASA Armstrong Flight Research Center (AFRC). This system allows individ-
ual axial strain measurements at 186 locations along the same fiber (location separation
was 0.473 inches). This method shows promise although the experimental data still suffers
from considerable scatter and signal-to-noise ratio (SNR) issues.

9.4.3.3 Statistics-Based Vibration SHM

Considerable effort has been dedicated to applying statistical signal processing methods to
vibration signals [80]. Reference [81] describes shaker tests performed on a composite
wing instrumented with FBG sensors and accelerometers. The wing had sandwich con-
struction with composite faces and foam core. Consecutive low-velocity 7-J impacts were
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applied in a certain zone of the wing which was surrounded with FBG sensors. Vibration
signals were recorded during stochastic Gaussian excitation in the 0�1500 Hz range. The
FBG sensors were sampled at 3906 Hz. The vibration time series signals were processed
with statistical method aimed at revealing the nonlinear response features associated with
impact damage [81].

9.4.3.4 Nonlinear Vibration SHM

Nonlinear vibration effects have also been used to detect the presence of a delamination
damage produced by an impact event. [82] showed that a 10-mm delamination in a CFRP
beam produces clear side bands in the response spectrum under a 750-kHz high-frequency
carrier excitation pumped with an intense 88-Hz vibration. Reference [83] applied this
technique to detect impact damage in a CFRP skin-stiffener specimen. These nonlinear
vibration methods are able to detect the presence of a delamination in the specimen but
cannot yet detect its location.

9.4.3.5 Combined Vibration-Wave Propagation Methods for Impact Damage
Detection

Reference [84] reports an attempt to use both the vibration spectrum approach and the
wave propagation approach to develop damage metrics for quantifying the impact dam-
age in a composite plate.

9.4.4 Frequency Transfer Function SHM of Composites

The frequency transfer function SHM method resembles the vibration SHM methods in
the fact that it uses spectral representation of the data. However, its implementation is dif-
ferent; the frequency transfer function (FRF) between two structurally mounted piezo
wafers is determined directly through sweep-sine or broadband random excitation. The
complex quantity measured in this way is also known as transmittance. FRF SHM meth-
ods can be either model based or model free.

A model-based FRF SHM method is described in Ref. [85]. The analysis is performed in
two steps: (a) direct problem; (b) inverse problem. The direct problem is stated as follows:
given a composite structure with a known damage, find the FRF between a given pair of
actuator�sensor wafer transducers. For solving the direct problem, a model of a composite
structure with attached piezo wafer transducers is constructed, e.g., a composite beam
with an actuator�sensor pair as depicted in Figure 39. The model is used to predict the
FRF between the two transducers. Next, a delamination damage is introduced into the
model and a new FRF is predicted (Figure 39). If the structure has several transducers,
then all the possible combinations are used to determine a set of FRF data.

The inverse problem is more challenging: given a measured FRF between
actuator�sensor pairs, find the location and size of the damage in the composite structure.
For solving the inverse problem, one has to sift through all the possible combinations of
damage size and location and then select that one which best fits the measured data.
Reference [85] describes in quite detail this two-step process consisting of building the
model, conducting experiments, and then adjusting iteratively the model to determine to
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the best possible approximation the size and location of the damage. It was found that the
method was successful in determining delaminations that were greater than approxi-
mately 10% of the beam length but had difficulty with smaller delaminations. It was found
that experimental noise can obscure the subtle changes in the amplitude response due to
delaminations.

Reference [86] describes a model-free FRF SHM method named active damage interro-
gation (ADI). It also consists of multiple actuator�sensor pairs of piezo wafer transducers
mounted on the structure. Broadband signals (white noise or chirp up to 100 kHz) are
transmitted between all the possible pairs in a round-robin process and the associated FRF
magnitude and phase spectra are calculated (Figure 40). The data is further processed
extensively with statistical methods to determine a comprehensive DI for each actuator.
The damage is then localized to a damage zone by identifying the actuator with the high-
est DI. Further processing of an array of DI values can be performed to further localize the
damage within the damage zone. A revisiting of this approach through numerical model-
ing and improved placement of the transducers is reported in Ref. [87].

Reference [88] describes a frequency transfer method for detecting structural anomalies
and damage in a composite structure using an array of FBG sensors and a simple vibra-
tional excitation applied with an instrumented test hammer. The method has a broad area
coverage and is relatively simple to implement because it does not require special excita-
tion equipment. The method was validated on a composite panel specimen and on an
actual composite rudder from a mine countermeasures ship [88].

FIGURE 39 Model-based FRF SHM: (a) composite specimen geometry; (b) FRF up to 2 kHz showing changes
due to damage [85].
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9.4.5 Local-Area Active Sensing with EMIS Method

EMIS is a high-frequency standing waves method capable of detecting small local damage
in the transducer vicinity. The essence of the EMIS method consists in using an electrical
impedance analyzer instrument to measure the impedance, ZðωÞ , of a PWAS transducer
firmly attached to the monitored structure. As proven through theoretical developments
and experimental tests, the real part of the impedance ReðZÞ reflects the mechanical
behavior of the structure on which the PWAS is attached, i.e., its follows the dynamic
spectrum and the resonances of the structure [15,89,90]. Thus, a PWAS attached to a struc-
ture can be used as a structural-identification sensor that measures directly the local struc-
tural spectrum at very high frequencies. EMIS has been shown to be very effective in the
detection of proximal disbonds [91] and delaminations [92]. It has also been used to moni-
tor material state change in composite specimens during fatigue testing [93,94].

Detection of delaminations has been tried by both traveling guided waves and standing
ultrasonic guided waves. In the former case, mode conversion and scatter at the delamina-
tion boundary modifies the traveling wave pattern. In the latter case, disbonds and delam-
ination manifest high-frequency “breathing” modes that were not present in the pristine
structure.

FIGURE 40 Model-free frequency transfer function SHM system based entirely on statistical signal proces-
sing [86].
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Conventional vibration analysis methods, which measure structural dynamics up to sev-
eral kHz, are not sensitive enough to detect damage that is much smaller than the struc-
tural scale, such as local delaminations in a composite structure. These local resonances
would manifest as new peaks in the high-frequency spectrum of the local structure. Local
vibration measuring techniques that can sense the high-frequency breathing mode of the
disbonded area and its effect on the dynamics of the surrounding structure are needed.
LDV measurements have verified that piezoelectric wafer sensors attached to the structure
can excite the high-frequency breathing modes of a disbonded or delaminated area
[48,76,95]. A method to actually measure directly this high-frequency local vibration spec-
trum is offered by the E/M impedance method, which can measure the structural spec-
trum into the hundreds of kHz and low MHz range [15].

Figure 41 shows the application of EMIS for the detection of 20-mm-long delamination
on a 2-mm-thick L-section stiffener bonded to an aluminum plate [91]; PWAS a2, which is
placed in a zone proximal to the delamination finds the new resonances associated with
disbond vibration at approximately 350kHz and 510kHz. In the same time, these new reso-
nance are not present in the spectrum measured by the witness PWAS transducers a1 and
a3 which were placed on the same stiffener but some 70 mm away on either side of the
disbond. The fact that the a1 and a3 spectra are almost identical confirms the method
consistency.

A comprehensive analysis of the use of EMIS for damage detection in laminated compo-
sites was presented in Ref. [92]. Figure 42 shows the experimental setup and the analytical
model. An efficient transfer-matrix method approach was used to compute the high-
frequency dynamics of the delaminated composite beam and then to predict the E/M
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FIGURE 41 E/M impedance spectrum showing new resonant frequencies due to disbond (PWAS a2) that
were not present in a well-bonded region on the same member [15], p. 551.
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impedance at the piezoelectric sensor. An extensive parameter study of the effect of
delamination length, position, and depth location on the E/M impedance spectrum was
performed. The effect of the relative location of the PWAS transducer relative to the dis-
bond was also studied. The prediction results were compared with experiments performed
on quasi-isotropic CFRP beams.

EMIS has been used by several authors to measure disbonds and delamination: Ref.
[96] used FEM simulation of EMIS disbond detection in bonded composite repairs; Ref.
[97] measured EMIS for disbonding detection of CFRP composite strips used for strength-
ening and rehabilitation of concrete structures. EMIS was also been tried for monitoring
the progressive changes in the composite material during cyclic fatigue loading: Ref. [98]
applied EMIS to ceramic matrix composites during axial fatigue and compared the results
with AE readings; Ref. [93] used EMIS to monitor woven GFRP specimens undergoing
flexural fatigue and Ref. [94] performed comparison between measured results and FEM
predictions at high ultrasonic frequencies (hundreds of kHz to tens of MHz).

9.5 ELECTRICAL AND ELECTROMAGNETIC FIELD METHODS FOR
DELAMINATION DETECTION

9.5.1 Delamination Detection with the Electrical Resistance Method

Impact damage detection by electrical resistance monitoring of CFRP composites has been
given a lot of attention. The methods for delamination detection fall into two large catego-
ries: (i) monitoring of an average damage state of the whole panel by performing overall

FIGURE 42 Modeling of EMIS method for delamination detection in CFRP composites: (a) experimental
setup; (b) analytical model [92].
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resistance measurements; (ii) providing damage location capability through more elaborate
measurements and data processing. Reference [99] describes preliminary work on a con-
ductivity mapping approach that employs an array of surface-mounted wires on the CFRP
composite. The material used was a 16-ply T800H-924C CFRP with a [(0,90)4]s layup. A
63 6 array of sensing wires was used to generate a damage map. One face of the panel
was lightly grit blasted to allow electrical contact to the carbon fibers. Sensing wires were
attached on one face using silver paint and a protective coating of epoxy adhesive.
Current input was through copper tags centrally positioned at opposite edges of the panel.
Multiple averaging and interpolation was used to smooth out the data. The effect of an
increasing level of impact damage produced a detectable change in the potential distribu-
tion. The damage sustained after the 6-J and 8-J impacts was fairly severe, comprising fiber
fracture, splitting, and delamination, and this damage was readily detectable. Although it
is not clear which component of the damage was responsible for the change, fiber fracture
is the obvious candidate. At lower-energy levels where delaminations predominated, the
potential distribution did not appear to correlate with the damage site, although it did
cause perturbations. The cause of these perturbations was likely to be a reduction in the
number of electrical conduction points between fibers due to ply separation (delamina-
tion), and it is unlikely that effects due to reactive components were responsible at the
supply frequency used.

9.5.1.1 Electrical Resistance Change Method for Delamination Detection in
Cross-Ply CFRP Laminates

Todoroki and coworkers [100�106] have studied extensively the use of electrical resistance
change for damage detection in CFRP composites using surface-mounted electrode strips.
Thin copper-foil electrodes were mounted on one side of CFRP specimens during the
prepreg lamination and co-cured with them in order to get reliable electrical readings
(Figure 43).

FIGURE 43 Electrical resistance monitoring with surface-mounted electrodes: (a) surface-mounted electrodes
pattern; (b) schematic of delamination and matrix cracking phenomena in relation to the electrode placement [107].
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Multiphysics FEM simulations were performed to understand the electric field and
current distribution inside the specimen (Figure 44). These studies were initially
done to understand the orthotropic electrical properties of the unidirectional CFRP layer
[101] and were later extended to cross-ply CFRP laminates [102], and woven CFRP
laminates [107].

In these studies [100�107], delaminations were created using a three-point bending tech-
nique. An indentation-type jig and cylindrical support was used. By changing the diame-
ter of the cylindrical support jig from 10 to 50 mm, several sizes of delamination were
created in the plate-like specimen. The indentation point is loaded from the opposite side
surface where the electrodes are mounted. Since the specimen is a thin laminate, the load-
ing creates a large delamination crack in the 0�90 interface near the electrodes. The dam-
age size and location was verified with ultrasonic C-scan (Figure 45b). Electrical resistance
change was monitored with strain-gage bridge instruments before and after indentation.
Two-probe methods were usually employed; the four-probe method was also tried
[105,109].
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FIGURE 44 Multiphysics FEM simulation of electrical field distribution inside a CFRP composite specimen:
(a) unidirectional specimen [101] cited in Ref. [108]; (b) cross-ply specimen [102].
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References [102,107] processed the electrical resistance measurements with a “response
surface” technique which comprises regression curve fitting to obtain approximate
responses without the need for an actual model. In Ref. [107], a large number of cross-ply
and quasi-isotropic specimens were tested such that statistical data processing could be
applied. Copper-foil electrodes were mounted on one side of the CFRP specimens during
prepreg layup and co-cured with the specimen (Figure 43). Impact-induced matrix crack-
ing and delaminations were detected. Probability of location estimation and error bands
were computed [107]. This represents a noteworthy statistical study of the use of surface-
mounted electrodes and the response surface approach to detect matrix cracking and
delamination with the electrical resistance method in composite materials.

9.5.1.2 Wireless Electrical Resistance Method for Delamination Detection

The electrical resistance method for monitoring composite materials can also be done wire-
lessly since it is similar in instrumentation to the electrical resistance strain-gage method.
Low-sampling-rate wireless strain and temperature sensors have become relatively wide-
spread. Reference [110] describes the wireless detection of strain changes due to internal
delaminations in CFRP composites using the electrical resistance change method and a
wireless bridge that encodes the resistance change as a frequency shift, as already
described in Chapter 7. Cross-ply [02/902]S carbon/epoxy specimens (50-mm long, 20-mm
wide, 1.8-mm thick) were fabricated. To create delamination, a short-beam three-point

FIGURE 45 Indentation delamination damage for electrical resistance monitoring experiments: (a) damage is
applied on the side of the plate opposite to the electrodes; (b) damage size and location was verified with ultrasonic
C-scan [107].
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FIGURE 46 Delamination detection in a 0�/90� cross-ply CFRP composite with the electrical resistance method:
(a) schematic of the experimental setup; (b) actual delamination and crack in the specimen; (c) delamination effects
on the electrical path; (d) results showing changes of resistance due to delamination formation [110].
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bending test was applied (Figure 46a). A micrograph of an actual specimen side view
showing the delaminations and the crack path through the 90� ply is shown in Figure 46b.
The delamination detection concept is described in Figure 46c. The test was conducted in
displacement control; Figure 46d shows simultaneously the plot of load and of resistance
versus testing time. The appearance of the delamination can be identified by a sudden
drop in load accompanied by a sudden change in the electrical resistance. Prior to delami-
nation failure, the specimen resistance displayed a slow downward drift. After the sudden
increase at the moment the delamination occurred, the resistance continued to increase as
the load recovered somehow. However, when the specimen started to experience pro-
found failure and the load started to drop precipitously, the resistance started again a clear
downward trend.

The experimentally measured resistance change was encoded into frequency change
and transmitted wirelessly. The delamination size was also estimated and transmitted
wirelessly using the resistance change magnitude and the corresponding frequency shift
in the encoding equipment.

9.5.1.3 EIT Method for Delamination Detection with the Electrical Resistance
Method

Conductivity mapping was also used in Ref. [111] but with edge contacts instead of a sur-
face array. Named “electrical impedance tomography” (EIT), this method was used to
reconstruct the damage state from a series of measurements between adjacent edge con-
tacts. The EIT method gained wide recognition in the 1920s among geophysicists who
placed arrays of electrodes into the ground. Oil-bearing rocks under the surface were iden-
tified by injecting current through a pair of electrodes and measuring the resulting voltage
at the other electrodes. The same concept was used in Ref. [111] to determine the resistiv-
ity distribution in a CFRP laminate sheet. A schematic of the experimental setup is shown
in Figure 47. Various electrodes are connected to the edges of the sample. An electrical
current was injected via two electrodes and the potential drop between all other neighbor-
ing electrodes was measured. By taking various combinations of current � injecting electro-
des and measuring the potential drops at the remaining electrodes, a set of measurements
was obtained. This information dataset was utilized to extract resistivity distribution
inside the specimen using a reconstruction algorithm based on fundamental electrodynam-
ics theory [111].

This EIT approach (which requires a large number of measurements and involves calcu-
lations) proved capable of locating a hole drilled through a CFRP laminate and even deter-
mining the hole size [111].

Reference [108] describes the extension of the electrical resistance method to woven
CFRP composites. In practical composite structures, a woven surface ply is usually applied
to protect the carbon fiber unidirectional tows from surface damage. The electrical resis-
tance change method developed for composite laminated from unidirectional plies utilizes
the orthotropic electrical conductivity in the in-plane and thickness directions of CFRP
laminae. The woven CFRP plies, however, have different electric properties: their in-plane
electrical resistivity is rather isotropic, whereas the thickness direction electrical resistivity
is rather high due to the undulating interaction of the carbon fiber bundles in the weave.
These differences in electrical properties between the woven plies and the unidirectional
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FIGURE 47 Schematic of the EIT experimental setup on a CFRP composite specimen [111].
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FIGURE 48 Electrical resistance method applied to woven composites: (a) interface between the electrode and
the woven CFRP ply; multiphysics FEM simulation of the electrical resistance SHM method applied to woven
CFRP composites; (b) electric field distribution; (c) electric current distribution [108].
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plies may cause different responses when an electrical current is applied to a woven CFRP
laminates in comparison to a laminate of unidirectional plies. In addition, when a woven
ply is used as the surface layer in a laminate of unidirectional plies, it may be expected
that the surface woven ply may not have a good electrical contact to the electrodes due to
resin-rich regions between the fibers (Figure 48a).

Reference [108] describes a thorough investigation of this phenomenon including multi-
physics FEM simulation of the electric field and current distributions (Figure 48b,c) and
extensive experimental tests (Figure 49). It was concluded that, as expected, the compo-
sites containing woven plies pose more challenges for monitoring with the electrical resis-
tance change method than composites made of unidirectional plies. Nonetheless, the
differences in electrical properties between surface woven plies and unidirectional plies do
not seem to affect the successful use of the electrical resistance change method to detect
impact-induced delaminations and cracks.

A number of good electrical contact regions between the woven surface ply and the elec-
trodes were achieved at the top of the wavy tow. If the number of the electrical contacts is
sufficient, a stable electrical contact between the surface woven layer and the electrodes is
achieved. Although the surface woven ply does not ensure perfect electrical contact with
the electrodes due to the crimp texture, the co-cured copper-foil electrode is sufficiently
reliable for the application of the electrical resistance change method; the partial resin-rich
regions created due to the crimp texture of surface woven ply do not seem to affect too
much the transfer of electrical charge if a sufficient number of good electrical contacts
with the electrode at the top of the wavy tows exist.

Reference [112] describes an EIT approach to detecting damage in CFRP composites
using a multiwall carbon nanotube (MWCNT) and PVDF film. The method allows the
detection of spatially distributed damage using spatial conductivity maps.

9.5.1.4 Delamination Detection in Filament-Wound CFRP Composite Cylinder
with the Electrical Resistance Method

Reference [113] studied the use of electrical resistance measurements on a filament-wound
CFRP cylinder using a number of electrical contacts that were connected in various pat-
terns such that axial, radial, oblique, and circumferential resistances could be measured.
The cylinder was impacted with progressively increasing impact energy. It was observed
that resistance changes with damage (Figure 50).
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FIGURE 49 CFRP beam with surface-mounted electrodes on one side [108].
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FIGURE 50 Resistance change with progressively increasing impact energy: (a) radial resistance; (b) oblique
resistance [113].
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The radial resistance decreased initially as the impact energy was increased up to 10 J, but
subsequently increased. This behavior could be attributed to the fact that the damage at
low impact energies caused the fiber layers in the wall of the cylinder to contact one
another more directly, hence decreasing the electrical resistance; whereas the higher-
energy impacts produce more profound damage that involved delamination and hence an
increase in resistance. The oblique and axial resistances seemed to be rather insensitive to
the lower-energy impacts but increase rapidly with higher-energy impacts that produced
more profound damage. Hence, it was concluded that the radial resistance is more sensi-
tive to minor damage than the oblique resistance, but the oblique resistance is more sensi-
tive to major damage.

9.5.1.5 Multiphysics Simulation of the Electrical Resistance Change Method

Reference [114] performed multiphysics FEM simulation of two electrical conductivity
techniques for delamination detection in CFRP composites: (a) the matrix-array method;
(b) the circular-array method (Figure 51).

Rectangular plates of 150mm3 150mm3 1:6mm were simulated. The conductivity of
each CFRP lamina was taken as σ0 5 32; 000S, σ90 5 9:6S, σt 5 8:3S. The stacking sequence
was ½0=45=245=90�s. A rectangular delamination with dimensions varying from 12 to
48mm was simulated. The center of the delamination was located at various positions in
the range 250mm to 150mm in both x and y directions. For delamination simulation,
the FEM nodes at the inter lamina interface were doubly defined; the upper and lower
nodes of the interface were normally joined; but this joint was released to simulate the

FIGURE 51 CFRP specimen dimensions and placement of electrodes: (a) circular-array method; (b) matrix-
array method [114].
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presence of a delamination. An electric current of 0:1A was applied at the cathode and the
voltage of the anode was set to 0V. The study generated plots of the estimation error
for delamination location and delamination size with each of the two measuring methods.
It was concluded that the matrix-array method was more effective and gave a smaller
error in detecting delamination than the circular-array method [114]. However, the matrix-
array method may be affected by severe impacts that may produce damage to the elec-
trode strips mounted on the specimen surface. If this happens, the surviving electrodes
which were more remote from the damage may be used to measure the large-scale electri-
cal resistance changes as in the circular-array method. Such a hybrid monitoring method
may be eventually the best practical compromise.

9.5.2 Delamination Detection with the Electrical Potential Method

We have seen that the electrical resistance method involves the measurement of the electri-
cal resistance between two points on the composite. For 1D specimens, the contacts were
placed along the specimen. For 2D specimens, the contacts were distributed as arrays over
the surface of the specimen, either in a rectangular grid covering the whole area
(Figure 52a) or as a “circular” array confined closer to the boundary such as not to be
damaged by the more severe impacts (Figure 52b). In order to find the damage location,
some sort of surface interpolation method was applied to the electrical resistance change
values measured at these locations.

The electrical potential method uses the array of contacts not to measure the resistance,
but to measure the electrical potential at each of them with respect to a reference point or
the ground. Since the potential depends on the direction of electric current flow, the elec-
trical potential would be done for all possible current flow configurations (electrical
tomography). Consider for example the array of contacts depicted in Figure 52b and
assume that the current is applied from electrode contact #1 toward contact #9, while the

FIGURE 52 Distribution of electrical contacts on a 2D specimen: (a) grid array covering the whole specimen;
(b) “circular” array at the specimen periphery [115].
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electrical potential is measured at each of the other 14 contacts. After that, the current is
applied, say, from #5 toward #13, while the potential is measured at each of the other 14
contacts. Since the current line and the potential gradient line (i.e., the line connecting the
two points where potential is measured) do not overlap, this 2D method, called “electric
potential method”, does not correspond to resistance measurement, which involves over-
lapping of the current line and the potential gradient line.

Circular or grid arrays, as described in Chapter 7, may be used. Reference [116]
describes a numerical and experimental study of using the electrical potential method to
detect impact-induced delaminations in a CFRP quasi-isotropic laminate using a surface-
mounted grid array consisting of 121 electrodes on a 25-mm pitch. The electrical current
was applied between opposed electrodes and the electrical potential was measured at the
other electrodes. Some of the probes were used to introduce current into the laminate.
Additional probes, used for current introduction only, were placed on the top (instrumen-
ted) and bottom surface of the plate. A 100-mA current was introduced using a DC current
calibrator. The potential values relative to a ground potential located on the plate center-
line were monitored using a high impedance voltmeter. All data were recorded using a
PC. A numerical study was also done with a multiphysics FEM package; particular atten-
tion was paid to properly modeling the interlayer interfacial conductance and the delami-
nation zone. A rather large computer model resulted. Comparison of calculated and
measured data revealed that the measured and calculated contours of equipotential
change surrounding impact damage are superficially similar but differing in details
(Figure 53). In both simulation and experiment, the potential changes are concentrated in a
two-lobe region elongated in the surface fiber directions. There is a characteristic two-
lobed appearance to the region in which there is a maximum and minimum point of
potential change. The extent of the disturbed region extends between two and three times
the maximum length of the delamination in the direction of the surface fibers, and little
more than the width of the delamination perpendicular to the fibers.

Reference [115] presents an extensive study of the electrical potential method. Different
methods of electric current injection were considered (use only one specimen surface; use
both specimen surfaces and send current across thickness; use the specimen side edges).
Relative orientation of electric current injection with respect to the direction of specimen
fibers in the top layer was also investigated.

The direction of electric current flow was found to play an important role in the success
of the electric potential method. The way that current flows is governed by the electrical
contact configuration. Figure 54 shows several possible configurations:

(a) The current contacts A, D are on the surface of the laminate, and the current is confined
to the specimen surface; the electrical potential measurement is done at contacts B, C.

(b) The current contacts A, D are on opposite surfaces of the laminate but not directly
opposite one another, thereby providing an oblique current flow through the specimen
thickness; the electrical potential measurement is done at contacts B, C.

(c) The current contacts A, D are at the edges of the specimen on the cross-sectional
surfaces and the current flows in the plane of the laminate more or less uniform across
the cross section of the specimen. The potential measurements are done at the surface
contacts B1, C1 and at edge contacts B2, C2; in the latter case, the measurement is done
in the location where the current is injected.
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(d) The current contacts A, D are again placed at the edges of the specimen on the cross-
sectional surfaces and the electric current flows in the plane of the laminate more or
less uniform across the cross section of the specimen. The potential measuring contacts
are placed in through-the-thickness holes. This configuration is similar with (c) only
that the electrical potential measurement is done at contacts B, C which are placed
between the contacts A, D that inject the electric current.
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FIGURE 53 Contours of equipotential change on a quasi-isotropic CFRP composite specimen after impact: (a)
measured; (b) calculated with multiphysics FEM [116].
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Reference [115] performed experiments on quasi-isotropic ½0=45=90=-45�3S CFRP specimens
having the electrode pattern shown in Figure 55. The current was injected between electrodes
11 and 12 and electric potential measurements were done on the other 10 electrodes. Two sets
of current contacts (Set A and Set B) were separately used as follows:

• Set A allowed surface (in the plane of the laminate) or oblique current application and
consisted of contacts 11A and 12A, which were on the surface of the laminate. For
surface current application (configuration Figure 54a), contacts 11A and 12A were on
the specimen surface which was to receive impact. For oblique current application
(configuration Figure 54b), the contact 11A was on the surface which was to receive
impact, while contact 12A was on the opposite surface.

• Set B of contacts was for the current-injecting configuration described in Figure 54c
and consisted of contacts 11B and 12B, which were conducting strips placed on the
side edges of the specimen; each strip was 3-mm wide and covered the entire thickness
of the specimen.

(a)

(b) 

(c)  

(d)  

A B C D

A B

C D

Current

A

B2 C2

D

B1 C1

current

A B C D

Current

FIGURE 54 Possible directions of electric current flow in the electrical potential method. In each case, the cur-
rent flows from A toward D: (a) surface flow; (b) diagonal over the thickness; (c) uniform over the thickness with
potential measured along the surface (B1, C1) and uniform along the thickness (B2, C2); (c) uniform over the thick-
ness with potential measured uniform over the thickness using contacts placed in through holes (B, C) [115].
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Three sets of specimens were considered with respect to the direction of the
surface fibers:

• 0�, in which the fibers on the surface instrumented with electrodes were parallel to the
long side of the rectangle in Figure 55

• 90�, in which the fibers on the surface instrumented with electrodes were parallel to the
short side of the rectangle in Figure 55

• 45�, in which the fibers on the surface instrumented with electrodes were placed diagonally.

Since the direction of current flow is parallel to the short side of the rectangular
specimens, these three configurations correspond to the current flowing perpendicular,
parallel, and diagonal to the surface fibers, respectively.

Impacts of progressively increasing energy were applied successively at the locations
P, Q, R as depicted in Figure 54. The impact energy was increased progressively up to
approximately 16 J. The electrical potential was measured after each impact and compared
with the baseline reading for the pristine specimen. An example of results obtained on the
0� for impacts on point P, electric current along 11A�12A, and surface-mounted electrodes
is shown in Figure 56. Examination of these curves reveals that the sensitivity for the
detection of major damage seems best for the potential gradient lines that are closest to the
damage location; however, for the detection of minor damage, the potential gradient lines
that are closest to the current line seem to be better suited.

The study of Ref. [115] covered all the other cases that result from combination of the four
situation depicted in Figure 54 and the three surface fiber orientations 0�, 90�, 45�. The overall
conclusion seemed to be that the effectiveness of the potential method depends on the direc-
tion of surface layer fibers. Surface voltage measurement was found effective for damage
sensing in the specimens with 0� surface layer; in this case, the electric current applied per-
pendicular to fiber direction diffused in the direction of low resistivity, i.e., along the fibers.
The surface potential method was ineffective for the 45� specimens. In the case of the 90� spe-
cimens (i.e., with the electric current spreading across the fibers, i.e., in the direction of high
resistivity), this method is not recommended because it gave wild varying results.
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FIGURE 55 Specimen configuration and electrodes pattern used for electrical potential experiments [115].
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Application of the electric current to all the laminae simultaneously by using current con-
tacts on the sides of the specimen edges was found ineffective for the 0� specimens when
in-plane surface voltage measurements were used, but was effective when voltage measure-
ments were made on the edge electrodes. In this case, the potential gradient was found to
decrease with increasing impact energy in the minor damage regime and to increase with
increasing impact energy in the major damage regime. Application of current to all the lam-
inae and the use of through-hole current and voltage contacts was also found effective and
gave a similar variation of the potential gradient with increasing impact energy [115].

A comparative study of the electrical resistance and electrical potential methods for
damage detection in CFRP quasi-isotropic specimens of various thicknesses is described in
Ref. [117]. CFRP quasi-isotropic laminate specimens of various thicknesses were studied:

• Thin 1.05-mm, 8-lamina specimens
• Intermediate 2.10-mm, 16-lamina specimens
• Thick 3.15-mm, 24-lamina specimens.

It was found that both the electrical resistance and the electrical potential methods were
effective for damage sensing in the thin (8-lamina) composite specimen. In this case, the
potential method was found superior to the resistance method, which showed some incon-
sistency in the variation of readings with increasing impact energy for the segments not
containing the impact point. The superiority of the potential method over the resistance
method for the 8-lamina composite was explained in terms of the current path distortion
resulting from the impact damage.
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FIGURE 56 Variation of the potential gradient change with increasing impact energy applied at point P for
various potential measuring electrodes placed on the surface of the 0� specimen; the circled data point may be a
little off due to a data acquisition problem; ’: line 1�7; V: line 2�8; ¢: line 3�9; K: line 4�10; [115].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

380 Impact and Acoustic Emission Monitoring for Aerospace Composites SHM Chap. 9



For the 16-lamina and 24-lamina composites, the resistance method was effective,
whereas the potential method was not. This means that the potential method does not
work when the distance of separation between the applied current line and the potential
gradient line is excessive. A distance of 2.10 mm (16 laminae) in the through-thickness
direction was found excessive, whereas a distance of 1.05 mm (8 laminae) in the same
direction was not.

9.5.3 Electromagnetic Damage Detection in Aerospace Composites

Electromagnetic methods for finding defects and damage in composite materials rely on
the response of these materials to the excitation by electromagnetic fields. Dielectric
composites, such as GFRP materials, can be interrogated with the use of an electric field,
whereas conductive composites, such as CFRP materials, can be interrogated with a
magnetic field. Figure 57 shows the magnetic imaging of a delamination in a CFRP plate.
Both measurements were performed in transmission mode with excitation and detection
fields being of the same type: electric-electric for GFRP and magnetic-magnetic
for CFRP.

9.5.4 Hybrid Electromagnetic SHM of Aerospace Composites

A hybrid electromagnetic method is also possible for CFRP composites in which a
modulated high-frequency electric excitation is applied and the magnetic response of
the material is recorded. Reference [118] describes such a hybrid method applied to a
CFRP composite plate and compared in efficacy with the acousto-ultrasonic method.

FIGURE 57 Electromagnetic methods for imaging of damage or defects in composite materials: magnetic
imaging of a delamination in CFRP plate [118].
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The instrumented CFRP specimen is depicted in Figure 58. The specimen was a 16-ply
cross-ply CFRP plate. An acousto-ultrasonic SMART Layert was embedded in the mid-
plane, and a hybrid electromagnetic layer HELPr with a 20mm3 20 mm mesh was
applied to one side. A 700kHzhigh-frequency electric excitation with full 1 kHz modula-
tion was applied. Damage was applied in the form of impacts and burns. The impacts I1
and I2 were of 2 J and 4 J, respectively. The burns (simulating lightning strikes) were
applied with high-energy sparks (30 V, 5 A) of various energies: 120 J, 40 J, 80 J, 400 J for
B1, B2, B3, B4, respectively. The hybrid electromagnetic and acousto-ultrasonic imaging
results are compared in Figure 59a.

The hybrid electromagnetic HELPr method could detect all damages but I1, whereas the
Lamb-wave-based acousto-ultrasonic SMART Layert method could only detect damages I1,
I2, B4. The fact that the HELPr method could not detect the low-energy damage I1 is attrib-
uted to the fact that this mild impact only produced delamination but no composite break-
age; this indicates that the HELPr may not be able to detect mild delaminations. It is also
noted that the lowest-energy burn B2 (40 J) is only lightly visible in Figure 59a, which may be
indicative that this light burn damage is probably at the detection threshold of this method.

(a)

(b)

SMART
Layer®

Structure under testElectromagnetic HELP layer®

FIGURE 58 CFRP plate specimen instrumented with hybrid electromagnetic layer HELPr and with acousto-
ultrasonic SMART Layert: (a) schematic; (b) photograph [118].

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

382 Impact and Acoustic Emission Monitoring for Aerospace Composites SHM Chap. 9



The fact that the SMART Layert method could not detect the B1, B2, B3 burns may be
attributed to the fact that these damages were only superficial changes that did not affect
sufficiently the guided-wave propagation used in the acousto-ultrasonic method. The
severe damage B4 (400-J electric spark) was detectable with this method because it
produced sufficient local changes in the material to scatter the guided waves used in the
acousto-ultrasonic method.

9.5.5 Self-Sensing Electrical Resistance-Based Damage Detection and
Localization

A self-sensing resistance-based damage detection and location system is proposed in Ref.
[119]. Though the testing methodology seems simple and uses only a multimeter instru-
ment, the construction of the specimen is rather elaborate involving the insertion of well-
aligned conductors and glass-fiber layers inside a CFRP composite laminate.
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FIGURE 59 Comparative detection of impacts (I1, I2) and burns (B1, B2, B3, B4) on a CFRP plate instrumented
with hybrid electromagnetic layer HELPr and with acousto-ultrasonic SMART Layert: (a) image showing that the
HELPr method could detect all damages but I1, whereas the Lamb-wave-based SMART Layert method could only
detect I1, I2, and B4 damages; (b) image showing the detection levels of the electromagnetic HELPr method [118].
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9.6 PSD AND ASD OF SANDWICH COMPOSITE STRUCTURES

A typical aerospace sandwich structure is described in Ref. [120]: the sandwich is made of
two orthotropic GFRP skins and an isotropic foam core. The skins are made of [0,90] plies.
The stiffness (respectively mass density) of the core is 50 times (respectively 10 times) less
than the stiffness (respectively mass density) of the skins. Therefore the sandwich is a very
inhomogeneous structure. Moreover, the skins do not have the same thickness: one skin is
three times thicker than the other. The core has the same thickness as the two skins taken
as a whole. Low-velocity impacts induce specific damages in such sandwich plates
(Figure 60). The damage appears to be a crush of the foam below the impact location, a
debonding of the thin skin (zone 1), an oblique crack in the foam from the thin skin to the
thick skin (zone la), and a large debonding of the thick skin (zone 2).

For a damaged sandwich plate, the foam cannot, in the damaged area, resist to transverse
shear stresses. Therefore, the quasi-flexural A0 waves are more sensitive to these defects
than extensional waves; for this reason, one can use the interaction of flexural waves with
these defects for damage detection analysis. The main modification in the behavior of the
plate induced by the damage is the local decoupling of the two skins. In order to study a
method to localize and estimate the size of such damage, Ref. [120] started with the study
of sandwich plates with cylindrical holes in the foam core. Such holes make it possible to
do numerical simulations [121] and allow a local decoupling of the two skins just like real
damages.

Reference [120] used the embedded pulse-echo method to detect damage in the foam
core of a sandwich plate with GFRP skins (Figure 61). The damage was simulated by a
hole in the foam. Low-frequency A0 Lamb waves (10 and 20 kHz) were used. It was
shown that damage location and intensity could be deduced from the echo analysis with-
out an analytical model of the damaged plate. Reference [120] describes a system for
health monitoring of sandwich structures based on the analysis of the interaction of Lamb
waves with damage. The system consisted of a 20-mm diameter PWAS transmitter placed
on the upper face of the sandwich and another 20-mm PWAS receiver placed on the lower

Impact 10

Zone 1

Zone 1a

Zone 2

FIGURE 60 Schematic of the damage in an impacted composite sandwich structure [120].
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face of the sandwich underneath the transmitter PWAS. The receiver PWAS is segmented
into four quarters such as to distinguish the direction from which the received waves
arrive. The same method was later used to detect actual impact damage in composite
sandwich specimens [121].

Receiver

1
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3 4

P Q

Hole

Emitter

FIGURE 61 Placement of transmitter and received PWAS transducers on a composite sandwich structure with
a simulated core damage (circular hole in the foam core) [120].
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FIGURE 62 Comparative response of a pristine (solid line) and damaged (dashed line) CFRP sandwich beam
after low-velocity impact [122].
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Reference [122] studied in situ disbond detection in composite sandwich plates with
PWAS transducers. In sandwich composites, the dispersion curves at low frequencies are
similar to those for free plates with a greater attenuation due to the presence of the core.
S0 mode at relatively high frequency was used for the detection of the debonding between
the skin and the core and for low-velocity impact damage [122]. Figure 62 shows the com-
parative response of a pristine and impact-damaged CFRP sandwich beam. The additional
echo due to the disbond presence is clearly visible. Electromagnetic methods for damage
imaging in composite sandwich structures were discussed in Ref. [118].

Electromagnetic methods for finding defects and damage in composite materials rely on
the response of these materials to the excitation by electromagnetic fields. Dielectric com-
posites, such as GFRP materials, can be interrogated with the use of an electric field,
whereas conductive composites, such as CFRP materials, can be interrogated with a mag-
netic field. Figure 63 shows the detection of an internal defect (zone of missing foam) in a
GFRP sandwich specimen by illumination with an electric field (e.g., with an electric
antenna in near field) and by measuring the total electric component of the electric field
crossing through the material.

Reference [123] describes the modeling of wave propagation and scatter from impact
damage in sandwich structures with honeycomb core. Extensive FEM analysis was per-
formed including multiphysics modeling of the piezo actuators/sensors. The FEM model-
ing results were compared with experimental measurements performed on actual
sandwich specimens.

9.7 SUMMARY AND CONCLUSIONS

This chapter has covered the SHM methods for detection and quantification of impact
damage in aerospace composites. Low-velocity impact of composite structures that pro-
duces BVID is one of the most researched areas of aerospace composites SHM due to dras-
tic effect that the presence of BVID could have on composite aircraft performance and
safety. Various methods have been proposed and tried for capturing the impact event and
monitoring the evolution of resulting BVID state inside the structure.

FIGURE 63 Electromagnetic methods for damage imaging in composite sandwich structures: electric imaging
of a GFRP sandwich specimen showing the detection of a missing foam zone [118].
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The chapter started with a discussion of monitoring the impact event. This method is
also known as PSD because it relies only on the signals generated by the impact event
and captured by the sensors. Detection of impact location and impact intensity are the
major aims of the PSD method. Several approaches using piezoelectric transducers and
fiber-optic sensors were presented and discussed. The reconstruction of impact location
and intensity, which is not an easy task, was found to be attempted with a variety of
methods, some using a structural model (i.e., model-based approaches), others aiming
to rely only on advanced data-processing techniques (data-driven approaches). The use
of directional transducers for detection of the impact event was also discussed. It
was also found that, besides the location and intensity of damage, the signals may also
contain high-frequency information related to the material failure at the impact location,
i.e., AE signals.

The chapter continued with the presentation of the methods aiming on finding the dam-
age that was produced in the composite by the impact event. This method, known as
ASD, relies on interrogating the structure with ultrasonic waves and recording the
response of the structure to such interrogation. Piezoelectric transducers are usually used
as ultrasonic wave transmitters, whereas either the same piezo transducers or other strain
sensors, e.g., fiber-optic FBG sensors, may be used as receivers of the signal scattered by
the damage. Various ASD methods such as pulse-echo, guided-wave tomography, data-
driven ASD, phased arrays, etc. were presented and discussed.

Other methods for detecting the damage produced by an impact on a composite struc-
ture were also discussed. Direct methods for damage detection rely on changes that are
produced by the impact on sensors located in the impact proximity (e.g., transmissibility
of an optical fiber) or on the reinforcing glass fibers in the case of GFRP composites.
Changes may also be produced in the composite appearance, such as in the case of tribolu-
minescent composites or “bruising” composites. OTDR and fiber-optic FBG strain sensors
were also used to detect the structural changes produced by the impact event in the com-
posite material. Strain mapping of larger areas has now become possible with the advent
of distributed strain sensing on a simple fiber using Rayleigh scatter OTDR.

Vibration SHM has also been tried for the detection of impact damage in composite
structures. Model-based vibration SHM, model-free vibration SHM, statistics-based vibra-
tion SHM, and nonlinear vibration SHM, as well as the combined use of vibration and
wave propagation SHM methods have been tried and are discussed in Section 4. The fre-
quency transfer function SHM method was also presented in this section. The use of EMIS
to perform local-area sensing of high-frequency vibration changes due to impact delamina-
tion was also discussed.

Section 5 covered electrical and electromagnetic field methods for delamination detec-
tion. Delamination detection in CFRP composites (which are mildly conductive) has
received considerable attention and several examples were discussed in this section.
Alternative methods using similar principles are the electrical potential method and
the EIT. Electromagnetic damage detection, on the other hand, can be used in dielectric
composites such as GFRP materials. A hybrid approach that uses both electromagnetic
and ultrasonic interrogation of a CFRP plate was also discussed in Section 5.

Section 6 covered PSD and ASD method for impact damage detection in sandwich
composite structures.
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10.1 INTRODUCTION

This chapter deals with monitoring the damage of aerospace composites that appears dur-
ing normal operational service. Such damage may be due to operational loads and envi-
ronmental factors and may result in a gradual degradation of composite properties rather
than the sudden changes that may appear due to accidental events, like the impact dam-
age discussed in the previous chapter.

This chapter starts with a discussion of passive structural health monitoring (SHM) meth-
ods, e.g., monitoring strain, acoustic emission (AE), operational loads, etc. The aim of these
passive methods is to record what is actually happening with the composite structure and
to act accordingly. For example, the loads applied to the composite structure can be moni-
tored during normal operation conditions and compared with the design loads (both limit
loads and fatigue spectra). If the differences between design loads and actual loads are sig-
nificant, then adjustments can be made to the operational life predictions and flight profiles.
Another outcome of passive monitoring could be the identification of changes in the strain
distribution pattern over the structure that might be indicative of partial local failures (e.g.,
microcracks and delaminations) that may affect the load paths in a fail-safe structural
design. In addition, AE monitoring could detect when actual local failures happen by
recording the waves created by the elastic energy released by a “popping” crack.

The next major section of this chapter deals with monitoring the actual fatigue damage
induced in the composite by repeated application of service loads. As already detailed in
Chapter 5, fatigue damage in composites is substantially different from fatigue damage in
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metallic structures. Most results reported in this section deal with monitoring of matrix
microcracking and subsequent delamination that appears during cyclic loading tests of
aerospace composites. Various passive SHM and active SHM methods are discussed,
including fiber-optic measurements, pitch-catch piezo measurements, electrochemical
impedance spectroscopy (ECIS), etc.

Another major section of this chapter is devoted to the use of electrical resistance
method to monitor in-service degradation and fatigue of carbon fiber-reinforced polymer
(CFRP) composites. This approach is specific to CFRP composites because their carbon
fibers have electrical conductivity which is imparted to the overall composite through the
fact that individual fibers embedded in the polymeric matrix occasionally make contact
when bunched together in the composite system. Early tests have shown that as the CFRP
material is loaded, its electrical resistance changes thus acting as a built-in indicator of
microcracks, delaminations, and other fatigue damage types taking place in the CFRP
composite. These initial concepts have been extended through a wide body of research
including measurement and mapping of both the electrical resistance and the electrical
potential of the composite using different electrode patterns and current injection
methods.

The last section of this chapter covers various methods used in the monitoring of dis-
bonds and delamination in composite patch repairs, composite adhesive joints, in noncon-
ductive glass fiber-reinforced plastic (GFRP) composites, etc. Results obtained with
guided-wave methods as well as with dielectric measurements are presented and briefly
discussed.

This chapter ends with summary, conclusions, and suggestions for further work.

10.2 MONITORING OF STRAIN, ACOUSTIC EMISSION, AND
OPERATIONAL LOADS

Monitoring of operational loads and strain on actual vehicles has been reported by several
authors. Reference [1] reports multichannel fiber Bragg gratings (FBG) strain monitoring
systems installed on a sailing yacht and a turboprop aircraft. Reference [2] reports fiber-
optic multipoint strain measuring on two full-scale CFRP vehicles, an American’s Cup
class yacht and an experimental reentry vehicle. Reference [3] describes multipoint FBG
strain measurements on a seagoing GFRP ship. The FBG sensors were installed at various
locations to measure operational loads during sea trials. Both FBG strain rosettes and indi-
vidual FBG sensors were used. Typical strain recordings are illustrated in Figure 1; strains
due to wave-drive sagging and hogging of the whole ship and due to resonant whipping
of the hull can be distinguished in these signals are shown in Figure 1a; equivalent stress
resultants post-calculated from strain data and finite element method (FEM) modeling are
shown in Figure 1b.

Reference [4] reports a space-qualified FBG system which uses FBG sensors to monitor
the strains in a filament-wound CFRP tank during pressure testing. Reference [5] describes
a space-qualified onboard FBG system used to monitor the strain on a CFRP composite
LH2 tank installed on a reusable launch vehicle (RLV) test article. The FBG sensors were
installed on the CFRP composite tank with ultraviolet-cured polyurethane adhesive that
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showed good performance at cryogenic temperatures. The schematic of the experimental
setup for the cryogenic pressure test is shown in Figure 2a. The system (which weighs less
than 2 kg) was installed, flown, and tested on a reusable rocket vehicle test (RTV). Data
was acquired via telemetry (Figure 2b). Typical recorded data is shown in Figure 2c; the
correlation between FBG measurements, conventional strain-gage measurements, and tank
pressurization is apparent.
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FIGURE 1 Multipoint strain measurements on a seagoing GFRP ship: (a) strain-gage installation schematics;
(b) installation details; (c) typical strain signals recorded with FBG sensors due to wave-drive sagging and hog-
ging as well as resonant whipping; (d) stress resultants calculated from the strain data [3].
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FIGURE 2 Space-qualified onboard FBG strain measurement on a composite LH2 tank: (a) schematic of the
experimental setup for the cryogenic pressure test; (b) schematic of the telemetry measurement system for the
RTV flight experiment; (c) typical recorded data [5].
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10.2.1 Strain Distribution Monitoring

Passive sensing SHM is done by using sensors to just “listen” to structural signals and
monitor them over time. The premise of strain SHM is that presence of damage will effect
a redistribution of mechanical strain in the structure which can be monitored and inter-
preted. A sudden raise of strains in a safety-critical part of the structure should trigger an
alarm of impending failure, whereas a sudden drop in strain may be indicative that, due
to damage, the monitored part no longer carries its expected load share. Strain redistribu-
tion in the damage vicinity may be measured and interpreted as indicative of damage
presence and extent. Strain monitoring can be done with conventional electrical resistance
strain gages or with fiber optics. The latter offer the capability of having several measuring
locations that can be individually addressed on the same fiber.

10.2.1.1 Strain Distribution Monitoring in a Composite Patch Repair

Reference [6] presented the use of embedded fiber optics to measure the strain distribution
in a composite repair during static and fatigue testing. The sensing principle used in this
work is the Rayleigh backscatter which allows one to pinpoint the strain values at various
locations along the fiber. In this way, the strain distribution for two composite repair con-
cepts could be compared. One composite repair concept used a stepped lap joint; the other
used a scarf lap joint. The strain distribution measure during these experiments is shown
in Figure 3: it is apparent that the scarf joint has a much lower stress concentration than
the stepped joint. As a result of these severe stress concentrations, the lap joint repair spec-
imen failed at only 66% of the load at which the scarf joint repair specimen failed. Based
on these results, a full-scale specimen of a 6-m-long UAV wing spar repaired by the scarf
joint concept was manufactured and successfully tested statically up to the ultimate design
load, followed by fatigue and residual limit load testing.

10.2.1.2 Conventional Strain-Gage Monitoring for Delamination Detection

A delamination in a composite layup produces strain distribution in the surrounding area
which is substantially different from that in a pristine zone. Reference [7] used conventional
strain gages to monitor delamination in a composite T-joint (Figure 4). The strain gages
were placed on the outside of the joint in zones deemed sensitive to strain redistribution
due to delamination presence. Further investigations by the same authors focused on using
artificial intelligence protocols for damage identification [8] and on comparing statistical
outlier analysis and artificial neural net methods for damage detection and assessment [9].

10.2.1.3 Combined Fiber Optics and Conventional Strain-Gage Monitoring for
Delamination Detection

Reference [10] reports the use of both conventional strain gages and fiber-optic FBG sen-
sors to measure strain in an aircraft wing section having CFRP composite skins with both
co-cured and co-bonded stiffeners. The boxes were fabricated with a glass-epoxy prepreg
system; the stiffness of these boxes was lower than typically used in aircraft industry. Two
testboxes with co-cured skins were fabricated. The dimension of both the boxes was
600mm3 500 mm3 150 mm. The spars and skins were made separately. The end spars
were fastened to the bottom skin with bolts and bonded to the top skin with film adhesive
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(Figure 5a). One testbox was kept “healthy” (BNDa); the other testbox (BNDb) was “dam-
aged” by inserting a debonded region of 180-mm length at the center spar during the fab-
rication. Resistance strain gages and optical FBG sensors were installed on the testboxes at
several locations. A photo of an actual testbox indicating the position of the end fixture for
fastening during the static tests is shown in Figure 5b. The boxes were tested in cantilever
configuration with the load applied at free end equally distributed over the three spars
(left, right, and center spars). The panel dimensions were such that buckling was permit-
ted. The debonds thus manifested themselves more easily due to the buckling of the skins.

The strain data from both the strain gages and the FBG sensors were recorded with the corre-
sponding measurement systems at several intervals during loading. The strain data was

FIGURE 5 Co-cured composite wing section testbox: (a) construction schematic; (b) photo of the actual testbox
indicating the position of the end fixture for fastening during the static tests [10].
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processed in order to identify the difference in the strain pattern between the “healthy” speci-
men BNDa and the “unhealthy” specimen BNDb which had damage in the form of delamina-
tion between skin and stiffeners. For illustration, consider Figure 6 which compares the strain
data recorded during loading at two locations: SG12 near the debond (Figure 6a) and SG18
further away from the debond (Figure 6b). It is apparent from both plots that, at the begin-
ning, when the load is below the critical buckling load, the debond has a very small effect on
the strain data. This means that this particular debond (delamination) does not change the
strain distribution pattern when the loads are below the critical buckling load.

However, as the load increased, the panel with debond started to buckle and the strains in
the “unhealthy” specimen started to register deviations from those in the “healthy” speci-
men. These deviations become more and more intense as the loading progressed into the
postbuckling behavior: they even changed sign from compression into tension. The effect
of the sensor location can be estimated from comparing Figure 6a with Figure 6b: when
the sensor is closer to the debond, the buckling due to the debond is sensed much earlier,
e.g., at approximately 8 kN in Figure 6a. However, when the sensor is further away from
the debond, the buckling due to debond is sensed only at a later stage, e.g., at approxi-
mately 12 kN in Figure 6b.

10.2.1.4 Delamination Occurrence Detection and Growth Monitoring with
Specialty FBG Sensors

Reference [11] used specialty FBG sensors (chirped FBG) inserted in a cross-ply CFRP lam-
inate to monitor the occurrence and growth of delamination under four-point bending.
The changes in the optical spectrum of the chirped FBG were processed to yield the
delamination occurrence and growth. It was observed that before the delamination was
initiated from the crack tip, the spectrum had one broad peak. This shape of the spectrum
was almost the same as that of the spectrum measured before the introduction of a crack
because the influence of a transverse crack on the strain distributions of the FBG sensor
was very small. As the delamination length increased, the long wavelength component
shifted to the longer wavelength (Figure 7). These tendencies were investigated by both
the measured and calculated spectra.

FIGURE 6 Comparative strain data in healthy and unhealthy bonded specimens: (a) strain measured at loca-
tion SG12 near the debond; (b) strain measured at location SG18 further away from the debond [10].
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10.2.2 Composite Panel Buckling Monitoring

Reference [12] reports the monitoring of composite panel buckling with FBG sensors. The
FBG sensors were used as strain sensors and buckling was detected by the change in the
local strain measured by the FBG sensors. Three blade-stiffened CFRP panels with co-cured
stiffener webs were tested under compressive load. Several FBG sensors were surface
bonded on two of the stiffened panels and embedded into the stiffener webs of the third
panel. The FBG sensors measure the strain distribution in the stiffener web and in the skin
panels. The bucking onset was detected and the postbuckling behavior could be tracked.

10.3 ACOUSTIC EMISSION MONITORING

Reference [13] describes the use of the AE method to monitor the onset and propagation
of delaminations in CFRP composites under quasi-static and fatigue loads.
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FIGURE 7 Chirped FBG sensor embedded in a cross-ply CFRP laminate to monitor occurrence and growth of
a delamination under four-point bending: (a) location of sensor; (b) optical spectrum details used for quantifying
delamination growth [11].
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The experimental configurations used in specimen construction were (a) double cantilever
beam (DCB); (b) mixed-mode bending (MMB); (c) end-notch flexure. AE data was collected
with a MISTRAS-PAC Rk02 sensor using the PAC data acquisition and data processing sys-
tems. Fracture toughness testing was conducted in quasi-static regime, whereas fatigue
delamination testing was conducted in cyclic loading of various intensities. It was found that
delamination event can be correlated with peaks of AE “hits”. Figure 8a presents a super-
posed plot of load variation during cyclic loading showing that maximum load points can be
correlated with large AE energy values. Figure 8b plots the number of cycles where AE detec-
tion of delamination onset takes place for various values of the corresponding strain energy
release rate Gmax applied during the cyclic loading. Also plotted in Figure 8b are the points
where 10% compliance increase was observed during the cyclic testing. Note that compliance
increase, aka stiffness loss, takes place when damage happens in a composite material.

FIGURE 8 Composite delamination detection using the AE method during fatigue loading: (a) superposed
plot of load variation during cyclic loading and energy of the AE hits; (b) AE detection of delamination onset that
appears at various number of cycles depending on the corresponding strain energy release rate Gmax applied dur-
ing the cyclic loading [13].
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10.4 SIMULTANEOUS MONITORING OF STRAIN AND ACOUSTIC
EMISSION

Reference [14] describes the use of a dual-demodulator FBG system to measure both the
strain and the AE signal emanating from the damage created in a cross-ply laminated
composite under tensile loading. One FBG sensor, one electrical strain gage (ESG), and
one piezo sensor (PZT in Figure 9) were mounted on a CFRP cross-ply composite speci-
men (Figure 9a,b). The dual demodulation was achieved with a tunable Fabry�Perot filter
(TFPF) for quasi-static strain and a Mach�Zehnder interferometer (MZI) for strain waves.

The quasi-static strain and the strain wave signals measured by the FBG sensor showed
that sudden strain shifts accompanied by high-frequency strain waves in the hundreds of
kHz range were observed when transverse cracks propagate in the transverse layer of the
cross-ply composite (Figure 9c,d). Note that the FBG signal in Figure 9d is proportional to
the dynamic strain, whereas the PZT signal is proportional to the strain rate.
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FIGURE 9 Simultaneous measurement of static strain and strain waves in a cross-ply composite using FBG
sensors and dual-demodulator system: (a) specimen instrumented with FBG sensor, PZT sensor, and electrical
strain gage (ESG); (b) experimental setup schematics; (c) quasi-static strain measured with the TFPF-demodulated
FBG sensor signal; (d) strain wave signals measured with the MZI-demodulated FBG sensor compared with that
measured by the PZT sensor [14].
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10.5 FATIGUE DAMAGE MONITORING

Composite structures are typically resistant to through-the-thickness cracks due to the
inherent crack resistance of fiber reinforcement. However, in layered composite structures,
cracks can easily propagate parallel to the wall surface, typically at the interface between
layers. These cracks can be initiated by fabrication imperfections or low-velocity impact
damage; subsequently, they propagated by cyclic fatigue loading. Even without a low-
velocity impact initiation, cracks can initiate and propagate through the composite materi-
als under the repeated loading occurring during normal operation. Matrix microcracks in
the cross-ply locations are the first to appear, but interfacial cracks and delamination may
also occur after exposure to a large number of fatigue cycles.

10.5.1 Fiber-Optic Monitoring of Transverse Cracks in Cross-ply
Composites

In an early paper [15], Tanaka’s group at the University of Tokyo, Japan, discussed the
detection of transverse cracks in CFRP composites using embedded FBG sensors
(Figure 10a). An uncoated optical fiber containing 10-mm-long FBG sensor was laid along
the loading direction at the bottom of the longitudinal (0�) ply (Figure 10b). The sensing
principle was based on the fact that, by removing the cladding and immersing the
stripped region in the external medium represented by the matrix, it is possible to monitor
the change in the matrix refractive index variation due to appearance of internal
microcrack.

The strain was measured both by the FBG sensor and by a conventional resistance
strain gage. The specimen was loaded in a tensile machine. Good agreement between the
strain values measured by FBG sensors (using the highest peak in its spectrum) and con-
ventional strain gage was observed (Figure 10c). Transverse cracks appeared in the 90�

plies as the longitudinal strain was increased. During various loading stages of the experi-
ment, the position and the number of the transverse cracks in the specimen were deter-
mined using an edge replica technique. It was found that the transverse crack density
increases with longitudinal strain, as expected. As the crack density increased under
increasing load, it was noted that the reflected FBG spectrum became distorted, besides
being shifted. This phenomenon was explained through a detailed analysis of the modified
strain distribution due to transverse cracks presence. It was concluded using simulation
studies that the distortion of the spectrum can be correlated with the crack density, which
could offer a baseline-free method for transverse cracks detection.

The spectrum width at the half-maximum was proposed as a quantitative indicator of
transverse crack density. However, it was noted in practice that the residual thermal
stresses resulting from the initial CFRP processing may pose a problem because the spec-
trum had already split into two peaks and became much broader before the tensile load
was even applied. Hence, this proposed baseline-free method could be used only if the
FBG sensor could be embedded without the non-axisymmetric residual thermal stresses
being present. Nonetheless, the direct measurement of actual strain with the FBG sensor
can be used as a baseline-based method of inferring the crack density from the strain
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values, although this would have to rely on an initial baseline measurement of the crack-
free state before loading. This topic was further studied on by the same team to assess
the effect of coating [16] and to test specialty small-diameter FBG sensors with 52 µm
outside diameter [17].

10.5.2 Pitch-Catch Guided-Wave Detection of Fatigue Microcracking and
Delamination

Larrosa et al. [18] studied detection and estimation of composite fatigue damage in the
form of matrix microcracks and delamination. Dog-bone composite specimens of various
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layups were subjected to tension fatigue loading (RB0.14, 5 Hz). The maximum load was
approximately 85% of the static failure load. It was estimated that the strain in the speci-
men was 0.3�0.4%. Figure 11 shows the specimen geometry and instrumentation. The
specimen had a waisted geometry to avoid failure in the gripping ends. A stress-
concentration notch was machined on one side of the specimen midway between the
grips. The pitch-catch instrumentation consisted of two Acellent Technologies SMART
Layert strips placed toward the specimen ends.

The fatigue loading was stopped periodically and the specimens were unloaded from the
MTS machine in order to take measurements. The SMART Layert actuator sensors were
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FIGURE 11 Composite specimen subjected to tension fatigue and monitored with pitch-catch guided waves:
(a) specimen geometry (cm) and SMART Layert actuators and sensors locations; (b) actual photo of the specimen
mounted in an MTS testing machine [18].
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used for guided-wave pitch-catch measurements. A Faxitron X-ray cabinet was also used
to obtain X-ray images of the specimen. Dye penetrant was used to enhance the X-ray
absorption. The X-ray images were analyzed: for each pitch-catch diagnosis path, the
matrix microcracks were counted and delaminations were identified. A label of 0 was
given to a diagnostic path that experienced only microcracks, whereas a label of 1 was
given to a path that experienced delamination.

Typical experimental results are shown in Figure 12. An X-ray image after 400,000
cycles is shown in Figure 12a: the 23� path is showing matrix microcrack whereas the 0�

path is showing delamination near the stress-concentration notch. A superpose plot of the
diagnostic signals received after increasing levels of fatigue exposure is shown in
Figure 12b. It can be observed that at the beginning of the fatigue testing when only matrix
microcracks appeared, the changes in the received signal were not very large: slight shifts
in the signal phase and slight decrease in the signal amplitude were observed. These shifts
and amplitude changes were more pronounced as the number of microcracks grew. Later
in the fatigue testing, when the specimen delaminated, the changes in the signal were
much more pronounced, both in terms of the phase shift and in terms of the amplitude
decrease.

The large amount of data collected during these experiments was processed as fol-
lows: first, all the data from the 11 composite specimens were preprocessed and merged
into one data set. This data set contained 5141 data points with approximately 70%
being matrix microcracking only and approximately 30% being delamination. Next, a
Gaussian discriminant analysis (GDA) machine learning technique was combined with
signal feature extraction methods to classify the recorded signals and identify the vari-
ous composite fatigue damage types, i.e., matrix microcracking versus delamination. It
was concluded that the use of the GDA algorithm in the tested sample of specimens
yielded a 21% classification error, 71% precision, and 68% recall. Further studies are
needed to assess how these error rates affect damage diagnostic algorithms in which
per-path data provided by the classifier are used to estimate damage location and
intensity.

A related study [19] was focused on developing numerical simulation models to predict
the signal changes as function of various types of composite damage, e.g., matrix micro-
cracks and delamination. The same specimen construction and instrumentation as pre-
sented in Figure 11 was used. ABAQUS multiphysics FEM analysis was performed.
Convergence analysis and element tuning were applied to obtain a trustworthy simula-
tion. The delamination was modeled by releasing the nodes of adjacent plies over a speci-
fied area. Matrix microcracks were modeled in as very thin (0.1 mm) slits. A sensitivity
analysis of the received diagnostic signals with composite damage intensity was also
attempted.

In a separate study, Ref. [20] compared the use of various signal analysis methods to
monitor the damage initiation and progression in a composite wind turbine rotor blade
during fatigue testing. A piezoelectric wafer active sensor (PWAS) sparse array was placed
near the rotor blade root where the fatigue bending loads were deemed to be most intense.
The pitch-catch method was applied with a centrally located PWAS acting as actuator and
several other PWAS acting as receivers. Both ultrasonic guided waves (UGW) and diffused
wave field (DWF) measurements, aka insonofication, were used.
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FIGURE 12 Experimental results for composite specimen subjected to tension fatigue and monitored with
pitch-catch guided waves: (a) typical X-ray image showing matrix microcracks and delamination; (b) captured
raw signals for various numbers of microcracks and after the apparition of the delamination [18].
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10.5.3 ECIS Monitoring of Composites Fatigue Damage

Reference [21] used the ECIS technique to monitor woven GFRP composites during cyclic
fatigue loading in flexure. Woven GFRP composite specimens were tested in cyclic flexure
and the ECIS readings were taken at various stages during the fatigue life. The ECIS test-
ing was done inside an environmental chamber (Figure 13).

The experimental setup for ECIS testing inside an environmental chamber using a poten-
tiostat controlled by a PC is shown in Figure 14. The environmental chamber was used to
precisely control the level of moisture in the ambient air surrounding the specimen since
moisture permeates the damaged specimens to create conduction paths as damage devel-
ops. Several levels of ambient moisture and the presence of conductive ions (e.g., salt solu-
tions) were studied and some multiphysics modeling of the moisture ingress was used to
determine the best operating conditions. This is important for the practical implementation
of this method since moisture condensation on the interior of airframes is a nearly ubiqui-
tous condition which has served as one of the drivers for the adoption of composite mate-
rials, at least in transport aircraft. How to quantize the level of relative humidity, the
conductivity of the moisture present, and the time for diffusion in a particular composite
material is a question to be addressed by further research.

Damage began with matrix cracking, which had limited extent in the case of loading
along fiber directions but was more extensive for loading along directions of 30� to 45�

from the fiber direction. The pattern of matrix cracking is associated with tow geometry of
the fiber weave pattern. Fracture of the specimen occurs when the damage propagates
through the thickness of the specimens to create a continuous fracture path that crosses
the fibers. The process of progressing damage and fracture path creation in this insulating
heterogeneous material is related to a process of conduction paths creation due to mois-
ture infiltration during damage development.

The measured data is presented in Figure 14. Each curve represents an x�y plot of the
Re�Im parts of the impedance for various frequency values in the 1kHz to 10kHz range.
Low excitation frequencies (i.e., down to 1kHz) produce data to the right of Figure 14b,

Potentiostat Environmental chamber

Counter electrode
Working electrode

Reference electrode
Sensing electrode

Contact plates

Sample

Toggle
clamp 

Computer

FIGURE 13 Experimental setup inside an environmental chamber for ECIS fatigue damage detection in GFRP
composites [21].
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and high excitation frequencies (i.e., up to 10kHz) produce the data on the left-hand side
of Figure 14b and toward the origin of the graph. It is apparent that the undamaged speci-
men is effectively a dielectric and its impedance is dominated by the capacitive response
with the reactance XCðωÞ5 1=iωC. In this case, the real part of the impedance represents
the internal energy-dissipation losses during cyclic excitation.

As the frequency ω becomes higher, the capacitive reactance diminishes and the curve
aims toward the axes origin. As damage progresses and conductive paths are created in
the damage material, the relative proportion between the real and imaginary parts of the
impedance changes. The greatest difference in Figure 14b data seems to be between the
results for the undamaged specimen and the results for the specimen cycled to only
1000cycles, which represent the first 14% or so of the specimen life. As damage progresses,
the lower frequency imaginary component of the impedance (to the right of Figure 14b)
drops sharply in magnitude, indicating a sharp decrease in capacitive reactance.

It is apparent that the ECIS method is remarkably sensitive to the details of internal
damage development in woven GFRP composites; in addition, the actual progress of the
degradation in terms of life and remaining strength can be related to ECIS data. Figure 15
shows a comparison of different ways to quantify damage development in terms of load-
ing cycles: (a) initial slope of the Nyquist plot; (b) impedance magnitude at a fixed fre-
quency, say at 1kHz; (c) remaining strain to break in tension. Averaged multi-specimen
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FIGURE 14 ECIS Nyquist plot of Re�Im impedance curves at various stages during low-cycle flexure fatigue
testing of woven GFRP (specimen failure occurred at B7000 cycles) [21].
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data recorded at 25%, 50%, 75%, and 100% of life are shown. The two selected ECIS char-
acteristics (initial Nyquist slope and impedance magnitude at fixed frequency) show clear
relationship with the fractional life variable; in fact, they seem good damage indicators,
especially of early damage onset. However, many other characteristics could have been
selected in the robust ECIS data set.

10.6 MONITORING OF IN-SERVICE DEGRADATION AND FATIGUE
WITH THE ELECTRICAL RESISTANCE METHOD

Active sensing SHM consists of “interrogating” the structure with wave transmitters and
picking up the structural response with wave receivers. The waves used in active SHM
may be elastic or electromagnetic. The electrical SHM of composites relies on the material
itself to act as sensor. Carbon fibers are electrically conductive; the epoxy resin is an insu-
lator. The CFRP composite is somehow conductive because the densely packed carbon
fibers may touch each other. For a CFRP lamina, representative values are σ0 5 32; 000S,
σ90B10S, σtB8S. As damage (e.g., cracks and delamination) takes place in the composite,
the electric conductivity is expected to change.

The GFRP composite is a nonconductive insulator with certain dielectric properties.
Damage in GFRP composites creates microcracks and even sizeable delaminations, which
may change the dielectric properties of the composite since the dielectric permittivity of
air (εair � 1) is smaller than that of GFRP (εGFRP � 3). Ingress of water, which has a dielec-
tric permittivity higher than GFRP (εwater � 81), will change again the overall dielectric
properties of GFRP composites.

These intuitive concepts stand at the foundation of the electrical SHM methods for com-
posite materials. This approach is deemed “self-sensing” because it relies entirely on mea-
suring a material property (i.e., electrical characteristic) and does not require an additional
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FIGURE 15 Comparison of normalized progressive damage accumulation as a function of the fraction of life
of the tested specimens [21].
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transduction sensor; the only instrumentation that needs to be installed on the composite
structure consists of the electrodes. In the case of composite transport aircraft, the conduc-
tive screen skins currently used to mitigate lightning strike could potentially also serve as
the measuring electrodes. Electrical SHM methods range from the simple measurement of
the electrical resistance measurements up to more sophisticated methods such as electrical
potential mapping, dielectric measurement, electrochemical impedance, etc.

10.6.1 Fundamentals of the Electrical Resistance Method

The electrical resistance method may be the simplest and most intuitive technique among
the electrical composite SHM method. Chung [22] gives an early review of how the DC
electrical resistance method can be applied to the SHM of CFRP composites. Within a uni-
directional carbon fiber lamina, the electrical conductivity is highest in the longitudinal
direction (i.e., along the fiber tows); the conductivity in the transverse direction (i.e., across
the fiber tows) is nonzero, even though the polymer matrix is insulating; the nonzero
transverse conductivity is due to contacts between fibers of adjacent tows (Figure 16). In
other words, a fraction of the fibers of one tow touches a fraction of the fibers of an adja-
cent tow here and there along the length of the fibers. These contacts result from the fact
that fibers are not perfectly straight or parallel (even though the lamina is said to be unidi-
rectional), and that the flow of the polymer matrix (or resin) during composite fabrication
can cause a fiber to be not completely covered by the polymer or resin (even though, prior
to composite fabrication, each fiber may be completely covered by the polymer or resin, as
in the case of a prepreg, which is a sheet or tape of fibers impregnated with the polymer
resin).

Thus, the transverse conductivity may depend on the average number of fiber�fiber con-
tacts in the lamina. Similarly, the contacts between fibers of adjacent laminae cause the
through-the-thickness conductivity to be also nonzero. Thus, the through-the-thickness
conductivity may be related to the number of fiber�fiber contacts between adjacent
laminae.

Resin rich-
interlaminar

region

Fiber contact

(b)

(a)

FIGURE 16 Explanation schematic of electrical resistance effects in CFRP composites: (a) fiber waviness; (b)
nonuniform fiber distribution [23].
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10.6.2 Electrical Resistance SHM of CFRP Composites

When a unidirectional CFRP composite specimen is stretched, its longitudinal resistance
decreases. This phenomenon (which may be due to both a transverse Poisson effect and
carbon fiber piezo resistivity) is reversible and the resistance returns to its initial value as
the load is released (Figure 17).

However, if damage occurs, irreversible resistance changes may occur. When transverse
matrix cracking takes place, the transverse conductivity decreases; this may be due to
decrease in the number of fiber�fiber contacts in the lamina. Similarly, matrix cracking
between adjacent laminae (e.g., disbonds or delaminations) decreases the number of
fiber�fiber contacts between adjacent laminae, thus decreasing the through-the-thickness
conductivity. Thus transverse conductivity changes may be indicative of matrix cracking
and disbonds or delaminations.

Fiber damage (i.e., small defects appearing in the fiber prior to actual fiber fracture)
decreases somehow the fiber conductivity and hence the longitudinal conductivity of the
lamina. When actual fiber fracture takes place, the decrease in longitudinal conductivity is
more severe since, for that fiber, we now have an open circuit, i.e., zero conductivity.
However, a lamina has a large number of fibers and adjacent fibers can make contact here
and there. Therefore, the separate portions of a broken fiber still contribute to the longitu-
dinal conductivity of the lamina. As a result, the decrease in conductivity due to fiber frac-
ture is less than what it would be if a broken fiber did not contribute to the conductivity.
Nevertheless, the effect of fiber fracture on the longitudinal conductivity is significant, so
that the longitudinal conductivity changes can be indicative of fiber fracture damage. The
through-the-thickness resistance of a laminate is the sum of the volume resistance of each
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FIGURE 17 Variation of longitudinal electrical resistance with strain in a unidirectional CFRP composite
specimen [22].
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of the laminae in the through-the-thickness direction and the contact resistance of each of
the interfaces between adjacent laminae (i.e., the interlaminar interface). For example, a
laminate with eight laminae has eight volume resistances and seven contact resistances, all
in the through-the-thickness direction.

Electrical resistance measurements have also been shown capable of detecting fatigue
damage in CFRP composites. Figure 18 shows the variation of longitudinal electrical resis-
tance during tension�tension fatigue testing of a unidirectional CFRP composite specimen.
The reversible cyclic changes of resistance are due to the reversible cyclic strains. The per-
manent increase in resistance at cycle #218,281 may be due to permanent damage, e.g.,
matrix and some fiber fracture in the specimen. Reference [24] correlated the appearance
of residual electrical resistance changes with optical microscope observation on the side of
a cross-ply specimen. It was concluded that residual electrical resistance change became
elevated just after the onset of matrix cracking at 0.25% strain.

Reference [25] describes the use of the electrical resistance technique to monitor crack
growth in beam specimens under mode I (DCB) and mode II end-notch flexure (ENF) test-
ing (Figure 19).

Unidirectional CFRP 12-ply beam specimens were fabricated with initial cracks (Teflon
tape insertion) in the mid plane at one end. AE sensors were also used for comparison.
Crack growth was monitored by observing the side of the specimen with an optical
microscope. The electrical resistance method was found to be comparative in accuracy
with the AE method for mode I DCB testing (Figure 20), but inferior to AE for mode II
ENF testing [25].

Reference [26] proposes the concept of addressable conducting network (ACN) applied
to the surface of CFRP composites for self-sensing with the electrical resistance method.
To reduce the variation of the electrical network due to the laminate’s configuration, a
number of conducting lines are integrated on the top and bottom surfaces to make a grid
arrangement (Figure 21). Monitoring the through-the-thickness resistance changes
obtained from the pairs of conducting lines would locate the damage without the need of
knowing the laminate’s stacking sequences.
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FIGURE 18 Variation of longitudinal electrical resistance during tension�tension fatigue testing of a unidirec-
tional CFRP composite specimen. The cyclic change of resistance is due to reversible cyclic strain; the permanent
increase in resistance around cycle #218,281 may be due to permanent damage, e.g., some fiber fracture [22].
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FIGURE 20 Comparison between electrical resistance measurements (R1, R2) and AE cumulative counts dur-
ing mode I testing of CFRP specimens: (a) resistance changes and AE cumulative counts versus testing time; (b)
resistance changes and AE cumulative counts versus crack length [25].

FIGURE 19 Fracture crack propagation monitoring with electrical resistance and AE methods: (a) mode I frac-
ture DCB setup; (b) mode II fracture end-notch flexing setup [25].
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Experiments performed on CFRP cross-ply specimens subjected to three-point bending
revealed correlation between slight changes in the slope of the load�deflection curve and
changes in the electrical resistance behavior indicative of damage taking place inside the
specimen (Figure 22).

During loading up to 0:75mm, a change in the deflection slope indicated a possible internal
damage event at around 0:60mm deflection. This was accompanied by a sudden change in
the behavior of the electrical resistance which started an upward trend (Figure 22a). After
reaching 0:75mm deflection, the specimen was unloaded and then reloaded monotonically
up to 1:00mm (Figure 22b); the electrical resistance did not change much up to the previ-
ously reached level of 0:75mm because the creation of new damage requires an increase of
the load beyond the previously reached level. When the mid-span deflection exceeded

FIGURE 21 Proposed ACN concept for monitoring the structural CFRP composite with the electrical resis-
tance method [26].
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FIGURE 22 Correlation between electrical resistance behavior and changes in the load�displacement curve
indicative of damage detection during three-point bending of CFRP cross-ply specimens: (a) loading up to
0:75mm deflection showing a possible internal damage event at around 0:60mm deflection; (b) reloading up to
1:00mm showing a new internal damage event at around 0:80mm accompanied by a loud noise [26].
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0.8 mm, the load dropped sharply and a loud noise was heard from the specimen; it was
presumed that a new internal damage event had taken place at around 0:80mm as indicated
by the sudden change in load�displacement curve and the loud noise. After the test, no
visible damage or plastic deformation could be seen from outside, thus indicating the sensi-
tivity of the electrical resistance method in detecting hidden internal structural damage [26].
The experimental tests were also compared with multiphysics FEM results.

10.6.3 Electrical Resistance SHM of CNT Doped GFRP Composites

Some recent studies [27,28] have addressed the improvement of the electrical resistance
method by doping the composite matrix with conductive carbon nanotubes (CNT).
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FIGURE 23 Effect of 0:5% CNT doping: (a) change in resistivity of CNT doped resin specimens showing piezo
resistivity after the elimination of the Poisson contraction effect; (b) correlation between damage (indicated by the
decrease in Young modulus) and resistance change in a CNT doped cross-ply GFRP specimen [28].
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Polymers, which normally are insulators, become conductive even if very small amounts
of nanotubes are added, i.e., the percolation threshold is attained for very low fractions of
CNT (#1%). Reference [27] studied unidirectional CFRP composite with various fractions
of CNT doping (0%, 0:1%, 1:0%). It was found that the transverse and through-the-
thickness resistivity was clearly decreasing with CNT doping: it almost halved for 0:1%
CNT doping and it further decreased with increased doping until reaching between 1/4
and 1/3 for 1:0% CNT doping. In the same time, the characteristic low longitudinal resis-
tivity of the CFRP remained unaffected. It was concluded that addition of even very small
amounts of CNT doping can significantly increase the sensitivity of the electrical resistance
method, especially in detecting matrix cracking damage.

Reference [28] performed studies on neat epoxy resin doped with 0:5% CNT and found
that resistivity changes with strain; besides the geometric Poisson effect, these changes
also exhibited a piezo-resistive effect (Figure 23a). Further studies were done on GFRP
cross-ply specimens fabricated with the 0:5% CNT doped resin. It was found that the CNT
doping permits the use of the electrical resistance method to monitor damage evolution in
GFRP composites, which was not possible in conventional GFRP composites because both
their constituents (the glass fiber and the resin) are insulators. With the CNT doped speci-
men, it was possible to correlate damage (measured in terms of stiffness reduction) with
electrical increase (Figure 23b). The interpretation of the results presented in Figure 23b is
that the initial stiffness decrease is a consequence of transverse cracks damage. These
cracks contribute to breaking up the electrical pathways within the resistive percolated
network, thus resulting in increased electrical resistance. The electrical resistance increases
with the increase of transverse cracks damage. Apart from transverse cracking, there is
also another type of damage that occurs at higher load values, i.e., the delamination
between the 90� and the 0� plies. This damage also reduces the electrical paths and
increases the resistance, but does not affect the axial stiffness significantly. This latter dam-
age type explains the last part of the curve in Figure 23b where the electrical resistance
increases but no stiffness reduction occurs.

10.6.4 Wireless Sensing Using the Electrical Resistance Method

The electrical resistance method for monitoring composite materials can also be done wire-
lessly since it is similar in instrumentation to the electrical resistance strain-gage method.
Low-sampling-rate wireless strain and temperature sensors have become relatively wide-
spread. Reference [29] describes the wireless detection of strain changes due to internal
delaminations in CFRP composites using the electrical resistance change method and a
wireless bridge that encodes the resistance change as a frequency shift. This system was
further refined in Ref. [30] to permit the measurement of the much smaller operational
load strains. Reference [30] also extended the work of Ref. [29] from a single sensor to an
assembly of time-synchronized wireless sensors such that multiple regions on the compos-
ite structure can be remotely monitored simultaneously, as already described in Chapter 7.

These wireless sensors were installed on CFRP specimens and loaded in a mechanical
testing system. Normal loading and unloading of the specimen produces reversible strain
and reversible change in the electrical resistance, which is encoded as frequency shifts in
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the wireless transmission. Figure 24a shows the reversible loading and unloading curves
measured at three different positions on the specimen with three different wireless sen-
sors, each with a different encoding frequency. These results clarify that the frequency
change ratios due to the tensile strain are approximately the same for all sensors although
the encoding basic frequencies are different for each sensor; this was possible because the
relative shifts depend only on the relative electrical resistance change.

Figure 24b shows the relative frequency shifts measured using three sensors connected at
different location of the same specimen subjected to tensile load. When a fiber breakage
occurs in the section corresponding to the wireless electrical resistance sensor (a), a sudden
jump is noticed in its relative frequency shift. The fiber breakage occurs at a time of
around 5s. At the same time, the frequencies of the sensors (b) and (c) do not change
because they are located outside the damage area. This shows that the fiber breakage can
be successfully measured by the sensor at location (a) close to the breakage; it also showed
that the other sensors located in areas outside the fiber breakage were not affected. It was
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FIGURE 24 Use of wireless system to remotely detect damage in CFRP composite with the resistance change
method. The sensor signal is encoded as frequency change: (a) reading curve during reversible loading and
unloading of the specimen; (b) reading curve detecting the appearance of damage [30].
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concluded that the proposed system could successfully measure with time synchronization
the applied strain and the damage at multiple locations on a CFRP specimen.

10.7 DISBONDS AND DELAMINATION DETECTION AND
MONITORING

Bonded joints have a wide area of potential applications. However, the fact that the long-
term durability and reliability of bonded joints is not fully understood slows down their
implementation in critical applications. For this reason, the development of methods to
perform reliably in situ SHM of bonded joints has received extensive attention.

In conventional nondestructive evaluation (NDE), composite cracks and delaminations
are detected with ultrasonic probes that can sense additional echoes due to through-the-
thickness P waves being reflected by the delamination. Area coverage is achieved with
surface scanning (C scans) using manual means or mechanical gantries. The aim of compo-
sites SHM is to detect cracks and delaminations in composite structures using guided
waves transmitted from one location and received at a different ðx; yÞ location. The dis-
bond/delamination produces signal diffraction and mode conversion that can be analyzed
and compared with the pristine signals. Analysis of the change in the guided-wave shape,
phase, and amplitude should yield indications about the crack presence and its extension.
In addition, the sensor network built into the structure can also be used for monitoring
low-velocity impact events that may be the cause of composite damage.

10.7.1 Disbond and Delamination Detection with Conventional
Ultrasonics Guided Waves

Ultrasonic testing of adhesively bonded joints using guided waves for both aerospace and
automotive applications is gaining more and more attention. In the NDE of adhesively
bonded joints of particular interest are the Lamb waves. Lamb-wave methods have consider-
able potential for the inspection of adherent assemblies for two reasons: they do not require
direct access to the bond region, and they are much more amenable to rapid scanning than
are pressure wave techniques. Lamb waves can be excited in one plate of a bonded assembly,
propagated across the joint region, and received in the second plate of the assembly.
Inspection of the joint would then be based on the differences between the signals received on
one side of the assembly compared to those transmitted on the other side.

Rose et al. [31] used the UGW for NDE of adhesively bonded structures. They devel-
oped a double spring hopping probe (DHSP) to introduce and receive Lamb waves. This
method was used to inspect a lap splice joint of a Boeing 737-222. Preliminary results
showed the method’s capability of disbond detection. Severe corrosion area was also
pointed out using the DHSP handheld device.

10.7.2 Monitoring of Composite Patch Repairs

Repair patches are widely used in the aircraft industry for small repairs of the aircraft
fuselage in order to extend the operational life of aging aircrafts. Lamb waves can be
successfully used to detect disbonds of composite repair patches [32].
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References [33] and [34] report the use of the pitch-catch technique with SMART
Layert instrumentation to detect disbonds in boron�epoxy composite patch repair of
cracks in metallic structures (Figure 25). A SMART Layert was embedded between the
composite repair layers. A0 Lamb waves, which are more sensitive to disbond and delami-
nations, were used. The A0 Lamb-wave frequency was 320 kHz. It was found that the
damage index based on A0 scatter energy was able to correctly detect the disbond
presence.

10.7.3 Monitoring of Composite Adhesive Joints

Reference [35] considered the example of an unmanned air vehicle constructed with exten-
sive use of adhesively bonded joints. In particular, they studied the critical adhesive con-
nection of the composite wing skin to the wing spar. Two approaches for guided-wave
inspection of bonds were considered: (a) “across the bond” in which the waves are
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FIGURE 25 Embedded pitch-catch NDE for disbond detection of composite repairs of metallic structures [33].
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generated in the adherent on one side of the bond and received across the bond and (b)
“within the bond” in which the waves are both generated and detected in the bond region
(Figure 26a). The former approach was extensively discussed by Ref. [36] in relation to a
lap joint of two metal plates (Figure 26b), in which the guided-wave leakage from one
adherent into the other adherent through the bonded overlap is considered. The wave
propagation is complicated by the mode conversions of the Lamb wave entering and leav-
ing the bonded overlap. This happens because the dispersive behavior of a single plate is
different from that of the multilayered overlap.

In the case of lap�shear joint, the dispersive behavior in the bonded overlap is modeled
as a multilayer wave propagation problem for the three-bond states by using matrix-based
methods. The mode conversion in the bonded overlap is a consequence of the different
dispersive behavior of a single plate (the adherents) when compared with that of a multi-
layer structure (the bonded overlap). Reference [36] investigated three different interfaces
between two aluminum plates: a fully cured epoxy layer, a poorly cured epoxy layer, and
a slip interface layer. The tests were based on the measurement of the acoustic energy

Transmitted wave
(multi mode) Bonded joint

(multilayer waves) 

Mode conversion

Incident wave
(single mode) 

(b)

Along
the bond

Bonded
splice joint 

Across
the bond 

(a)

FIGURE 26 Embedded pitch-catch method for disbond detection: (a) “across the bond” and “within the
bond” directions [35]; (b) wave propagation schematics [36].
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transferred from one adherent to the other one through the adhesive layer. An efficient
energy transfer through the bondline is an indication of a good bond. A disbond would
cause a dramatic decrease in transferred energy, whereas a poorly cured adhesive will
result in less severe attenuation. The authors demonstrated that the Lamb-wave modes
with predominant in-plane displacements at the adherent outer edges are most sensitive
to the presence of poorly cured adhesive, as the latter does not support shear-type wave
propagation efficiently.

10.7.4 Dielectrical SHM of Delamination and Water Seapage in GFRP
Composites

Since GFRP composites are non-conducting dielectrics, their electrical SHM is done with
frequency domain methods. Reference [37] measured the changes in the dielectric constant
of GFRP composites due to delamination and water seepage. The method rests on the dif-
ferent values of the relative permittivity of air (εair � 1), water (εwater � 81) in comparison
with that of GFRP composite (εGFRP 5 3:12). GFRP plate specimens (12.5 mm thick) were
fabricated with built-in delaminations (thin pockets) placed at different depths (2.0; 3.5;
4.0; 5.5; 6.0; 7.5 mm). The pockets could be filled with water and sealed. The measure-
ments are done with a capacitance meter connected between two surface applied electro-
des. Sensing of delamination depth was explored for both dry and wet pockets. It was
found that the presence of delaminations (both dry and wet) could be detected well when
they are close to the surface, but less well as their thickness position is more and more
removed from the specimen surface.

Multiphysics FEM modeling was performed to optimize the surface electrodes
design and compare measurement predictions with the experimental results. It was
found that the surface measured capacitance increases with the depth of the delamina-
tion location for dry delaminations but decreases with depth for wet delaminations
(Figure 27).

This result is to be expected: in the former situation (Figure 27a), the measured capaci-
tance is reduced when the delamination is closer to the surface because the dielectric per-
mittivity of the air is less than that of GFRP composite; this reduction diminishes as the
delamination gets further away from the surface and the overall capacitance increases. In
the latter situation, the measured capacitance is increased when the delamination is closer
to the surface because the dielectric permittivity of the water is higher than that of GFRP
composite; this increase diminishes as the delamination gets further away from the surface
and thus the total capacitance decreases (Figure 27b).

The sensor sensitivity in detecting the presence of delamination was calculated from the
relative capacitance change ratio (Figure 28).
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FIGURE 27 Variation of measured capacitance with delamination depth: (a) dry delaminations; (b) wet dela-
minations, i.e., filled with water [37].
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10.8 SUMMARY, CONCLUSIONS, AND SUGGESTIONS FOR
FURTHER WORK

This chapter has presented SHM methods and results related to the damage detection and
monitoring that appear during normal operational service of aerospace composites. Such
damage may be due to operational loads and environmental factors and may result in a
gradual degradation of composite properties rather than the sudden changes that may
appear due to accidental events, like the impact damage discussed in the previous chapter.
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FIGURE 28 Variation of dielectric sensor sensitivity with delamination depth: (a) dry delaminations; (b) wet
delaminations, i.e., filled with water [27].
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This chapter started with a discussion of passive SHM methods, e.g., monitoring strain,
acoustic emission (AE), operational loads, etc. The aim of these passive methods is to
record what is actually happening with the composite structure and act accordingly. For
example, monitoring the loads applied to the composite structure during normal operation
conditions allows one a comparison with the design loads (both limit loads and fatigue
spectra) in order to make adjustments in the operational life predictions and flight profiles.
Another outcome of passive monitoring could be the identification of changes in the strain
distribution pattern over the structure that might be indicative of partial local failures
(e.g., microcracks and delaminations) that may affect the load paths in a fail-safe structural
design. In addition, AE monitoring could detect when actual local failures happen by
recording the waves created by the elastic energy released when by a “popping” crack.

The next major section of this chapter dealt with monitoring the actual fatigue damage
induced in the composite by repeated application of service loads. As already detailed in a
previous chapter, fatigue damage in composites is substantially different from fatigue
damage in metallic structures. Most results reported in this section are connected with the
monitoring of matrix microcracking and of the subsequent delamination that appears dur-
ing cyclic loading tests of aerospace composites. Various passive SHM and active SHM
methods are discussed, including fiber-optic measurements, pitch-catch piezo measure-
ments, electrochemical impedance spectroscopy (ECIS), etc.

Another major section of this chapter was devoted to the use of electrical resistance
method to monitor in-service degradation and fatigue of CFRP composites. This approach
is specific to CFRP composites because their carbon fibers have electrical conductivity
which is imparted to the overall composite through the fact that individual fibers embed-
ded in the polymeric matrix make occasional contacts when bunched together in the com-
posite material. Early tests have shown that as the CFRP material is loaded, its electrical
resistance changes thus acting as a built-in indicator of microcracks, delamination, and
other fatigue damage taking place in the CFRP composite. These initial concepts have
been extended through a wide body of research, including measurement and mapping of
both the electrical resistance and the electrical potential of the composite using different
electrode patterns and current injection methods.

The last section of this chapter covered various methods used in the monitoring of dis-
bonds and delamination in composite patch repairs, composite adhesive joints, in noncon-
ductive GFRP composites, etc. Results obtained with guided-wave methods as well as
with dielectric measurements are presented and briefly discussed.

A major conclusion of this chapter is that monitoring of aerospace composites damage
that may appear during normal operation is possible, but it has not received as much
attention as the monitoring of impact events and subsequent damage that was reported in
a previous chapter of this book. However, this situation may change in the future as major
airlines acquiring and entering into service new composite-intensive aircraft such as
Boeing 787 Dreamliner and Airbus A350 XWB. Hence, the need for fundamental and
applied research into developing SHM methods for monitoring the in-service degradation
and fatigue of aerospace composites is likely to increase significantly. It is apparent that
sustained research programs for developing such methods and technologies should be put
into place such that the fruits of discovery are made available before dramatic events hap-
pen into practice.
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11.1 OVERVIEW

This book has presented a review of the principal means and methods for structural health
monitoring (SHM) of aerospace composite structures.

The first chapter of this book presented an overview of the problem. On the one hand,
it recognized that composite materials have known an increasing acceptance into aero-
space construction over an evolutionary period that spans more than four decades.
Starting with initial use in secondary structures, composites have slowly penetrated into
primary structures and gained more and more percentage participation into the airframe.
Eventually, the aerospace community has come to see aerospace constructions dominated
by composites, such as Boeing 787 Dreamliner and Airbus A350 XWB in which composites
have 80% participation by volume (i.e., 50% participation by weight). On the other hand,
the current widespread use of composite materials in commercial and military aircraft con-
struction opens new avenues for study in terms of in-service performance, nondestructive
evaluation (NDE), and structural health monitoring (SHM). This is indeed so because the
damage and failure modes of composite structures are significantly more complicated and
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diverse than those of metallic airframes. Hence, the rest of the book is dedicated to under-
standing these intricate phenomena and identifying sensors and methods by which they
can be monitored in service through the SHM process.

11.2 COMPOSITES BEHAVIOR AND RESPONSE

The next three chapters dealt with the analysis of composite behavior and response.
Chapter 2 was dedicated to the discussion of fundamental aspect of composite materials.
Anisotropic elasticity due to the fibrous nature of the composite laminate was presented
and the stiffness and compliance matrix, as well as the stress�strain relations, were dis-
cussed. The equations of motion in terms of stresses were introduced. This was followed
by the equations of motion in terms of displacements The properties of the unidirectional
lamina were discussed next and some formulae for the estimation of lamina elastic proper-
ties from the properties of the constituent fiber and matrix were presented in principal
axes. Subsequently, expressions for the rotation of the stiffness and compliance properties
of the lamina through an arbitrary angle about the z-axis were derived, for both 2D
(plane-stress) and fully 3D formulations.

Chapter 3 was dedicated to the study of composites vibration, which may be used for
SHM applications. It was shown that the axial and flexural vibrations of anisotropic com-
posite plates are fully coupled, which is substantially different from the case of isotropic
metallic plates in which the axial and flexural vibrations are decoupled and can be studied
independently. The chapter started with the definition of displacements and stress resul-
tants in terms of the motion and loading of a neutral mid surface of the composite plate.
Subsequently, the equations of motion in terms of stress resultant were derived and the
strains were expressed in terms of mid-surface strains and curvatures. The relation
between stress resultants and mid-surface strains and curvatures was expressed through
the use of the ABD matrices. Eventually, the vibration equations for an anisotropic lami-
nated composite plate were derived in terms of displacements, mass distribution, and the
ABD matrix components. Subsequently, the same approach was used for the case of an
isotropic plate to allow direct comparison with the axial and flexural plate vibration for-
mulations existing in literature.

Chapter 4 was dedicated to the study of wave propagation in thin-wall composite
structures. Attention was focused on the propagation of ultrasonic guided waves in lami-
nated composites which is an essential element of several SHM techniques discussed in
subsequent chapters. The chapter started with an overview of the state of the art in
modeling guided-wave propagation in laminated composites. It was found that several
methods and methodologies exist for finding the dispersion curves and modeshapes of
guided-wave propagation in composite materials: global matrix method (GMM), transfer
matrix method (TMM), stiffness matrix method (SMM), etc. The fact that several meth-
ods coexist indicates that no unique methodology has yet been attained in solving this
complicated wave-propagation problem. Subsequently, the chapter discusses the com-
mon foundation of these analysis methods and then presents each of them in details
using the same common notations such that the reader easily identifies similarities and
differences between these methods. The common foundation of all these methods lies in
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the Christoffel equations describing the three fundamental modes of wave propagation
in a bulk composite material and the corresponding three polarization vectors. Each fun-
damental mode of wave propagation in a bulk composite is associated with a specific
value of the squared wave-propagation speed, which means that the waves of that par-
ticular mode can propagate either forward (positive speed) or backward (negative speed)
proving that, in fact, there are six modes of wave propagation in a bulk composite, but
these six modes can be grouped in pairs sharing the same absolute value of the 6 wave
speed and a common polarization vector. Subsequently, the Christoffel equations were
adapted to the case of a composite lamina through the imposition of the generalized
Snell’s law, which yielded the Christoffel equations for a lamina. Thus, in a lamina,
the wave propagation is the superposition of six partial waves which can be grouped
in three pairs, each with a common 6 wavenumber and corresponding polarization
vectors. Superposition of these six partial waves gave the solution for guided-wave
propagation in a composite lamina. Next, the guided-wave modes and corresponding
propagation speeds were found by imposing the traction-free boundary conditions at the
upper and lower faces of the lamina. Evaluation of these parameters at various frequen-
cies and/or wavenumbers allowed us to determine the dispersion curves for a composite
lamina of arbitrary properties.

The analysis of guided-wave propagation in a composite laminate was performed by
assembling the wave propagation in the constitutive laminae and imposing as boundary
conditions displacement and traction continuity at the interface between two adjacent
laminae, as well as traction-free boundary conditions at the upper and lower faces of
the laminate. From here on, the solution process may proceed differently depending on
adopted methodology.

In the GMM approach, the partial wave participation factors in each layer are kept as
unknowns and assigned appropriate locations in a global unknown vector with size
equal to six times the number of layers. The imposition of boundary conditions at the
interfaces between adjacent laminae as well as at the upper and lower faces of the lami-
nate yielded a 6N3 6N set of homogenous algebraic equations which depended nonli-
nearly on wavenumber and wavespeed (or wavenumber and frequency, or wavespeed
and frequency). Nontrivial solution of the 6N3 6N set of equations only existed at spe-
cific wavenumber�wavespeed (or wavenumber�frequency, or wavespeed�frequency)
combinations, i.e., at the system nonlinear eigenvalues. For each eigenvalues, the
corresponding 6N-long eigenvector gave at once all the partial wave participation
factors in all the laminate layers. The partial wave participation factors were used to
reconstruct the guided-wave modeshape at that particular eigen combination of
wavenumber�wavespeed (or wavenumber�frequency, or wavespeed�frequency). The
GMM approach is numerically stable, but the size of the corresponding matrix and
associate determinant that has to be solved for nonlinear eigenvalues is quite large for
practical laminates.

In the TMM approach, a transfer methodology was set up at the interface between adja-
cent layers using the state vector formulation that includes the particle displacements and
the relevant stresses. Hence, the unknowns in a layer were expressed in terms of the
unknowns in the previous layer and the problem size never exceeded a 63 6 formulation.
After this transfer process was applied to all the layers in the laminate, a 63 6 system of
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algebraic equations was obtained to relate the state vector in the first layer of the laminate
to the state vector in the last layer of the laminate. Imposition of the traction-free boundary
conditions at the upper and lower faces of the laminate generated a 33 3 system of homo-
geneous algebraic equations in the unknown displacements at one of the free faces of
the laminate as well as an additional 33 3 system of algebraic equations that related
them to the displacements at the other free face of the laminate. The 33 3 homogeneous
system depended nonlinearly on wavenumber and wavespeed (or wavenumber and
frequency, or wavespeed and frequency). Nontrivial solution of this 33 3 set of equations
only existed at specific wavenumber�wavespeed (or wavenumber�frequency, or wave-
speed�frequency) combinations, i.e., at the system nonlinear eigenvalues. For each eigen-
values, the corresponding 3-long eigenvector gave the unknown displacements at the free
surface at one end of the laminate. These displacements together with the stress-free
conditions allowed us to assemble the state vector at one end of the laminate and then
propagate it through the whole laminate to reconstruct the partial wave participation
factors and hence the guided-wave modeshape at that particular eigen combination
of wavenumber�wavespeed (or wavenumber�frequency, or wavespeed�frequency).
The TMM approach was found to be computationally efficient because only small
size (63 6 or 33 3) matrices have to be dealt with. However, the TMM approach
was found to be numerically unstable in certain wavenumber�wavespeed ranges
(or wavenumber�frequency, or wavespeed�frequency) due to the “small differences of
large numbers” phenomenon. This cause resides in the fact that the state vector combines
displacements with stresses, and since these quantities have different units they may have
hugely different numerical values. Hence, it was found that the TMM approach works
well at low frequencies but breaks down at higher frequencies.

The SMM approach tried to alleviate the numerical problems of the TMM approach
while maintaining its advantages such as the small size of the intervening matrices. The
SMM approach rearranged the layer transfer across a layer from a state vector formulation
to a stress�displacement formulation. While the state vector formulation related the
displacements and stresses at one face of the layer to those at the other face, the
stress�displacement formulation related the stresses at both faces of the layer to the corre-
sponding displacements using the layer stiffness matrix expression. This approach elimi-
nated inherent units issue identified in the TMM method but complicated the laminate
matrix assembling process by replacing the simple matrix transfer across the interface
used in the TMM approach by a recurrent stiffness buildup process. The SMM approach
was found to be numerically stable at high frequencies; however, at low frequencies, it
was found to be numerically unpredictable giving spurious results.

11.3 DAMAGE AND FAILURE OF AEROSPACE COMPOSITES

Chapter 5 was dedicated to a review of damage and failure in aerospace composites. The
chapter started with a discussion of basic failure mechanisms inherent in stress�strain
curves of the constituent fiber and matrix and then presented an overview of the basic fail-
ure modes of a unidirectional fiber-reinforced composite. Subsequently, various situations
were treated in more detail. The tension damage and failure of a unidirectional composite
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ply was discussed in details starting with the strain-controlled tension failure due to fiber
fracture, continuing with statistical effects on unidirectional composite strength and failure
and culminating with the nonlinear aspects embedded in the shear-lag load sharing
between broken fibers and the fiber pullout phenomenon.

Tension damage and failure in a cross-ply composite laminate was discussed next. The
ply discount method was discussed. This method explains why and how the plies with
unfavorable orientation relative to loading direction fail first, although their failure is not
complete, but rather starts with matrix cracking and loss of transversal and shear stiffness.
Discussion then progressed to the progressive failure of a cross-ply laminate that is due to
more elaborate local failure phenomena. The effect of interfacial stresses at the laminate
edges and around cracks was presented and the effect of matrix cracking on interfacial
stresses was discussed. The characteristic damage state (CDS) was discussed next starting
with its definition and the analysis of damage modes that modify local stress distribution.
The evolution of stiffness and its decrease with damage accumulation was discussed here
as well.

The next section in the discussion of damage and failure of aerospace composites was
dedicated to the analysis of fatigue damage. The discussion started with a presentation of
fatigue of unidirectional composites and then evolved into the presentation of cross-ply
composite fatigue. The long-term behavior of aerospace composites was discussed next
and three damage regions were identified: Region I in which damage accumulated until a
widespread CDS condition was achieved without any apparent degradation of overall
composite stiffness and strength; Region II in which crack coupling and delamination hap-
pened throughout the composite over a prolonged period of time in which overall com-
posite damage accumulated and some degradation of overall composite stiffness and
strength started to be observed; and Region III in which accelerated overall damage of the
composite became apparent and overall failure becomes imminent finalizing in end of life
termination of composite load-bearing capacity.

The next section of Chapter 5 dealt with compression fatigue and failure in aerospace
composites. The quite different and particular compression failure mode found in fibrous
composites as opposed to the failure modes found in isotropic metals was discussed and
the fiber microbuckling phenomenon was presented. The dramatic effect of delaminations
on accelerating compression damage accumulation and fatigue in aerospace composites
was discussed. The compression fatigue damage under combined tension�compression
loading was mentioned.

A separate section of Chapter 5 was reserved to the discussion of other composite dam-
age types such as fastener hole damage, impact damage, and damage specific to sandwich
composites and adhesive joints. It was found that fastener hole damage is a complex phe-
nomenon that combines several damage types that can evolve during extended fatigue
loading. The impact damage, which may occur accidentally but may go unnoticed, was
found to be particularly disconcerting. Barely visible impact damage (BVID) may leave
such a small surface footprint that it is not picked up by visual inspection; nonetheless, the
internal effects of a BVID event on an aerospace composite structure, in the form of inter-
nal delaminations and/or fiber breakage, may be dramatic. In the case of a composite
sandwich, such damage may manifest in the composite skins, in honeycomb or foam core,
or in the interface skin/core interface.
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The final section of Chapter 5 covered a discussion about what could and/or should be
detected by a permanently installed SHM system and what should be expected to be
detected by the nondestructive inspection (NDI), nondestructive testing (NDT), and
nondestructive evaluation (NDE) processes during composite fabrication and during
scheduled maintenance events.

11.4 SENSORS FOR SHM OF AEROSPACE COMPOSITES

Chapters 6�8 treated the subject of sensors that could be used for SHM of aerospace
composites. Chapter 6 dealt with piezoelectric sensors, in particular the surface-
mounted piezoelectric wafer active sensors, a.k.a. PWAS. The discussion started with
an introductory coverage of current embodiments of these active sensors, such as
SMART Layert product. The advantages of PWAS transducers over other SHM sensing
options are briefly reviewed. Next, Chapter 6 covered the construction and operational
principles of the PWAS transducers and coupling between the PWAS transducer and
the guided ultrasonic waves traveling in the monitored structure. Shear-lag solutions
for 1D and 2D guided-wave analyses (straight crested and circular crested, respectively)
were reviewed. The principle of tuning between PWAS transducers and various
modes of the structural guided waves was presented. Both the general solution and the
simplified solution resulting from ideal-bonding assumption were given. Theoretically
derived formulae were compared with experimental measurements. Subsequent discus-
sion covered the wave propagation in a structure instrumented with PWAS transdu-
cers. The pitch-catch and pulse-echo methods were presented. The importance of
high-frequency excitation was illustrated. The use of PWAS transducers as passive
sensors for impact and acoustic emission (AE) detection was also discussed. Next, the
use of PWAS arrays for directional beamforming using the phased-array principles was
presented. The discussion of a simple linear PWAS array was followed by the presenta-
tion of the generic 2D PWAS array that allows 360� coverage of the monitored thin-wall
structure. The concept of embedded ultrasonic structural radar (EUSR) was reviewed
and discussed. PWAS resonators were covered next. The analysis and experimental
validation of 1D (linear) and 2D (circular) PWAS resonator was briefly reviewed. The
analysis was next expanded to cover the case of constrained PWAS resonator, such as
those attached to the monitored structure during the SHM process. This analysis was
naturally extended into the presentation of the electromechanical (E/M) impedance
method which is a high-frequency technique for measuring the local dynamic spectrum
of a structure using only electrical measurements, i.e., an impedance analyzer con-
nected to a PWAS intimately attached to the monitored structure. The frequency-
dependent structural stiffness as seen by the PWAS transducer was analyzed in both
1D and 2D geometries. The use of the E/M impedance technique for damage detection
was illustrated.

Chapter 7 covered fiber-optic sensors for SHM of aerospace composites. The chapter
started with a cursory review of the major fiber-optic sensing principles: intensity modula-
tion; polarization modulation; phased modulation; spectral modulation; scattering modu-
lation; etc. Then, the general principles of fiber-optic technology, such as total internal
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reflection and single mode versus multimode fiber options, were presented. A discussion
of interferometric fiber-optic sensors followed. Mach�Zehnder and Michelson interferom-
eters were presented. The intrinsic Fabry�Perot (FB) sensors were discussed. The extrinsic
Fabry�Perot interferometer (EFPI) and the transmission extrinsic Fabry�Perot interferom-
eter (TEFPI) were mentioned, as well as the in-line fiber etalon (ILFE). Attention subse-
quently focused on fiber Bragg gratings (FBG) optical sensors, which have become the
dominant fiber-optic sensing technology in SHM applications. The ability of having sev-
eral FBG sensors mounted on the same optical fiber and separately interrogated is of great
importance for reducing the cost and complexity of SHM systems. The fabrication of FBG
sensors, the conditioning equipment used with FBG sensors, and the FBG demodulation at
ultrasonic frequencies were discussed. The latter issue presents great interest for compo-
sites SHM using ultrasonic guided waves and FBG optical sensors. Several high-frequency
FBG demodulation methods were reviewed: tunable FB filters, tunable narrow-linewidth
laser sources, chirped FB filters, array waveguide grating (AWG), two-wave mixing photo-
refractive crystal (PRC), etc. Other aspects related to FBG optical sensors, such as FBG
rosettes, long-gage FBG sensors, temperature compensation of FBG sensors, were dis-
cussed next. Next, Chapter 7 covered other optical sensor types with good potential for
application in composite SHM system. Intensity modulated fiber-optic sensors, including
intensity-based optical fiber (IBOF) sensors, were discussed. The distributed optical fiber
sensing principles based on optical time domain reflectometry (OTDR) were presented.
Both Brillouin OTDR and Rayleigh backscatter OTDR were discussed. The possibility of
measuring quasi-static and vibrational strain at any position along a plain optical fiber
without the need for FBG engraving was emphasized. Other fiber-optic measurement
methods discussed in Chapter 7 covered fiber-optic temperature laser radar (FTR), tribolu-
minescence optical sensors, and polarimetric optical sensors.

Chapter 8 covered other sensors that could be used in aerospace composites SHM. Of
particular interest were the conventional resistance strain gages and the electrical property
sensors. The resistance-strain-gage sensing principles were briefly reviewed. The strain-
gage instrumentation, both cabled and wireless, was discussed. The specifics of aerospace
strain-gage technology were presented. Several examples of strain-gage usage in aerospace
composites application were given. The electrical-property sensing principles used in
conjunction with aerospace composites were presented. It was found that the electrical
resistance measurements have found extensive applications in the SHM of carbon-fiber-
reinforced polymer (CFRP) aerospace composites because the CFRP composites have a
mild conductivity that changes significantly with the appearance of internal damage. The
fabrication of surface-mounted and embedded electrodes for measuring the electrical
properties of aerospace composites was discussed. The measuring of electrical resistance
and that of electrical potential drop were comparatively discussed. Wireless sensing
for remote electrical resistance monitoring of aerospace composites was briefly reviewed.
The possibility of special-built composites for resistance-based self-sensing was also men-
tioned. Frequency domain methods for electrical SHM of aerospace composites were
discussed next. The use of electrochemical impedance spectroscopy for detection of dam-
age growth in aerospace composites was briefly reviewed. Electromagnetic methods that
could be used with both conductive and nonconductive composite structures were also
mentioned.

STRUCTURAL HEALTH MONITORING OF AEROSPACE COMPOSITES

441Sec. 11.4 Sensors for SHM of Aerospace Composites



11.5 MONITORING OF IMPACT DAMAGE INITIATION AND
GROWTH IN AEROSPACE COMPOSITES

Chapters 9 and 10 discussed methods for monitoring damage initiation and growth in
aerospace composites. Chapter 9 focused on the detection of impact and acoustic emission
(AE) and on monitoring of impact damage intensity and growth in aerospace composites.
It was shown that this area of research has received extensive attention because of the
drastic possible effects of undetected BVID events. For impact monitoring, it was found
that the passive sensing diagnostics (PSD) approach can tell if an impact has taken place,
locate the impact position, and even estimate the impact intensity. A simple triangulation
example was presented to clarify the methodological approach. To obtain estimations of
impact location and intensity, two major approaches were identified: (i) model-based
approach and (ii) data-driven approach. In the model-based category, both the structural
model approach and the system impact detection (ID) approach were found to have been
used. A hybrid approach in which structural model and system ID approaches were com-
bined was also found. An additional aspect in support of the PSD methodology is the use
of directional sensors: both FBG rosettes and macro-fiber composite (MFC) rosettes were
found to be reported. Another aspect of the PSD methodology is that AE events could also
be detected with the same sensor network installation. It was also found that the simulta-
neous measurement of both AE and impact waves is possible, because the AE axial-wave
signal, that travels at higher wavespeeds, arrives first, whereas the impact flexural-wave
signal, which travels at lower wavespeeds, arrives later. Thus separation of AE and impact
waves is possible in spite of the fact that the AE-related signals are much weaker than the
impact-related signals.

The next part of Chapter 9 was dedicated to the discussion of active sensing diagnostics
(ASD) methodology in which the transducers installed on the composite structure are
used to send interrogative wave signals that interact with the damaged area and produce
scatter waves that are picked up by same and/or other transducers. This methodology,
which has many similarities to acousto-ultrasonics methodology, has been used with piezo
transmitters and piezo receivers, as well as with piezo transmitters and fiber-optic recei-
vers. In the latter case, the instrumentation complexity is greatly reduced by the fact that
several FBG sensors can be mounted on a single optical fiber which thus requires only a
single connection to the demodulation equipment. Data-driven ASD approaches and
guided-wave tomography studies were also discussed in this section. PWAS pulse-echo
crack detection in a composite beam was illustrated. Phased-array and directional trans-
ducer aspects of the ASD methodology were mentioned.

Other methods for impact detection discussed in Chapter 9 include direct methods for
impact damage detection, strain mapping method for damage detection, vibration SHM
methods, frequency transfer methods, and local area sensing with the E/M impedance
spectroscopy method. The direct methods for impact damage detection are based on a net-
work of optical fiber being embedded in the composite and being slightly damaged by the
impact event. The strain mapping methods for damage detection rely on the possibility of
redistribution of the strain under load and require strain measurement before and after an
impact event under the same loading conditions. The vibration SHM methods rely on
detecting the changes in the vibration characteristics (frequency, damping, modeshapes)
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of an aerospace composite structure after an impact event. Several vibration-based
approaches were found to have been tried: model-based vibration SHM, model-free vibra-
tion SHM, statistics-based vibration SHM, nonlinear vibration SHM, combined vibration
wave-propagation SHM, etc. However, it was generally concluded that the damage-
related changes in vibration characteristics are not detectable in the low-frequency vibra-
tion modes and that one has to investigate high-frequency vibration modes local to the
damage region in order to detect significant changes that could be related to the damage
event. Such a high-frequency local vibration approach is offered by the E/M impedance
spectroscopy method that produces the direct measurement of the local vibration spec-
trum in the tens and hundreds of kHz range through a permanently attached PWAS trans-
ducer connected to an impedance analyzer.

Also presented in Chapter 9 are electrical and electromagnetic methods used for impact
damage detection in aerospace composites. The detection of delaminations with the electri-
cal resistance method in CFRP composites was found to have received extensive attention
with sequential improvements being reported year after year. Electrical resistance change
method for delamination detection in cross-ply composites, wireless electrical resistance
delamination detection, electrical impedance tomography (EIT) method for delamination
detection with the electrical resistance method, multiphysics simulation of the electrical
resistance change method, delamination detection with the electrical potential method,
electromagnetic damage detection in aerospace composites, hybrid electromagnetic SHM
of aerospace composites, and self-sensing electrical resistance-based damage detection and
localization are presented in this section.

A separate part of Chapter 9 was reserved for impact damage detection in sandwich
composite structures. Both PSD and ASD methodologies were illustrated and discussed.

11.6 MONITORING OF FATIGUE DAMAGE INITIATION AND
GROWTH IN AEROSPACE COMPOSITES

Chapter 10 covered the monitoring of fatigue damage of aerospace composites that may
appear during normal in-service operation of the composite aircraft or spacecraft. Such
damage may be due to operational loads and environmental factors and may result in a
gradual degradation of composite properties rather than the sudden changes that may
appear due to accidental events, like the impact damage discussed in the previous
chapter.

Chapter 10 started with a discussion of passive SHM methods, e.g., monitoring strain,
AE, operational loads, etc. that were used in damage monitoring. These passive methods
were used to record what is actually happening with the composite structure in order to
compare the actual load to the design loads or/and detect unexpected developments. For
example, monitoring the loads applied to the composite structure during normal operation
conditions allows to compare design loads with measured loads (both limit loads and
fatigue spectra) in order to make adjustments to the operational life predictions and flight
profiles. Another outcome of passive monitoring could be the identification of changes in
the strain distribution pattern over the structure that might be indicative of partial local
failures (e.g., microcracks and delaminations) that may affect the load paths in a fail-safe
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structural design. In addition, AE monitoring could detect the moment when actual local
failures happen by recording the waves created by the elastic energy released by a
“popping” crack. Examples reported in Chapter 10 include strain distribution monitoring
in a composite patch repair, conventional strain-gage monitoring for delamination detec-
tion, combined fiber optics and conventional strain-gage monitoring for delamination
detection, and delamination occurrence and growth monitoring with specialty FBG
sensors. AE monitoring and simultaneous monitoring of strain and AE are also discussed
in this section of Chapter 10.

The next major section of Chapter 10 dealt with monitoring the actual fatigue damage
induced in the composite by repeated application of service loads. As already detailed in
Chapter 5, fatigue damage in composites is substantially different from fatigue damage in
metallic structures. Most results reported in this section deal with monitoring of matrix
microcracking and subsequent delamination that appears during cyclic loading tests of
aerospace composites. Various passive SHM and active SHM methods are discussed
including fiber-optic measurements, pitch-catch piezo measurements, electrochemical
impedance spectroscopy, etc. Examples discussed in this section of Chapter 10 include
fiber-optic monitoring of transverse cracks in a cross-ply composite, pitch-catch guided-
wave detection of fatigue microcracking and delamination, electrochemical impedance
spectroscopy monitoring of composite damage development and growth.

Another major section of Chapter 10 was devoted to the use of the electrical resistance
method to monitor in-service degradation and fatigue of CFRP composites. This approach
was found to be specific to CFRP composites because their carbon fibers have electrical
conductivity which is imparted to the overall composite through the fact that individual
fibers embedded in the polymeric matrix make occasional contact when bunched together
in the composite system. Early tests have shown that as the CFRP material is loaded, its
electrical resistance changes thus acting as a built-in indicator of microcracks, delamina-
tion, and other fatigue damage taking place in the CFRP composite. These initial concepts
have been extended through a wide body of research including measurement and map-
ping of both the electrical resistance and the electrical potential of the composite using dif-
ferent electrode patterns and current injection methods. Examples presented in this section
of Chapter 10 include electrical resistance SHM of CFRP composites, electrical resistance
SHM of carbon nanotube (CNT) doped glass-fiber-reinforced polymer (GFRP) composites,
and wireless sensing of the electrical resistance in a CFRP composite.

The last section of this chapter covered various methods used in the monitoring of dis-
bonds and delamination in composite patch repairs, composite adhesive joints, in noncon-
ductive GFRP composites, etc. Results obtained with guided-wave methods as well as
with dielectric measurements are presented and briefly discussed. Examples include dis-
bond and delamination detection with conventional ultrasonic guided waves, monitoring
of composite patch repairs, monitoring of composite adhesive joints, and dielectric SHM
of delamination and water seepage in GFRP composites.

A major conclusion of this chapter was that monitoring of aerospace composites dam-
age that may appear during normal operation is possible, but it has not received as much
attention as the monitoring of impact events and subsequent damage that was reported in
Chapter 9. However, this situation may change in the future as major airlines are acquiring
and entering into service new composite-intensive aircraft such as Boeing 787 Dreamliner
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and Airbus A350 XWB. Hence, the need for fundamental and applied research into devel-
oping SHM methods for monitoring the in-service degradation and fatigue of aerospace
composites is likely to increase significantly. It is apparent that sustained research pro-
grams for developing such methods and technologies should be put into place such that
the fruits of discovery are made available before dramatic events happen into practice.

11.7 SUMMARY AND CONCLUSIONS

Overall, it can be said that, whereas NDE technology is a rather mature technology, the
SHM methodology and related technologies for aerospace composites have only just
started to emerge. Considerable further research is needed to mature the development of
aerospace composites SHM sensors and methods in order to achieve viable practical
implementation of this promising new technology.

The introduction of SHM systems and SHM methodology should contribute to lower
the maintenance costs of composite structures for which deterministic damage events,
types, and limit sizes are difficult to predict. SHM would also facilitate the introduction of
new composite materials and development of new composite structures by reducing the
uncertainty component of the aircraft design cycle.
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