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Psychiatric Genetics

Overview on Achievements, Problems, Perspectives

Wolfgang Maier

1. The Progress of Psychiatric Genetics

Psychiatric genetics is a relatively new term for an old research
question: “Are behavioral and psychological conditions and devia-
tions inherited?” The systematic empirical inquiries in this field
started in the late nineteenth century with the work of F. Galton and
his monograph Talent and Character, which was motivated by
Darwin’s theory and the concept of degeneration. During the twen-
tieth century, the methodological standard of the field was improved
by the development of epidemiological, biometrical, and clinical
research tools. This was the precondition to perform valid family,
twin, and adoption studies. These methods revealed that all psychi-
atric disorders aggregate in families, and that genes influence the
manifestation of these disorders. It became clear that the degree of
familiality and extent of genetic influence varies among diseases,
with schizophrenia showing the strongest genetic background and
disorders such as obsessive-compulsive and borderline personality
disorder showing the weakest genetic background. Although there
is some overlap, the familial patterns of diagnoses reveal a surpris-
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ingly high specificity, which was considered an argument for the
appropriateness of diagnostic definitions. Considering the limita-
tions in the pathophysiological understanding of psychiatric disor-
ders, “breeding true” of diagnosis in families became the hallmark
indicator of clinical validity (1).

Segregation analyses of the specific mode of transmission were
performed in many family samples over an extended period of time.
One major goal was to find Mendelian patterns. It took decades to
rule out the theory that the familial pattern of aggregation does not
fit into the Mendelian mode of transmission. Environmental influ-
ences on the manifestation of all psychiatric disorders were also
unequivocally demonstrated. Thus, like other common diseases, all
psychiatric disorders revealed a complex genetic and a multifacto-
rial etiology rather than a monogenic etiology.

Since about 1980, developments in molecular genetics made is
possible to systematically map genes on the DNA strand by
so-called linkage studies without any knowledge of the “true” patho-
physiology and of the gene products (proteins) involved. This strat-
egy required:

• systems of positional DNA markers placed densely on the
whole genome—first restriction-fragment-length polymorphism
(RFLP), then microsatellite and now single-nucleotide polymor-
phism (SNP) markers; and

• samples of genetically informative families, each with more
than one affected case (e.g., extended pedigrees with multiple cases
or pairs of affected siblings).

Linkage analysis identifies regions on the genome that hosts
disease genes through the position of markers that segregate
together with the disease in the families. This method is most con-
clusive when the disease is transmitted in a Mendelian fashion.
Thus, monogenic diseases were the first target for this method.
Thousands of disease genes for monogenic (Mendelian) diseases
were successfully mapped and subsequently identified by stepwise
application of this strategy during the last two decades. The detec-
tion of disease genes and etiologically relevant proteins using only
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positional information (positional cloning) became the major tool
in revealing the etiology of Mendelian diseases.

Simultaneously, the success of the positional cloning approach in
monogenic diseases motivated hopes and optimism that the genetic
basis of more complex diseases (with a genetic component but with-
out Mendelian transmission) would be revealed, including the most
common chronic diseases. Their etiology is not as fully understood
as that of monogenic diseases, presumably because of phenotypic
and genetic heterogeneity; this is particularly true for all psychiatric
disorders. Therefore, the positional cloning strategy offers an espe-
cially promising method to reveal the unknown etiology of psychi-
atric disorders, because other strategies have failed to fully elucidate
the etiology and pathophysiology.

The positional cloning strategy based on linkage analysis was first
applied two decades ago to complex diseases, yet the early hopes
for a new success story of the linkage strategy failed. Until now, the
search for genes was disappointing for all complex diseases, par-
ticularly for psychiatric disorders. Frustration initiated a process of
revising the most appropriate strategy. Arguments and proposals
can be subdivided into two lines of reasoning:

1. What is the most appropriate analytic strategy to detect disease genes
for complex diseases?

2. How can phenotypes be properly defined in order to detect disease
genes? How should the etiological heterogeneity of common diseases
be approached?

This book addresses these important questions with a series of
articles. This outlines the current status of progress in psychiatric
genetics and discusses perspectives on these questions on a more
general level.

2. The Search for Genes: Current Status

2.1. Linkage Studies

Genome-wide linkage studies are the key to finding the genes
that carry mutations causative for monogenic diseases. Is this strat-
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egy as useful for complex diseases? Although a positive answer to
this crucial question is not guaranteed—especially with regard to
psychiatric disorders—genome-wide linkage studies in specific psy-
chiatric disorders were also initially claimed to be the success strat-
egy. A series of chromosomal regions with at least suggestive
linkage to the disease emerged in the various genome-wide scans.
These positive results are contrasted by an unexpected pattern of
findings:

• The linkage signals were only modest, and a very broad inter-
val on the genome was implicated independently of the structure of
the family sample under study (extended family or affected sibs).

• Even the strongest linkage results were not consistently repli-
cable. In general, some of the initial reports with at least suggestive
evidence for linkage to schizophrenia, manic-depressive illness, or
alcoholism were replicable with similar magnitude of the linkage
signal, but neither of the initially positive linkage results were con-
sistently replicable in four or more scans.

• Linkage strategy in large extended pedigrees with a Mende-
lian-like pattern of familial loading did not produce linkage signals
that were clearly more distinct and pronounced than in samples of
affected siblings up to now (e.g., the most distinct signal in schizo-
phrenia observed by Brzustowicz et al. (2) in an inbred sample in
contrast to an outbred population with signals up to 6.5). In particu-
lar, there is no single extended family with a known influential dis-
ease gene.

• In light of this scenario, meta-analyses were offered as a con-
sensus strategy. However, even after combining multiple samples
with approx 1000 families, the magnitude of the linkage signals did
not exceed the magnitude observed in the first positive result (3).

The analogy to monogenic diseases would recommend first to
replicate and then to systematically sharpen the linkage signal (i.e.,
increase the magnitude of the signal, and reduce the length of the
linked region) in a stepwise manner by extension to other informa-
tive families. Finally, the disease gene can be identified in this
stepwise manner. Linkage in monogenic diseases is powerful, and
recombination events between marker and disease loci can be iden-
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tified, which is impossible in complex traits. Thus, it does not come
as a surprise that this strategy does not work in common diseases
using the available tools, as the extension of the sample size does
not increase the magnitude of linkage. This constellation has been
anticipated on theoretical grounds (see ref. 4).

From the mutiple genome-wide scans in schizophrenia, bipolar
disorder, alcoholism, or late-onset Alzheimer’s disease, we can con-
clude that:

1. No single gene causes any of these disorders. Thus, susceptibility
genes rather than causal disease genes are operating; otherwise, a
sharp, consistently replicable linkage signal should have been
detected.

2. There is no evidence that a major gene contributes most to the genetic
variance.

3. Multiple susceptibility genes account for each of these disorders;
neither of these contributing genes is necessary and/or sufficient for
the manifestation of the disorder (vulnerability or susceptibility
genes in complex disorders in contrast to causal genes in monogenic
diseases).

4. Each of these multiple genes contributes only modest effects. Some
authors speculate that in schizophrenia, for example, the contribu-
tion of each susceptibility gene is limited to an odds ratio of less than
2.0 (5).

5. The genetic heterogeneity cannot be decomposed to more homoge-
neous subtypes. In particular, subtypes of the major psychiatric dis-
orders that are influenced by a single gene or a major gene have not
been found by linkage studies (although postulated on the basis of
segregation analysis).

Thus, although a few susceptibility genes have been suggested,
no susceptibility gene has been clearly identified in major psychiat-
ric disorders with more than 50% heritability (such as schizophre-
nia or bipolar disorder). Given the difficulties of narrowing down a
candidate region in complex diseases in a systematic manner (as in
monogenic diseases), additional opportunities and tools are required
to find vulnerability genes. The few successful examples of identi-
fying susceptibility genes for complex diseases reveal the need for
additional strategies or favorable conditions:
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• Good luck: In late-onset Alzheimer’s disease, a candidate gene
ApoE was located in a linked region, and was confirmed first by
association and finally by functional studies (6).

• A combination with association or linkage disequilibrium
strategy: In diabetes type 2, a promising candidate gene (calpain-
10) was detected in a linked region using a combined linkage-
association approach (7).

Thus, although some progress has been made, the speed needed
for disease-gene discoveries is substantially slower than expected
when the first linkage studies with DNA markers began nearly 20 yr
ago. Several factors may contribute to the lack of replicability of
positive linkage findings and to other disappointments and may
challenge our initial assumptions, but these may also stimulate new,
more promising approaches:

• Magnitude of gene effects: Given the results of genome scans
in psychiatric disorders, the susceptibility genes are likely to con-
tribute only with small or modest effects. Thus far, linkage analysis
has been enormously successful in detecting causal or major gene
effects, but not for small effects. In addition, model-based consider-
ations have demonstrated that association studies are usually far
more powerful in detecting minor or modest gene effects.

• Non-additive interaction of susceptibility genes: Biometrical
analysis of the familial pattern of aggregation of diagnoses make it
possible to draw conclusions on the putative number of underlying
interacting genes and on the mode of interaction. The analysis of
cumulative family studies by Risch (8) suggested the non-additive
interaction of multiple genes in schizophrenia. Risch et al. (9) also
concluded from the extended and widespread weak linkage signals
detected in a genome scan in autism that more than 20 different loci
are interacting. Linkage analysis may also identify interacting loci,
but only with a distinct loss of power. Thus, in the presence of non-
additive interaction, the required sample size is even higher.

• Strength of the magnitude of linkage signals across popula-
tions: Some linkage signals were found to be only replicable with
comparable genetic background, but not in other populations.
Indeed, some susceptibility genes (such as ApoE4 for late-onset



Psychiatric Genetics 9

Alzheimer’s disease) are only influential in some populations
(ApoE4 is mainly relevant in Caucasian but not in black popula-
tions) (6). In schizophrenia, some linkage findings on 8p, 9q, and
15q were exclusively replicable in African populations, whereas 10p
was until now only replicable among Caucasian populations (5).

• Sample size problem: Small effect sizes as odds ratios (OR) of
about 1.5 require unrealistically large numbers of informative fami-
lies (e.g., affected sib-pairs). Risch and Merikangas (10) calculated
for OR = 1.5 the number of families required to detect the gene by
linkage analysis as 18.000 and more depending on the model; the
currently available family sample sizes (~200) are at best able to
identify genes with an OR of approx 4. It is evident from these con-
siderations that narrowing down the candidate region to the disease
gene cannot be accomplished by linkage analysis alone.

• The sample size required for replication of a specific true link-
age finding in complex disorders is substantially higher than for
detecting one among many susceptibility genes (11). Thus, consid-
ering the available sample sizes and the previously mentioned com-
plicating factors, replication of “true” linkage findings cannot
regularly be expected. Even a single replication of a reported link-
age among 10 replication tests is a non-random event that argues for
the validity of the initial positive result.

Currently, the positional cloning approach through linkage ana-
lysis has also proven disappointing in non-psychiatric complex
diseases. The human genome project produced millions of polymor-
phic genetic markers for fine-mapping of candidate regions, which
will improve the power to detect linkage and to refine the candidate
regions (see Chapter 3). However, there appear to be serious inher-
ent limitations of linkage analysis in complex diseases. It even
remains doubtful that the application of most informative marker
systems such as SNPs will be able to identify susceptibility genes
with modest effects (12). Therefore, the skeptical attitudes on the
utility of linkage analysis in complex diseases are gaining more and
more acceptance (12,13). Thus, alternatives to linkage analyses are
receiving growing attention.



10 Maier

2.2. Association Studies

Another strategy to identify susceptibility genes is association
studies in case-control samples. This strategy has thus far focused
on candidate genes, which are either hypothetically involved in the
pathophysiology of the disease (functional candidates), or located
in candidate regions identified by linkage analysis (positional can-
didates). Association studies are based on linkage disequilibrium,
which refers to correlations among neighboring alleles in the
genome. “True” associations between a disease and a marker allele
may have two meanings:

• the marker allele impacts on the risk for the disease, or
• a genetic variant near the marker allele is the actual determi-

nant and is in linkage disequilibrium with the disease allele.
Generally, many studies have followed this approach. The asso-

ciation approach was only clearly successful in psychiatric disor-
ders in identifying the two functional candidates—the ADH-2 and
ALDH-2 genes—as susceptibility genes for alcoholism (with the
ADH-2*2 and ALDH-2*2 alleles shown to be less common among
Asian alcoholics (14). Similarly, an association between ApoE4 and
late-onset Alzheimer’s disease has been proven with no negative
report in Caucasian populations after linkage analysis identified
ApoE as a positional candidate. Functional studies have shown that
the identified ADH/ALDH alleles and the ApoE4 allele are suscep-
tibility alleles that directly increase disease risk.

In other diseases and candidate genes, the results are very diverse
and difficult to interpret. Reported associations were followed by
some positive replications. But there is no claim for association
without non-replication. Thus, the association strategy was blamed
as the cause of a very high number of false-positives. However, this
limitation is not a result of the association technique, but of the
inappropriate chosen levels of significance (12). Meta-analyses for
particularly promising associations covering several thousand
patients and controls—e.g., 5-HT-2a-receptor or D3-receptor gene
in schizophrenia (15,16)—were performed to clarify this diversity;
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relative risks for susceptibility alleles of 1.2 to 1.5 were suggested
for a very limited number of claimed associations in schizophrenia.

A major advantage of association compared to linkage studies is
their relatively high efficiency in the detection of genes with small
effect size. Thus, it was suggested that testing every gene in the
genome for association may be more feasible than detecting a sus-
ceptibility gene by linkage analysis (10).

Although thousands of cases and controls are needed, this strat-
egy is a priori more realistic. However, difficulties and warnings
with the association strategy should not be ignored and have to be
weighed against the prospects and limitations of linkage analysis
(12,17,18). As there is not a convincingly optimal decision for
either of two strategies, both must be considered as complementary.

There are several unresolved problems with the association strategy.
One problem is the selection of the most appropriate study group: Are
all cases with a specific diagnosis appropriate, or only those with a
secondary case in the family? Should probands with comorbidity for
two disorders, each with a genetic determination, also be included? A
related problem: Should the non-genetic influences on the manifesta-
tion of the disorder being studied be taken into consideration? Would
an adjustment for impacting environmental factors increase the power
of analysis, or even decrease the power (19)?

Valid answers depend on the knowledge of underlying etiologi-
cal mechanisms, which are largely unknown for psychiatric disor-
ders. Currently, decisions must be based on the most plausible
assumptions.

2.3. Combination of Linkage and Association

It has already been demonstrated that a combination of the link-
age and the association strategy may overcome the limitations of
either strategy alone: the identification of ApoE as a susceptibility
gene for late-onset Alzheimer’s disease, and calpain-10 as a suscep-
tibility gene for non-insulin-dependent diabetes. In both cases, link-
age analysis identified a candidate region. Either:
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• association studies with candidate genes in the candidate
region, or

• stepwise narrowing down the candidate region by a combina-
tion of association and linkage analysis with markers in the candi-
date region proposed susceptibility genes, which must prove their
impact on the disease risk in subsequent functional studies.

However, only a few examples have succeeded by stepwise appli-
cation of linkage and association studies. Although other examples
may follow, it is still to be demonstrated that most of the relevant
susceptibility genes, particularly those with only modest effect, can
be detected by “combination” strategies. Particularly, it may be dif-
ficult to detect susceptibility genes without a replicable linkage sig-
nal (i.e., those with an OR of 2.0 and lower). Considering that the
realistic sample sizes available for linkage studies are only able to
identify susceptibility genes with strong effects with certainty, the
stepwise approach may fail to detect linkage signals for genes with
only modest or mild effects. Therefore, alternative and complemen-
tary strategies are needed.

3. Promising Future Analytic Strategies

Until now, case-control association studies were limited:
• By focus on a candidate-gene approach in the absence of suffi-

cient knowledge of the pathophysiology and etiology of the disease.
A positional cloning, genome-wide approach was technically not
feasible because the available marker systems could not cover the
genome densely enough.

• By uncertain ethnic comparability between cases and controls,
which is decisive to avoid false-positives; however, beyond family-
based controls comparability is difficult to demonstrate.

Recently, the progress of the human genome project in combina-
tion with the detection of the broad variability on the genome has
opened new prospects, particularly for association studies:

• Single-nucleotide polymorphisms were found to occur so
densely on the genome that in each population each specific SNP
variant seemed to be in linkage disequilibrium with SNP variants
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nearby (mean linkage disequilibrium ~60 kb in European popula-
tions [20] and one SNP per 2 kb [mean] [21]). Eighty-five percent
of the exons of genes are within 5 kb of the nearest SNP (see Chap-
ter 3). Thus, using these dense-marker-system “hypothesis”-free
genome-wide association studies may detect disease genes through
a positional cloning approach (12).

• Another recent development of molecular genetic control
ensures ethnic comparability, and offers stratification techniques to
adapt for non-comparability (22).

• Recently developed analytic techniques enable the consider-
ation of case-control studies—not only differential frequencies of
single markers, but also haplotypes (combination of markers)
increasing the informativeness of this strategy (23).

Taken together, genome-wide case-control association studies for
a hypothesis-free search for susceptibility genes will be feasible in
the near future. Theoretically, this linkage-disequilibrium-based
approach can be expected to reveal increased power compared to
linkage studies in detecting modest gene effects (RR of 2 and lower)
(12). A series of arguments can be found in favor of as well as
against the putative success of this new perspective in excellent
reviews (see ref. 18). Clearly, this controversy can only be solved
by doing. As this genome-wide association strategy is only begin-
ning to be set up, its practical utility has not yet been demonstrated.
One foreseeable practical problem is that power analyses suggest
that very high sample sizes are needed to overcome the multiple
testing problem. Although the required sample sizes as calculated
can still be achieved in multicenter recruitment programs, the
appropriateness of this strategy is still under discussion.

These association studies can be performed in case-control as
well as nuclear family samples. Although there is no advantage of
family samples in terms of power, nuclear family samples were con-
sidered the preferred strategy, as they provide a perfect ethnic
matching between cases and the family-based controls. However,
the reputation of case-control studies recently gained major support
for the following reasons:
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• Ethnic comparability of the case and controls can now be tested
and achieved by restratification; thus, false-positives can usually be
avoided, even with external controls.

• The case sample and the control sample can both be pooled,
whereas family-based samples require an individualized
genotyping; thus, the recent achievements of high-throughput tech-
niques can best be utilized in case-control samples.

• It is far easier to recruit a well-characterized control sample
than a family sample; for late-onset disorders nuclear family
samples are impossible to obtain.

Thus, in the future, more rigorously designed case-control
samples can be expected to become an optimal study design.

4. Optimal Phenotype Definition

Diagnostic definitions of psychiatric disorders are clinical con-
ventions supported by some external validation criteria. The diag-
nostic criteria cover a broad range of behavioral and experiental
phenomena. The first approach to define the phenotype in searching
for susceptibility genes was based on clinical diagnoses. Many
efforts were undertaken to develop techniques to maximize reliabil-
ity and validity and to guarantee comparability across samples and
studies of the clinical phenotypes (e.g., interview techniques and
polydiagnostic assessments). Some attempts were initiated to refine
the clinical diagnoses and maximize the magnitude heritability, with
the ultimate goal of limiting the number of false-positive cases.
However, it is now evident that the power of linkage analyses in
complex diseases remains limited, although the complex phenotype
can be defined both in a reliable and valid manner.

Another putative strategy is to decompose complexity into a
series of more homogeneous and genetically less complex subtypes.
Thus, the phenotypic heterogeneity may result from the mixture of
more homogeneous clinical subtypes. However, although some
homogeneous subtypes defined by candidate symptoms (24) (e.g.,
periodic catatonia in schizophrenia) were postulated, none could fi-
nally be validated, with one exception: Alzheimer’s disease with
several monogenic subtypes among the early-onset variant.
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Clearly, alternative approaches to define the phenotype must be
explored. Alternative phenotypes should avoid disadvantages of the
diagnostic phenotype:

• by reduction of the phenotypic complexity;
• by moving the phenotype to be studied closer to the gene (i.e.,

from the diagnostic level of behavior and experience to the underly-
ing neurobiology, which may be closer to the gene with less mediat-
ing factors); and

• by a more simple genetic transmission than the disease itself.
The more basic and genetically determined abnormality of a dis-

order was first introduced by Gottesman (25) into psychiatry and
was called “endophenotype.” Subsequently, the term “intermediate
phenotype” also became familiar. Modern versions of this concept
(24,26) are based on three well-established observations:

• Each psychiatric disorder is characterized by neurobiological
deficits. These deficits may exist before the manifestation of the
disorder. Growing evidence on the neuropathological, physiologi-
cal, and biochemical basis of psychiatric disorders proposed basic
neurobiological deficits as basic characteristics of the disease. Sev-
eral psychiatric disorders have presented with stable abnormalities
in multiple domains, some under genetic control. Thus, the disorder
can be considered as a series of distinct deficits, and each of these
alone does not present in a disorder. Only the combination of most
of these deficits results in the disorder, and only one or a few of the
deficits present as subthreshold condition. For example, schizophre-
nia is associated with deficits in information processing (indicated
by P50) or frontal-brain cortical structure. Both indicators are
genetically influenced, and may therefore contribute to the genetic
impact on schizophrenia. Assuming that brain structure and func-
tioning are closer to the gene function than diagnostically relevant
behavior, these neurobiological deficits appear to be more appro-
priate, simpler phenotypes.

• Neurobiological heterogeneity: Multiple pathophysiological
pathways are believed to be optionally involved. Given this vari-
ability, the clinically defined diagnostic categories present as “final
common pathology” defined in behavioral terms emerging from
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very different individual basic neurobiological constellations (phe-
notypical heterogeneity).

• Etiological heterogeneity: Genetic and non-genetic determi-
nants have been demonstrated that propose etiological heterogeneity;
in addition, all psychiatric disorders are genetically heterogeneous,
with multiple genes contributing (genetic heterogeneity).

• Genetic heterogeneity: The results of genome-wide linkage
studies available now for schizophrenia, bipolar affective disorders,
panic disorder, alcoholism, bulimia, and late-onset Alzheimer’s dis-
ease clearly demonstrate the absence of a causal or major gene for
any disorder, but suggest that multiple vulnerability genes are oper-
ating in each of these disorders.

The concept of endophenotypes assumes that heterogeneity will
map the phenotype on the genetic heterogeneity:

• The endophenotype (i.e., neurobiological deficit) is genetically
influenced with a lower number of genes than the disorder itself.

• The endophenotype-genotype relationship is less complex.
• The genes influencing the endophenotype also influence the

manifestation of the disease.
First screening of neurobiological correlates of the disorder for

endophenotypes is possible in family studies: elevated frequency in
high-risk subjects, familial-genetic determination, and stability over
time can be used as criteria.

Endophenotypes offer a major advantage. In contrast to the cat-
egorical clinical phenotype (disorder present or absent), they are
mainly quantitative traits (quantitative trait loci—QTL). Genes for
quantitative traits can be more easily detected, because the analyses
are more powerful than with categorical traits. Indeed, there is evi-
dence from insulin-dependent diabetes that mutations contributing
to the disease risk (VNTRS polymorphism near the insulin gene)
are impacting on the disease in a quantitative manner (27).

The concept of endophenotypes has become successful in target-
ing susceptibility genes for diseases in some medical diseases
beyond psychiatry but also in schizophrenia (P50 abnormality) or
in Alzheimer’s disease (early age at onset), as discussed in Chapter 6.

This book is unique because it includes the most comprehensive
contribution to intermediate phenotypes in psychiatric disorders.
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The chapters are organized according to the method of defining the
alternative phenotype. Sometimes, such behavioral features as per-
sonality are considered as alternative phenotypes. In contrast to neu-
robiological traits, it is difficult to assume a more direct relationship
to the genotype and a less complex genetic determination than for
the disorder itself.

5. Ethical Issues

One of the founders of psychiatric genetics, F. Galton, observed
the familiality of wanted and unwanted behavioral and mental prop-
erties. Motivated by this observation, he proposed an eugenic pro-
gram of birth control. Driven by the concept of degeneration, the
intention was to increase the prevalence of wanted and to decrease
the unwanted traits in the general population. Subsequently, Galton
and his scholars noticed that their practical conclusion was unjusti-
fied because of the possibility of polygenic transmission. However,
this reevaluation of the family-study literature did not restrain oth-
ers such as German and certain Scandinavian psychiatrists from
recommending a forced eugenic birth-control program. As a result,
about 200,000 ill subjects were forcibly sterilized in Germany before
1945. Since these times, psychiatric genetics has had an uncertain
reputation. Until today, as psychiatric geneticists we must always
be careful to protect our patients and to recognize and prevent the
misuse of our knowledge. The field of psychiatric genetics is sensi-
tized for misuse. Thus, we must face the ethical challenge both today
and in the future.

In the past, practical eugenics has tried to increase the wanted
and decrease the unwanted elements in the population by forced
birth control in population-wide programs. It was soon recognized
that those programs could not decrease the frequency of common,
genetically influenced disorders because of their polygenic nature.
But there are concerns today that eugenic thinking may re-emerge
on a voluntary basis: Parents may screen for the occurrence of
known susceptibility alleles, and may decide on abortion because of
this information. These decisions would ignore the fact that com-
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mon diseases can be treated more and more successfully once their
etiology is elucidated, and that protective environmental factors may
prevent complex diseases, even among high-risk persons. The
current ethical concerns focus on the putative misuse of genetic
information on common diseases.

The two major areas of concern are discrimination of carriers of
susceptibility alleles by employers and insurance companies, and
prenatal testing for susceptibility alleles and birth control.

1. Once specific susceptibility genes are known, new targets for the
development of more efficient treatments become available. Yet dis-
crimination of carriers of susceptibility alleles may be a likely sce-
nario, as the risk of disorders with major psychosocial impairment,
lost working days, and early retirement can be estimated on the basis
of genetic predisposition.

2. A universal consensus and data protection laws must be developed
before the knowledge of susceptibility genes becomes widely available.

The possibility that the majority of citizens may carry several of
the common susceptibility alleles should encourage a general con-
sensus to prevent misuse.
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Analytical Methods Applied to Psychiatric
Genetics

Elena L. Grigorenko and David L. Pauls

1. Introduction

The development of gene-mapping methodology has not been a
linear process. Instead, this development has been multidimen-
sional, culminating in the creation of a powerful and heterogeneous
collection of tools. A description of the history of the development
of this would include words such as “opportunistic” (i.e., capitaliz-
ing on the newest developments in computer technology and
genomics) and “problem-solving oriented” (i.e., constantly address-
ing issues (such as the spotted nature of linkage disequilibrium) that
arose during the development of the methodology). Therefore, the
following presentation is method-oriented rather than problem-
oriented. In describing the modern methodology of gene mapping,
attempts will be made to describe the origin of a given methodol-
ogy, the problems it was designed to address, and its known
strengths and weaknesses.

There are several ways to categorize current approaches to gene
mapping. One possible subdivision is whether a given methodology
is a linkage approach or an association approach. A second possible
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division would focus on whether a methodology deals with related
individuals (e.g., family members) or unrelated individuals. A third
possible division would consider the approaches dealing with
related individuals only, summarizing the methods on the basis of
the unit of analysis employed (i.e., the type and size of family
units—sib-ships, nuclear and extended families, distant relatives,
and so on). By necessity, these subdivisions are not exact because
of the nature of data collected from families. And as would be expect-
ed, there are modern methods that simultaneously evaluate linkage
and association, combine information from samples of related and
unrelated individuals, and utilize multiple types of relatives.

This chapter is organized as follows. First, linkage methods are
reviewed. Then, association study methods are summarized. And
finally, the strengths and weaknesses of both approaches (pitfalls
unique and common to both) are discussed.

2. Linkage Methods

Newton Morton is generally credited with initiating modern gene-
mapping methodology with the publication of the classic paper in
which he first introduced the lod-score method (1). The lod-score
method allowed an estimate of the position of a disease gene on a
map of markers by examining the likelihood of linkage given a spe-
cific genetic model and a specific recombination fraction. In later
modifications, it was possible to incorporate incomplete disease
allele penetrance and/or the absence of some key individuals in the
analyzed pedigrees. Lod (log of the odds) scores consist of the base
10 logarithm of the likelihood ratio of two hypotheses. The first
hypothesis postulates that a hypothetical gene is linked to a genetic
marker at a given distance determined by the recombination frac-
tion. The second hypothesis postulates no linkage (i.e., the recom-
bination fraction is assumed to be 0.5). The base 10 logarithm of the
ratio of the likelihoods of these two hypotheses is defined as the lod
score. A separate lod is calculated for a range of recombination frac-
tions. The test for linkage is conducted by examining the maximum
value of the lod score for this range of recombination fractions.
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The first lod-score test took the form of a sequential probability
ratio test (1). This test was ideally suited for a Mendelian, single-
gene mode of inheritance. In the early seventies, the method was
extended with the introduction of the Elston-Steward (2) algorithm
that allowed for complex inheritance (e.g., reduced penetrance) in
large extended pedigrees. This algorithm was incorporated into the
computer program LIPED (3). The development of LIPED and the
advent of faster computers transformed linkage analyses from a
time-consuming sophisticated “ordeal” into a common research
tool. A major limitation of LIPED was its capacity to deal with only
one marker at a time. Thus, a new set of programs (4) was developed
that allowed linkage analyses of multiple markers simultaneously.

At the present time, most linkage analyses utilize multipoint strat-
egies. It is well-known that these methods increase power when
analyzing both Mendelian (4) and non-Mendelian (so-called com-
plex traits) (5). A number of additional methods have been devel-
oped that facilitate the analysis of the multipoint data that are
generated by studies performed at today’s accepted marker density
(10–25 cm marker spacing) (6). These methods include the exact
enumeration of multi-locus genotype probabilities in small pedi-
grees (7); estimation of such probabilities for pedigrees of any size
and of some complexity (8–10); and approximation of such prob-
abilities for pedigrees of arbitrary size (11).

Yet, the lod-score method is preferred for Mendelian traits with
(approximately) known inheritance parameters. However, the power
of lod-score methods is reduced (sometimes dramatically) when the
mode of inheritance (12–14), penetrance (15), and disease allele fre-
quency (16–17) are not known and therefore possibly misspecified.
Although this is a potential shortcoming of this method, it has been
shown that when lod-score methods are applied many times with
different modes of inheritance (e.g., dominant and recessive), a cor-
rect approximation of the mode results in lod scores that are gener-
ally superior to those obtained through other types of analyses (15).

Moreover, researchers have developed statistical methods that
appear to be robust to misspecification of selected parameters. For
example, a likelihood-based efficient score statistic (18) permits
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testing the null hypothesis of no trait locus in a given chromosomal
region. This statistic is asymptotically equivalent to the lod score, and
it generalizes to a class of statistics developed for a non-parametric
approach that examines only affected members of a pedigree
(7,19–21). One advantage of this approach is that in the absence of
complete information about the genetic model parameters, this sta-
tistic is easier to compute than the exact lod score. It does not require
likelihood maximization with respect to the unknown parameters.

Although parametric linkage approaches are continually devel-
oped and remain heavily used in the field, the main disadvantage of
these methods is that genetic model parameters (i.e., disease allele
frequency, mode of inheritance, and penetrance) must be specified.
By definition, this is not possible for complex (non-Mendelian)
traits. To overcome this dilemma, non-parametric linkage methods
have been developed.

Non-parametric linkage methods allow for the study of linkage
between a marker (or a set of markers) and a disease without the
need to specify the genetic model parameters for the trait under
investigation. In classical statistics, non-parametric methods refer
to methods in which observed values are replaced by their ranks. In
human linkage analysis, non-parametric methods refer to methods
in which parameters of disease inheritance are replaced by param-
eters of inheritance of markers hypothesized to be close to disease
loci. An entire constellation of computer software has been devel-
oped since the 1990s (for review, see http:\\linkage.rockefeller.edu).
This development capitalized on and was stimulated by progress in
methods for likelihood calculations (7,9,22,23). Considering that
the development of non-parametric methods started significantly
later than that of parametric methods, most of them have developed
the capacity to analyze both single and multipoint linkage data. For
example, methods implemented in programs such as ASPEX (24),
GENEHUNTER (7,25), and ALLEGRO (26) can utilize informa-
tion from all markers on a chromosome and render any point along
the chromosome as informative as possible.

It is important to remember, however, that the distinction between
parametric and non-parametric methods is not sharp. In fact, it has
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been shown that the affected sib-pair paradigm, a clearly non-
parametric method in which the only connection to the disease is
through the ascertainment scheme (i.e., families are studied in which
there are at least two affected siblings) and which bases all calcula-
tions on the sharing of markers between these two affected siblings
(i.e., no assumptions about parameters such as mode of inheritance
or disease penetrance are necessary), is equivalent to the lod-score
method when the latter is carried out under assumptions of reces-
sive inheritance with full penetrance and all parental phenotypes
are taken to be unknown (27,28). This implicit similarity is appar-
ent in the use of the ANALYZE program, which emulates affected
sib-pair analysis through lod-score analysis.

Whether parametric or non-parametric, linkage approaches uti-
lize family data (its various configurations—siblings, nuclear fami-
lies, or extended families) with the purpose of estimating the
relevant parameters such as recombination fractions (map distances)
in intervals between gene loci given certain sets of allele frequen-
cies. These estimations are accomplished by maximum likelihood
methods with recursive, family-based calculations of likelihood.

The most common procedures for numerical likelihood evalua-
tion are the Elston-Steward (2) and second the Lander-Green (1987)
(29) algorithms. The Elston-Steward algorithm (and its extensions)
is based on pedigree traversing (“peeling”) algorithms. With this
approach, pedigrees are split into portions that are handled recur-
sively, resulting in the evaluation of the full pedigree likelihood.
Procedures of this type have been implemented in such programs as
LIPED, LINKAGE, MENDEL, and VITESSE. The Lander-Green
algorithm carries out peeling over loci; this algorithm is imple-
mented in MAPMAKER, CRI-MAP, and GENEHUNTER. Thus,
the methods have reciprocal profiles—the first method allows for
the analysis of large pedigrees, but the number of gene loci that can
be analyzed simultaneously is currently limited (the computational
burden increases linearly with family size but exponentially with
the number of loci), whereas the second method allows for the
analysis of a relatively large number of loci in small pedigrees (the
computational burden increases linearly with the number of loci and
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exponentially with pedigree size). In addition, the development of
the Markov chain Monte-Carlo methods of estimation of likelihoods
(9,30) has allowed the analysis of large families and large numbers
of markers (disease genes).

The common assumption for all these methodologies is that there
are genes of major effect that “cause” the disease in question.
Although this assumption has been modified to some degree in some
of the software packages (e.g., the assumptions of heterogeneity
within families (for example, as implemented in HOMOLOG and
HOMOGM) and varying penetrance), it has limited investigators in
the range of genetic systems that can be examined. For the most
part, all analytic models are restrained to isolated chromosomes,
treating multiple disease loci as if they were independent of each
other.

This limitation has been recently addressed by a number of
researchers interested in understanding the genetic etiology of com-
plex traits. As noted here, by definition, complex traits are non-
Mendelian, and thus are most likely influenced by multiple genetic
and non-genetic factors. It is hypothesized that susceptibility to dis-
ease results from gene-gene and gene-environment interactions.
In fact, the majority of medically and developmentally interesting
traits are complex traits that are best conceptualized as quantitative
rather than categorical. Methods developed to facilitate the identi-
fication of genomic locations of loci contributing to quantitative
traits attempt to estimate the variance components associated with
individual loci. Usually, such estimations are carried out using the
concept of measured-locus heritability. There has been some debate
in the literature as to whether there is a universally unbiased esti-
mate of heritability and whether this estimate can be obtained (31–33).
At the present time, there are no universally accepted measured-locus
heritability estimates. The choice of an ideal estimator is a function
of the sample size and magnitude of the locus-specific contribution to
the overall phenotypic variance. Fortunately, the observed biases result-
ing from the use of different estimators are small, and, thus, this short-
coming should not be viewed as endangering overall outcomes of
quantitative trait-linkage analyses.
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There are two major classes of methods used for the identifica-
tion of quantitative trait loci (QTLs), although arguably, the divid-
ing line is artificial. The first class of methods is based on the
regression of trait differences between sib-pairs on the number of
alleles shared identical by descent (IBD) at a locus being tested (34).
As noted, this approach is confined to sib-pairs and is not applicable
to data collected from larger pedigrees.

The second class of approaches is based on classical variance-
component analysis. This technique simply separates the total vari-
ance into components because of genetic and environmental effects
(35). The first application of this approach to linkages analysis was
developed by Hopper and Matthews (1982) (36). The focus of the
method is in modeling an additional variance component for a
hypothesized QTL near a marker site and establishing linkage to the
marker in the presence of a statistically significant nonzero value
for the QTL component (a relative size of the component is inter-
preted as an indicator of the magnitude of the effect of a detected
locus).

Early implementations of the variance-component methodology
were based on analysis of only one or two markers at a time
(37–39). Then the methodology was extended to multipoint applica-
tions (11) and further strengthened by the added power of an exact
multipoint approach (40). A number of simulation studies have dem-
onstrated that the variance-components approach appears to be more
powerful than the Haseman-Elston regression approach (11,41–44).

Demonstrating linkage between a disease gene and a marker is
only the first (and, sometimes the smallest) step in the process of
cloning the gene of interest. Traditionally, after establishing link-
age, further recombination mapping techniques have been applied
to narrow the region of interest. However, recombination mapping
has not yielded significant success for complex traits in refining the
region once it has been reduced to one or two megabases, since it is
improbable that recombinants will be observed in extant family
material (45). To address this challenge, researchers have devel-
oped a number of other methods. One successful approach is based
on the observation that ancestral recombinants can produce a
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predictable pattern of linkage disequilibrium between the disease
gene and a set of markers spanning the critical region (46–48).

3. Association Methods

Whereas linkage analysis focuses merely on the position of a
tested marker, association methodology tests whether a particular
allele of a marker, a specific genotype, or a haplotype is enriched in
(or statistically associated with) affected individuals compared with
unaffected controls. In other words, genetic association studies
evaluate the relationship between genetic variants and trait differ-
ences in a general population.

Association is observed either because the genetic variant being
examined is a functional variant of a gene or the marker is in link-
age disequilibrium with a susceptibility gene. When two markers
are in linkage disequilibrium (LD), alleles at one locus will show a
strong statistical association with alleles at a nearby locus, whereas
alleles at distant loci will show no association. If one of these loci is
a susceptibility gene, an association between an allele at the first
locus and the disease being investigated will be observed. This cir-
cumstance forms the basis of LD mapping. The intuitive basis of
this method is that specific alleles at loci that were immediately
adjacent to the disease locus when it arose (through mutation) will
tend to remain on the same chromosome as the disease locus
(because of the paucity of recombination events), and thus will be
transmitted together with the disease locus from generation to
generation.

The genetic association study design has a controversial history
in genetic research. Nevertheless, its popularity has grown remark-
ably during the last few years. The major reason for this growth is
the increased number of genetic polymorphisms available to investi-
gators. Ten years ago, the paucity of markers available to researchers
made association studies tenuous at best. However, technological
advances over the last 2–3 yr have resulted in the identification of
nearly 2,000,000 DNA polymorphisms (49–50) and LD mapping
studies are now becoming more feasible. Furthermore, with the
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development of more efficient high-throughput genotyping meth-
ods, a growing understanding of the underlying structure of the
complex phenotypes and the continued development of statis-
tical methods, association approaches have become even more
attractive.

The analysis of LD has been widely used for fine-genome map-
ping and has proven to be fruitful (see ref. 51 for theoretical sup-
port for the empirical success). These successful applications have
included (but have not been limited to) simple disequilibrium
mapping, examination of the pattern of pairwise disequilibrium
between the disease gene and each of a set of markers (48,52),
likelihood-based analyses (46,53,54), and haplotype fine mapping
(55).

The goal of all these methods is to identify the precise disease-
causing DNA variant(s) in a region that is known to be linked and
associated with a disease. Within a targeted region, two association
strategies are common: a positional candidate approach and a posi-
tional cloning approach. Within the positional candidate approach,
specific genes or variants are examined on the basis of proposed
relationships with the phenotype. Within the positional cloning
approach, markers are selected for evaluation purely on the basis of
their proximity to one another on a chromosome. These two types
of positional searches are usually preceded by replicated linkage
data, which typically narrow a region of interest to 1–10 cm. Both
positional strategies have been successfully employed in the
searches for genes in fully penetrant gene disorders such as cystic
fibrosis and Huntington’s disease (48,56,57). However, the appli-
cation of these strategies has been less useful in complex disorders.
A possible reason for this lack of success is that complex disorders
are likely to be caused by multiple genes of moderate/small effects,
making identification of the underlying genes more difficult. One
of the pitfalls of the research on complex disorders using the LD
method is our limited understanding of the extent to which LD
occurs across the genome (58). Specifically, there may be a region
in which only one functional variant may be relevant to the disor-
der, but LD could be present across multiple markers in the region,
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making the task of “closing in on” the variant of interest much more
challenging (59).

Two design strategies are employed in most association linkage-
disequilibrium studies: population case-control designs and family-
based association designs.

3.1. Case-Control Studies

The case-control design is the most frequently used design of
association studies. The advantage of this design lies in the fact that
cases are readily obtained, and can be efficiently genotyped and
compared with control populations. The disadvantage of this
approach is the difficulty in identifying an appropriate group of
matched control cases. It is essential to establish an appropriate con-
trol sample, because any systematic allele frequency differences
between cases and controls can appear as disease associations—
although these may actually result from a number of other factors
including but not limited to evolutionary history, group (e.g.,
ethnicity and gender) differences, and cultural traditions (e.g., mat-
ing customs).

The case-control design has been widely used, and its weaknesses
are well-known. Specifically:

1. Association studies are often characterized by high rates of Type I
(false-positive) errors—a statistically significant association
between a phenotype and a polymorphism resulting from random-
ness in ascertainment of the case and control individuals. The dan-
ger of Type I error is increased in situations of multiple tests and
relatively small sample sizes of case and control individuals. One
reason for a Type I error is population stratification—a characteris-
tic of a population in which cases and controls differ, not only with
respect to the phenotype of interest and its genetic etiology, but also
with respect to their overall population genetic ancestry (i.e., their
general range and frequency of polymorphisms). The result of
population stratification is that many irrelevant markers appear to
be disease-associated.

2. In the presence of genetic heterogeneity, in which there may be
many distinct and potentially interacting environmental and genetic
risk factors, it is likely that no single tested genetic marker will pre-
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dict  disease accurately enough to be statistically apparent within
the cost-effective limitations of a single study. Thus, at the present
time, sample sizes may be too small to detect real associations.

3. Since association studies usually test many polymorphisms, the
majority of them utilize conservative multi-test corrections (e.g.,
Bonferroni correction for N tests with a target per-test statistical
threshold of p-value). However, there is no clear understanding of
the magnitude of the Type II error (missed signal error) imposed
by such corrections. These corrections may be especially detrimen-
tal for alleles with small main but large interactive effects.

4. Another source of false-positive findings is “cryptic relatedness”
(60)—an association between affected individuals sharing a genetic
disorder. In the presence of cryptic relatedness, test statistics for
case-control studies are likely to be inflated, relative to expecta-
tions, under the assumption of an independent sample and no
genetic association with the disease.

5. Since LD appears to be variable over the genome, the current sta-
tistical procedures may not be sensitive enough to allow for the ade-
quate evaluation of statistical significance of specific regions of
interest.

Although the limitations of association studies are well-
recognized, the association design represents an essential step in the
identification and description of disease-mediating genetic variants.
In the last several years, a number of proposals in the literature have
been made, which should help to overcome some of the limitations
of case-control studies. These are summarized here.

Cardon and Bell (59) suggest that the most appropriate way to
ascertain a control sample is through a prospective cohort study.
This approach requires the ascertainment of a large population
sample of individuals, selected before the onset of disease, who are
then followed prospectively until onset of the disease of interest.
After the disease has manifested in some individuals, a group of
affected individuals would be chosen and matched to a group of
unaffected individuals who are part of the same original population
sample. Although this approach may be feasible for disorders with
relatively early onset, it would be prohibitively expensive for dis-
eases of late onset.
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Another possible way to approach the problem of stratification
would be the recruitment of several control populations reflecting
the various substructures that may exist in the case population. For
example, one control population could be matched with the case
population for age (to account for cohort-specific mating, migra-
tion, and other effects), whereas another control population could
be matched with the case population for geographic location. The
results of such multiple matching would be the comparison of the
case population with a panel of subpopulations representative of the
observed stratification.

Another very important consideration in designing an associa-
tion study is that of power. Simply stated, for association studies to
succeed, the samples should be large. This point has recently been
vividly demonstrated in studies on the role of polymorphisms
around the angiotensin l-converting enzyme (ACE) locus and its
contribution to the risk of cardiovascular disease. One of the early
publications on the role of this gene was conducted on samples of
hundreds of men who had survived myocardial infarction and
matched controls (61); it was reported that the ACE locus played a
role in the risk of particular subgroups to cardiovascular disease. A
series of replications, carried out with even smaller sample sizes,
produced variable results (62). The hypothesis was then tested on
samples involving thousands of individuals, and was not verified
(63). Thus, for association studies aimed at identifying genes of
moderate effects, samples should be comprised of thousands or even
tens of thousands of individuals (also see ref. 64, for research on
diabetes). There are very few association studies in which sample
sizes approach the ones cited here. If samples of this magnitude
were studied, it is likely that the number of unreplicated results
would probably decrease (59).

One important advantage of case-control association studies is
that DNA samples from cases and controls can be pooled and geno-
types can be grouped together to determine differences in allele fre-
quency across groups of affected and unaffected individuals. This
technological advancement, recently applied in a number of
contexts (65–67), must be extremely precise—the difference in
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allele frequencies can be quite small and an experimental error of
1–2% can be high enough to jeopardize the outcome. When it is
accurate, this technology allows rapid processing of samples from
many individuals. However, its application is limited because it does
not lend itself to direct haplotype assessment.

Although much work has been devoted to the development of
research designs and analytic strategies to minimize Type I errors,
it should be noted that the best way to confirm results is through
independent replication. For example, Emahazion et al. (68) argue
that Type I errors should be accepted as inevitable. These research-
ers suggest that association studies should be viewed as a way to
screen large numbers of genes or markers, and that statistical thresh-
olds should be chosen that would help identify genes of moderate-
to-large effects. They further propose that there should be
widespread efforts to replicate these findings. In addition, in an
attempt to minimize the false-positive load, the association studies
should be designed to minimize the clinical and population hetero-
geneity and to maximize the utilization of markers with known func-
tional importance.

Although it is inevitable that there will be false-positive results,
efforts should be made to attempt to minimize them. One recent
approach has been suggested by Devlin and Roeder (60). These
investigators have described a population-based association method
using what they describe as a “genomic control” (GC). This method
should help to minimize Type I errors that are caused by inappropri-
ate matching of cases and controls. This method is designed to
address two major problems that are characteristic of association
studies—population stratification and cryptic relatedness. The
method requires the additional genotyping of markers that are
unlikely to affect liability (null loci). Chi-square statistics are calcu-
lated for both null and candidate loci. Utilizing the information on
the variability and magnitude of the test statistics observed at the
null loci, which are inflated by the impact of population stratifica-
tion and cryptic relatedness, a multiplier is derived to adjust the criti-
cal values for significance tests for candidate loci, permitting
analysis of stratified case-control data without an increase rate of
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false-positives. If population stratification and cryptic relatedness
are not detected from null loci, then the GC method is identical to a
standard test of independence for a case-control design.

As previously mentioned, there are limitations to the case-
control design. Yet it is clear that this paradigm can be a powerful
tool to demarcate the genetic region of a disease-predisposing gene.
As Jorde et al. (69) have argued, the application of association meth-
odologies is especially useful in the case of markers that are tightly
linked to a disease gene, when other mapping techniques become
difficult. Yet given the variability of LD across the genome, once
recombination distances between marker and disease genes become
very small, accurate estimates of map position may become very
difficult or impossible (70).

In summary, case-control studies should be considered to be one
of several tools that may be useful in identifying susceptibility loci.
It is unlikely that they will allow the identification of all genes of
interest without other tools. Yet they may be very helpful in combi-
nation with other approaches, and they could be particularly helpful
in situations in which the disorder under investigation has relatively
late onset, making it difficult to obtain the family materials that are
essential for other strategies.

For investigators who are considering case-control design, cer-
tain recommendations should be considered. First, the study should
be designed to minimize population substructure. Second, when
highly stratified populations are chose, every effort should be made
to describe the substructures as much as possible and account for
them in the ensuing statistical analysis. Third, if there is any doubt
as to whether the sample being investigated is stratified, investiga-
tors should select null loci with common alleles and genotype them
so that the GC approach can be utilized.

3.2. Family-Based Studies

An alternative approach for association studies that uses nuclear-
family data to estimate control-marker allele frequencies was intro-
duced by Rubinstein and colleagues (71), Field and colleagues (72),
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and Falk and Rubinstein (73). The main objective for the develop-
ment of this approach was to address the problem of population
stratification caused by the ethnic mismatching between patients and
randomly ascertained controls.

This approach is sometimes referred to as AFBAC (affected fam-
ily-based controls), and is based on the assumption that the parental
marker alleles that are not transmitted to an affected child can be
used as control alleles. This matched design for patient (parental
transmitted) and “control” (parental non-transmitted) marker alle-
les avoids ethnic confounding in the case of a stratified population
(74–75). Thomson (76) demonstrated that for any single-locus
model of disease susceptibility and for any nuclear family-based
ascertainment scheme, the family-based association tests are an
appropriate method for mapping disease genes.

If the “control population” is constructed from the non-transmitted
parental alleles, a statistic known as “haplotype relative risk”
(HRR—the family-based equivalent of the odds ratio or relative risk
for rare diseases in a case-control study) can be computed if it can
be assumed that there is random mating and that the population is in
Hardy-Weinberg equilibrium (71,73,75,77–83).

Ott (78) discussed the statistical properties of the HRR in relation
to the null hypothesis being tested. When random mating is
assumed, the HRR statistic is equal to 1.0 when (1) there is no asso-
ciation between the marker and disease loci at the population level,
(2) the marker and disease loci are unlinked, or (3) both (1) and (2)
are true. However, when HRR = 1, the application of the conven-
tional chi-square test is valid only under the assumption of random
mating and when both (1) and (3) are true. If mating is nonrandom,
the valid test for the condition (2) is the McNemar test, a statistic
used in the evaluation of the “the transmission/disequilibrium test”
(TDT) discussed here.

There has been considerable debate in the literature as to whether
tests by HRR, contingency table, or McNemar statistics are tests of
linkage or association (84–86). Thomson (76) has argued that none
of these tests are association or linkage tests, according to the tradi-
tional definitions of these terms. He stated that these family-based



38 Grigorenko and Pauls

analyses allow detection of associations of marker genes in the pres-
ence of linkage to a disease gene, and therefore necessitate both
association and linkage. A number of researchers (69,87) have noted
that the requirement of association at the population level is usually
a much more stringent condition than a requirement of linkage.
Moreover, when there is no recombination in a randomly mating
population, the quantities evaluated by HRR and contingency-table
statistics can be compared to those obtained in case-control associa-
tion studies. Terwilliger and Ott (79) demonstrated that when ran-
dom-mating assumptions can be made, the contingency-table
statistic is slightly more powerful than the HRR or McNemar tests.
Only with large population stratification effects is the power of the
McNemar test larger than that of the contingency-table test (76).

The family-based association paradigm has been extended to
allow the incorporation of additional family members. For example,
Field (88) and Thomson et al. (89) extended this approach to nuclear
pedigrees ascertained for the presence of at least two affected sib-
lings. In this design, the alleles that are not transmitted to either sib
in the affected sib-pair are used as “control” alleles. Using the
AFBAC approach for families with two affected siblings, Thomson
and colleagues (89) showed a significant association between the class
1 allele of the 5' flanking polymorphism of the insulin gene and insulin-
dependent diabetes (IDDM). Notably, affected-sib-pair-haplotype-
sharing data showed no evidence of linkage to this marker (90).

Another application of this general approach is the transmission
disequilibrium test (TDT) (81–82). The development of the TDT
was motivated by the need to have a test of linkage in the presence
of LD. However, it has been primarily used as a test of LD (91–92).
The TDT has gained tremendous popularity because of its low com-
putational demand and the fact that it is applicable to the most com-
mon study design used in complex diseases—that of affected and
discordant sibling pairs (93–98). Further developments in TDT
approaches resulted in inclusion of a number of additional statisti-
cal tests allowing investigation of maternal vs paternal marker asso-
ciation effects; marker associations that are genotype-dependent,
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and maternal/fetal interaction effects, both allele- and genotype-
specific (76).

Seltman, Roeder, and Devlin (99) have developed a strategy
known as “evolutionary tree-TDT” (ET-TDT) by combining the
theory of TDT with that of measured haplotype analysis (MHA)
(100). MHA utilizes the evolutionary relationships among
haplotypes to produce a limited set of hypotheses with regard to a
subset of haplotypes. Thus, ED-TDT screens available haplotypes,
clusters them, and points to the ancestral ones, which are especially
useful for the determination of which polymorphisms within the
haplotype are related to disorder liability. Finally, another very
recent extension of the TDT for discrete traits includes the genome-
wide analyses of SNPs (101).

Researchers (102) have compared the efficiency of the GC
approach and the TDT method in the presence and absence of pop-
ulation stratification. When population substructure is absent,
GC is found to be more efficient than TDT. In the presence of strati-
fication, the GC method is an effective way to control for false-
positives. Yet another advantage of GC is its applicability to the
data obtained from small isolated populations, in which cryptic
relatedness is often present (kinship is often established even
between apparent non-relatives).

One disadvantage of the TDT is its reliance on heterozygous par-
ents. Because not all parents will meet this criterion, many may have
to be eliminated from the analyses, and this can result in a substan-
tial loss of statistical power. In addition, these family-based
approaches (including the TDT) require parental data that may not
always be available, especially for disorders with late onset. Thus,
although they are more robust in the presence of population stratifi-
cation, the family-based methodologies are often less practical. Fur-
thermore, in the presence of high homozygosity in families of
affected individuals, these approaches could require sample sizes
even larger than those for case-control studies to achieve adequate
power.

Another disadvantage of the family-based approaches in general
is that transmissions are sometimes difficult to resolve when parents
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and offspring are all heterozygous for the same bi-allelic marker.
To address this problem and increase definitive transmissions, sev-
eral authors have proposed the use of haplotypes (103-108). With
the exception of cases in which the markers being tested are func-
tional variants of the susceptibility gene, transmissions from par-
ents to offspring are more informative for haplotypes than single
markers. However, it should be noted that using haplotypes
increases the degrees of freedom of the test and thus reduces the
power of the test.

In addition to the HRR and TDT, researchers have developed a
number of statistical techniques to test for a marker/disease associa-
tion by using nuclear-family data. In all of these approaches, con-
tingency table analyses are used to examine the distribution of
specific parental alleles among affected individuals.

Assuming random mating and no marker association with dis-
ease, a contingency table of parental transmitted vs non-transmitted
alleles can be compared by means of the chi-square statistic
(72,79,81,88,89). However, when there is evidence for non-random
mating, the McNemar test can be applied to test deviations from the
expected 50% transmission ratios of marker alleles from heterozy-
gous parents (74,75,79,81,82,88,109–111).

Ott (78) and Knapp et al. (77) have demonstrated that the utiliza-
tion of nuclear family-based data in the framework of association
studies confounds tests of association and linkage. Family-based
association studies will detect marker/disease associations only if
the marker and disease genes are in LD. A number of comprehen-
sive statistical packages have been developed that combine para-
metric and non-parametric linkage and disequilibrium analyses
(112). For example, Göring and Terwilliger (16-17) estimate a test
statistic that consists of three components: (1) linkage within sib-
ships, (2) linkage between sib-ships, and (3) association between
pedigrees. Unfortunately, at the present time, most of these meth-
ods are limited to studies in which the phenotypes are categorical.

As is the case for other analytic methods, the development of the
association methodology for quantitative traits has lagged behind
(32,113). Yet several developments should prove helpful in the
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study of complex quantitative phenotypes. Allison (114) proposed
a method for detecting linkage disequilibrium in proband/parent
pairs for quantitative traits, and Rabinowitz (115) has extended this
method to incorporate data from families. Subsequently, Fulker and
colleagues (116) described a variance component model for the
analyses of quantitative data generated from sib-pairs (in the absence
of parental data). This method provides tests of linkage and associa-
tion separately. Cardon (117) extended the model developed by
Fulker et al. by describing a regression model for the analysis of LD
in quantitative traits. One advantage of this extension is its relative
ease and speed of application. And finally, Abecasis, Cardon, and
Cookson (118) have extended Fulker’s method to allow for sib-ships
of any size, with or without parental data. With this approach, asso-
ciation is partitioned into two categories: between and within family
components. One advantage of this method is that using families
with multiple siblings can increase power. This extension is quite
useful from a practical point of view. It is to be expected that in any
study there will be families of variable sib-ship sizes and occasional
missing parents. This method allows the use of all data collected.

In sum, association studies (whether case-control material or fam-
ily-based) have both strengths and weaknesses. The eventual suc-
cess of such studies is dependent on a more complete understanding
of the distribution of LD across the genome, among other things.
Given the information that has become available from the Human
Genome Project, it is clear that more challenges remain in our
attempts to identify genes of import for complex psychiatric traits.
It is quite possible that new discoveries may challenge or strengthen
some assumptions regarding association methodology. Neverthe-
less, association studies can be a valuable tool in identifying sus-
ceptibility genes, and can also help us to understand how the genome
is organized and how it functions. However, as with any approach,
this method must be applied with care. Investigators must be aware
of the potential weaknesses in the results obtained and interpret their
data accordingly. Caution and careful interpretation should be the
mantra of all scientists, and this is especially true for researchers
who study the genetics of complex psychiatric disorders.
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3.3. Association Approaches Using Single-Nucleotide
Polymorphisms (SNPs)

As noted, in order for association studies to be successful, a large
number of closely linked markers spanning the regions of interest
must be genotyped in order to demonstrate LD with the susceptibil-
ity gene. And this must be done inexpensively. Single-nucleotide
polymorphisms (SNPs) (119–120) are a recently discovered class
of polymorphisms that have been suggested as the markers of choice
for such endeavors. SNPs are the most frequent type of variation in
the human genome; the SNP refers to a position at which two alter-
native bases occur at appreciable frequency (>1%) in the human
population. SNPs can be powerful tools for a variety of medical
genetic studies (although individual SNPs, which have only two
alleles, are less informative than currently used genetic markers
(SSLPs—simple sequence-length polymorphisms), which are
mostly multi-allelic), since they are much more abundant and the
automatization of their processing can be done more easily than that
of SSLPs (121).

SNP-based studies can be completed on either case-control or
family data. The typical design of such a study relies on genotyping
of a number of SNPs from candidate genes or regions (particularly
those with hypothesized functional importance) in relatively large
samples of affected and control participants gathered from families
or specific populations. By genotyping many SNPs in a small
region (or gene), it is likely that LD will be observed. It has been
suggested that this approach should have the potential to identify
common alleles that confer a twofold increased risk of disease.
However, a number of investigators have suggested that this may be
an optimistic prediction (122–127). The major concerns are:
whether such common pathogenic variants exist for diseases of
interest, and if so, whether sufficiently dense and powerful scans
could be conducted given the diverse nature of human populations
and the variability in the nature and extent of linkage disequilibrium
across the genome (68).

As mentioned here, a generally accepted strategy in the mapping
of a disease gene is to initially apply linkage analysis for an approx-
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imate estimate of the location of the trait gene and to subsequently
make use of linkage disequilibrium (association) for a more accu-
rate localization. This general strategy is based on the assumption
that disequilibrium extends over much shorter distances from a dis-
ease gene than linkage. The efficacy of this strategy has recently
been challenged by the suggestion that, with a large number of SNPs
available, it would be possible to localize disease genes with the
disequilibrium mapping approach alone (e.g., by means of case-
control studies). This assumption has not yet been empirically sup-
ported—no studies have used SNP LD strategy to map a disease
gene. However, a number of theoretical investigations have explored
efficiency, cost-effectiveness, and methods for this strategy.

One of the lines of such theoretical investigations involves the
question of how many such markers exist on a genome-wide basis.
This question can be reformulated in terms of the extent of LD in
the genome—how rapidly does disequilibrium decay with the dis-
tance from the disease gene growing longer? An early estimate (128)
was that, in large outbred populations, disequilibrium should be
detectable within 100 kb of a disease locus. A later study that was
based on a review of the published literature presented a more posi-
tive approach, suggesting that the distance is 300–500 kb (129). A
recent computer simulation predicted an extremely short range of
useful disequilibrium—3 kb (124). Such dramatic differences can
be directly translated into associated costs—according to the first
two estimates the required number of SNPs would be 30,000–
100,000, and results from the third study suggest that 500,000 of
SNPs would be needed.

One possible solution to the problem of not knowing the number
of markers necessary to map a gene may be to select affected indi-
viduals from populations in which the extent of disequilibrium is
greater than average. The literature contains some evidence sug-
gesting that isolated populations are more advantageous for asso-
ciation mapping (130–131). However, this assumption has been
challenged. Several examples have been published in which it
appears that the extent of LD is either the same or only slightly
higher in small, isolated populations as compared to large, outbred
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populations (132–133). Although many factors may contribute to
variability of the extent of LD in isolated populations (e.g., their
histories, size, and current status), Ott (134) suggests that they
appear to be of great inportance in association studies, especially
when candidate genes are available.

3.4. Pitfalls of Current Gene-Mapping Methodologies

Whether conducting linkage or association studies, a number of
factors make modern methodologies vulnerable to error.

3.4.1. Genotyping Errors

With the increased availability of markers (both SNPs and more
conventional markers), the impact of genotyping error on the out-
comes of different analytic methods is significant. Several authors
have proposed methods to identify pedigrees and/or individuals with
marker errors (135–140). Usually, an error is identified if it leads to
a Mendelian inconsistency. However, Gordon et al. (141–142) have
shown that under these conditions error detection rates are quite
low, ranging between 25% and 30% (the detection rate is lowest
when the two marker alleles have equal frequencies) when the true
error rate is actually 3–4× higher. Clearly, better error detection is
needed. On the other hand, a more economic approach may be to
incorporate the allowance for errors into the analysis (143) as origi-
nally proposed by Keats et al. (144).

3.4.2. Map Misspecification

One of the major difficulties in the field at present is the degree of
uncertainty in estimates of between-marker distances. Moreover,
even when the distance is known, its estimate usually comes from a
single source, and thus is usually a sex-averaged estimate. It is well-
known that recombination rates differ in males and females (145)
and they vary across different regions of the genome (146). Obvi-
ously, map misspecification can lead to lod score bias. Several stud-
ies have investigated the impact of map misspecification on linkage
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and LD analyses (147–149). Most recently, Daw, Thompson, and
Weijsman (150) have investigated map-misspecification bias (the
discrepancy between the true lod score and the score estimated
under incorrect map) in multipoint linkage analysis. These investi-
gators reported that, in the presence of true linkage, any map
misspecification causes a negative bias in lod scores, resulting in a
loss of power to detect linkage. In the absence of linkage, map
misspecification can cause positive or negative bias. Specifically,
the utilization of the sex-average map results in a positive bias; so
does overestimation of the distance. Underestimation of the distance
results in a negative bias.

3.4.3. Allele-Frequency Misspecification

Genetic linkage and association analyses are highly sensitive to
estimates of allele frequencies. Specifically, underestimation of
allele frequencies can lead to false linkages, whereas overestima-
tion can lead to reduced power (13,151–152). Allele frequency
misspecification is especially dramatic for association and linkage
studies performed on conglomerates of families (or case/control
participants) of different ethnic origins. Several approaches have
been proposed to address this problem. Specifically, when the ana-
lyzed sample is comprised of participants/families of different ori-
gins, one solution is to utilize published allele frequencies for each
source population (i.e., populations whose representatives are
present in the stratified sample), and, assuming that these published
frequencies contain some error, “shrink” subpopulation estimates
toward some common values (153–154). Lange’s approach utilizes
the empirical Bayes estimator for allele distributions and estimates
the degree of allele frequency heterogeneity for a locus of interest,
shrinking subpopulation-specific allele frequencies toward their
pooled estimates as a function of the estimated subpopulation het-
erogeneity. Lockwood et al. (155) have extended Lange’s approach
by incorporating prior information about allele frequencies and
interpopulation divergence into empirical Bayes analysis. This
approach is implemented in the program ALLDIST.
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3.5. Proportion of SNPs to Other Markers
in Genome Screens

Chapman and Wijsman (156) have carried out a simulations
analysis comparing diallelic markers and multiallelic markers in
terms of sample sizes required for detection of LD (with the utiliza-
tion of a single-marker locus in a case-control study for rare mono-
phyletic diseases with Mendelian inheritance). These authors have
demonstrated that multiallelic markers are more powerful for the
detection of LD compared to diallelic markers, and that the ratio of
the number of diallelic to the number of multiallelic markers, needed
for equivalent power increases with mutation age and complexity in
the mode of inheritance. In short, it takes many more diallelic markers
than multiallelic markers to detect LD in a reasonable sample size.

3.6. Multiple Comparisons

The issue of multiple comparisons has long been the focus of
attention of statisticians and epidemiologists, and there has been
considerable debate about which corrections are appropriate. At one
extreme is the position that the concern over multiple comparisons
should not be an issue at all, and therefore does not require consid-
eration (157). At the other extreme is the position that correction for
multiple comparisons should be performed in all analyses, whether
or not there were multiple comparisons in the reported analyses
(158–159). And, of course, there are many positions between the
two extremes.

This issue is important because of the rapidly approaching period
when thousands of markers (SNPs and others) will be typed on the
same sample. Thus, although it will be possible to significantly
increase the number of markers typed, there are only a finite num-
ber of cases available for research. And as Lander (122) has pointed
out, significantly increasing the number of comparisons requires a
significant increase in the sample size studied. Although the magni-
tude of the increase in sample size is being debated (160), it is clear
that more cases will be needed as the number of markers being
genotyped increases.
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3.7. Significance Level

Because a large number of markers are tested in genome-wide
screens, Lander and Kruglyak (158) suggested that the point-wise
(marker-specific) significance should be set at 0.000023 to correct
for multiple comparisons. This p-value corresponds to a lod score
of 3.6. The threshold results from the assumption that there is no
disease gene when calculating the expected rate of false-positives.
Thus, this approach has been challenged as being over-conservative,
since it has been argued that researchers do not undertake linkage
analyses unless there is strong evidence that genetic factors are
important in the expression of the disorder being studied.

Several investigators have proposed methods for more accurately
determining significance levels. Lucek and colleagues (161) intro-
duced a methodology to investigate the inheritance of all markers
jointly over the whole genome. The methodology unfolds as fol-
lows. For each parent in a set of affected sib-pair families, it is
determined whether the parents pass on the same or a different
allele to the two offspring. Under Mendelian inheritance, without
influence of any disease loci, these two events have equal proba-
bilities. However, under the assumption that the disease marker is
located close to a disease locus underlying the trait in the two
siblings, allele sharing is expected to occur with a probability higher
than 1/2. The goal of the methodology is to compare two sets of data,
the observed allele-sharing data and randomly generated data that
are known not to contain disease loci. The comparison is carried out
by means of nonlinear discriminant analysis. The resulting weights
are then used to construct a measure identifying the set of marker
loci that jointly show deviations from random allele sharing.

Hoh and Ott (162) have developed a so-called scan statistic that
is designed to combine information on multiple contiguous genetic
markers used in a genome screen for susceptibility loci for various
types of patients (e.g., sib-pairs, nuclear families, or case and con-
trol participants). This statistic can be calculated for a given length,
and its significance can be assessed by a Monte Carlo permutation
test. Multiple significance values are computed for statistics of given
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lengths and then compared so that the smallest observed p-value is
treated as the statistic of interest (for which the overall level can be
determined). Illustrating this statistic, Hoh and Ott analyzed a 324-
marker dataset obtained through a 10-cm-wide genome screen of
autism affected-affected and affected-unaffected sibpairs. The ini-
tial single-marker screen did not result in any significant p-values.
Thus, having used a set of statistics of a number of lengths (10, 20,
30, ..., 100 cm), the smallest observed value was obtained for the
screen statistics calculated at 60 cm (p = .015). The overall signifi-
cance level for the statistic of this length was .038. The scan statistic
provides additional support for linkage above and beyond what is
conveyed by the maximum lod score; it is especially useful when a
susceptibility locus appears to be associated with multiple-marker
loci (a situation frequently observed in genome-wide searchers).
The scan statistic appears to be a useful tool in a number of designs,
but its application may vary depending on the population investi-
gated and/or the analysis utilized (e.g., it can be carried out with
larger genomic regions in the context of linkage analyses and
smaller genomic regions in the context of association analyses). The
statistic appears to have more power as a method to detect linkage;
however, once linkage has been established, it does not appear to be
as useful for narrowing a candidate region.

4. Back to the Beginning

As stated at the outset, the development of appropriate method-
ologies for the genetic analysis of complex neuropsychiatric dis-
orders has been, and will continue to be, challenging. This challenge
arises because over the last decade the technology for gene map-
ping has developed exponentially, and the volumes of genomic data
now available have required the development of new and innova-
tive computing capabilities. There is considerable ongoing devel-
opment in this area at the present time. Thus, it is very likely that the
methods reviewed in this chapter will become outdated very
quickly. A review of the major genetic journals—the American
Journal of Human Genetics, Neuropsychiatric Genetics, and
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Genetic Epidemiology, among others—reveals that there is at least
one significant methodological advance each month. It is anticipated
that there will now be an exponential increase in the analytic tools
necessary to understand the genotypic and phenotypic data that will
be generated.
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Genetic Markers in Psychiatric Genetics

Thomas Bourgeron and Bruno Giros

1. Introduction

Are the strategies for the identification of susceptibility genes in
psychiatric diseases the same as those that have been used to suc-
cessfully identify genes in monogenic diseases? How many cases,
families, and markers are needed? These methodological questions
are still a matter of debate for all complex traits, including psychiat-
ric diseases. Furthermore, new technologies and methodologies for
studying human genetics are emerging, and current protocols may
rapidly become obsolete. This chapter presents an overview of the
classical and novel gene identification strategies in complex dis-
eases, and focuses on the problems encountered in psychiatric
diseases. For each method, we discuss their relevance and what will
probably be available in the near future. This review is written for
clinicians close to the patients and molecular biologists close to the
genes, who are not always familiar with the methods used to detect
the link between individual genetic variations and the susceptibility
to psychiatric diseases.
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2. From Patients to Chromosomal Regions

Two complementary approaches have been used to identify genes
in monogenic diseases: taking advantage of a chromosomal rear-
rangement segregating with the investigated phenotype, or using
polymorphic markers to identify genomic regions that segregate
with the phenotype (Fig. 1). More often, a combination of these two
strategies has been extremely successful. In addition, alternative
linkage analyses have also been developed in order to further
address the problem of complex traits.

2.1. Chromosomal Rearrangements

Balanced chromosomal rearrangements such as reciprocal trans-
locations and inversions associated with genetic disorders have been
very useful for the positional cloning of numerous human disease
genes. Translocations have been identified in several psychiatric
diseases by standard or high-resolution karyotypes (1–5). Identifi-
cation of the sequence disrupted by the translocation is usually per-
formed by fluorescent in situ hybridization (FISH) with yeast
artificial chromosome (YAC) or cosmid probes overlapping
breakpoints. When the translocated genomic sequence is known,
the next step is to identify the genes disrupted or close to the
breakpoint.

Deletions (6–9) or duplications (10,11) of chromosomal regions
may also be present in patients with psychiatric diseases. However,
they are often less informative than translocations in the identifica-
tion of genes because they usually involve larger chromosomal
regions that contain a relatively high number of genes. Large dele-
tions are identified using standard or high-resolution karyotypes.
To detect smaller deletions, two methods are used: telomere probes
and comparative genomic hybridization (CGH).

The first method focuses on telomeres, since chromosome ends
may represent a major source of human pathologies (12). Pilot stud-
ies estimate that at least 6% of unexplained mental retardation may
be the result of these relatively small telomere abnormalities (13). If
true, then subtelomeric rearrangements could be the second most
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common cause of mental retardation after Down’s syndrome (12).
Therefore, representative YAC probes for all human chromosome
ends have been generated (14), which are on average several
megabases (Mb) away from the actual chromosome end. These
YAC probes are chromosome-specific, and do not contain telomeric
and subtelomeric repeats that are shared by multiple chromosomes.
The absence of a signal at a particular chromosome telomere  is
detected by classical FISH experiments (14).

The second approach, CGH, is a molecular cytogenetic method
for the detection of chromosomal imbalances (15). In a CGH exper-
iment, genomic DNA from the proband is labeled with one fluoro-
chrome, whereas an equal amount of control DNA (derived from
cells with a normal karyotype) is labeled with another fluorochrome.
Then, differentially labeled control and proband genomic DNA are
simultaneously hybridized in situ to normal metaphase chromo-
somes. The intensity ratio of the two fluorescence signals yields a
measure of the copy number ratio between the two genomic DNA
samples. For the objective identification of deletions or duplications,
quantitative fluorescence digital image analysis is necessary. CGH
allows a comprehensive analysis of multiple DNA gains and losses
in entire genomes within a single experiment. New technologies will
soon be available, and CGH will be performed on DNA chips rather
than using metaphase chromosomes (16). Using this protocol, CGH
will be specific for each gene of the human genome, and deleted or
duplicated genes will be directly identified. To our knowledge, these
methods have not yet been used in psychiatric diseases.

2.2. Linkage Analyses

For most patients, the susceptibility genetic variations are not
detectable by investigating the proband’s chromosomes with clas-
sic or molecular cytogenetic methods. Thus, a linkage approach is
used, and families with several affected individuals are needed to
identify genetic markers segregating with the phenotype (Fig. 1). In
monogenic diseases, the mode of inheritance of the disease can be
determined by looking at the segregation of the phenotype within
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Fig. 1. Strategies to identify susceptibility genes in psychiatric dis-
eases. Based on cytogenetic rearrangements, linkage or association stud-
ies, a chromosomal region is identified. In this region, a transcript map is
generated, and potential candidate genes are identified. Each candidate
gene is screened for new genetic variations in probands. Identified SNPs
are genotyped in the families and controls and analyzed for their putative
association or linkage disequilibrium with the disease.
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the family. Therefore, parameters such as dominance, recessivity,
allele frequency, and penetrance are available to perform linkage
analyses. However, in the majority of psychiatric diseases, the num-
ber of genes involved, the interaction between them, the frequen-
cies of the susceptibility alleles, and penetrance are unknown.
Accordingly, non-parametric methods have been conceived to study
linkage, in such complex diseases. Whatever the methods used, the
constitution of the patients’ collection and accurate phenotypic
evaluation of the disorder probably represent the most challenging
steps in psychiatric genetic studies.

2.2.1. Families

The collection of families is the first step in linkage studies. The
quantity (number of patients and relatives) and the quality (clinical
evaluation, phenotypes, and endophenotypes) of the samples are
crucial for the following of the linkage analysis. Families (see Note
1; Fig. 1) can include a high number of affected subjects in one or
more generations (large pedigrees), two or more affected sib-pairs
(ASP), or one affected subject (trios). As discussed in several chap-
ters of this book and in the literature, phenotypic evaluation is prob-
ably the most important step in the genetic analysis of complex
disorders, which is the case for psychiatric disorders (17). One clini-
cal challenge is therefore to detect endophenotypes, which may also
be present in unaffected relatives, such as the blood serotonin level
in autism (18) or the auditory-evoked response P50 in schizophre-
nia (19). Moreover, if these endophenotypes can be quantified, the
statistical power of the linkage analyses will be greatly increased
(20). The idea behind this specific or quantitative coding of pheno-
type is to detect isolated phenotypic traits, which are likely to
involve a limited number of genes. As a result, linkage studies using
these endophenotypes have more chance of success compared to
those based on the broader phenotype involving too many gene
interactions (epistasis). In this situation, the genotype of unaffected
relatives is important and should be included in the analysis. Depend-
ing on the choice of sampling strategy (large pedigrees, ASP, or
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Fig. 2. Basic protocol for high-throughput genotyping of microsatellites and SNPs. (A) Genomic DNA is isolated
from blood sample; (B) DNA from each proband, family members or controls is disposed in different wells of a
microtiter plate. (C) The microsatellites or the fragments of DNA containing the SNPs are amplified. (D)
Microsatellites are genotyped using an automated sequencer. (E) Different size of microsatellites indicates different
alleles. The father is a1/a2, and transmits a1 to both his children. The mother is a3/a5, and transmits a5 to both her
children. In this situation, the two ASP are IBD 2 sharing the same parental alleles. (F) SNPs are genotyped using
various methods such as specific hybridization on oligonucleotide microarrays as described here. Allele 1 (homozy-
gote 1/1) and allele 2 (homozygote 2/2) are detected by fluorescence, respectively. Heterozygotes 1/2 are detected by
the presence of both fluorescent markers.
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trios), the linkage analyses will differ, but the genetic markers used
are the same: microsatellites or single-nucleotide polymorphisms
(SNPs).

2.2.2. Genetic Markers

2.2.2.1. MICROSATELLITES

These markers are polymorphic variations of di-, tri- or tetra-
nucleotide repeats that are genotyped by polymerase chain reaction
(PCR; Fig. 2; see Note 2). A complete genetic map of the human
genome based on microsatellites is available, with all the experi-
mental conditions needed to carry out the genotyping (21). Linkage
studies use microsatellite markers because of their high frequencies
in the human genome and their high polymorphic information con-
tent (PIC), which depends on the heterozygote frequency of the
marker in the population and the number of alleles. Microsatellites
are ideal markers to follow the segregation of a genomic region with
its cognate phenotype or to calculate the allele-sharing in ASP.
However, because of their relative high mutation rate (10-4 per gen-
eration), microsatellites are not the ideal markers to detect an asso-
ciation of one specific allele of a gene with the phenotype. For these
studies, SNPs are more suitable markers.

2.2.2.2. SINGLE-NUCLEOTIDE POLYMORPHISMS (SNPS)

SNPs are single-base differences in the DNA sequence that can
be observed between individuals in the population. The third-
generation linkage map of the human genome is based on SNPs
(22). A map of 1,42 million SNPs distributed throughout the human
genome has been recently published, providing an average density
of one SNP every 1900 bp (23). The reported collection is expected
to comprise roughly 11–12% of human SNPs (Table 1). An esti-
mated number of 60 000 SNPs fall within exons (coding and
untranslated regions), and 85% of exons are within 5 kb of the near-
est SNP. SNPs are binary (i.e., they have only two alleles), and thus
are well-suited to automated, high-throughput genotyping. Further-
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more, in contrast to more mutable markers such as microsatellites,
SNPs have a low rate of recurrent mutation (2 × 10-8 per bp per
generation), making them stable landmarks of human history. These
properties offer an advantage when performing haplotype-based
association studies.

2.2.3. Whole-Genome Scans

Using microsatellites, the standard protocol for a whole-genome
scan consists of genotyping one marker each 10 cM. The choice of
microsatellites depends mainly on location, PIC, and ease of ampli-
fication by PCR. About 300 markers are needed to cover the
entire genome. Additionally, specific candidate regions or genes can
also be tested by intragenic (or close) markers. In practice,
microsatellites are now mainly genotyped by automated sequencers
using fluorescent primers (Fig. 2). Different fluorochromes and
various sizes of PCR fragments allow the genotyping of many
microsatellites in one run. Numerous softwares have been devel-
oped to collect the genotyping data, to transform the size of the PCR
fragments in allele numbers, and to test the Mendelian inheritance
of the markers in the pedigrees (see Note 2).

Using SNPs, the choice of “how many and where” is still a matter
of debate (24–26). As discussed in the next section, SNPs can be

Table 1
Occurrence of SNPs in the Human Population
and Their Representation in the Current Collection

Minimal allele Expected SNP Expected SNP Expected %
frequency number (million) frequency (bp) in collection

1% 11.0 290 11–12
5% 7.1 450 15–17
10% 5.3 600 18–20
20% 3.3 960 21–25
30% 2.0 1,570 23–27
40% 0.97 3,280 24–28

Adapted from ref. (22).
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used to perform haplotype-based association studies (Fig. 1, Fig.
2). In such studies, the range of linkage disequilibrium (LD)
between one specific SNP and the disease locus can vary from 30 to
500 kb (24,25). Thus, an estimation of the number of SNPs required
for a genome scan can range from 30,000 (25) to 500,000 (24). One
strategy, which provides at least a cost-effective solution, may be to
test SNPs in or very near the candidate genes (26). SNPs with func-
tional consequences may be given highest priority, but their PICs
are usually lower, presumably as a result of selective pressure (27).
Additionally, a precise knowledge of the degree and pattern of fluc-
tuation of recombination frequency in the human genome would
allow us to choose the more adequate distribution and number of
SNPs to test (28).

2.2.4. Statistical Analyses

Statistical methods to detect linkage involve both parametric
(model-based) and non-parametric (model-free) analyses. These
terms are used to distinguish between methods that do or do not
require choosing a particular mode of inheritance for the trait phe-
notype under investigation.

2.2.4.1. PARAMETRIC LINKAGE

Usually, model-based linkage analyses are used when large pedi-
grees are available. The lod score (Z) is the logarithm of the odds
that the loci are linked (with recombination fraction Θ) rather than
unlinked (recombination fraction 0.5). A function of Θ, lod scores
are calculated for a range of Θ values, and the maximum Z is esti-
mated. If different families are available, lod scores can be added
up across families. However, heterogeneity (different genes
involved in different families) may drastically reduce the power to
detect linkage, and unfortunately, this is expected in psychiatric dis-
eases. Software that has been developed to implement these calcu-
lations includes LINKAGE or FASTLINK (Table 2). Most software
packages require two input files: the data file and the pedigree file.
The data file contains the information about the markers (number of
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Table 2
Web-Based Resources Concerning the Human Genome Project and Linkage Analyses

Name Address Description

UK Human Genome http://www.hgmp.mrc.ac.uk/ This site contains a very complete list of
Mapping Project all the useful human genome web sites.
Resource Centre

Ensembl http://www.ensembl.org/ These sites are used to identify genes in a
(EMBL-EBI / Sanger Centre) candidate region. Both sites maintain
Human Genome Project http://genome.ucsc.edu/ automatic annotation on the human

Working Draft at UCSC genome.
UniGene http://www.ncbi.nlm.nih.gov/UniGene/ Each UniGene cluster contains sequences

that represent a unique gene, as well as
related information such as the tissue
types in which the gene has been
expressed and map location.

SNP database http://www.ncbi.nlm.nih.gov/SNP/ Useful tool to find the SNPs in the human
genome.

Web resources of genetic http://linkage.rockefeller.edu/ This site provides almost all software
linkage analysis packages necessary for linkage and
(Rockefeller University) association analyses.

Cooperative Human Linkage http://lpg.nci.nih.gov/CHLC/ Genetic maps showing the positions of
Center (CHLC) genetic markers.
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markers studied, names, number and frequency of alleles, and dis-
tance between markers) and the disease (dominant or recessive
model, disease gene frequency, and penetrance). The pedigree file
contains the sample names, sex, phenotypic status (affected or non-
affected), and the genotyping data for each microsatellite, for each
individual. As output, Z is calculated for each loci as a function of
Θ. Because of the low prior probability that two randomly chosen
loci should be linked, evidence yielding 1000:1 odds in favor of
linkage (Z = 3) is required in order to yield overall 20:1 odds in
favor of linkage. This corresponds to a posterior probability of Type
I error (false-positive) that is equal to p = 0.05, the conventional
threshold of statistical significance. To exclude a locus, a lod score
of –2 is generally accepted.

In the case of complex diseases, recessive and dominant models
are tested. The phenotype status of the individuals can also be modi-
fied—for example, using broader or narrow phenotypes or
endophenotypes (29–31).

2.2.4.2. NON-PARAMETRIC LINKAGE

The model-free methods of linkage are commonly used in psy-
chiatric diseases and were first derived for samples comprising sib-
pairs (32), but can also use data on other relative pairs (33). The
sib-pair analysis involves calculating the percentage of parental
allele-sharing in ASP (Fig. 3A). The sharing status of each ASP is
called identity by descent (IBD). For each tested locus of the
genome, ASP can be either IBD 0 (no allele-sharing), IBD 1 (one
allele, paternal or maternal, in common), or IBD 2 (ASP share the
same paternal and maternal alleles). In the absence of linkage, the
expected IBD distribution is IBD 0 25%, IBD 1 50%, and IBD 2
25%. The idea behind this test is that if both sibs are affected by a
genetic disease, they will share the segment of chromosome carry-
ing the disease locus. Thus, testing of a relatively high number of
families with at least two ASP should allow the detection of mark-
ers and chromosomal regions with sharing above the level predicted
by random segregation. The procedure of choice is to genotype the
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ASP as well as their parents to ascertain the parental origin of each
allele. However, if the parents’ DNAs are not available, one alter-
native method is to calculate the allele-sharing using the identity by
state (IBS). The main difference between these two approaches is
that if two sibs have the same genotype for a given marker, their
alleles are IBS, but they may or may not be IBD. Thus, in practice,
microsatellites with multiple alleles are more efficient than two-
allele markers such as SNPs for defining the IBD underlying the
IBS. Softwares used to perform these calculations include SIBPAIR,
GENEHUNTER, ASPEX, and Mapmaker/sibs (for a complete list
see ref. 34; Table 2). Most software programs generally use the

Fig. 3. The ASP method and family-based association studies. (A)
Linkage analysis. When both parents are genotyped for one marker, ASP
may share no allele (IBD0), one allele (IBD1), or two alleles (IBD2). In
the absence of linkage, the IBD distribution is 25% IBD0, 50% IBD1,
and 25% IBD2. In the presence of linkage, there is an excess of allele
sharing. (B) Family-based association analyses. For both TDT and HRR,
the number of transmitted and non-transmitted alleles is calculated. In
TDT, only heterozygote parents are considered. In HRR, all parents are
considered, and transmitted alleles represent the cases and non-transmitted
alleles represent the HRR controls. For both tests, the statistical differ-
ence between transmitted and non-transmitted alleles is calculated using
a χ2 test with one degree of freedom.
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same data and pedigree files previously described for the paramet-
ric linkage analyses. A comparative analysis of these programs has
been performed (34) and an estimated number of 400 ASP is needed
to have >95% power to detect initially loci that increase risk by a
factor of 2 (35,36). Non-parametric lod score (NPL) or maximum
lod scores (MLS) are calculated for each single marker (single-point
or two-point analyses) or for each region of the chromosomes using
information from the flanking markers (multipoint analyses). Using
the ASP method in a whole-genome scan, a lod = 2.2 (p = 0.00074)
means suggestive linkage and a lod = 3.6 (p = 0.00002) means sig-
nificant linkage (37), although the exact significance levels are still
a topic of considerable debate.

3. From Chromosomal Regions to Candidate Genes

When a genomic region is identified, either by a chromosomal
rearrangement or by linkage analysis, the next step is to identify the
genes within that region and to choose the best candidates.

3.1. Candidate Genes in Candidate Regions

Until recently, this part of the work usually called “positional
cloning” was considered to be a nightmare—especially for PhD stu-
dents! In the chromosomal region studied, gene identification was
performed by “brute force approach” techniques such as exon-trap-
ping, cDNA selection, or high-throughput sequence of genomic
clones in the genetic interval. Today, this part of the work has been
greatly reduced and facilitated by the nearly complete human
genome sequence (38,39). Therefore, gene identification is now per-
formed by in silico database mining (40,41). Three major groups of
genes are annotated in the human genome: genes already identified,
which are now precisely localized and for which genomic structure
(intron/exon organization) is known; “full-length mRNA,” which
correspond mainly to previously unidentified genes and originate
from the alignment of different overlapping expressed sequence tags
(ESTs); and “putative” genes, which are identified only in silico by
software such as Genefinder or Grail (42). These softwares were
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created to identify putative exons and introns in raw genomic
sequences. Taken together, the estimated gene number (coding for
protein) in the human genome is 30,000 (38,39). URLs of the main
websites used to analyze the human genome are indicated in Table 2.

3.2. Candidate Genes in Functional Pathways

The candidate gene approach to psychiatric diseases has been
widely used, but has not been successful thus far (43,44). The main
reason for this is that, with some imagination, almost the entire
genome can be more or less directly involved in the studied pheno-
type (i.e., in brain functions). Thus, one approach is to choose genes
that are candidates in terms of their function and their localization.
Information drawn from different sources (pharmacology, endo-
phenotypes, or animal models) can transform any common gene into
a functional candidate gene. For instance, genes involved in the
dopaminergic (45) or the serotonergic (46) systems (including
development, synthesis, metabolism, transport, and receptors) have
been intensively studied in almost all psychiatric diseases or per-
sonality traits, such as schizophrenia, bipolar affective disorder,
attention deficit-hyperactivity disorder, autism, panic disorder, and
addiction. However, until now, genetic studies on the role of these
neurotransmitter pathways in these phenotypes have been disap-
pointing (47). Finally, animal models with behavioral phenotypes
that may possess some face validity to a given phenotype have also
motivated an intense screen of orthologous genes in patients with
psychiatric diseases (48).

If there are no functional candidate genes in the studied genetic
interval, one approach is to characterize the expression pattern of
the “full-length mRNA” or the “putative genes.” This can be
achieved by in silico Northern blotting (Table 2), which takes
advantage of the systematic screen of the mRNAs in different tis-
sues such as ESTs and serial analysis of gene expression (SAGE).
However, the data should be interpreted with caution and for most
genes, the expression pattern must be well characterized at the bench
using classical techniques such as Northern blot, RT-PCR, or in situ
RNA hybridization.
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4. From Candidate Genes to Susceptibility Genes

When the candidate gene has been selected, the following step is
to test if the gene is associated with the disease. This analysis
includes the search for genetic variation and association studies.

4.1. Screening for Mutation

This part of the work, together with the phenotypic and linkage
analysis, represents the second limiting step. Although the sequence
of the human genome is now almost fully available, it is still diffi-
cult to quickly and accurately identify a high number of sequence
variations between different individuals. However, this problem will
be greatly reduced as emerging technologies allow the identifica-
tion of variations and the rapid genotyping of these variations.

Several techniques are commonly used to detect new sequence
variations in patients compared to the control sequence (wild-type).
In all protocols, the detection method is based on DNA fragments
amplified by PCR. In practice, the first step is to define the genomic
structure (introns/exons). This genomic organization may already
be available in the databases (Table 2). Alternatively, it can be
derived from the alignment of the cDNA with the genomic
sequence. The coding regions of the candidate gene are then ampli-
fied by intronic primers in the 5' and 3' flanking region of each exon
(Fig. 1). Four techniques are commonly used to detect new genomic
variations: single-strand conformation polymorphism (SSCP),
denaturing high-performance liquid chromatography (DHPLC),
variant detector array (VDA), and direct sequencing.

4.1.1. Single-Strand Conformation Polymorphism (SSCP)

The principle of this method is that single-strand DNA has a ten-
dency to fold up and form complex structures stabilized by weak
intramolecular bonds. In most cases, especially for small DNA frag-
ments (< 200 bp), the conformation depends on the nucleotide
sequence. Experimentally, amplified DNA samples are denaturated
by heat and loaded on a non-denaturing polyacrylamide gel.
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Products can be radiolabeled (usually with 33P) or silver-stained.
The migration pattern of the new sequence is compared to the
migration of the control sequence. When a difference in the DNA
migration is detected, the sequence of the PCR product is needed to
identify the nucleotide variation. This technique is simple and not
prohibitively expensive, but the size of the DNA fragments should
be less than 300 bp, and even with this condition, SSCP will detect
only about 70–90% of the genetic variation. Examples of genetic
variations identified by SSCP are described in Erdmann et al. (49)
and Feng et al. (50).

4.1.2. DHPLC

This method is currently the most rapid and efficient technique
(51–54). Control and proband amplified DNA samples are mixed to
create DNA heteroduplexes, which are then detected by the
DHPLC. Whereas conventional heteroduplex analysis uses a poly-
acrylamide gel matrix to separate homo- and heteroduplex species
in a non-denaturing environment, DHPLC uses partially denaturing
conditions to amplify the difference between the two species. Thus,
homo-duplexes (wt/wt and m/m) and heteroduplexes (wt/m) DNAs
that are progressively and differently eluted from the column are
detected using an ultraviolet detector. Although single-base muta-
tions have been detected in 1.5-kb fragments, maximum sensitivity
is achieved with fragments of 150–450 bp. The efficiency for
detecting a mutation is close to 100%. The negative aspects are the
expensive cost for the DHPLC apparatus and, as for SSCP, the need
to sequence the variant samples to identify the nucleotide variation.

4.1.3. Variant Detector Array (VDA)

This technique allows the identification of SNPs by hybridiza-
tion of a PCR product to oligonucleotides arrayed on a glass chip
and measurement of difference in hybridization strength between
matched and mismatched oligonucleotides. Recently, Halushka et
al. used this technique to identify 874 SNPs in 75 candidate genes
for hypertension (55).
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4.1.4. Sequence

Direct sequencing of the PCR product is the ultimate technique
to detect genetic variations between individuals. However, even
with high-quality sequences, detection of heterozygotes from the
sequence chromatography is still not as easy as it could be, and usu-
ally requires more time to analyze the data compared to the previ-
ous methods.

4.2. Genotyping of Identified SNPs

One alternative to the mutation screening mentioned here is to
take advantage of the already identified SNP map, which may pro-
vide interesting variations in or near the coding region of the candi-
date gene. The previous methods (SSCP, DHPLC, and sequence)
can be used to detect already identified SNPs, but several specific
techniques more effectively genotype variations already identified
(56). This is probably one of the most competitive areas for biotech-
nology companies, and it is likely that these methods will greatly
progress in the near future. Fluorescent dye-based genotyping tech-
nologies are emerging as high-throughput genotyping platforms,
including pyrosequencing (57), single-base extension with fluores-
cence detection (58), homogeneous solution hybridization such as
TaqMan (59,60), and molecular beacon genotyping (61). Moreover,
the Invader assay is now able to genotype directly from genomic
DNA without PCR amplification (62).

Independently of the technology used, each method must be com-
bined into an appropriate detection system allowing high-through-
put genotyping. Several systems are available, such as fluorescent
microarray-based systems (Affymetrix), fluorescent bead-based
technologies (Luminex, Illumina, Q-dot), automated enzyme-linked
immunosorbent assays (ELISAs) (Orchid Biocomputer), fluores-
cent detection of pyrophosphatase realease (Pyrosequencing), fluo-
rescence resonance energy transfer (FRET)-based cleavase assay
(Third Wave technologies), and mass spectroscopy detection tech-
niques (Rapigene, Sequenom). In this competitive area, it is diffi-
cult to predict which protocols will be the most reliable and less
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expensive. The economic aspect is crucial, since for SNP-based
whole genome scans, at least 30,000 SNPs must be genotyped for
each individual, and this represents millions of different tests. To
reduce the number of assays, one interesting idea is to genotype
equimolar pools of DNAs from various probands and to compare
with corresponding pools of DNAs from different controls (51,63).
However, this DNA pooling method requires precise quantification
of samples and is not appropriate when haplotype construction is
required.

4.2.1. Restriction Fragment-Length Polymorphism (RFLP)

RFLP was one of the first methods used in molecular genotyping.
The principle of RFLP is to test the presence of a modified restric-
tion site by enzymatic digestion. In order to use this test, the
sequence variation must obliterate or create a restriction site in the
new sequence. The presence of the variation will be tested by diges-
tion of the PCR product (e.g., allele 1: digested, and allele 2:
nondigested). If the variation does not modify a restriction site, one
site can be created using specific oligonucleotides (64). This simple
technique can be performed in any molecular biology laboratory,
but is laborious for high-throughput genotyping.

4.2.2. Sequence-Specific Oligonucleotide Probe
Hybridization (SSOP)

This technique involves annealing of a PCR product spanning the
SNP to oligonucleotides complementary to each of the alternative
SNP states and measuring relative hybridization efficiency (65).
Using microarrays of oligonucleotides, this method was used to
detect SNP in the mu opioid receptor gene (66) or to determine the
distant history of SNPs in current human populations (67).

4.2.3. Molecular Beacon

Molecular beacon consists of a stem-loop DNA structure with a
fluorophore and a quencher bound to the ends of the DNA probe. In
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free solution, these probes are non-fluorescent because the stem
hybrid keeps the fluorophore close to the quencher. When the probe
sequence in the loop hybridizes to its target, forming a rigid double
helix, a conformational reorganization occurs that separates the
quencher from the fluorophore, restoring fluorescence. This tech-
nique was used for the detection of allelic differences in the human
chemokine receptor 5 (CCR5) gene (68).

4.2.4. Single-Base Extension (SBE)

SBE or template-directed primer extension (TDI) measures the
ability of a DNA polymerase to extend an oligonucleotide across
the polymorphic site (58). This reaction is essentially a cycle
sequencing reaction in which only dideoxynucleotides (terminators)
are present. In the presence of proband DNA amplification product
and the appropriate dideoxyribonucleoside triphosphate (ddNTP),
the specific primer, close to the SNP (e.g., C/T), is extended by one
base at the polymorphic site. By determining which ddNTP is incor-
porated (ddCTP or ddTTP), the alleles present in the target DNA
can be inferred. Identification of the ddNTP is performed by using
different fluorochromes for each ddNTP. This genotyping method
has been widely used in different formats, and has proven to be
highly sensitive and specific (69,70).

4.2.5. The 5' Nuclease Assay (TaqMan)

Lee et al. first demonstrated that the 5' nuclease assay could be
used for allelic discrimination (59). In this assay, a hybridization
probe included in the PCR is cleaved by the inherent 5' nuclease
activity of Taq polymerase only if the probe is bound to the target
sequence. The hybridization probe is co-labeled with one fluores-
cent reporter and one quencher dye. Thus, cleavage results in sepa-
ration of both dyes and an increase in fluorescence emission
intensity from the reporter dye. The TaqMan assay combines
amplification and detection of specific PCR products in a single
step. For allelic discrimination, two doubly labeled fluorescent
probes are included in the reaction—one specific for each allele.
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4.2.6. The Cleavase and the Invader Assay

Cleavase fragment-length polymorphism (CFLP) measures SNP
status according to the ability of a cleavase enzyme to cut a matched
or mismatched three-strand hybridization structure (71,72). The
Invader assay is a PCR-independent methodology that uses a
microtiter plate format. In the assay, a specific upstream Invader
oligonucleotide and a downstream probe hybridize in tandem to a
complementary DNA template and form a partially overlapping
structure. The cleavase enzyme recognizes and cuts this structure to
release the 5' flap of the probe. This flap then serves as an Invader
oligonucleotide to direct cleavage of a fluorescence resonance
energy transfer (FRET) probe in a second invasive cleavage reac-
tion. Cleavage of this FRET probe generates a signal, which can be
readily analyzed by fluorescence microtiter plate readers. This sig-
nal amplification permits identification of single-base changes
directly from genomic DNA without prior amplification (62,73,74).

4.3. Linkage Disequilibrium and Association Studies

When SNPs are identified and genotyped in patients or in fami-
lies, data must be analyzed to determine whether the association
between the gene and the disease is significant (36). Just as linkage
is a relationship between loci, association is a relationship between
alleles. Thus, an alternative to linkage mapping in families is to
search for statistical associations between one allele and the disease
(Fig. 1, Fig. 2). The idea behind this approach is that if one allele
m1 can directly cause susceptibility to the disease, generally, pos-
session of m1 is generally not necessary or sufficient for someone
to develop the disease, but its frequency should increase in the
proband population compared to unaffected controls. The same
should also be true for all alleles in LD with allele m1 (Fig. 4).
Thus, SNP-based association studies can be performed in two ways:
direct testing of a SNP with functional consequence for association,
or using a SNP as a marker for LD. Therefore, a common core hap-
lotype involving several SNPs should be more frequent in probands
compared to controls.



Genetic Markers in Psychiatric Genetics 83

LD mapping attempts to infer the location of a disease gene from
observed associations between marker alleles and disease pheno-
type. This approach can be quite powerful when disease chromo-
somes are descended from a single founder mutation and the
markers considered are tightly linked to the disease locus (Fig. 4).
In addition to genetic heterogeneity (not the same genes involved in
all families), the main problem for (LD) or association studies is
allelic heterogeneity. In other words, susceptibility genes may be
the same in different probands but mutations may be different in
each individual or family. For linkage analyses, allelic heterogenity
is not a problem because all families (independently of the muta-
tion) will show linkage or sharing to the same chromosomal region.
By contrast, for association studies, LD or association will be diffi-
cult to detect if allelic heterogeneity is present. For example, no
association has been found between Duchenne muscular dystrophy
(DMD) and alleles of any marker, however closely linked. Because
of strong natural selection, the half-life of a DMD mutation is only
two generations, and unrelated boys with DMD usually carry dif-
ferent independent mutations. On the other hand, striking results
were obtained for diastrophic dysplasia, which was predicted to be
60 kb from the best marker, and the locus was indeed found at a
distance of 70 kb (75). Finally, it appears that increasing population
isolation is more or less correlated with increasing association.
Thus, such studies have a better chance to succeed when performed
in small, relatively isolated founder populations, where heterogene-
ity of the disease is less likely. Finally, population size, history, and
structure should be considered before starting LD or association
studies (76). To detect LD or association between one specific allele
with the disease, two types of studies can be performed: case-
control studies and family-based association studies.

4.3.1. Case-Control Studies

Case-control studies to detect association have been used exten-
sively by epidemiologists, regardless of the cause of that association.
This method compares the frequency of the susceptibility allele m1
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in the proband population with its frequency in the control popula-
tion. These studies have been strongly criticized for several reasons.
The criticisms concern the sometimes non-rigorous statistical meth-
ods used to detect association, but the main problem concerns the
selection of controls. Indeed, it is difficult to distinguish between
LD or association and a difference in the case and control popula-
tions stratification. Lander and Schork provided a good example to
illustrate the population stratification problem: The chopstick gene
(77). They found a significant association in the San Francisco Bay
area between HLA-A1 haplotype and the ability to eat with chop-
sticks. The obvious bias in the study was that HLA-A1 is more fre-
quent among Chinese than among Caucasians.

Despite this obvious pitfall, case-control studies cannot be rejec-
ted systematically and may still be highly useful, especially when
parents are not available to conduct family-based association stud-
ies, as is the case for several psychiatric diseases with a relatively
late age of onset. One approach, called the “genomic control”
method (GC), was developed to ascertain the level of stratification
between proband and control populations (78). This method has the
robustness of family-based designs, although it uses population-
based data. GC uses the genome itself as a “control” to determine
appropriate corrections for population-based association tests. In
practice, allelic distribution in different regions of the genome (sup-
posedly not involved in the disease) are analyzed in cases and in
controls, in order to detect an eventual difference of these “control”
genomic regions in the two populations. The GC method may be
more powerful than family-based association studies, and when a
disease becomes more prevalent, the discrepancy in power becomes
more extreme (78). When population substructure is present, how-
ever, the results are still more complex. Economically, GC is at least
comparable to and often less expensive than family-based methods.
Therefore, GC methods should prove a useful complement to fam-
ily-based methods for the genetic analysis of complex traits.
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4.3.2. Family-Based Association Studies

In order to avoid the problems related to the choice of the control
group in association studies, several methods have been developed
which use internal controls. These methods are based on the trans-
mission rather than on the frequency of the studied allele (Fig. 2B).
This chapter focuses on two family-based methods to detect the
association between one gene and the disease: the transmission dis-
equilibrium test (TDT) and the haplotype relative risk method
(HRR).

4.3.2.1. TRANSMISSION DISEQUILIBRIUM TEST (TDT)

This test uses families with one or more affected offspring, in
which at least one parent is heterozygous at the marker locus
(79,80). Using only heterozygous parents and a bi-allelic marker
(a1 and a2), the number of transmission (b) and no transmission (c)
of the allele a1 to the affected offspring is calculated (Fig. 3B). Thus,
in the absence of LD or association between a1 and the disease gene,
the expected number of transmission should be equal to the number
of non-transmission (b = c). Alternatively, if there is LD between
the marker allele m1 and the disease, b will be higher than c (b > c).
The statistical difference between b and c is calculated using the
McNemar’s test (b – c)2 / (b + c) and a P value can be obtained
using a χ2 distribution with one degree of freedom (df). Although
designed as a test of linkage, the TDT is also valid as a test of
association in simplex families (80,81). This test can also include
unaffected relatives to rule out the presence of a segregation distor-
tion (meiotic drive) of the chromosomal region independently of
the phenotype studied.

4.3.2.2. HAPLOTYPE RELATIVE RISK METHOD (HRR)

In the HRR test (82), all parents (heterozygous and homozygous)
are used, all the transmitted alleles are considered as the case group,
and all the non-transmitted alleles are considered as the internal
HRR “control” group (Fig. 3B). The statistical difference between
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cases (transmitted alleles) and HRR controls (non-transmitted alle-
les) is calculated as described in Fig. 3B, and a P value can be
obtained using a χ2 distribution with one df.

4.4. Functional Studies

The ultimate proof to ascertain the association of one genetic
variation with the disease is to study the functional role of this varia-
tion and to determine the consequence of the modification at the
level of the behavioral phenotype. In psychiatric diseases, this task
is obviously very difficult, but relies heavily upon our knowledge
of fundamental neuroscience and on the possibility generating mice
models with engineered genetic modifications. Depending on the
gene, different methods can be used to study in vitro the functional
role of genetic variation (83–87). Functional polymorphism may be
located in the non-coding (83) or coding (86,87) region of the gene.
For instance, a polymorphic tandemly repeated sequence in the 5'
flanking region of the human serotonin transporter gene modifies
the promoter activity (83), thus affecting transcription and seroto-
nin uptake in blood platelets (84,85) depending on the size of the
repeat. Another example is the catechol-O-methyltransferase
(COMT), which metabolises catecholamines such as dopamine,
noradrenaline and adrenaline, and exists as common high and low
activity alleles in the population (86). These functional studies are
crucial for association studies and will surely expand along with the
systematic screen for genetic variation in patients with psychiatric
diseases.

Additionally, animal models can be used to evaluate the role of
candidate genes and the functional consequences of different allelic
forms of the gene. As reviewed by Tarantino and Bucan, a constant
effort is being dedicated to the screening of mouse mutant for spe-
cific behavioral phenotypes such as sensorimotor gating, learning
and memory, anxiety, and sleep and circadian rhythms (48). Fur-
thermore, the use of conditional or point mutations instead of the
complete knockout of the gene make these approaches promising.
One example is the knockout mouse for the NMDAR1 (NR1)-receptor
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Fig. 4. Theoretical haplotype distribution in control and proband populations. The susceptibility variations in
association with the disease (black and white stars) and allele 1 of the closest SNPs are more frequent in the proband
population. However, genetic distance between the SNPs and the susceptibility variation, heterogeneity (different
genes or alleles involved), and incomplete penetrance may reduce the difference of this core haplotype distribution
between the two populations.
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subunit. Whereas complete loss of function of this gene is associ-
ated with lethality, mice that express only 5% of normal levels of
the essential NR1 subunit survive to adulthood and display behav-
ioral abnormalities, including increased motor activity and stereo-
typy, as well as deficits in social and sexual interactions. These
behavioral alterations are similar to those observed in pharmaco-
logically induced animal models of schizophrenia and can be alle-
viated by treatment with haloperidol or clozapine, antipsychotic
drugs widely used in the clinic, which antagonize dopaminergic and
serotonergic receptors (88).

5. From Susceptibility Genes to Patients

Because of the complexity of the genetic susceptibility to psychi-
atric diseases (including the number of genes, heterogeneity, and
unknown penetrance), diagnosing or predicting the disease by
examining the genes may seem impossible. However, genotype
information may already be used to understand the inter-individual
sensitivity of differential drug response in psychiatric patients. In
this aspect, genetically controlled levels of drug metabolism (89)
and individual variation in genetic vulnerability to the disease may
be important information (90). For instance, a polymorphism in
cytochrome P450 CYP2D enzyme accounts for the adverse response
to tricyclic antidepressant observed in certain patients (91).
Recently, it was reported that clozapine response in schizophrenic
patients can be predicted with about 75% success on the basis of
typing six polymorphisms in four genes: two serotonin receptors,
5-HT2A and 5-HT2C, the serotonin transporter, and the histamine
H2 receptor (92).

A second aspect is to develop new molecules based on the func-
tional understanding of the products encoded by susceptibility
genes. Thus, targeting the individual susceptibility to the disease
may reduce the secondary effects of the drugs that are used today.
Depending on the susceptibility gene products (such as receptors,
hormones, and enzymes involved in neurotransmitter biosynthesis),
these new therapeutic molecules could be specific transcriptional
activators or repressors, agonists, or antagonists.
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6. Perspectives

This chapter does not mention the fashionable chips technology
used to analyze gene expression. The microarray technology is
obviously an attractive method to efficiently identify individual
differences in gene expression. This approach may also be one
alternative to the genetic approaches (linkage or association analy-
ses) to identify directly differences in the gene-expression pattern
between probands and controls. However, at least three limiting
steps of this technology are still present: (i) the relatively high
degree of variation in gene transcription between individuals (inde-
pendently of the susceptibility genes); (ii) the relative difficulty in
achieving access to brain tissues from probands (the best “candi-
date organ” for psychiatric diseases); and (iii) susceptibility genes
may not alter the gene expression pattern in probands.

However, one exciting perspective offered by chips and other
high-throughput technologies is its ability to analyze the “complete”
genetic diversity of each individual and to consider different geno-
types at different loci. Even if this is a very long-term goal, this
comparison of the overall genetic diversity of each individual would
allow the detection of interacting susceptibility genes involved in
psychiatric diseases—a promising future.

In conclusion, as described in this chapter, methods and proto-
cols used to identify and to test genetic markers in complex diseases
are growing very rapidly. Therefore, this review should be consid-
ered a methodological introduction to the field, rather than a defini-
tive guideline. It is critical to stay informed of the new possibilities
available in psychiatric genetics and more generally in the field of
complex traits.

7. Notes

1. Blood samples should be obtained from family members in order to
isolate DNA and to generate B lymphoblastoid cell lines (BLCL). BLCL
are Epstein-Barr virus (EBV) transformed lymphocytes, and therefore rep-
resent an unlimited source of DNA. Approximately 0.3–0.6 mg of DNA is
obtained from 10 mL of blood.
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2. Using proband DNA, each microsatellite is amplified by PCR with
one fluorescent primer. Usually, 30 ng of DNA are used for each PCR. A
pool of the different amplified microsatellites is then loaded in the gel or
in the column of the automated sequencer. Alternatively, several
microsatellites can be amplified simultaneously (multiplex PCR) and
loaded directly into the gel. As output, the image of the gel shows the
various PCR fragments and software programs used to analyze the data
(Fig. 2). Precise protocols to collect the data depend on the apparatus used
and are given by the manufacturer (Applied Biosystems, Amersham, and
others).
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Clinical Assessment in Psychiatric Genetics

Philip Gorwood

1. Introduction

The use of reliable instruments to collect relevant data in psy-
chiatry is required before studying determinants of psychiatric dis-
orders. Although genetic research in psychiatry devotes large sums
of money to biological studies, the investment made in time and
effort to describe the clinical features of the subjects being studied
is often lacking. Variation of types and amount of clinical informa-
tion available, psychopathological explanations of the information
collected, and differences in definitions of disorders probably
explain great discrepancies of results before the 70s.

The use of structured and semistructured interviews may increase
reliability by controlling the amount and quality of the information
collected. Sharing international diagnostic criteria—such as Inter-
national Statistical Classification of Diseases (ICD) and Diagnostic
and Statistical Manual (DSM) allows comparisons between the
results of research performed in different settings, countries, and/or
cultures. The quality of clinicians, importance of training programs,
detailed glossaries, and use of computer programs to generate diag-
nosis may reduce bias in interpretation. Choosing the most relevant
clinical instrument is certainly one other major factor.
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There is no perfect clinical instrument; thus, the choice of the
relevant instrument is dependent on many factors. The type and size
of the population studied (complexity of the disorder, time of evalu-
ation possible, and capacity to understand the questions), frequency
and characteristics of the disorder (such as time-stability), recruit-
ment modalities (inpatients or outpatients), budget devoted to clini-
cal assessment, level of practice of interviewers (psychiatrist or lay
interviewers), need to recruit exhaustively or not and materials
available could be proposed. It is thus understandable that a large
variety of instruments are being used.

Metrological qualities are also important when choosing an
instrument, such as inter-rater reliability (concordance between two
evaluators who rate identical interview material), or test-retest reli-
ability (concordance between two evaluations separated by a cer-
tain period of time). These measures are classically evaluated with
a Kappa test, which assesses the percentage of agreement that con-
trols for the effect of chance finding. It is difficult to evaluate the
quality of an instrument, because no instrument can claim to be per-
fect. Thus, instruments are compared to each other, or compared to
a LEAD (longitudinal observation by experts using all available data
as sources of information) standard, which may include interviews,
chart review, and longitudinal observation. Specificity, sensitivity
and positive and negative predictive values are sometimes used to
describe an instrument. A balance between reliability and validity
must be achieved. Reliability is high in structured interviews (with
good inter-rater K), but validity is frequently poor. Validity is good
in face-to-face interviews with non-structured instruments, but reli-
ability is frequently low. Furthermore, some diagnostics are exposed
to low reliability (such as social phobia), compared to others that
may be easier to detect (such as bipolar disorder).

Because no research in psychiatry genetics can guarantee perfect
specificity, sensitivity, and validity of the psychiatric diagnoses col-
lected, it is necessary to establish priorities. The requirement for
selecting, training and maintaining and supervising raters—as well
as checking and clarifying the data collected as proposed by
Endicott (1)—is often difficult to achieve with large samples. Nev-
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ertheless, time-consuming laboratory experiments and complex sta-
tistical procedures are very sensitive to this first step in the research
process. Selecting the clinical interview that will provide the most
detailed information on the topic of research, without being over-
whelmed by useless data, is part of the good practice of any clinical
study, including psychiatric genetics. The importance of a relevant
interview—which is more specific to research in psychiatric genet-
ics—is related to the problem of phenotype definition as well as
reliability. Multifactorial disorders with complex mechanisms—
including the vast majority of psychiatric syndrome—may clearly
benefit from a closing-in of phenotype measures and specific
mechanisms. Ming Tsuang (2) proposed that one of the major tasks
of psychiatric genetics will be to construct a “psychiatric genetic
nosology” capable of classifying individuals in ways that corre-
spond to distinct genetic entities. Difficulties in identifying homo-
geneous phenotypes can be linked to the limitations of existing
assessment methods that do not cover a variety of diagnostic classi-
fication systems, ignore differential diagnosis and comorbidity, or
omit many items that are suitable for providing broad descriptions
of phenotypic subforms. It is thus important to measure recurrence
or persistence of symptoms, impairment or incapacitation caused
by symptoms, and age of symptom onset and offset, which may
contribute to variability of the phenotype (3). Some examples that
highlight the importance of clinical assessment in psychiatric genet-
ics—not only for a reliable assessment, but also for an approach
that allows analyses beyond the initial phenotype—are provided.
Complexity of psychiatric syndromes systematically raises the unre-
solved question of what is inherited with a particular genetic marker.

2. Clinical Assessment Beyond the Initial Phenotype

Research on the gene that codes for the dopamine D3 receptor
gene (DRD3) in schizophrenia may have a heuristic value concerning
the importance of focusing beyond the initial phenotype. Homozy-
gosity for the DRD3 gene (Ser9Gly BalI polymorphism) was found
in excess in schizophrenic patients as compared to healthy controls,
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according to initial studies (4–7). However, most results could not
replicate this finding, and the odds ratios computed in the meta-
analyses were low (8–9). A further analysis of the phenotype that
may be associated with BalI DRD3 gene polymorphism proposed
that tardive dyskinesia may be more specifically involved, rather
than schizophrenia per se. Tardive dyskinesia (TD) develops in
approx 20% of patients during long-term treatment with typical
antipsychotics. The dopamine D3 receptor is of primary interest in
tardive dyskinesia, as dopamine D3-receptor knockout mice show
locomotor hyperactivation resembling extrapyramidal side-effects
of neuroleptic treatment. Steen (10) initially found a high frequency
(22–24%) of homozygosity for the Ser9Gly variant (allele 2) of the
DRD3 gene among subjects with TD in both a cross-sectional and a
longitudinal evaluation, as compared to the relative under-represen-
tation (4–6%) of this genotype in patients with no or fluctuating
TD. This author proposed that correlation between a serious motor
side-effect and a genetic marker could lead to selection bias in the
sampling of schizophrenic patients for genetic studies, and may
therefore explain the apparent association reported between suscep-
tibility for schizophrenia phenotype and homozygosity for the
DRD3 gene. In a stepwise multiple-regression analysis, the
DRD3gly allele significantly contributed 5% to the variance in
orofacial dyskinesia (11). In another independent study, homozy-
gosity for the Ser9Gly variant of the DRD3 gene was connected to
an 88% incidence of acute akathisia as compared with a signifi-
cantly lower 47% incidence of acute akathisia in schizophrenic
patients who were not homogenous for the 2 allele (12). The differ-
ence of distribution of the DRD3ser-gly genotypes among three
groups (schizophrenia patients with TD, schizophrenia patients
without TD but similar exposure and normal controls) was highly
significant (p = 0.0008), and this was caused by an excess of the
DRD3ser-gly genotype in the schizophrenia patients with TD (13).
The glycine allele of DRD3 was also found to be associated with
typical neuroleptic-induced TD (p < 0.0005) in another set of 112
schizophrenic patients. Higher mean AIMS scores were found in
patients who were homozygous for the glycine variant of the DRD3
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gene, as compared to both heterozygous and serine homozygous
patients (14).

In conclusion, including TD in the post-hoc phenotype analyses
of schizophrenia allowed the detection of a more direct and specific
impact of a gene previously considered as a candidate gene in
schizophrenia (i.e., the DRD3). The relationship between vulner-
ability to TD and vulnerability to schizophrenia is not well-known,
but neurological soft-signs are frequently found in excess in patients
with schizophrenia (15), which favors a partly common substratum.
Numerous examples may be given for schizophrenia, reminding
researchers that schizophrenia may be approached in different ways.
For example, age of onset distinguishes various forms of schizo-
phrenia, and late-onset schizophrenia may be associated with the
gene coding for the dopamine D2-receptor gene (16). The therapeu-
tic response to specific antipsychotics (17), the importance of posi-
tive symptoms (18), or the distinction of some severe subtypes of
schizophrenia such as catatonia (19–20) may also pinpoint the role
of some key receptors, such as the D4 dopamine receptor, as vulner-
ability genes.

Alcohol-dependence may provide another good example of the
importance of defining more specific phenotypes with a relevant
clinical tool. It should be considered that the genes believed to play
a minor but significant role in alcoholism are, in their majority, lim-
ited to certain subgroups. For example, some authors have proposed
that the D2 dopamine receptor (DRD2) gene is involved in severe
alcoholism (21), the dopamine transporter (DAT) gene in alcohol
withdrawal (22–23), the serotonin transporter gene (SERT) in the
suicidal behavior of alcohol-dependent subjects (24), the alcohol
dehydrogenase gene in alcohol tolerance (25), and the 5-HT1B in
antisocial alcoholism (26). The majority of these genes were
revealed by post-hoc analyses, and benefited from extensive clini-
cal evaluations on the related conditions of alcohol-dependence.
Namely, somatic complications, type and severity of withdrawal
symptoms, number and lethality of suicidal behavior, lifetime maxi-
mum number of drinks in 24 h, or antisocial personality disorder
and comorbid intermittent explosive disorder (IED) were the
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phenotypes to which the detected association found in alcohol-
dependence syndrome was attributed.

Thus, whether it is for the quality of the clinical information gath-
ered or the ability to specifically analyze which is the endo-
phenotype that more specifically explains association or linkage,
the way clinical assessment is organized has a major impact. A pos-
sible strategy is to combine the use of two different instruments to
increase both sensitivity and specificity. For example, agreement
was highest (55% sensitivity and 90% specificity) when both the
SCAN and DIS threshold were set at the level of depression syn-
drome instead of diagnosis (27). A description of the various clini-
cal interviews used to screen psychiatric diagnoses is already
available (28), but the next section describes only those used in psy-
chiatric genetics research.

3. Clinical Instruments in Psychiatric Genetics

3.1. The Diagnostic Interview for Genetic Studies (DIGS)

The DIGS (29) is the result of a National Institute of Mental
Health (NIMH) initiative, and was specifically based on the prob-
lem of the definition and the assessment of the phenotype in psychi-
atric genetics, regarding inconsistent and non-replicated findings.
The complex relationship between mood disorders and schizophre-
nia, the impact of substance abuse on the reliability of other psychi-
atric disorders, and the need for quantitative phenotypes (such as
age at onset, phenomenologic details, severity, or course of disor-
ders) are a particular focus. Up to six diagnostic criteria may be
generated by the DIGS, such as DSM-III, III-R and IV, RDC,
OPCRIT, and ICD-10. The major diagnostic system of the DIGS
are DSM-III-R and DSM-IV for the revised version, with 31 diag-
noses screened, mostly from axis I, but also some personality disor-
ders (antisocial, schizotypal, schizoid, paranoid, and depressive
personality disorder). Schizophrenia, affective disorders and sub-
stance abuse are the most intensively studied by the DIGS. Some
anxious disorders (excluding generalized anxiety disorder), eating
disorders, alcohol and substance abuse and dependence, pathologi-
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cal gambling, and suicide attempts are also assessed. The choice of
screened phenotypes is thus clearly based on phenotypes, which are
usually analyzed in psychiatric genetics. Special sections are also
based on the psychiatric genetics requirement, such as a large sec-
tion for comorbidity, if any, and SANS and SAPS scores for schizo-
phrenia symptoms. Within-site and between-site reliability was
globally excellent for major disorders (Kappas around 0.8), with
the exception of schizoaffective disorder (Kappa = 0.4). The inter-
viewer must be a mental health professional with clinical experi-
ence. The length of the interview is usually about 1 h, but can be
much longer when there is comorbidity or when the proband has
low informativity.

3.2. The Semi-Structured Assessment for the Genetics
of Alcoholism (SSAGA)

The SSAGA (30) is a semistructured, polydiagnostic psychiatric
interview, initially devoted to genetic studies on alcoholism, but also
used for a variety of family studies on psychiatry. The SSAGA
assesses physical, psychological, social, and psychiatric manifesta-
tions of alcohol abuse and dependence and related psychiatric dis-
orders in adults. Reliability of the SSAGA was high for DSM-III-R
substance dependence, but less for substance abuse. The concurrent
diagnostic validity of the SSAGA across alcohol and drug depen-
dencies, major depression, anxiety disorders, and ASPD was exam-
ined and compared to the SCAN and a section of the SCID (31).
Kappas for alcohol dependence were in the acceptable range (0.63).
Kappas were lower for sedative dependence (0.48) and for cannabis
dependence (0.53), but were higher for cocaine and stimulant depen-
dence (0.85) and for opioid dependence (0.73). Kappa for major
depression and the ASPD diagnoses were high (0.71 and 0.70), but
slightly lower agreement was found for panic disorder (0.62). Kappa
for social phobia was 0.47. Companion interviewers are also pro-
posed, such as those for children (C-SSAGA-C) and adolescents
(C-SSAGA-A). DSM-IV, DSM-III-R, RDC, and ICD-10 are the
main classification systems covered by the SSAGA. Apart from all
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types of substance abuse and dependence, the SSAGA screens 11
psychiatric diagnoses (eating disorders, mood disorders and differ-
ent anxious disorders), one personality disorder (ASPD) and three
conditions of interest (tobacco use, psychosis, and suicidal behavior).

3.3. Structured Clinical Interview for DSM Axis I
Disorders (SCID-I)

This instrument (32) covers a broad set of psychiatric diagnosis,
includes nine modules (and now 51 specific DSM-IV diagnoses),
and is a clinician-administered semistructured interview. The SCID
requires special training (10-h training video available through Bio-
metric Research). The SCID-I was designed to be simple to use and
reduce the time needed for training and administration. The SCID-I
is devoted to research (33), whereas the SCID-CV is simpler and
thus specifically designed for clinicians (34). The SCID-II is a sepa-
rate interview for axis II personality disorders, and the SCID-NP is
devoted to nonpatients. Different versions are available on the web
(www.appi.org, www.mhs.com). The interview takes between 1 h
and 3 h, depending on the number, severity, and complexity of the
disorders. The overall reliability (35) was fair to good in patient
samples (weighted Kappa 0.61) but poor in nonpatients (weighted
Kappa 0.37). Good to excellent reliability was obtained for diagno-
sis of bipolar disorder, substance abuse, or dependence and eating
disorders (Kappas around 0.7–0.8), but relatively poor for dys-
thymia (0.40) and social phobia (0.47). The validity has not been
exhaustively measured, but 85% of patients with known psychotic
symptoms revealed all or some of their symptoms with the SCID.
Interestingly, European (German) vs American raters had a similar
evaluation, as overall weighted Kappas were good (Kappas = 0.6).

3.4. The Schedules for Clinical Assessment
in Neuropsychiatry (SCAN)

The SCAN (36) is a set of instruments and manuals that screens
psychopathology and behavior associated with a broad range of
major psychiatric diseases according to ICD as well as DSM crite-
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ria, among others. It is derived from one of the very first clinical
interviews in psychiatry, the PSE (Present State Examination), and
allows dimensional rating of symptoms and syndromes. The
CATEGO-5 is a set of computer programs that process SCAN data
and provide output. Interviewers must be well-trained, with SCAN-
specific training. Lay interviewers without previous clinical experi-
ence may also have good reliability. Two hours are usually needed
to administer the SCAN, but the time may be considerably longer
for patients with complex disorders. The instrument has been trans-
lated into 13 languages, and is distributed on the internet
(www.who.int). A training course at a WHO training center is
recommended.

Test-retest reliability is fairly good (Kappa 0.41–0.64) for both
inpatients and outpatients. Agreement between SCAN and SADS
was disappointingly low (37). SCAN offers certain advantages: it is
not devoted to a single diagnostic system, and it deeply screens psy-
chopathology that may allow more subtle clinical analyses. On the
other hand, it is long, cumbersome, and contains a long glossary
(the code book contains 1,700 separate ratings for each episode of
disorder).

3.5. The Schedule for Affective Disorders
and Schizophrenia (SADS)

The SADS (38) is a NIMH initiative made of a semistructured
clinician-administered interview based on Research Diagnostic Cri-
teria (RDC). The SADS covers lifetime mental symptoms and 23
major disorders, according to RDC criteria. This instrument covers
current mental disorders as well as lifetime history (of disease and
comorbidity), according to their most severe level. In this context, it
is not surprising that the first psychiatric genetic studies largely used
this instrument. The interviewers must have clinical experience and
must receive special training. The interview, which is delivered by
a trained clinician, takes an average of 1 h for healthy subjects and
up to 3 h for psychiatric patients. The SADS has been developed for
lifetime evaluation (SADS-L), for bipolar disorders (SADS-LB),
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and for anxious disorders (SADS-LA). The SADS has been trans-
lated into 10 languages.

3.6. The Comprehensive Assessment of Symptoms
and History (CASH)

The Comprehensive Assessment of Symptoms and History
(CASH) is an instrument for assessing diagnosis and psychopathol-
ogy (39). It is designed to provide a comprehensive information
base, mainly for schizophrenia and affective spectrum conditions,
concerning current and past signs and symptoms, premorbid func-
tioning, sociodemographic status, cognitive functioning, treatment,
and course of illness. The RDC, DSM, and ICD diagnostic criteria
are used. The main characteristic of the CASH is its focus on the
problems regarding the boundaries of major psychiatric disorders,
and is able to describe in detail common psychiatric symptoms, to
make diagnoses with multiple criteria, to explore new criteria, and
to generate alternative criteria derived from homogenous subgroups
of patients. Another important point is that items are usually rated
on a six-point Likert-like scale, for which anchor points are pro-
vided. The reliability is good for inter-rater (Kappa between 0.45
for schizoaffective disorder and 1.00 for bipolar disorder) and test-
retest assessments (between 0.52 for schizoaffective disorder and
1.00 for schizotypal personality disorder [SPD]) (39). The CASH
was rarely used in psychiatric genetics studies, probably because of
the length of time required and the complexity of the instrument.

3.7. The Diagnostic Interview Schedule (DIS) and the
Composite International Diagnostic Interview (CIDI)

These highly structured instruments screen present and lifetime
psychiatric disorders. Trained nonclinical or lay interviewers may
administer these two instruments. The DIS was written at the request
of the NIMH for use in the Epidemiological Catchment Area (ECA)
project, so it now has a considerable history of experience. Thirty-
one diagnoses are screened by the DIS—the average that occurs
during an interview of 45–75 min. The Kappa between a psychia-
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trist and a lay interviewer is generally good (above 0.5), except for
panic disorder according to DSM diagnosis (Kappa = 0.4). The CIDI
(40) is an extended DIS for use across cultures, for both ICD and
DSM criteria (for 40 diagnoses). One potential weakness of both
the DIS and the CIDI is their reliance on the judgments and insights
of the respondent instead of a psychiatrist, although strong agree-
ment between the DIS and the clinical interview was found in medi-
cal settings (41). Some feel that the DIS-style interviews capture a
wider range of trivial or less severe symptoms and disorders than a
psychiatrist would (42). For example, only two-thirds of depressive
disorders detected with the DIS by lay interviewers were confirmed
to be major depressive disorders by psychiatrists who used the
SCAN (27). Nevertheless, cross-cultural reliability was good (43),
which may be an important characteristic for international collabo-
rative studies in psychiatric genetics. Predictors of false-negative
depressive disorder using the DIS included: age over 45 yr (OR =
6.12), with less than six depressive symptoms (OR = 4.42), the
depressive episode being passed for more than 1 yr (OR = 3.69),
being male (OR = 3.41) or black (OR = 2.80), and with little impair-
ment (OR = 1.48) (27).

3.8. The Primary Care Evaluation of Mental Disorders
(PRIME-MD) and the System-Driven Diagnostic System
for Primary Care (SDDS-PC)

These two instruments combine a self-report with a follow-up
clinical examination designed for use by nonpsychiatric physicians
in primary care centers. PRIME-MD (44) assesses mental disorders
through a 10-page questionnaire, including one page of self-report
items. The training is rapid (from 1 to 3 h), the instruction manual is
relatively compact (13 pages), and the time required by patients is
considerably shorter than other instruments (8 min), yet this system
cannot screen the same amount of psychiatric symptoms and diag-
noses. The Kappa values are not as poor as they could be (global
Kappa around 0.7), even if the PRIME-MD has low reliability for
some disorders such as minor depressive episode (Kappa = 0.16).
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The Symptom-Driven Diagnostic System-PC (45) is a computer-
ized instrument for the detection, diagnosis, and management of
mental disorders in primary care practice, on the basis of 29 items
(patient self-report) and a structured diagnostic interview guide with
six diagnostic modules. The time required to use this instrument is
equal to the PRIME-MD—5 min for the autoquestionnaire and
5–10 min for each diagnostic module. Validation studies showed
large variations in sensitivity and specificity when the PRIME-MD
is compared to the SCID interview conducted by trained clinicians.
Some studies showed good sensitivity (between 0.62 and 0.9) and
correct specificity (from 0.54–0.98), but others showed less con-
vincing quality, with moderate sensitivity (from 0.24 to 0.85) and
low Kappa compared to the SCID diagnoses (from 0.11 to 0.48).
Some diagnoses are especially likely to be undetected by this instru-
ment, such as generalized anxiety disorder and obsessive-compul-
sive disorder (OCD) with a positive predictive value of 5%.

3.9. The Mini International Neuropsychiatric Interview
(MINI)

The MINI (46) is a brief structured questionnaire used by health
technicians in clinical and research settings. A total of 120 ques-
tions cover 17 current DSM axis I disorders. With an administration
time of approx 15 min, the MINI was designed for an accurate struc-
tured psychiatric interview for multicenter clinical trials and epide-
miological studies. The MINI-screen (close to the PRIME-MD), the
MINI-plus (much more detailed) and the MINI-kid (for child and
adolescent psychiatry) were developed later (47). When the MINI
(rated by clinicians) is compared to the SCID-P (for patients), the
Kappas are fairly good (from 0.43 for current drug dependence to
0.9 for anorexia nervosa), but Kappas are poorer when rated by the
patient (from 0.11 for dysthymia to 0.66 for anorexia nervosa). The
worst inter-rater Kappa is 0.79; thus, the instrument has a good inter-
rater reliability. Test-retest Kappa is fairly good on average, except
for current mania episode (Kappa = 0.35). Different translations are
available through the internet at no cost (http://www.medical-
outcomes.com).
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3.10. The OPerational CRITeria Diagnostic System
(OPCRIT)

The OPerational CRITeria diagnostic system (48) is a series of
computer programs that allow data entry and generate diagnoses
according to 12 operational diagnostic systems (including DSM,
ICD, and RDC), and is comprised of a checklist for major psychiat-
ric classifications. The OPCRIT has a wide range of psychiatric
research applications, including both European Science Foundation
and NIMH research initiatives in the molecular genetics of mental
disorders. The OPCRIT checklist is based on 90 items that involve
psychopathology and background information, and has been
included within the DIGS. The OPCRIT checklist is designed to be
completed by trained clinicians and can be based on information
from diagnostic interviews but also case records, which is some-
times useful in psychiatric genetics for which a precise phenotype
definition is required, although the available clinical information is
often limited. An international study including 30 clinicians from
both sides of the Atlantic who rated 30 case studies demonstrated
good reliability within all classification systems (e.g., RDC, Kappa
= 0.71 and ICD-10, Kappa = 0.70) (49). Furthermore, good agree-
ment is found between lifetime diagnoses generated by OPCRIT on
the basis of rating by a single rater as compared with consensus
best-estimate procedures, with Kappas between 0.7 and 0.8 accord-
ing to the classification system used (50). Similar trends are found
for Kappas between OPCRIT diagnoses carried out by a trained
interviewer, and OPCRIT diagnoses made by the best-estimate life-
time consensus procedure (0.83 for DSM-III-R and 0.81 for ICD-
10) (51).

3.11. The Psychiatric Research Interview for Substance
and Mental Disorders (PRISM)

The PRISM (52) provides detailed diagnostic information on dis-
orders involving substance use, and also includes sections on mood,
anxiety and eating disorders, antisocial and borderline personality
disorders, and psychotic symptoms. The interview takes 50–150 min
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for a trained clinician. Test-retest reliabilities are globally good in
current and lifetime dependence (Kappa around 0.8), but this is not
the case for substance abuse (many Kappas below 0.4). Major
depressive (current or past) episodes are reliably detected in differ-
ent periods (Kappa 0.64-0.81). Kappa scores are moderately lower
for anxious disorder (0.68 for current panic disorder, 0.45 for life-
time agoraphobia without panic); good for psychotic symptoms,
anorexia, and bulimia nervosa (around 0.80 for lifetime assessment);
and correct for antisocial and borderline personality disorder (0.60
and 0.83, respectively).

3.12. Familial History

Psychiatric illness in biological relatives is frequently screened
in psychiatric genetic studies, whether for aggregation studies or for
phenotype definitions (i.e., sporadic vs familial cases). Systematic
family history methods are thus frequently used. The problems of
refusal, death, or prohibitive cost explain why indirect interviews
are proposed. Each time a relative is unreachable, one or more infor-
mants are questioned about their relative. There are different instru-
ments available, such as the FH-RDC (Family History Method for
Research Diagnostic Criteria), the FISC (Family Informant Sched-
ule and Criteria), the FIGS (Family Interview for Genetic Studies),
the FHAM (Family History Assessment Module) and the FHS
(Family History Screen).

The first systematic family history method, the Family History
Method for Research Diagnostic Criteria (FH-RDC) has good test-
retest reliability and an acceptable level of validity as compared to
direct interviews (53). The FISC is an extended version of the FH-
RDC (54), with DSM-III-R criteria, RDC diagnoses with level of
confidence, and more anxiety disorders and mood-related disorders.
The FIGS is associated with the DIGS, and has the same structure
(29). The FHAM (55) was developed from a collaborative study on
alcoholism. The specificity, sensitivity, and positive predictive val-
ues of this instrument were 98%, 39%, and 45%, respectively. The
FHS (56) collects information on 15 psychiatric disorders and sui-
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cidal behavior from informants and their first-degree relatives. Each
question is posed only once, and treats all family members as a
group. The administrative time is thus relatively short (5–20 min).
The FHS has a median sensitivity (0.676 for proband, 0.711 for rela-
tive) and specificity (0.876 for proband, 0.894 for relatives). Test-
retest agreement of FHS administration 15 mo apart is acceptable,
ranging from 0.38 for agoraphobia to 0.74 for any substance depen-
dence, and the median Kappa is 0.56. As for most instruments, the
use of more than one informant substantially improves sensitivity,
increasing sensitivity from 35.2% with one informant (mostly the
proband) to 68.2% with multiple informants.

The list of diagnoses screened by each of these instruments may
be a good indicator of which instrument is best for a specific study.
For example, antisocial personality disorder is assessed in the FISC
and the FHS and not in the FIGS, and suicidal attempts are not
evaluated in the FISC but are present in the FIGS. Length of time,
the possibility of recruiting clinicians for face-to-face interviews,
and the availability of relatives are also major factors in the choice
of the relevant familial interview. The need for a first quick global
screening would present an argument for using the FHS, especially
if the global notion of “positive familial history” of the proband is
sufficient. A more complete evaluation—especially if a face-to-face
interview is not agreed upon or possible—may require a more
exhaustive indirect evaluation, such as that provided by the FIGS.

4. The Present Use of Clinical Instruments
in Psychiatric Genetics

The articles published on psychiatric genetics during the year
2000 in the main journals devoted to psychiatry, or even specifi-
cally devoted to psychiatric genetics, have been collected. We have
limited our investigation to the articles that meet five conditions,
because the boundaries between psychiatric genetics and other
research topics in psychiatry are not always clear-cut, because of
specificities and size limitation. These conditions are (1) human
populations, with (2) molecular genetics (mainly PCR) and/or famil-
ial studies (including aggregation and twin and adoption studies),
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(3) giving original results, whether the sample is original or not, and
(4) including psychiatric patients (except for Alzheimer’s disease).
The description of the study is focused and limited to psychiatric
genetics. The table of results is not meant to be exhaustive, because
the material is also dependent on personal availability of the various
journals. Thus, all journals are not included, and all the articles in
each journal were not systematically assessed (although each jour-
nal, when available, was carefully analyzed). The idea is that having
more than 120 articles (corresponding to the clinical investigation
of 37.442 patients, 24.557 relatives and 19.416 controls all together)
on the topic would provide a good idea of the clinical instruments
used, and indirectly, in which country, for which phenotype, with
which genetic approach, according to which diagnostic criteria, and
for which type of recruitment. The majority of articles (see Table1)
are sourced in the United States (N = 42), Canada (N = 12), Ger-
many (N = 10), Japan and the UK (N = 9), France and Israel (N = 5),
and Ireland and Italy (N = 4). The SADS (36%) and the SCID (32%)
are the most frequently used clinical interviews, followed by the
DIGS (9%), DIS (7%), OPCRIT (7%), and SSAGA (4%). The
SCAN, CASH, and CIDI have only been detected once.

When the type of journal is the criteria selected, the data shows
that the OPCRIT is more frequently quoted in journals that special-
ize in psychiatric genetics (RR = 1.59), with the same trend for the
SADS (RR = 1.17). The SCID is used more often in general titles
(RR = 1.50), and the DIGS is almost equally distributed (RR = 1.08).

The method used in the studies also has an impact on the type of
clinical interview chosen. Case-control-association studies are more
likely to use the OPCRIT (RR = 2.26) or the DIGS (RR = 1.36). The
TDT approach is more often associated with the choice of the SCID
(RR = 1.59), whereas linkage studies more frequently use the SADS
(RR = 1.61). There is no specific pattern for aggregation studies
(used in similar scale DIGS, SADS, and SCID), but twin studies are
based mainly on the SCID (RR = 1.59). FISH and RED methods are
exclusively based on the DIGS (RR = 8.6).

In the same respect, the type of recruitment permits specific time
and availability. The selections are clear-cut for the DIGS when
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in- and out-patients are recruited (RR = 1.57), for the SCID for twin
register (OR = 2.54), and for the SADS for outpatients (OR = 1.35).

Some clinical interviews have focused more specifically on cer-
tain psychiatric disorders. For example, ADHD is essentially ana-
lyzed through the SADS (RR = 1.79), or more precisely, the
K-SADS for children. Alcohol and substance abuse and dependence
use the SCID in the vast majority (RR = 2.59), whereas anxiety
disorders are based on the SADS (OR = 1.43), and eating disorder
use the SADS (RR = 2.15). Some disorders are less clearly based on
one type of interview. For example, the SADS (R=1.51) and the
DIGS (RR = 2.58) are over-represented in affective disorder, and
schizophrenia is associated with OPCRIT (RR = 1.70) and the SCID
(OR = 1.20).

The diagnoses are based on clinical criteria, which partly refer to
specific interviews, such as RDC for SADS (OR = 2.25) and DSM
for SCID. Some interviews have multiple criteria, but the most fre-
quent choice is DSM, for the DIGS (RR = 1.5) and the OPCRIT
(RR = 1.88).

Finally, the country in which the research is conducted also plays
a role in the use of a clinical interview, whether it is for availability
of translated interview, training, or cultural habits. For example,
articles from the United States predominantly use the SCID (OR =
1.3), as do Japan, Sweden, and Finland (OR = 2.6). The DIGS is
preferred by Canadian studies (OR = 2.35), as well as French (OR =
2.35) and Portuguese (OR = 9.4) studies. The OPCRIT is clearly
dominant in the United Kingdom (OR = 7.83), Italy (OR = 11.7),
and Germany (OR = 1.96), and the SADS is chosen by studies con-
ducted in Germany (OR = 1.96), Israel, Turkey, Belgium, and Spain
(OR = 2.35), as well as France (1.18).

5. Conclusion

The choice of a clinical interview is a complex yet important part
of a research protocol, and is limited by numerous factors that may
not be modified (such as availability in local language of interviews,
type of interviewers, and the time available for each patient). The
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Table 1
Review of Clinical Assessment Used in Psychiatric Genetics in Journals
Specifically Devoted to This Topic

Sample (N=)

Main Recruitment Pro- Rela- Con-
Author Ref Journala method Phenotype of proband Interviewer band tives trols
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a ACPR = Alcohol Clin Exp Res; AJP = Am J Psych; AGP = Arch Gen Psychiatry; MP = Molec Psychiat; NP =
Neuropsych genet; NL = Neurosc Letter; SR = Schizophrenia Res; SC = Science; SZB = SZ Bulletin.

b EP = Experimental procedure; DE = Direct examination; FI = Face-to-face interview; TI = Telephone Interview; SQ
= Self-questionnaire; HR = Hospitalization registry; Q = Questionnaire; I = Interview; R = Retrospective; II = Indirect
interview; PS = Postal survey; DI = Direct interview; T = Test; CR = Charts review.
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large variety of interviews available nevertheless justifies at least
some choices. This chapter emphasizes the importance of high-qual-
ity clinical assessment for genetic studies of psychiatric disorders,
for reasons of reliability, as well as the role of clinical diversity in
the assessment of psychiatric disorders, for reasons of sensitivity.
These two problems (collecting reliable and detailed material) may
seem contradictory. For example, the use of clinical interviewers
may be more expensive, and testing inter-rater and test-rest agree-
ment may be time-consuming. Furthermore, collecting a large
amount of data on phenotypes (and endophenotypes) encourages
multiple testing and increases the number of subgroups, which
means that the size of the total sample must be increased
accordingly.

However, results indicate that collecting high-quality clinical data
is essential. A focus on specific clinical symptoms, syndromes, or
clusters may be more directly related to biological findings—for
example, hallucination in schizophrenia and dopaminergic transmis-
sion. Furthermore, the number and severity of symptoms may be
considered as quantitative traits analyzable through a quantitative
trait loci (QTL) approach, which is statistically more powerful than
qualitative analyses. Besides, the risk of chance finding may be
decreased by the use of different methodological or statistical tech-
niques, such as sharing the sample in two looking for internal repli-
cation, limiting the tests to post-hoc analyses, or measuring the
impact of the association with attributable risk. Finally, the invest-
ment in time and money in clinical assessment more directly reflects
our lack of knowledge of the phenotype boundaries of the psychiat-
ric disorders presently considered.

A compromise must be achieved between limiting the analyses to
the precise initial hypothesis and the possibility to further define the
phenotype involved and its related traits.
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Genetic Association Studies

Definition of Cases and Controls

Frank Bellivier

1. Introduction

The case-control association study is one of the most frequently
used study designs for investigating the effect of environmental risk
factors on disease pathogenesis. This study design is also now
increasingly used to investigate the influence of genetic variability
on disease susceptibility. This type of study has a number of theo-
retical advantages over linkage studies. Association studies do not
require knowledge of the genetic model of the disease, and the phe-
notype being studied is controlled, making it possible to study
homogeneous subgroups that are selected on the basis of a candi-
date symptom. These studies can also detect genes that contribute
only a small proportion of the overall likelihood of developing the
disorder, which would require prohibitively large samples for
detection in linkage studies.

Yet association studies do not have the best of images. They have
been criticized for non-replication, which may be attributed to
chance findings, bias, and confounding. Such criticism is often well-
founded—especially in many early studies performed on small num-
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bers of poorly characterized cases compared with inappropriate
groups of controls, who were often not screened, incorrectly
matched with patients, and recruited in the absence of strict criteria
from the medical staff or friends of the researchers. A new family-
based study design that considers some of these problems has been
proposed—in particular, the transmission-disequilibrium test. How-
ever, the traditional format of case-control studies may be improved
by the incorporation of refinements developed over the past 10 yrs
in genetic epidemiology and in the phenotypic analysis of psychiat-
ric illnesses (see ref. 1). Environmental epidemiology has also pro-
vided key methodological tools. With these methodological
improvements, the case-control study remains a powerful tool for
identifying genetic vulnerability factors for complex diseases. The
ability of association studies to contribute to the identification of
genetic vulnerability factors for behavioral phenotypes in psychia-
try will depend on the incorporation of these methodological refine-
ments. This chapter provides an overview of these critical issues
and guidelines for genetic association analyses, with a focus on the
selection of cases and controls.

2. The Case-Control Study: Definition, Advantages,
and Limitations

2.1. Definition

The basic principle underlying case-control studies is the com-
parison of a group of individuals with a disease to an unaffected
group of individuals. Association with a factor is observed if the
frequency of this factor differs in the two populations. Statistical
tests, with a given risk of false-positive findings, can be used to
assess the significance of differences between the two populations
for a particular factor. If exposure to this factor is more frequently
observed in the case population, it is referred to as a vulnerability
factor. The odds ratio of exposure provides an estimate of the risk
ratio. The risk ratio is a measure of how much more likely the dis-
ease is to occur in an individual exposed to the factor than in an
individual who is not exposed to the factor. Only prospective cohort
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studies can calculate the true risk ratio. The deviation of the odds
ratio from the true underlying risk ratio depends on three contribut-
ing factors: bias, confounding, and chance (2). The assessment of
these limitations differs according to whether the exposure variable
is genetic or environmental.

2.2. Genetic Case-Control Studies: Limitations

Bias in genetic case-control studies of complex diseases arises
from the selection of cases and controls and the accuracy of the
information obtained from them. This type of bias is known as ascer-
tainment bias. It results in the dilution of the case group by mis-
classified controls, or of the control group by misclassified cases.
Bias in genetic case-control studies may also arise from ethnic dif-
ferences between the two groups compared. This type of bias is known
as stratification bias, and is a major problem in association studies.

Confounding has been investigated mostly for environmental risk
factors, as many lifestyle exposures are correlated. An equivalent
situation exists in genetic case-control studies because of linkage
disequilibrium (LD). If association is observed with a polymorphic
marker, the functional variant may be located either at the polymor-
phic site under study or at another polymorphic site somewhere else
in the same gene or in a nearby gene.

This chapter explores ways of dealing with ascertainment bias in
the subsection concerning sampling procedures for patients and con-
trols. Stratification bias, confounding, and the role of chance are
discussed in the section on the comparison of patients and controls.

2.3. Genetic Case-Control Studies: Advantages

Case-control studies are less expensive than cohort studies, and
have greater power if the disease has a low frequency or the genetic
risk factors have low penetrance. In addition, the case-control design
is of particular value in genetic epidemiology because genetic risk
factors do not change with time, are not affected by disease status or
progression, and are easier than environmental factors to measure
retrospectively (3).
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Genetic association studies are more effective than family stud-
ies (linkage or affected sib-pair studies) at detecting genetic vulner-
ability factors that have only a small effect. They also have the
advantage of controlling for the disease phenotype under study. This
is a critical issue in psychiatric research, because the genetic valid-
ity of psychiatric diagnosis is unclear (with poor phenotype-geno-
type correlation)—as is the distinction between affected and
non-affected individuals—and because etiologic and genetic het-
erogeneity are very likely. Thus, the study of subgroups is a valid
choice for the investigator because it may reduce the underlying
genetic heterogeneity, particularly if patients are selected on the
basis of a candidate symptom (see Chapter 3). In addition, the inter-
action between several genetic markers and between environmental
and genetic factors can be investigated in case-control studies.

Case-control studies including large numbers of subjects facili-
tate a posteriori analyses. For example, if an association with a can-
didate gene is found, the phenotypic characteristics of the patients
who carry the vulnerability genotype can then be studied. This strat-
egy may facilitate the identification of candidate symptoms with
good genetic validity. A posteriori analyses of conflicting associa-
tion results for bipolar affective disorder and the tryptophan
hydroxylase gene polymorphism have revealed that suicidal behav-
ior is a potentially strong candidate symptom (4,5)—a finding con-
firmed by subsequent analyses (6–9).

Case-control studies have been criticized because of the high risk
of false-positive and false-negative results, which leads to conflict-
ing results. As conflicting results may arise from heterogeneity in
sampling strategies, in the clinical profiles of patients, and in popu-
lation genetic history, the analysis of conflicting data may be a use-
ful way to reveal the etiologic heterogeneity of the disease.

3. Selection of Cases and Controls

The choice of study populations from which cases and controls
are sampled may reflect some practical constraints. However, this
represents a major decision for the investigators, who may decide to
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use a specific criterion for the sampling procedure for a specific
study. The use of strict inclusion criteria for cases and controls is a
basic principle for preventing dilution of the case group by
misclassified controls or of the control group by misclassified cases.
Such misclassification errors are particularly common in psychiatry.

3.1. Selection of Cases

Both the selection of the study subjects from the underlying study
population and the quality of the information obtained from them
may be sources of bias.

The cases selected should correspond to all the individuals within
a population who develop a disease, or a representative sample of
them (10). Practical constraints often lead to the use of more conve-
nient groups. Essentially, the researcher must decide whether to
select incident or prevalent cases, each of which has various limita-
tions and advantages. Incident cases, defined as new affected sub-
jects who appear during a certain period of time, have a recent onset
of disease. Prevalent cases are defined as all affected subjects at a
given time. Incident and prevalent cases are often mixed in case-
control studies. However, incident cases offer strong advantages
over prevalent cases. Prevalent cases tend to be biased toward those
with diseases of longer duration. In psychiatry, this is a critical point,
because patients who commit suicide or those with long-term remis-
sion (good lithium response in some bipolar patients, for example)
are undersampled when prevalent cases are used. The mode of
recruitment may increase such biases in prevalent cases. For exam-
ple, hospital recruitment of prevalent cases may oversample patients
with a poor response to treatment, comorbid conditions, or poor
social resources leading to frequent rehospitalization, whereas
patients with suicidal behavior may be undersampled. Several of
these characteristics (suicide, disease duration, treatment response,
and comorbidity) are likely to be associated with the candidate gene
rather than the disease itself. Survival has been suggested to bias
prevalent cases in the association between the ApoE ε4 allele and
Alzheimer’s disease, as the ApoE ε2 allele is believed to be a
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vulnerability factor for cardiovascular disease (11). However, it
should be emphasized that in most psychiatric diseases, incident
cases are often associated with uncertainties surrounding the diag-
nosis. Indeed, confidence in the diagnosis increases with progres-
sion of the disease.

The selection of cases on the basis of candidate symptoms with
good genetic validity may also be considered. Narrowing the defi-
nition of a phenotype through the use of such characteristics as
severity, age at onset, associated symptoms, or family history, has
already been fruitful in genetic studies of complex somatic diseases
such as colon cancer (12), hypertension (13), and coronary heart
disease (14), making a significant contribution to the identification
of relevant genes. For example, subdivision according to age of
onset and mode of inheritance has been particularly effective in
clarifying genetic heterogeneity in Alzheimer’s disease (15). In psy-
chiatry, subdivision according to age of onset, severity, and family
history may also facilitate the identification of more homogeneous
subtypes. Early onset is associated with increased familial risk in
schizophrenia (16), major depressive disorder (17), and obsessive
compulsive disorder (18). In bipolar affective disorder, clinical and
familial heterogeneity according to age at onset have been demon-
strated (19,20), as well as the relevance of this phenotypic indicator
for genetic studies (21–23).

3.2. Selection of Controls

The selection of control groups for case-control studies is one of
the most difficult tasks. Traditionally, the control group should be
randomly sampled from the general population. More precisely,
controls are subjects who are not ill, but if they were affected by the
disease under study, would be eligible as cases (24). As stated by
these authors, this definition of the controls, offers the advantage of
emphasizing that disease status does not affect (or is not associated
with) the sampling procedure.

The use of controls screened for a personal or family history of
the disorder under study has been advocated for case-control stud-
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ies in psychiatry, in order to reduce the risk of misclassification
(affected subjects or subjects carrying the vulnerability factors
included in the control group) (25,26). Indeed, uncertainties sur-
rounding the genetic validity of psychiatric nosology make it diffi-
cult to define the boundary between affected and non-affected
subjects. Psychiatric disorders occur frequently, and are often
comorbid. Genetic vulnerability factors of low penetrance for psy-
chiatric disorders are thus likely to be very frequent in non-affected
subjects. In addition, standardized interviews of control subjects
may detect histories of psychiatric disorders that are not spontane-
ously reported by subjects because of the low social desirability of
psychiatric diseases.

Additional evidence for the importance of defining criteria for
control selection is provided by meta-analyses of association stud-
ies with candidate genes, which have shown homogeneous allele
frequencies between centers for patients and heterogenous allele fre-
quencies for controls. This has been demonstrated in association
studies that examine the association of bipolar affective disorder
with the monoamine oxidase A gene polymorphism (27) and for the
tyrosine hydroxylase gene polymorphism (25). This finding clearly
suggests that the lack of strict inclusion criteria for the controls is
associated with heterogeneity in allele frequency.

All these arguments suggest that screened controls with the fol-
lowing characteristics should be used: (1) same genetic background
as the affected subjects, (2) older than the mean age at onset plus
one standard deviation for the disease under study, (3) with no per-
sonal or family history of the disease investigation (spectrum).

However, it is important to note that the use of such “super-nor-
mal” controls may result in a different interpretation of the results
of the association study: the existence of a difference between
patients and controls may reveal a genetic factor with a protective
effect. Indeed, interpretation is sometimes impossible. If patients
with suicidal behavior are compared with controls selected on the
basis of their having no personal or family history of any psychiat-
ric disorder or of suicidal behavior, then differences between
patients and controls cannot be interpreted.
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4. Comparison of Cases and Controls

The interpretation of the results of a genetic case-control study is
limited by several factors. This section presents a review of these
problems and includes a short description of potential solutions.

4.1. Stratification

For genetic studies, stratification bias is mainly related to the eth-
nic origins of the two groups. Patients and controls should clearly
originate from the same population. If not, there may be genetic
differences between patients and controls at many loci because of
the “genetic distance” between the two populations (28). This makes
it difficult to prove that a difference observed for only one polymor-
phism reflects a causal impact on the pathogenesis of the disease
rather than a simple overall population-level genetic difference
between patients and controls (29). Historical information concern-
ing the place of birth of family members over at least one genera-
tion is a minimal criterion for matching the two groups. If
immigration is suspected, patterns of family migration over several
generations may be very useful in defining subgroups (30).

Even if ethnic inclusion criteria are used, case-control studies
remain subject to stratification bias, which may conceal a true rela-
tionship or lead to a false relationship between the genetic vulner-
ability factor tested and the disease under study. Several methods in
addition to the use of strict ethnic inclusion criteria have been pro-
posed to deal with the risk of stratification bias. Patients and con-

Table 1
The Risk of Including Vulnerability Factor Carriers
in the Control Group
Psychiatric disorder concealed because of its low social desirability
Frequent and low penetrant genetic vulnerability factors, resulting in a

high frequency in non-affected subjects
Poorly defined boundary between affected and non-affected subjects in

psychiatry
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trols can be typed for a number of random, anonymous, and biologi-
cally inert polymorphisms, to test whether there is a “genetic dis-
tance” between cases and controls (29,31). This method can be used
to assess and control for possible stratification bias, making it pos-
sible to perform an unbiased test (32).

4.2. Genotype Sensitivity and Specificity

Little attention has been given to the sensitivity and specificity of
various genotyping methods, and problems may occur if the gene
frequencies of cases are compared to those of controls determined
in the past by inferior methods (10,33).

4.3. Locus Heterogeneity, Allele Heterogeneity,
and Haplotype Diversity

A complex disease may have several independent genetic deter-
minants, which may be polymorphisms, mutations, or defective
genes. It is believed that, to express the disease or the trait, an indi-
vidual must have a certain number of these genetic components.
This may give rise to genetic subgroups among cases. Such
subgrouping may result from “locus heterogeneity,” with the vari-
ous polymorphisms located at different sites around the genome.
Alzheimer’s disease provides a good example of “locus heteroge-
neity,” as the Mendelian subgroups of the disease have been shown
to be linked to point mutations in the Amyloid Precursor Protein
gene, the Presenilin 1 gene, or the Presenilin 2 gene. Subgrouping
may also result from “allelic heterogeneity,” in which multiple
mutations at the same locus segregate in different populations.
Alzheimer’s disease also provides a good example of “allelic het-
erogeneity,” as several different mutations have been identified in
the Presinilin 1 gene. Allelic heterogeneity may generate situations
in which various alleles are associated with the disease in different
populations, rather than the existence of a single, very specific allele.
In such situations, only haplotype analysis is likely to detect the
association, and several haplotypes have a higher frequency among
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cases than controls, because each of these haplotypes may represent
the “signature pattern” of alleles surrounding a locus that harbors a
disease allele (29). Haplotype analysis is also a powerful tool if the
polymorphisms under study display only weak or moderate linkage
disequilibrium with the unknown functional variant.

4.4. The Role of Chance

A difference may also be observed between patients and controls
because of chance. A major disadvantage of the candidate gene
approach in psychiatry is that all genes expressed in the brain are
potential candidates. Indeed, too little is currently known about the
biology of psychiatric diseases for strong candidate genes to be pro-
posed. In addition, very little is known about DNA polymorphisms
in these candidate genes that may confer functional differences.
Therefore, it is important to note that polymorphisms in exons,
resulting in amino acid changes, are not the only sequences of inter-
est. Non-coding regions may also influence the level of expression
of an unchanged protein (promoter) or a modified protein (intron,
alternative splicing). The testing of several polymorphisms in a
given population increases the risk of chance positive findings.

4.5. Multiple Testing: To Correct or Not to Correct?

Both the testing of several polymorphisms and subgroup analy-
ses increase the number of tests performed in a given population.
Correction for multiple testing (lowering the level of significance)
has been recommended to reduce the risk of false-positive findings
(type I errors). Unfortunately, reducing type I errors increases the
risk of allowing an existing association to go undetected (type II
errors). For exploratory analyses, it is preferable to adopt a policy
of non-adjustment for multiple testing, using replication as a confir-
matory criterion (34). The risks associated with exploring hypoth-
eses that may turn out to be wrong are less serious than those of
missing potentially important findings.
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5. Transmission/Disequilibrium Test (TDT)
vs Case-Control Design

The case-control design has long been criticized because of its
lack of reproducibility, which is believed to be a result of the high
risk of chance findings, bias, and confounding. TDT has been rec-
ommended as the method of choice, mainly because this study
design is less prone to false-positives arising from inadequate case-
control matching, which may occur with population stratification.
The other limitations of case-control studies described in this chap-
ter (the choice of candidate genes, the risk of false-positives result-
ing from multiple testing, the variable LD between the functional
variant and the polymorphism under study) also apply to the TDT
design. In particular, TDT studies do not overcome the problem of
ethnic differences in disease etiology or allelic association caused
by tight linkage. As much as possible, parent-offspring trios should
be drawn from an ethnically “homogeneous” population; if not,
power is lost in this study design. Thus, the selection of ethnically
heterogeneous populations increases the risk of false-positive find-
ings in case-control studies (particularly if cases and controls have
different ethnic backgrounds) and the risk of false-negative results
in TDT studies.

TDT studies also have a few limitations in addition to those that
apply to case-control studies. In this design, only probands with at
least one heterozygous parent can be included in the analysis. The
informativity of the genetic marker under study therefore depends
on allele frequencies. In addition, simulation studies have clearly
demonstrated that the total number of cases (not only those with at
least one heterozygous parent) needed to achieve a given level of
power is, in most situations, smaller for case-control studies than
for TDT studies (30). TDT analysis also requires the recruitment of
parents, which may be difficult or even impossible, as in late-onset
diseases.

Selection bias is very likely to occur when using trios, as patients
with two participating parents may differ from patients with no
participating parents. Indeed, case-control and trio designs may
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potentially include patients who differ in both the genetic and envi-
ronmental risk factors involved (summarized in Table 2).

Thus, traditional case-control studies remain a powerful and eas-
ily achieved alternative to TDT studies in some situations (30).

6. Conclusion

Several limitations plague the interpretation of positive or nega-
tive association results in psychiatry genetics. This chapter reviews
these limitations and proposes some methodological guidelines to
reduce the risk of false-positive and false-negative findings. The
usefulness of this strategy depends on the selection criteria used for
cases and controls, the selection of true candidate genes, the analy-
sis of LD with other nearby polymorphisms, haplotype construc-
tion, and ideally, measurement of the “genetic distance” between
cases and controls before the association test. With these method-
ological keys, case-control association studies remain a powerful
tool for detecting genetic vulnerability factors of moderate or small
effect, using the candidate gene strategy. Case-control studies
should also be considered as an exploratory tool for narrowing down
the region of interest after preliminary mapping of a gene by link-
age study. As psychiatric diseases are likely to be heterogeneous,
such studies may also help to narrow the phenotype of interest for
genetic studies by identifying the clinical characteristics of patients
who carry the vulnerability genotype (or allele).

Table 2
Selection Bias in Trio Studies
Undersampled:

Patients with late age of onset
Patients with one or two affected parents (if the disease is associated

with a high mortality rate [suicide, alcohol or drug use, personality
characteristics influencing risk-taking behavior])

Parents of advanced age at the patient’s birth
In cases in which the disease is associated with a gender difference

in fertility, patients with the low-fertility gender-affected parent
will be undersampled
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Searching for Alternative Phenotypes
in Psychiatric Genetics

Marion Leboyer

1. Introduction

Ten years ago, Tsuang et al. (1) stated that “psychiatric genetics
had reached a point where the sophistication of available experi-
mental tools such as molecular genetics technologies and statistical
procedures has surpassed the ability to describe relevant pheno-
types.” Indeed, the early enthusiasm about the role that molecular
genetics would play in our understanding of mental disorders was
tempered in the late 1980s by the failure to reproduce the previously
observed linkage between bipolar affective disorder and schizophre-
nia (2,3). This may be partly attributed to the obstacles that ham-
pered efforts to identify the genes responsible for a particular
complex disorder, including unknown mode of inheritance, genetic
heterogeneity, phenocopies, incomplete penetrance, and variable
expressivity (4,5). However, an even larger obstacle for the identifi-
cation of the genes underlying genetic vulnerability of psychiatric
disorders is our inability to define the heritable phenotype. Although
reliable diagnostic criteria and structured psychiatric interviews
have been used to identify probands, little is known about their
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genetic validity. Within apparently affected subjects, various types
of phenotypic misclassification reduce the power of linkage studies
because of phenocopies or genetic heterogeneity. Furthermore, our
inability to identify non-affected subjects carrying vulnerable genes
from a population of apparently unaffected subjects or controls, as a
result of incomplete penetrance, also reduces the power of associa-
tion studies. The failure to identify genetic susceptibility loci in psy-
chiatric disorders may thus be partly responsible for inadequate
phenotypic definition.

This chapter describes how phenotypic uncertainties contribute
to the current difficulties in psychiatry genetics and describes how
alternative strategies may prove useful for identifying phenotypes
that are more suitable for genetic studies on psychiatric disorders.

2. Different Levels of Phenotypic Uncertainties

In the absence of external validators, psychiatrists must rely on
clinical symptoms and diagnostic schemes that—although highly
reliable—have no proven biological validity. Standard diagnostic
criteria and structured psychiatric interviews are currently used in
linkage studies of psychiatric disorders (6). This approach is based
on the demonstrated inter-rater reliability of the assessment proce-
dures (7). However, reliability does not ensure that a measure is a
valid indication of a clinical construct. Furthermore, Kendler (8)
emphasized that giving priority to reliability in the evaluation of a
psychiatric disorder might decrease the concurrent validity. Thus, it
is not known whether the current definitions of clinical syndromes
that are considered to be phenotypes in linkage and association stud-
ies accurately identify the underlying genetic substrate.

What are the different levels of phenotypic uncertainty in affected
subjects? First, various classification systems may have different
stringencies for measuring clinical entities. However, little is known
about how to choose the diagnostic system that best describes the
most “familial” form of the illness. Secondly, clinical, etiological,
and genetic heterogeneity, and phenocopies are thus far impossible
to take into account by any of the diagnostic classification criteria.
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For example, within each diagnostic category, there may be varia-
tion in age at onset, symptom patterns, comorbidity, familial risk,
response to treatment, course, and outcome. Third, family studies of
schizophrenic probands have revealed that the familial/genetic aspects
of schizophrenia are more apparent when the affected status is wid-
ened to include sub-syndromal variants, such as schizophrenia-like
personality disorders (schizotypal, paranoid, and schizoid personal-
ity disorders), leading to the definition of spectrum disorders. How-
ever, broadening the definition of affected status may increase the
risk of false-positives, and we have no valid indicators of precisely
how to define the threshold between affected and non-affected indi-
viduals within the several diagnoses described under the term “spec-
trum of schizophrenia or affective disorders.”

In addition, within unaffected subjects, the criteria currently used
cannot distinguish between unaffected subjects who carry predis-
posing loci, and unaffected subjects who are non-carriers. This type
of misclassification error may be caused by incomplete penetrance,
as shown by the fact that the risk of developing schizophrenia is the
same for the offsprings of affected or non-affected monozygotic
co-twins (9). These classification errors in patients and controls can
also reduce the power of association studies.

Altogether, the various types of phenotypic misclassification,
resulting from invalid diagnostic criteria and etiological heteroge-
neity among affected and unaffected subjects reduces the power of
the analytical approach. Labeling family members as “unaffected”
when they are in fact affected can reduce the apparent penetrance.
Thus, a larger sample size is required to obtain meaningful results.
Labeling family members as “affected” when they are in fact unaf-
fected can also mask the presence of linkage because it appears that
there is a recombination when in fact there is none. This makes it
more difficult to detect linkage, and almost impossible to localize
specific susceptibility genes.

Several strategies are currently being considered in order to
bridge the gap between susceptible genotypes and psychiatric disor-
ders. The goal of these methods is to elucidate psychiatric disorders
by identifying basic phenotypes for which a more homogeneous
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etiology may be expected. Such characteristics may thus be more
suited to genetic analysis. Here we describe two complementary
strategies that have focused either on describing affected subjects
looking for “candidate symptom” or looking for “endophenotypes,”
i.e., vulnerability traits in unaffected relatives of affected individu-
als (10).

3. Candidate Symptom Approach

The candidate symptom approach aims to identify, among affec-
ted subjects, narrow clinical characteristics and/or homogeneous
subgroups of the illness, which are probably associated with a dis-
ease genotype and show a simpler pattern of inheritance. This strat-
egy assumes that clinical heterogeneity reflects etiological
heterogeneity.

Specifically, a candidate symptom, also defined as a diagnostic
phenotypic indicator (1), should fulfill the following criteria: it
should show good concordance rates among affected monozygotic
twins and should be correlated in pairs of affected siblings, and it
should help us to identify a subform of the illness, characterized by
a specific clinical pattern, high familial risk, and/or a specific thera-
peutic response. It should also follow a particular mode of inheritance
and be validated by association or linkage with a candidate gene.

The extent to which restriction of the phenotype redefinition sim-
plifies the task of genetic mapping can be measured by the resulting
increase in the relative risk (defined by the risk for a relative of a
patient divided by the risk in the general population) (5,11).

Narrowing the definition of the phenotype using clinical charac-
teristics such as age at onset, family history, severity, and associ-
ated symptoms has already proven useful in several complex
somatic diseases. Severity has been successfully used in several
cases. For example, when the study of colon cancer was restricted
to cases with extreme polyposis, transmission followed a simple auto-
somal pattern and facilitated positional cloning of the APC gene (12).

The study of associated symptoms and comorbid conditions has
also proved to be helpful in the identification of subgroups. For
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example, in the study of hypertension, it is possible to increase the
relative risk by focusing on cases with combined hypertension and
hyperlipidemia (13). The D allele of the gene encoding the angio-
tensin-converting enzyme (ACE) is a potent risk factor for coronary
heart disease in patients with low body-mass index and without
hypercholesterolemia (14).

Increased familial risk can also aid in the identification of further
genetic subgroups. Hereditary nonpolyposis colon cancer was
genetically mapped by limiting the study of families to those with at
least two affected relatives (15). In Alzheimer’s disease, point muta-
tions in the genes encoding the amyloid protein precursor (Ch 21),
pro-insulin 1 (Ch 14) and pro-insulin 2 (Ch 1) were only identified
after the recognition of early-onset familial cases, showing autoso-
mal dominant pattern of inheritance (16). Furthermore, subdivision
according to age at onset and mode of inheritance has been particu-
larly useful for clarifying genetic heterogeneity in Alzheimer’s dis-
ease-like dementia. The amyloid precursor protein was not initially
believed to be a susceptibility locus because it was incorrectly
assumed that all cases of familial Alzheimer’s disease are caused by
the same gene. Direct sequence analysis of the amyloid precursor
protein gene revealed mutations at this locus on chromosome 21q
that segregate with the disease in pedigrees of Alzheimer’s cases
with onset prior to 60 yr. Other loci are also involved, and include
most of the early-onset autosomal dominant forms of Alzheimer’s
disease that are linked to a defective gene on chromosome 14q (17)
and the late-onset sporadic forms that are associated with the
apolipoprotein E type 4 allele on chromosome 19 (18).

Age at onset, clinical dimensions, severity, and family history
may also help us to further identify homogeneous subtypes in psy-
chiatry. Early onset is associated with increased familial risk of
schizophrenia (19), bipolar affective disorder (20), major depres-
sive disorder (21), and obsessive-compulsive disorder (OCD) (22).
Furthermore, early-onset bipolar patients share a particularly severe
clinical pattern with psychotic features or comorbid panic disorder,
which further supports the existence of a subgroup of bipolar
patients (23). The age at onset of schizophrenia appears to be heavily



150 Leboyer

influenced by familial factors, since the correlation between age at
onset in affected pairs of siblings ranges from 0.2 to 0.4 (24,25) and
that of monozygotic twins ranges from 0.5 to 0.8 (24). Similarly, in
bipolar disorder, there is a significant correlation for age at onset in
affected siblings (25). Furthermore, the decrease in age at onset of
schizophrenia in successive generations appears to be consistent
with the phenomenon of genetic anticipation (27).

The occurrence of a constellation of specific symptoms may also
help us to identify a subgroup of schizophrenia that is probably etio-
logically homogeneous. For example, promising data have been
obtained when the clinical emphasis was shifted to the investigation
of core manifestations of schizophrenia, such as anhedonia, blunted
affect, poverty of speech, lack of a sense of purpose, and dimin-
ished social drive, which are considered to be enduring symptoms
(28). Carpenter demonstrated that primary deficit syndrome consti-
tutes a homogeneous subgroup that may share common vulnerabil-
ity factors (29). Similarly, schizophrenic patients with periodic
catatonia constitute a homogeneous subgroup with a high familial
risk of psychosis (26.9% of first degree-relatives) and a significant
pattern of anticipation (30). Cluster analysis helped to identify a
subgroup of OCD with high family risk (31). OCD individuals who
are aggressive, have sexual obsessions, and are obsessive about
checking, symmetry, and exactness are more likely to have a posi-
tive family history of OCD than individuals with OCD character-
ized by contamination and compulsions. Thus, a clinical
constellation of symptoms may help the identification of familial
forms that can be selected for linkage studies.

To our knowledge, very few linkage studies using such candidate
symptom have been performed. One such study was carried out in
dyslexia. Two distinct reading-related phenotypes (phonological
awareness and single-word reading) were found to be linked to chro-
mosomes 6 and 15 (32). In contrast, exploratory studies found an
association between candidate genes and subgroups of patients who
were defined according to candidate symptoms. In manic-depres-
sive disorder, polymorphisms at the apolipoprotein E gene have
been found to be associated with the early onset sub-group (33) and
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HUMTH01 polymorphisms of the tyrosine hydroxylase gene with
the late onset (34). Several lines of evidence suggest that candidate
genes are implicated in serotonergic neurotransmission and suicidal
behavior. In order to help resolve the discrepancies among studies
reporting a positive association result between bipolar disorder and
the gene encoding tryptophan hydroxylase (TPH) (35), it was sub-
sequently discovered that bipolar patients carrying the vulnerable
TPH genotype were those who exhibited  violent suicidal behavior
(36). This observation was then confirmed in a population of sui-
cidal patients, regardless of the primary psychiatric diagnosis (37).
Similarly, transnosographical observations of an association
between suicidal behavior and the serotonin transporter was dem-
onstrated despite the psychiatric diagnosis, thus reinforcing the
interest for a dimensional phenotype (38,39).

The response and adverse reactions to drugs have already been
the focus of association studies, particularly in schizophrenia.
Although the results remain highly controversial, the polymorphism
of the dopamine D3 receptor has been shown to be associated with
the development of tardive dyskinesia (TD) (40). Polymorphisms
of the D4 receptor have also been reported to be associated to a
favorable response to typical neuroleptic agents but not clozapine
(41). Similar results were obtained for 5HT2-receptor polymor-
phisms (42).

These data are still preliminary and must be interpreted with
caution. Nevertheless, prospective studies using such potential can-
didates are worth considering.

4. Endophenotypes

The endophenotype symptom approach aims to identify subtle
clinical and biological differences in unaffected relatives of psychi-
atric patients. These subclinical traits, or endophenotypes, are neu-
ropsychological, electrophysiological, biochemical, or other related
variables that may help to unravel the various components of the
genetic predisposition to a disorder. To be considered as a marker
trait, it must be possible to measure an endophenotype in an objec-
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tive and cost-effective manner in clinically unaffected relatives of
patients, before the onset of illness. The endophenotype should
therefore run in families and be associated with an increased risk of
clinical illness.

The endophenotype approach emphasizes the need to use broader
phenotypic approaches than the classical clinical distinction
between affected and unaffected subjects. An endophenotype may
be one variant of a disease genotype that has pleiotropic effects.
Alternatively, it may be one of the several entities that contribute to
the disease, but that is not required or sufficient for the disease out-
come. In this case, an endophenotype may be valuable for identify-
ing common alleles with non-specific and moderate effects on
disease risk because psychiatric disorders are probably the conse-
quence of the interaction of several vulnerability factors—each with
good genetic validity but not necessarily disease-specific.

If such an endophenotype is a vulnerability trait for the illness,
the identification of the genes that are important for the expression
of this endophenotype will also identify genes that increase the sus-
ceptibility for the illness. The possibility that the endophenotype is
associated with the illness should not be rejected because the respon-
sible gene is in linkage disequilibrium (LD) with the disease gene(s).
Thus, an endophenotype may help to identify a candidate region for
the location of the illness susceptibility loci.

There are several examples of somatic diseases for which
“endophenotypic” levels helped to define the genetic basis of the
illness in molecular terms. For example, the mode of inheritance of
idiopathic hemochromatosis was unknown until serum iron concen-
tration was selected as a biological indicator of intrinsic predisposi-
tion to the disease. The inclusion of serum iron in the analysis
revealed a link with the HLA-A locus (43). Epilepsy provides a good
model for genetic studies of complex diseases. Epilepsy is a com-
mon disease for which the difficulties of nosology and phenotypic
definition are similar to the difficulties encountered in psychiatric
diseases. Scientists focusing on the families of patients with a juve-
nile myoclonic form of epilepsy chose a subclinical trait (abnormal
electroencephalogram [EEG]) as an endophenotype in unaffected
relatives and identified a positive linkage to chromosome 6 (44).
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In adult psychiatry, schizophrenia is the most widely studied psy-
chiatric disorder for the identification of potential endophenotypes.
The first step of endophenotype identification involves the observa-
tion of group differences between relatives of schizophrenic patients
and controls for many variables, such as eye-tracking dysfunction
(45,46), attentional impairment (47,48), working memory (49), neu-
ropsychological impairments (50,51), and auditory-evoked poten-
tials (52,53). However, as demonstrated by epidemiological genetic
studies (54), variables that significantly differ between relatives of
patients and normal subjects do not necessarily constitute good
potential endophenotypes: as for candidate symptoms, the extent to
which an endophenotype will improve the power of the linkage
study depends on its relative risk (5). For example, a high relative
risk for impaired attention has been reported among parents and
siblings of patients with schizophrenia (55,56). Linkage and/or
association results are necessary to validate this approach. So far,
this alternative phenotypic strategy has yielded positive linkage
results with two different endophenotypes: eye-tracking (57) and
measurements of P50-evoked potential (58).

To date, linkage analysis has only found one endophenotype, sen-
sory gating dysfunction, which is a specific candidate mechanism
for neuronal dysfunction in schizophrenia (53,59). When used as
the affected phenotype, sensory gating inhibition (P50 deficit) was
found to be linked with the α7-nicotinic receptor gene on the
15q14chromosome, a region that is known to be linked to schizo-
phrenia. Similarly, there are several lines of evidence showing that
eye movement dysfunction (EMD) potentially constitutes a good
endophenotype for schizophrenia (46). Whereas 51–85% of schizo-
phrenic patients exhibit EMDs, a higher prevalence is observed in
non-affected relatives of schizophrenics (45%) than in the general
population (8%) (60). In 1988, Holzman (61) suggested that in the
offspring of monozygotic and dizygotic twins who were discordant
for schizophrenia, a single autosomal dominant gene could account
for EMDs and schizophrenia. It was only in 1996 that eye-tracking
dysfunction was used as an endophenotype in a linkage analysis
(57). EMDs were found to map to a locus on chromosome 6 situated
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near regions that were previously highlighted in several linkage
studies of schizophrenia. Although these preliminary data require
replication in a larger sample, these results provide encouraging
support for shifting the genetic analysis of psychiatric disorders to
refined phenotypes, which should have a better diagnostic accuracy.

To overcome the absence of clear-cut boundaries within the spec-
trum of a categorical disorder and between affected and unaffected
individuals, qualitative traits have been used to increase the power
of linkage studies (1,11) The extent to which a quantitative pheno-
type increases the power of a categorical phenotype is illustrated by
a recent linkage study (62). Schizophrenic families and sib-pairs
were assessed by both diagnostic categories and quantitative-trait
measures of positive and negative symptoms. Both parametric and
sib-pair analysis failed to produce significant evidence of linkage
with categorical disease definitions; however, they found signifi-
cant evidence of linkage of positive symptom score to chromosome
6p. Similarly, a quantitative linkage analysis was carried out using a
P300 event-related brain potential (ERP) as an endophenotype to
identify individuals who were at genetic risk for alcoholism (63).
An oddball paradigm showed that P300 is classically related to the
post-perceptual updating of short-term working memory traces of
expected environmental stimuli (64). The analysis revealed signifi-
cant linkage on chromosomes 2 and 6, which suggests that candi-
date loci underlie a functional neuroelectric activity. Interestingly,
in schizophrenic patients and their unaffected relatives (65) and in
bipolar patients and their relatives (66), reduced P300 amplitude
and increased latency were found during an oddball paradigm. Thus,
using ERP abnormalities as endophenotypes may reveal transnoso-
graphical vulnerability factors.

In child psychiatry, Folstein and Rutter (67) have shown that the
concordance rate for certain cognitive and language disorders was
82% among monozygotic autistic twins and 10% among dizygotic
twins. This suggests that the familial aggregation of a broader range
of cognitive disorders should be investigated to better define the
phenotype in autism. More recent studies on the relatives of autistic
children have revealed that certain cognitive, social, language, and
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biochemical peculiarities may represent the variable expression of a
gene related to autism (68–70).

5. Conclusion

Reshaping phenotypic definitions may stimulate the emergence
of a different model for psychiatric disorders. It is tempting to con-
sider classical psychiatric illnesses as multidimensional illnesses in
which several discrete phenotypes, each with a simple genetic
mechanism, interact. It is also conceivable that some of those nar-
row phenotypes are common to different nosographical entities.
These transnosographical components may interact and result in a
spectrum of diseases. For example, a growing body of data have
shown that serotonin neurotransmission (71) and serotonergic mark-
ers are associated with suicidal behavior regardless of the psychiat-
ric disorder. Considering that traditional psychiatric diagnoses are
not unitary entities, but instead are the consequence of several inter-
acting traits, the approach outlined here may also lead to the reshap-
ing of our definition of validity criteria in clinical psychiatry.
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Intermediate Cognitive Phenotypes
Associated with Schizophrenia

Michael F. Egan and Terry E. Goldberg

1. Introduction

The search for intermediate phenotypes to inform genetic studies
of psychiatric disorders is never as productive and exciting as in
neuropsychological studies, particularly those of schizophrenia. A
variety of cognitive impairments are frequently seen in patients with
schizophrenia, and appear to be core features of this illness. In con-
trast, cognitive impairments seen in other psychiatric disorders, such
as depression and mania, are state-related and may not be essential
to these disorders (1). In studies of patients with schizophrenia, cog-
nitive impairments do not appear to be caused simply by secondary
factors associated with severe mental illness, such as poor coopera-
tion or medications. They are present from an early stage of the ill-
ness and are stable over time, suggesting trait-like properties.
Furthermore, emerging data suggest, but have not proven, that dif-
ferent profiles of impairment may be present in subgroups of
patients. Another feature that makes these cognitive measures
attractive targets for genetic studies is that they are closely related
to clinical and functional outcome. Thus, the genes underlying cog-
nitive phenotypes may be the most relevant to improving the quality
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of patients’ lives. Three domains of cognition are generally affected,
including working memory/executive function, verbal/declarative
memory, and attention.

Data from family studies of schizophrenia have created an increas-
ingly compelling case for the use of such cognitive measures as
intermediate phenotypes. Data from studies of parents, siblings, off-
spring, and twins have found cognitive deficits similar to—although
less severe than—those seen in patients. Furthermore, the correla-
tion between different types of impairments is very low, suggesting
that they represent several independent phenotypes. This chapter
reviews the nature of cognitive deficits associated with schizophre-
nia and focuses on data from family studies.

2. Cognitive Impairments in Schizophrenia

Only within the last 15 yr has it come to be appreciated that an
important component of schizophrenia reliably involves compro-
mises in various important facets of cognition. Early work in the
field concentrated on reductions in intelligence and slowness in reaction
time. More recently, the focus has shifted to other cognitive domains,
including working memory, episodic memory, attention, and cer-
tain types of linguistic processing. In addition, studies have sought
to more clearly define the onset and course of neuropsychological
impairments. In general, the data suggest that subtle attenuations in
cognitive function are apparent well before illness onset (in addi-
tion to delays in attaining developmental milestones) in patients-to-
be. Marked reductions in at least several critical cognitive domains
then occur over a 3–5-yr period beginning with the illness’s prodro-
mal period and extending beyond the appearance of overt clinical
symptomatology. This is followed by a long period of stasis in
which impairments, although evident, do not show progressive
decline (at least not until late life) (2).

During the initial investigations of cognitive impairments in
schizophrenia, it was critical to assess whether impairments were
caused by secondary factors such as lack of cooperation, psychotic
symptoms, or medications. The notion that cognitive impairments
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are not the result of interference from symptoms has been supported
by several studies showing a very low correlation between positive
symptoms such as delusions or hallucinations with a degree of cog-
nitive impairment (3). On the other hand, some negative symptoms
are correlated with performance on prefrontal tasks, and disorgani-
zation is correlated with some attentional measures, such as Stroop
performance and semantic processing measures (e.g., priming).
However, negative symptoms do not produce a global impairment
in all tests, and they do not prevent patients from cooperating,
engaging, and performing well, at least with regard to some tasks.
The associations between these symptoms and cognitive impair-
ments are specific, suggesting a relationship based on underlying
neurobiological deficits.

Cognitive impairments are also not related to duration of illness
or medications. Prospective studies of patients at the onset of their
illness, before treatment with medications, clearly show cognitive
impairment similar to chronic patients (4). Furthermore, cross-sec-
tional studies including subjects from all age groups, do not show
increasing severity with increasing duration of illness (5,6). Regard-
ing the effects of medications, a number of studies have shown that
cognitive impairments are not markedly altered by treatment with
either typical or atypical neuroleptics, even when negative symp-
toms are improved (7). Finally, Heaton has shown that cognitive
impairments in schizophrenia are remarkably stable over periods of
years (8). As such, test–retest reliability in such broad domains as
memory, attention, language, visual-spatial ability, and abstraction/
executive function were uniformly high and showed much less vari-
ability than symptoms. Overall, these data strongly suggest that, in
contrast to symptoms, which may be state characteristics, cognitive
impairments are trait-like, enduring features of this illness and are
not, for the most part, simply artifacts related to nonspecific illness
effects.

A second critical issue, which continues to be vexing, is whether
schizophrenic cognitive impairment can be characterized by differ-
ential deficits in specific cognitive domains or whether it is general-
ized. This issue is particularly important, as discussed here,
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regarding whether these impairments reflect one or several pheno-
types useful for genetic studies. The argument that patients exhibit
a generalized deficit has been made on psychometric grounds with
the use of carefully selected tests (9) and by way of large normative
databases for the Halstead-Reitan battery (10). These studies show
that patients do equally poorly on tests of essentially all cognitive
domains when these tests are standardized for degree of difficulty
and ceiling or floor effects are removed. However, based on careful
clinical analysis of tests with well-established brain-behavior rela-
tions, it is possible to come to a different conclusion using either a
case study format (11) or double dissociation methodology,
whereby schizophrenia is compared with other neuropsychiatric
conditions (12). These studies have shown, for example, that
patients with schizophrenia have a different pattern of cognitive
impairment compared to patients with Alzheimer’s disease,
Huntington’s disease, temporal lobe epilepsy, and affective disor-
ders (13). Thus, impairments may not be diffuse but appear to affect
several specific cognitive domains referable to prefrontal and mesial
limbic regions. These results also suggest that patients perform rela-
tively well on many cognitive domains referable to other neural sys-
tems, including those involving remote memory, procedural
learning, and most elemental forms of sensory processing.

Studies of large groups of patients are beginning to emerge, and
indicate that schizophrenia may represent a heterogeneous group,
with a minority showing a diffuse pattern of impairment and others
showing a modal relatively circumscribed pattern (14). These results
are not subject to criticisms about test difficulty level (i.e., patients
simply doing worse on more difficult tasks) and dispersion of test
scores, considering that they derive from subgroups obtained from
a single large sample. Some researchers have also argued that a
small subgroup of patients are cognitively intact, and indeed there
is a great deal of variance in the severity of impairment. However,
data from discordant MZ twins found that even patients who per-
form in the normal range are impaired relative to where they would
have been if not ill, suggesting that cognitive impairment may be a
universal feature of the illness (15,16). In a broader context, it seems
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likely that schizophrenia involves dysfunction in multiple “nodes”
of at least several distributed cognitive systems. Regardless of this
debate, even if patients as a group show generalized intellectual
deficits, this still does not mean that intellectual decline is a unitary
problem. The critical issue for genetic studies is whether specific
cognitive measures are related to genetic risk for schizophrenia, and
whether genes related to these cognitive domains increase the risk
of schizophrenia.

One attractive feature of cognitive impairments as intermediate
phenotypes is that they have been linked to social and vocational
disabilities. This suggests that genes associated with impaired cog-
nition may also account for some of the variance in functional out-
come. Strong concurrent relations between global level functioning
and intelligence and other specific neurocognitive tests have been
repeatedly found in both twin studies and studies of schizophrenic
singletons (17–19). In several meta-analyses, Green convincingly
demonstrated that short- and long-term memory accounts for about
30–40% of the variance in a variety of specific functional domains
and that executive and attentional impairments account for about
20% of functional outcome (18,19). Global or summary indicators
of cognitive function exhibited even stronger relationships with out-
come. Rather surprisingly, positive psychotic symptoms showed
relatively weak relationships with outcome. Negative symptoms
showed relatively strong relationships, possibly because of their
overlap with cognitive impairments.

Although many questions remain about the meaning and prog-
nostic utility of cognitive deficits, several cognitive tests have been
increasingly used to explore the neurobiology of schizophrenia.
Foremost among these are working memory/executive function
tasks, which have been particularly useful in examining prefrontal
function (see refs. 20–29). Deficits in verbal/declarative memory,
as well as structural neuroimaging and postmortem findings, have
also pointed to the mesial temporal lobe as a likely area of involve-
ment and these tasks are increasingly being employed in clinical
studies (30). Although such studies have not proven that cognitive
deficits are critical to the pathophysiology of schizophrenia, at the
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very least they strongly support the notion that such impairments
are related to some alterations in biology, which in turn distinguish
patients from other groups. Therefore, it seems increasingly evident
that cognitive deficits are relevant to the biology of the illness. A
more detailed description of the specific cognitive domains that are
classically impaired in patients and how they are tested is described
here.

2.1. Working Memory and Executive Function

Patients with schizophrenia may exhibit a wide range of working
memory (WM) difficulties often involving numerous components
of this cognitive system. Working memory/executive function,
sometimes referred to as short-term memory, is a cognitive function
whereby information is stored briefly (e.g., remembering a friend’s
phone number retrieved from the operator) and, if necessary,
manipulated in some fashion (e.g., updating the city the friend now
lives in). Simple and veridical recall of short sequences of letters
and numbers is typically impaired in patients, and furthermore may
be susceptible to both interference of a secondary task doing
arithmatic operations on a check in “one’s head” while figuring a
restaurant bill, and longer periods of “delay” (in the Brown-Peterson
test). Patients also have difficulty doing tasks that  involve simulta-
neous storage and manipulation of material, as in the letter-number-
span task in which random sequences of numbers and letters must
be remembered over a short period and ordered (numerically and
alphabetically). Interestingly, recent work has indicated that
patients’ impairments on tasks like this are not caused by qualita-
tive abnormalities in sequencing, or in intrusion of responses, but
rather are the result of capacity limitations on memory-set sizes and/
or in the ability to sustain information over delays—two of the most
basic aspects of any model of WM.

Other tests of WM have also been examined. These are generally
called “executive” when a task requires recombination of existing
knowledge in the service of a decision, shifting of various mental
sets, planning and systematically monitoring responses, or use of
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encoding strategies for future episodic memory recall. Two widely
used executive tests that involve set shifting are the Wisconsin Card
Sort Test (WCST) and the CANTAB Intra-Dimensional/Extra-
Dimensional Set Shifting Test (ID/ED). Patients generally exhibit
deficits on the WCST, in which they are asked to match a specific
card to one of several target cards and receive feedback on their
accuracy. A correct match can be made based on one of several
“dimensions,” such as color, number, or shape. The correct dimen-
sion is changed by the examiner, and the subject is expected to shift
strategy on the basis of feedback. Patients characteristically
perseverate on one dimension, even when they are told they need to
shift and given explicit instructions to do so, similar to patients with
prefrontal cortical brain damage. On the ID/ED task, patients have
similar difficulty with shifting sets. In this more elaborate task, there
are different types of dimensional shifts, including “intra-dimen-
sional” (e.g., switching to a new exemplar of a specific constella-
tion of lines) and “extra-dimensional” (e.g., responding to a
previously irrelevant dimension that had been introduced earlier in
the test, such as switching from lines to shapes) (31).

2.2. Episodic Memory

Memory is often considered to be the most severely impaired
function in schizophrenia (4). The type of memory examined is usu-
ally called episodic memory, and it involves the acquisition of new
representations of visual or verbal material that is language-based,
object-based, or spatially based (i.e., lists of words, things, or maps).
This type of memory is believed to involve several stages including
encoding (constructing a memory trace with a spatiotemporal con-
text), storage (consolidating a trace over time), and retrieval
(accessing the trace). A number of studies have consistently found
that schizophrenic patients perform worse than normals on a variety
in memory paradigms; however, attempts to further dissect abnor-
malities at specific stages of memory as would be evidenced by
group X manipulation interactions, have failed (32,33). For
example, Paul et al. (34) examined the effects of deep and shallow
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encoding on patients and normals. They found that both groups per-
formed better and to an equivalent degree on memory for words that
have been deeply encoded (i.e., “Is this entity living or nonliving?”)
as opposed to shallow encoding (“Does this word contain the letter
A?”). Similarly, Elvevaag et al. (35) found that patients were not
more susceptible to various types of tests that produce interference
in episodic memory during the retrieval phase. This was examined
using “paired associates” in which members of a pair of words are
first learned and then “shuffled” so that the words are re-paired with
different words from the same initial list of pairs. Patients and con-
trols showed similar declines in performance. Finally, Elvevag and
Goldberg (unpublished data) also looked at the capacity of patients
to produce false memories in the context of semantic lures during
encoding, a second type of interference. Patients made similar num-
bers of errors in comparison to normals once the overall degree of
recall was controlled. Thus, patients with schizophrenia have a glo-
bal impairment in episodic memory (i.e., overall performance was
impaired on these tests), although the mechanism for this is unclear.
It is also unclear whether subgroups of patients (and families) may
be differentially affected at different stages of this memory system.

2.3. Attention

Attention, focusing “awareness” on a specific target and respond-
ing appropriately, is often measured in schizophrenia using the Con-
tinuous Performance Test (CPT). This test, which has several
versions, requires a subject to attend to a series of letters or numbers
and respond in some way (e.g., push a button) when a “target”
appears. Using single digits (1 though 9) with one target number
(e.g., “9”) is very easy for most subjects, and ceiling effects reduce
variance. Variations on the basic CPT make the task more difficult,
but at the expense of involving additional computational demands.
In the 1–9 version, for example, the subject only presses the
response button when a 1 precedes a 9 (see Table 1). Overall,
patients with schizophrenia perform about one standard deviation
from the mean, but a large percentage of patients perform in the
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normal range. This ceiling effect is reduced with harder CPT ver-
sions, including the “IP” and “degraded stimulus” CPT versions.

CPT tasks involve several computational demands including
rapid encoding of stimuli, being ready to respond (“response readi-
ness”) and stimulus-response mapping. CPT tasks require sustained
attention over time, typically 5–20 min. Performance in these tasks
does not decrease over time, as error rate is increased even early in
the test. Attempts to discern the stage at which patients with schizo-
phrenia perform poorly on indicate difficulty with rapidly encoding
briefly presented stimuli and coming to a decision when
interstimulus intervals are short and targets are rare. Furthermore,
complementary to this view, there is also evidence that this may
reflect, at least in part, a failure in executive function in cognitive
control of lower-level perceptual processes (36). In other words,
there my be a failure in biasing sensory and/or perceptual areas to
the target, so that signal-to-noise ratios leading to better
discriminability are far from optimal.

In contrast to CPT paradigms, other tests of attention that involve
covert orientation and shifts of attention have generally not revealed
qualitative impairments in schizophrenia. Tests of selective atten-
tion such as the Stroop test, in which an overlearned response or
prepotent response must be inhibited while a less salient aspect of
this stimulus must be attended to, have indicated that patients with
schizophrenia may be more susceptible to interference.

2.4. Other Cognitive Domains

Patients with schizophrenia have also been found to do poorly in
tests of other cognitive domains, including psychomotor speed,
reaction time, verbal fluency, and some specific aspects of semantic
processing. Some tests, like trail-making tests, seem to demand a
range of cognitive processing and the neuropsychological literature
clearly demonstrates that this task is performed poorly by subjects
with brain lesions in a variety of areas. Thus, impaired Trails B per-
formance is a nonspecific but sensitive indicator of brain damage.
However, although patients with prefrontal lesions do poorly on it,



172
E

gan and G
oldberg

Table 1
Description of Cognitive Tests Frequently Administared to Schizophrenic Individuals
and Their Relatives

Cognitive test Outcome measures Abbreviations Description

General intelligence
Weschsler Adult Intelligence WAIS, IQ Intelligence based on a composite of language,

Intelligence Scale quotient visual processing, and memory abilities
Wide-Range Standard score WRAT Putative measure of premorbid IQ in

Achievement Test schizophrenia

Working memory and executive function
Wisconsin Card 1) Perseverative WCST Cards are matched based on different dimensions

Sort Test errors, 1) PE —e.g., color, shape, and number
2) Categories 2) Cat

CANTAB Many CANTAB Odd shapes and figures matched based on dif-
intradimensional/ ID/ED ferent dimensions
extradimensional

N-Back Percent correct N back Series of numbers presented. Subject must recall
the number presented: 0, 1, 2, or 3 back from
the current number

Brown-Peterson task Number correct; Subject must remember 4 items for a 15-s delay
number of intrusions period. During this time, simple naming tasks

are performed

Declarative/verbal memory
California Verbal List Trials 1-5 SS CVLT Lists of words recalled at several time points,

Learning Test items in lists related in various ways
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Wechsler Memory Logical memory I, II WMS-R Memory for 1) a story 2) geometric  designs
Scale, revised Visual reproduc-

tions I and II

Attention
Continuous Performance d', a measure from CPT Multiple versions of task. Subject attends to

tests signal processing repetitive stimuli, such as numbers, and
theory responds only when specific numbers or

sequences appear
1–9 version d' Subject presses button when 9 follows 1 in a

series of numbers
1–9 version with d' In addition to the target stream of numbers,

distractors flanking distractors are presented
Degraded stimulus CPT d' DS CPT Similar to 1–9 version, except numbers are

visually degraded, and therefore difficult
to perceive

Identical pairs CPT d' IP CPT Similar to 1–9 version, except targets are
pairs of numbers that appear sequentially

Psychomotor speed
Trials A and B Time needed (in s) Subject connects spatially discrete printed num-

to complete task bers (A) or numbers alternating with letters (B)
Verbal ability/language
Verbal fluency Number correct Subject lists as many words as possible in 60 s

based on a prompt—e.g., “all words beginning
with the letter K,” or “animals in a zoo”
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this does not mean that the only reason that patients with schizo-
phrenia perform poorly is because of prefrontal deficits. Thus, im-
paired performance on such tasks could also possibly involve
deficits in other cognitive domains. Extensive descriptions of neu-
ropsychological deficits seen in schizophrenia are provided in sev-
eral recent publications (13,14).

3. Family Studies of Cognitive Impairment

Data suggesting that neuropsychological deficits seen in patients
are partly genetic are drawn from studies of family members, includ-
ing parents, siblings, offspring, and affected and unaffected
monozygotic (MZ) and dizygotic (DZ) twins. Because of the diffi-
culty in analyzing twin samples, most studies have examined single-
ton first-degree relatives. The first reports focused on attention, and
measures of other cognitive parameters soon followed. Method-
ological differences, such as which tests are used and ascertainment
biases, complicate comparisons of these studies. Furthermore, most
studies have examined only small samples, and often over-repre-
sent individuals with schizophrenia spectrum disorders. Some have
even mixed parents with siblings, which is problematic because of
age and generational differences. Nevertheless, the majority of stud-
ies show that first-degree relatives are impaired on several dimen-
sions of cognition and that their profile is similar to, although less
severe than, patients with schizophrenia (37,38). Furthermore,
shared variance between tests of different cognitive domains is
small, suggesting that several measures may be suitable for use as
intermediate phenotypes. Finally, although limited, some data indi-
cate that these familial traits are not wholly a result of the effects of
shared environment, but that genetic factors are likely to play a role.

3.1. Non-Twin First-Degree Relatives

The earliest reports describing cognitive deficits in relatives came
from “at risk” studies of children of schizophrenic mothers. This
represented an effort to find possible antecedents of schizophrenia.



Cognitive Phenotypes 175

Descriptions of behavioral abnormalities included, among other
things, impaired attention (39,40). Subsequent neuropsychological
studies used increasingly standardized tests of attention, the major-
ity of which were CPTs (41,42). These studies generally found that
“at risk” children performed poorly only on more difficult versions
of the CPT (e.g., see refs. 43–46). However, interpretation of “at
risk” studies, is confounded because these deficits could either be
antecedents of schizophrenia or secondary to environmental factors
(e.g., having a psychotic parent) unrelated to the risk for schizo-
phrenia. Studies of adult siblings, who have generally passed
through much of the age of risk, avoid these problems to some
degree. They have also reported impaired performance on the CPT
(41,42). As with at-risk children, these differences are seen more
often with difficult versions of the CPT (47,48). Results from stud-
ies using simpler versions—such as the “1–9” version (with or with-
out distractors) or with degraded stimuli—have been mixed, with
some findings of no overall differences (49), a trend for reduction
(50,51), or marked impairments (37,52–55). One problem with
interpreting results of the more difficult CPT tasks is that they inevi-
tably involve additional cognitive demands beyond attention. For
example, the IP version has a significant working memory load, and
the degraded stimulus CPT increases the demands for perceptual
processing. Regarding “pure attention” to the extent that it is a mea-
surable and unique cognitive process, it remains unclear to what
degree siblings are impaired. Overall, there may be at least a weak
effect, perhaps in a subgroup of unaffected siblings (49), and these
deficits are not simply antecedents of or secondary to psychiatric
illness.

Tests of other cognitive domains have been included in family
studies of schizophrenia and abnormalities similar to those seen in
patients have been observed. As with studies using the CPT,
comparisons are confounded by use of different tests, small sample
sizes, and selective recruitment of sibs with schizophrenia spectrum
disorders. Generally, most studies have included tests of working
memory/executive function, verbal memory, and psychomotor
speed. For example, Pogue-Geile et al. (56), in 40 non-schizo-
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phrenic sibs, and Franke et al. (45,57), in 33 healthy sibs, found
impaired performance on the WCST, Trails B, and verbal fluency
compared to a matched control groups (see ref. 48). On the other
hand, Scarone et al. (58) found no differences in WCST in 35 well
siblings compared to matched controls. Yurgelun-Todd and Kinney
(59) found lower scores on the WCST, but not Trails B, in a group
of 15 healthy sibs. Shedlack et al. (60) found essentially no differ-
ences between 14 well siblings from multiplex families and con-
trols on verbal memory (see ref. 61). In contrast, Cannon (37) found
impaired performance on a broad battery of tests including atten-
tion, working memory/executive function, and verbal memory in
16 non-schizophrenic siblings, 6 of 16 of whom had definite or
likely schizotypal personality disorder. Larger studies have more
consistently found differences. Keefe et al. (62), in a cohort of 54
nonpsychotic first-degree relatives (sibs and parents), found
impaired performance on Trails B and verbal fluency (both letter
and category), but not on the WCST. Faraone et al. (63) found
impairments in abstraction, verbal memory, and attention in a group
of 35 nonpsychotic first-degree relatives, and, similarly, Toomey et
al. (64) found impaired working memory (WCST) and verbal
memory in 54 first-degree well relatives. More recently, several
additional smaller studies have also found prefrontal cognitive defi-
cits in siblings (55,65). Laurent, in a study of 25 parents and 22
siblings, found several cognitive deficits in both sets of relatives,
but normal scores on the WCST (51). Egan et al., in a study of 193
siblings, found deficits on WCST, Trails B, and CVLT, whether or
not sibs with schizophrenia spectrum disorders were included (66).
Similarly, Goldberg et al. (67) found deficits in the N-back but not
in reaction time in well siblings from this same cohort, suggesting
that WM deficits were not secondary to upstream deficits in infor-
mation processing speed.

Despite inconsistencies, theses studies support several conclu-
sions. First, working memory/executive function is very likely
impaired in first-degree relatives. This has been demonstrated using
a variety of tests, most notably the WCST but also tests of verbal
fluency and the “N-back.” Second, tests of verbal or declarative
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memory also appear to be impaired; these abnormalities have been
demonstrated using tests such as the WMS-R and the CVLT. Third,
scores on the Trail-making tests are reduced, including A and B
versions, implicating volitional oculomotor scanning/psychomotor
speed. Finally, attention may be impaired, at least in a subgroup
of families, as evidenced by studies using various versions of the
CPT. In contrast, reduced IQ has generally not been found in first-
degree relatives, and covarying for IQ does not alter the results (see
refs. 62,63,66,68). Additional abnormalities have also been reported
on other tests (see ref. 69), but less consistently and only in small
numbers of studies (38). Overall, cognitive deficits in first-degree
family members are similar to—although less severe than—those
seen in patients with schizophrenia (37,66), and implicate the same
brain regions and cognitive domains. Furthermore, these deficits are
probably not secondary to psychiatric disorders, as they are present
even in otherwise psychiatrically healthy siblings (63). Thus, these
data suggest that at least part of the variance in these cognitive defi-
cits is familial.

If cognitive deficits are familial, a critical issue in the assessment
of their suitability for genetic studies is the strength of the genetic
effect (the genetic component of total phenotypic variance). Esti-
mating the genetic portion of variance requires data from several
types of relatives who share different degrees of genes and environ-
ment. Such data are lacking for cognitive phenotypes. Neverthe-
less, an upper limit of heritability can be derived from first-degree
relatives. The first study to address this issue for CPT performance
estimated heritability in 61 first-degree relatives using the ICC and
found h2 = 0.79 (70). This estimate, which was relatively large in
comparison to most cognitive measures in normal subjects (71), was
apparently estimated only in unaffected sib-pairs, and does not give
a clear picture of the heritability of impaired attention. Estimating
the relative risk for “impairment” is another approach that has been
hampered by the small size of most cohorts, ascertainment that is
typically biased toward those with schizophrenia spectrum disor-
ders (37,50,53,62) and control groups selected for the lack of a psy-
chiatric disorder—i.e., a “supranormal” control group that is not



178 Egan and Goldberg

representative of the general population (50,70). To the extent that
siblings with spectrum disorders may have more cognitive deficits,
the former overestimates impairs attention in the sib group and the
latter underestimates it in the control group. Several recent studies
of large cohorts of adult first-degree relatives and more representa-
tive controls have been conducted. An investigation of a Taiwanese
cohort (mixing parents and siblings, often of low educational level)
found high rates of impairment in first-degree relatives (n = 148)
compared to controls using the 1–9 version with degraded stimuli
(72). Relative risk, depending on the cutoff criteria, was elevated at
18–130, dramatically higher than the relative risk for schizophrenia
itself! In contrast, in a study of 193 siblings in a U.S cohort (49), no
overall group differences were seen compared to controls on the 1–9
version with distractor numbers. The latter study found that a sub-
group of only siblings of patients with low CPT scores had lower
scores than the control group and slightly increased relative risk.
Comparing the two studies, the marked differences in their estimates
of relative risk could be a result of a variety of factors, such as
ethnicity, recruitment biases, education, and type of relatives (par-
ent or sib) studied (49). With respect to other cognitive abnormali-
ties, Egan et al. reported increased relative risk ranging from 2.0 to
4.0 for WCST, Trails B, and verbal memory scores in their large
sibling cohort (see ref. 63). Relative risk values did not significantly
change when subjects with schizophrenia spectrum disorders were
excluded. These relative risk values are generally lower than those
seen for schizophrenia, which raises questions about their value in
genetic studies. On the other hand, confidence intervals are sub-
stantial, raising the possibility that true values are higher. Further-
more, the critical variable is genotypic relative risk for a specific
gene and phenotype. Thus, a gene could have a substantially greater
impact on CPT performance in patients, and thus be easier to detect,
compared to its effect on the risk for schizophrenia. Many questions
remain on the subject of relative risk for CPT, and  there is clearly a
need for additional data from large cohorts. Nevertheless, these
results support the notion that cognitive impairment has at least a
weak genetic component.
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3.2. Twin Studies

Data on cognitive performance have been published on two
cohorts of discordant twins. A caveat to interpreting these studies is
that they have a limited ability to estimate the genetic portion of
phenotypic variance for the entire population, because they focus
primarily on differences between discordant pairs. Finding that
unaffected MZ twins do not have an abnormality does not mean that
the abnormality is not genetic. For example, the lack of concor-
dance rate for schizophrenia itself (zero, by definition, for discor-
dant pairs) does not mean that schizophrenia is not genetic. The
reason for this is that such analyses exclude concordant pairs, which
make up 40–50% of such pairs in the general population. A biologi-
cal deficit seen in affected but not unaffected MZ twins could mean
either that the abnormality is caused by environmental factors or
that it is very closely linked to the illness, which itself is partly or
largely genetic. Such a phenotype could have genetic determinants
and penetrance characteristics very similar to the illness itself. Fur-
thermore, such phenotypes could be useful for genetic studies, but
would likely only add genetic information in subjects with the ill-

Table 2
Relative Risk

Relative risk, or λ, is an epidemiological term frequently used to estimate
the strength of a genetic effect. Relative risk is calculated as a ratio of the
risk to a relative divided by the risk to the general population. For schizo-
phrenia, since the prevalence in the general population is 1%, the follow-
ing are generally used (100):

Siblings (λs) = 10%/1% = 10
MZ twins (λmz) = 50%/1% = 50

The relative risk attributable to a specific genetic locus is the genotypic
relative risk, which determines the power of specific study designs to
detect  susceptibility alleles. Therefore, its ability to find genes of an inter-
mediate phenotype depends on its relative risk and its genetic architecture,
which is usually unknown.
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ness. A gene that encodes for visual hallucinations, for example,
would only be found in schizophrenic subjects who have visual hal-
lucinations, not in their own unaffected relatives nor in other
schizophrenics without visual hallucinations. The lack of hallucina-
tions in the unaffected MZ twin may be the result of incomplete
penetrance or interactions with unique environment.

In the first study of discordant twins, Goldberg et al. (16,17,73),
using a broad neuropsychological battery, found that unaffected MZ
twins have impaired performance on subtests of the WMS-R , with
trends for impairment on WCST PE and Trails A (p < .05) (17).
Interestingly, looking at concordance rates for impairment (1 S.D.
below control mean) on the WCST, 9 of 19 “unaffected” co-twins
of those affected twins with impaired WCST results also scored in
the impaired range. This 47% concordance rate for “impairment,”
although somewhat artificial, addresses more specifically the ques-
tion of whether co-twins of probands with a specific impairment
have abnormal function. It also avoids the trivial issue of whether
prefrontal cognition itself is heritable, which is not the critical ques-
tion. The fairly substantial rate of “impaired” WCST PE scores in
MZ co-twins who are discordant for diagnosis suggests that cogni-
tive phenotypes may have a higher penetrance than diagnosis.

A second, population-based study of 18 MZ pairs and 34 DZ dis-
cordant twin pairs examined the relationship between cognitive defi-
cits and genetic risk for schizophrenia, using canonical discrim-
inant analysis (74). This study used a different battery of tests, but
included those that largely interrogate the same cognitive domains.
Four tests contributed unique genetic variance to the increased risk
for schizophrenia. These tests were spatial WM (visual span test of
the WMS-R), WM/divided attention (using a Brown-Peterson dual-
task paradigm), intrusions during recall of a word list (CVLT), and
choice reaction time (using a CPT-like task). It is unclear whether
the same group differences were seen with these MZ twins com-
pared to the Goldberg sample. In Cannon’s analysis, verbal memory
was more impaired in affected MZ subjects, relative to cotwins—
a finding that suggests that this was the result of an effect of unique
environmental variance related to illness. As discussed previously,
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this does not exclude the possibility that verbal memory has a sig-
nificant genetic component. Furthermore, some of these tests—
such as the spatial working memory test—demand a variety of
compu-tations that may involve several neural systems and there-
fore may remove variance from more elemental tests. Considering
the small number of subjects, additional cohorts are needed to clar-
ify which tests are most useful. Nevertheless, the results of both
twin studies are similar to studies from non-twin relatives in one
important respect. Relatives of patients with schizophrenia appear
to have impairments in several domains of cognition, including
working memory/executive function, declarative/verbal memory,
and attention.

3.3. How Many Cognitive Phenotypes?

Although neuropsychological tests can examine the function of
neural systems that are somewhat independent, finding deficits on
several tests does not necessarily mean that these measure indepen-
dent traits. An alternative possibility is that impairments are found
on different tests because of one underlying abnormality that affects
a variety of neural systems. Generally, attempts to address this ques-
tion, using several similar statistical approaches, suggest that this is
not the case. First, correlations between measures (which often dif-
fer between studies) are usually low in these groups. For example,
Yurgelun-Todd and Kinnney (59) found no correlation—or, more
accurately, an inverse relationship—between Trails A and WCST
in sibs, yet these scores were correlated in patients. Keefe et al. (62)
found a correlation of 0.22 between WCST PE and Trails B in sibs.
On the other hand, Toomey et al. (64) found fairly high correlations
between attention and verbal memory and between attention and
abstraction in a cohort of 54 first-degree relatives, including parents,
sibs, and offspring, but no significant correlation between WCST
and memory measures (on the WMS-R). Second, using multiple
regression, measures of WM, verbal memory, and psychomotor
speed shared only modest portions of variance (less than 15% in
siblings) (66). These results are similar even when IQ is used as a
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regressor, suggesting that low intelligence does not drive the find-
ings. Third, using factor analysis, several studies (66,75,76) have
shown that WCST and Trails B load on different factors. In non-
patient populations, factor analysis often shows that a broad range
of cognitive tests load significantly on the first factor, often referred
to as “g” (see ref. 71 for review), which accounts for a large portion
of total variance. In contrast, these analyses only include tests in
which sib groups are impaired. Finally, as described here, Cannon
et al., in a critical analysis of MZ and DZ discordant twins, found
evidence for four distinct, independent cognitive deficits using
canonical discriminant analysis. Thus, these data suggest that poor
performance on one test is a relatively poor predictor of performance
on different cognitive tests.

The interpretation of the relatively low correlation between tests
is unclear. It could mean that the different types of tests (WCST,
CPT, WMS-R, and Trails B) tap distinct abnormalities in specific
computational networks and have a distinct genetic architectures.
On the other hand, the low correlations could simply be an artifact
of noisy measurements. In favor of the former, neuroimaging stud-
ies suggest that correlations between prefrontal and hippocampal
phenotypes, which may be less encumbered by the vicissitudes of
neuropsychological measurement error, are low. However, the neu-
ral systems related to performance on tests such as WCST and Trails
B are very likely to overlap, as based simply on studies from humans
with prefrontal brain damage. Dissecting the neurobiological and
molecular determinants of performance on these tests may shed light
on this problem.

3.4. Are Familial Cognitive Deficits Caused by Genes
that Increase Risk for Schizophrenia?

Although schizophrenia-related cognitive deficits appear to be
partially familial, how certain is it that they are related to genes that
increase the risk for schizophrenia? As noted here, measures such
as relative risk only set an upper limit on heritability. Could these
familial deficits be caused entirely by shared environmental fac-
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tors? Although largely unexplored, the limited evidence relevant to
this issue suggests that this is not the case. The most persuasive data
comes from the twin study of Cannon et al. described here, in which
greater deficits are seen in MZ vs DZ discordant sibs (74). Consis-
tent with this finding, twin studies of non-schizophrenic cohorts
using systematic ascertainment have found fairly high heritability
of low cognitive abilities (77), although the relevance of this to
schizophrenia can be questioned. Additional evidence comes from
twin and adoption studies of schizophrenia, which suggest that the
environmental component of variance related to risk for schizophre-
nia is unique and thus not shared between sibs (78) (for review, see
ref. 71). This finding implies that relatives of schizophrenics differ
from controls in only two respects: 1) having increased genetic risk
for schizophrenia, and 2) environmental factors associated with hav-
ing a relative with schizophrenia. It is theoretically possible but
unlikely that the latter could explain familial cognitive deficits, as
supported indirectly by two interesting but unreplicated observa-
tions. First, children of schizophrenic parents raised by foster par-
ents have impaired performance on a children’s version of Trails A
and B (79), indicating that early common environmental factors do
not account for cognitive deficits. Second, cognitive deficits seen in
psychiatrically healthy siblings are not related to prospectively
determined obstetric complications (80), indicating that in utero or
perinatal environmental factors are also not causative. Of course,
these studies are by no means conclusive, and further studies of dif-
ferent types of family members along with adoption studies may be
needed before more definitive statements can be accepted.

Other explanations may account for the apparent familial nature
of these cognitive deficits or otherwise limit the utility of these traits.
For example, such deficits could be caused by genetic factors unre-
lated to the risk for schizophrenia. This is particularly an issue for
CPT deficits, which may be found only in siblings of patients who
themselves have impaired attention. The same family relationship
would also be seen in patients who are short, based simply on the
trivial fact that height is partly genetic (49). Obviously, genes for
height would have nothing to do with schizophrenia. On the other
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hand, height is not a significant aspect of brain dysfunction in
schizophrenia, as is attention. Another possibility is that the
increased rates of impairment in sibs could come from biased ascer-
tainment in sib or control groups, since the former often has many
subjects with psychiatric disorders, although the latter may be a
“super normal” group. A third potential confounding factor is that,
although these traits share little variance (see above), this shared
variance is the only portion of total variance related to genes that
increase the risk for schizophrenia (see Fig. 1). In this scenario, only
a few genes would account for all the cognitive deficits observed in
family members, and may also explain only a minor portion of
genetic risk for schizophrenia. Unfortunately, data on these areas is
limited.

Fig. 1. Models of putative shared variance and liability for schizophre-
nia.
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3.5. How Can Cognitive Phenotypes Be Used to Find
Schizophrenia Genes?

Is the notion of using cognitive measures to find genes for schizo-
phrenia plausible? Support for this approach comes from a recent
finding by Egan et al., using working memory and the WCST as the
phenotype (81). One attractive aspect to using working memory is
that its neurobiology is increasingly well understood (82–85).
Working memory appears to be critically dependent on the sustained
activity of glutamatergic pyramidal neurons in the prefrontal cor-
tex, which in turn is dependent on optimal D1-mediated dopamine
tone (85). Although there are no reported non-conservative genetic
variants that clearly alter function in D1 receptors or other proteins
affecting prefrontal dopamine, an important exception is the val158/
108met polymorphism in the gene for catechol-o-methyltransferase
(COMT) (86,87). This catabolic enzyme is located on or within
postsynaptic neurons and appears to inactivate released dopamine
primarily in the prefrontal cortex, in contrast to other regions inner-
vated by dopamine (88). COMT-knockout mice (males, but not
females) show increased dopamine only in the prefrontal cortex
(89). This regional specificity may be a result of the paucity of the
dopamine transporter in prefrontal dopaminergic synapses (90).
Also, remarkably, several studies in animals and humans suggest
that reduced COMT activity improves some aspects of cognition,
although not specifically WM (91–93). This finding is consistent
with other data that increasing synaptic dopamine improves pre-
frontal cognitive function. The val158/108met polymorphism itself
produces a dramatic effect on COMT enzyme activity because of
the thermolability of the methionine variant at 37°C (87). Thus, the
valine allele would be expected to reduce WM because of its effects
in more rapidly inactivating synaptic dopamine. In a cohort of 175
patients, 219 siblings, and 55 controls, Egan et al. found that the
COMT genotype had a significant impact on WM. Specifically, sub-
jects with two valine alleles had worse scores than those with one,
who in turn had worse scores than those with none (81) (see Fig. 2).
Using functional magnetic resonance imaging (fMRI) to examine
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prefrontal physiology, they also found the same allele dosage effect
on prefrontal blood-flow alterations, or “efficiency” (23,24), during
a WM task (see Chapter 10). Finally, the valine allele was associ-
ated with schizophrenia using the transmission/disequilibrium test
(TDT) (94), consistent with several prior TDT-based studies of
COMT and schizophrenia (95–97). Thus, using WM/executive
function as an intermediate phenotype pointed to an obvious candi-
date gene, and subsequently provided a mechanism of action (MOA)
by which this gene impaired cognition and a slightly increased risk
for schizophrenia. It is also worth noting that the COMT genotype
had similar effects in control subjects, supporting the notion that
genes for schizophrenia are common alleles that account for a small
portion of risk through slight, deleterious effects on cortical func-
tion both in patients and unaffected subjects.

3.6. Caveat Emptor

Despite the potential utility of cognitive phenotypes, several
questions about this approach persist. First, the magnitude of the

Fig. 2. COMT genotype has a significant effect on executive cognitive
function across index cases, their siblings, and healthy controls.
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genetic component of phenotypic variance for these traits in fami-
lies of patients with schizophrenia, although very likely more than
zero, remains essentially unknown. Heritability or relative risk esti-
mates are largely unavailable (66), and the possibility that environ-
mental factors play a substantial role, although unlikely, has not
been excluded. Similarly, the magnitude of genetic variance related
to risk for schizophrenia contributed by each putative phenotype is
also unknown, although it is likely to be greater than zero (74).
Third, cognitive phenotypes may only lead to the identification of a
few susceptibility genes. It is possible that most schizophrenia genes
are unrelated to cognitive phenotypes, similar to the situation with
heart disease and intermediate phenotypes such as hyperlipidemia,
smoking, and obesity. Nevertheless, the notion that schizophrenia
is fundamentally a disorder of prefrontal and temporal/limbic corti-
cal function (98,99) substantially increases the likelihood that phe-
notypic measures of the function of these regions are related to the
genetic risk for schizophrenia.

4. Conclusions

Patients with schizophrenia demonstrate a variety of cognitive
deficits, which seem most prominent in tasks of prefrontal and tem-
poral/limbic function. These include WM/executive function, atten-
tion, and verbal/declarative memory. First-degree relatives have
similar yet less severe deficits that are not caused by concomitant
psychiatric disorders or substance abuse. These cognitive impair-
ments are only weakly correlated, suggesting that they may repre-
sent independent traits related to the genetic risk for schizophrenia.
Deficits in WM/executive function, which are attributable to pre-
frontal cortical processing, may be directly associated with the
COMT valine allele, consistent with a number of neurobiological
studies of the role of COMT and dopamine on prefrontal function.
This allele also appears to slightly increase risk of schizophrenia.
Although many uncertainties remain about the use of cognitive phe-
notypes, they offer important new possibility for methods to pin-
point the genes related to susceptibility for schizophrenia.
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Biochemical Endophenotypes
in Personality Disorders

Antonia S. New and Larry J. Siever

1. Introduction

Candidate gene association studies in psychiatric disorders have
suffered from difficulties in replication. One strategy for overcom-
ing this difficulty is a focus on endophenotypes. If most psychiatric
disorders are polygenic and are caused by numerous genes—each
contributing a small effect and conferring susceptibility to the phe-
notype, then it is difficult to identify the influence of each of these
genetic contributions to the phenotype. A recent approach, which is
the focus of this volume, is the identification of endophenotypes—
components of a syndrome that may be influenced by a smaller num-
ber of genes and may be more easily associated with a genotype.
Other chapters (7,9,10) cover cognitive, electrophysiologic, and
neuroimaging endophenotypes. This chapter reviews promising bio-
chemical endophenotypes, using personality disorders as a model.

There is growing evidence that personality disorders carry a sig-
nificant degree of biologically based temperament (1). However,
the personality disorders themselves, as defined by DSM-IV, have
not been scrutinized with the rigor of field trials; thus it is not sur-
prising that studies of the replicability of diagnoses by different
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diagnostic tools is low (2). More productive neurobiological
research has focused on specific dimensions of the personality dis-
orders that may form biologically mediated traits, which predispose
to the full-blown disorders, either separately or in synergy (3).

2. Borderline Personality Disorder

Of all the personality disorders, borderline personality disorder
carries a high degree of morbidity and even mortality. The tempera-
mental traits believed to predispose to borderline personality disor-
der are affective instability and impulsive aggression (3). This
hypothesis is supported by family and twin studies of borderline
personality disorder, which suggest that although the disorder itself
may not be heritable, the prominent features of impulsivity and affec-
tive instability appear to run in families (1,4). Studies of personality
characteristics have shown that suicidality, affective instability, and
impulsivity are heritable (5). Impulsive aggression has also been
clearly shown to be at least partially heritable, as established by
both twin (6) and adoption (7) studies, with suggested heritability
estimates ranging from 20%–62% (6).

2.1. Personality Disorders and Impulsive Aggression

2.1.1. Phenomenology

Impulsive-aggressive behavior in clinical populations of patients
with personality disorders is a common clinical phenomenon, and
contributes to much of the dysfunction associated with these diag-
noses. In particular, a high rate of repeated self-mutilation and epi-
sodic dyscontrol has been reported in patients with borderline,
antisocial, and histrionic personality disorders, (reflecting impul-
sive aggression) (8,9). This is not surprising because in DSM-IV,
assaultiveness is one of the diagnostic criteria for antisocial per-
sonality disorder, and repetitive suicide attempts, self-mutilation,
and impulsivity are among the diagnostic criteria for borderline
personality disorder. Our data suggest that 51% of patients with per-
sonality disorder meet the criteria for intermittent explosive disor-



Biochemical Endophenotypes 201

der-revised research version; of this group meeting IED-R, 64% met
borderline or antisocial personality disorder criteria (10). Suicidal
behavior, which is often an impulsive act of self-directed aggres-
sion, is also common in patients with personality disorders. In fact,
9% of patients with borderline personality disorder die by suicide
(11,12). As pharmacological and other treatments for mood disor-
ders and psychotic disorders have improved, an increasing propor-
tion of patients who require psychiatric hospitalization carry a
primary personality diagnosis (13–15). A common precipitant for
psychiatric hospitalization in patients with personality disorders is
an actual or threatened act of aggression directed toward the self or
others, and yet the phenomenon of impulsive aggression has not
been fully studied.

Further evidence of the significance of impulsive aggressive
symptomatology in patients with personality disorders is demon-
strated by the frequency of personality disorders in the forensic
population. In one study of violent offenders and impulsive fire-
setters, 47% of the subjects were found to have a personality disor-
der diagnosis, especially borderline and antisocial personality
disorders (16). In a sample of wife-batterers, higher scores on a
measure of borderline personality organization (similar to scores
seen in a sample of borderline patients diagnosed by DSM-III crite-
ria) were found compared to controls (17). Prison inmates in Que-
bec with antisocial personality disorder were found to have more
convictions and an earlier onset of criminal activity than those who
did not have antisocial personality disorder (18). Furthermore, the
presence of antisocial personality disorder has been found to
increase the likelihood of homicidal violence 10-fold in men and
50-fold in women (19).

2.1.2. Evidence for Heritability of Impulsive Aggression
and Suicidality

Twin and family studies suggest a partially heritable basis for
impulsive aggression (6,7,20). Preliminary data from monozygotic-
dizygotic twin studies suggest that although the personality disor-
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der diagnoses are not heritable, the traits of impulsive aggression or
assertive aggressiveness are significantly heritable (6,21,22).
Studies of adoptees with biological parents with antisocial person-
ality disorder demonstrated a genetic contribution to the develop-
ment of antisocial personality disorder characterized by antisocial
aggressive behavior (23,24), and this heritable tendency appeared
to be brought out by an adverse home environment (25). Twin stud-
ies of suicide also demonstrate a greater concordance for suicidal
behavior in monozygotic (MZ) vs dizygotic (DZ) twins, and adop-
tion studies also suggest a heritable component to suicide that is
independent of the risk for affective illness itself (26–28).

2.1.3. Impulsive Aggression and Serotonergic Studies

Abnormalities in central serotonergic activity have been consis-
tently found to be associated with measures of impulsive aggres-
sion in patients with personality disorders (29–30). Studies of
cerebrospinal fluid (CSF) have shown that a decrease in 5-hydroxy-
indolacetic acid (5-HIAA), a metabolite of serotonin, is associated
with impulsive aggression in patients with personality disorders, as
well as in depressed patients, volunteers, and violent alcoholic
offenders (31,32). The prolactin response to fenfluramine, a seroto-
nin-releasing agent, can be viewed as a measure of net central sero-
tonergic activity (29), and a blunted response has been associated
with impulsive aggression in patients with personality disorders
compared to normal controls (29,33). A blunted response to fen-
fluramine has also been demonstrated in patients with antisocial
personality disorder, a diagnosis that is strongly linked to impulsive
aggression (30). Studies of serotonergic activity in relation to sui-
cide demonstrate low CSF 5-HIAA in patients with a history of
violent suicide attempts (34,35). Postmortem studies have demon-
strated decreased imipramine binding in the brains of suicide vic-
tims, and more specifically, increases in 5-HT1A autoreceptors in
the midbrain of suicide victims (36), alterations in binding to the
serotonin transporter, 5-HT1A and 5-HT2A, in the postmortem
brains of suicide victims compared to controls (37). A blunted neu-
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roendocrine response to serotonin-stimulating agents has been
found in patients with a history of suicide (29,38). However,
depressed patients with “anger attacks” had a blunted prolactin
response to fenfluramine compared to depressed patients with no
anger attacks (39). This suggests that it may be the subset of depressed
subjects with irritability and angry outbursts that is most closely
associated with decreased serotonergic activity.

Serotonergic agents have been shown to modulate selectively
specific regional brain glucose metabolism. In a study comparing
glucose metabolism following fenfluramine and placebo in patients
with personality disorder and impulsive aggression, normal subjects
showed increased metabolism in the orbital frontal and adjacent
ventral medial frontal cortex as well as the cingulate and inferior
parietal cortex following fenfluramine compared to placebo, and
impulsive-aggressive patients appear to show significant increases
only in the inferior parietal lobe (40). Similar results were found in
a study of patients with borderline personality disorder (41).

2.2. Affective Instability in Personality Disorders

2.2.1. Phenomenology

Affective instability has been defined as “a predisposition to
marked, rapidly reversible shifts in affective state that are extremely
sensitive to meaningful environmental events” (3). Affective insta-
bility is one of the defining characteristics of borderline personality
disorder in DSM-IV. However, some believe that affective instabil-
ity is secondary to “affective tempermental dysregulation,” and
view the borderline diagnosis as representing a part of the bipolar
spectrum (42).

2.2.2. Neuroendocrine

Although the neurochemistry of affective instability has been
studied less than that of impulsive aggression, there is some evi-
dence that the cholinergic system plays a role in regulating affect.
Depressive symptoms can be elicited with the administration of
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cholinomimetics (43), and patients with depression experience an
increase in depression, hostility, and anxiety in response to
arecholine (44). Although cholinergic agents appear to induce a
depressed mood in normals and patients with depression, this effect
is even more pronounced in patient with borderline personality dis-
order. Procaine, a pro-cholinergic agent, has been shown to induce
a high degree of dysphoria in borderline personality disorder com-
pared to patients with affective disorders and normal controls (45).
The cholinomimetic known as phsyostigmine has been shown to
produce significantly more depressive symptoms in borderline
patients than placebo, and this effect is greater and more rapid than
that seen in healthy controls (46).

There is also evidence of a disturbance in noradrenergic activity
in affectively unstable patients with borderline personality disorder
(47). In healthy subjects, a dysphoric response to dextroamphet-
amine, a catecholaminergic agent, correlated with measures of
affective instability (46). Furthermore, a heightened growth hor-
mone (GH) response to the alpha-2 agonist, clonidine, has been
demonstrated in subjects who are highly reactive to their environ-
ment (48). The GH response to clonidine directly correlated with
measures of irritability—which is related to affective instability—
in patients with borderline personality disorder but not in depressed
subjects (49). In positron emission tomography (PET) studies of
normal subjects, the dysphoric response to procaine correlated with
metabolic activation of the left amygdala (50).

3. Schizotypal Personality Disorder: The Schizophrenia
Spectrum

Schizotypal personality disorder (SPD) appears to be related to
schizophrenia, phenomenologically as well as genetically and bio-
logically (51). The disorders are similar in that schizotypal patients
display psychotic-like symptoms, including ideas of reference, per-
ceptual distortions, and suspicion, similar to the psychotic symp-
toms seen in schizophrenia but less severe. In addition, there is
evidence that SPD is over-represented in the families of patients
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with schizophrenia, and that schizophrenia also occurs more fre-
quently in the families of patients with SPD (52,53).

Research from our laboratory and others suggests that people with
SPD demonstrate cognitive impairments that are similar to but less
severe than those that occur in schizophrenia. Although schizo-
typal individuals do not necessarily show the more global cognitive
deterioration and broad decreases in intellectual function observed
in chronic schizophrenic patients, they do show more selective
impairment in working memory (defined as the ability to maintain
and manipulate information “on line”), verbal learning (the capac-
ity to learn verbal information over a series of presentation), and
sustained attention (the ability to sustain focus on stimuli in the
environment).

3.1. Genetic/Family

Family, twin, and adoptive studies have demonstrated a genetic
relationship between SPD and schizophrenia, with an increased inci-
dence of SPD in relatives of schizotypal probands (51–54) and an
increase in schizophrenia-related disorders (53) and schizophrenia
itself in the families of patients with SPD (55,56). The likelihood of
having a schizophrenic relative is comparable for probands diag-
nosed with either SPD or schizophrenia (6.9% vs 6.5%), supporting
the common genetic substrates of the two disorders (57). Both the
deficit-like symptoms, which are associated with attentional dys-
function, and psychotic-like symptoms seem to be independently
heritable (58). The deficit-like symptoms and cognitive impairment
seem to provide core pathology across the spectrum, possibly
reflecting a common neurodevelopmental abnormality.

3.2. Structural and Functional Imaging Studies

A growing body of work in this area has begun to identify
neuroanatomic similarities and differences between SPD and
schizophrenia. Our laboratory and others have shown that lateral
ventricle-to-brain ratio (VBR) is increased in SPD patients as well
as in schizophrenic patients (59–62). We have reported (60) that an
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increased VBR involving the lateral ventricle and the frontal horn
correlated with increased perseverative errors on the WCST, and
frontal-horn VBR correlated with an increased omission error rate
in the degraded stimulus continuous performance task (CPT). Mag-
netic resonance imaging (MRI) studies have identified specific
structural abnormali-ties in SPD patients, similar to those seen in
schizophrenia (63), but generally of lesser magnitude and sparing
some brain regions.

3.2.1. Functional Imaging

A SPECT study comparing regional cerebral blood flow in SPD
subjects and normal controls during performance of the WCST
found that the frontal region with the greatest activation in the con-
trol subjects was the precentral gyrus. In contrast, SPD subjects
showed greatest activation in the middle frontal gyrus (61). In nor-
mal subjects (but not the SPD subjects), task performance was cor-
related with left PFC activation. The SPD subjects showed a positive
correlation between good WCST performance and CBF in the right
inferior frontal gyrus, and poor performance correlated with CBF in
the right middle frontal gyrus (part of the dorsolateral PFC). This
finding suggests that SPD subjects recruit different frontal regions
in performance the WCST than control subjects, possibly reflecting
dysfunction in the region and/or compensatory strategies to address
dysfunction in other areas. PET studies by our group also suggest
anomalous lateralization and underactivation of temporal regions
as well as altered prefrontal activity in SPD patients during the
CVLT. A PET study, also carried out in our laboratory, which
examined activation of the thalamic nuclei during a serial word list
learning task modeled on the CVLT, found decreased relative
metabolism in the mediodorsal nucleus (linked to the frontal cor-
tex), occurring bilaterally in schizophrenic patients but not in SPD
patients or normal controls (64). These findings raise the possibility
that cognitive impairment in schizophrenia and SPD may be associ-
ated in part with anomalous prefrontal cortical activity, which gen-
erally diminished in schizophrenia, but may reflect compensatory
function in SPD.
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3.2.2. Neurochemistry

Studies of the dopamine metabolite homovanillic acid (HVA)
have shown a positive correlation of plasma HVA levels with the
psychotic-like symptoms and a negative correlation of HVA levels
with deficit-like symptoms and cognitive impairment in patients
with SPD and relatives of patients with schizophrenia (3,60,65,66).
Studies of plasma HVA response to a physiologic stressor (a
2-deoxyglucose infusion) (67) and single-photon emission com-
puted tomography (SPECT) studies of subcortical dopamine release
following amphetamine infusions both suggest that SPD patients
have a subcortical dopamine responsivity that is decreased com-
pared to schizophrenic patients and more like that of normal con-
trols. These neurochemical findings suggest that decreased frontal
dopaminergic activity is associated with deficit symptoms and cog-
nitive impairment, and increased subcortical dopaminergic activity
correlates with psychotic symptoms, and that SPD patients may be
less likely to experience psychotic symptoms than schizophrenic
patients if they are administered dopaminergic agents.

4. Conclusion

Together, these studies of personality disorders suggest an
approach that includes enhancing the phenomenological study of
personality diagnoses, with biochemical and neuroimaging charac-
terization of dimensions related to the underlying disorder. This
approach will help to identify endophenotypes, which will make
genetic studies in this complex area much more powerful.
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Electrophysiological Phenotypes

Robert Freedman

1. Introduction

The rationale for the use of an endophenotype in genetic studies
of psychiatric disorders is that these disorders are likely to be multi-
determined, with multiple environmental and genetic origins, so that
a discrete biological phenotype is more likely to reflect a single
major gene effect. This strategy has been used successfully in the
linkage and segregation analysis of several illnesses, including
hemochromatosis, for which elevated serum iron was used as the
relevant endophenotype, and colon cancer, for which elevated num-
bers of polyps were used as the phenotype. For psychiatric illnesses,
various phenotypic approaches have been suggested. These include
the use of variants within the illness, such as differences in age of
onset, which may reflect differences in disease (see Chapter 6) and
the use of personality characteristics as indicators of underlying bio-
logical differences. Physiological mechanisms, the focus of this
chapter, are favored because of their presumed relationship to syn-
aptic neurotransmission, a basic unit of function in the central ner-
vous system. This chapter describes three examples of physiological
endophenotypes that have been used successfully in linkage
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analysis, and discusses general issues in their use and the interpreta-
tion of results.

2. Eye-Tracking Dysfunction in Schizophrenia

Although eye-tracking dysfunction in schizophrenia was first dis-
covered in the nineteenth century, its rediscovery in modern times
was particularly fortuitous because it came at a time when the
genetic basis of schizophrenia was being debated. Eye tracking is
recorded in a smooth-pursuit task, in which the subject is asked to
follow a slowly moving target, such as a pendulum or its equivalent,
which is programmed as a dot moving back and forth on a computer
video screen. The task requires activation of the frontal eye fields,
which function as a smooth-pursuit system that predicts the move-
ment of the target and maintains the target in the center of the reti-
nal fovea. The frontal eye fields coordinate this pursuit system with
visual input from the temporal and occipital cortices, as well as with
vestibular input, which accounts for the position of the head itself.
Integration of information in the thalamus and cerebellum is per-
formed, before the final output of movement signals through the
superior colliculus to neurons in the reticular formation and
brainstem motor nuclei. The eye movements, recorded by a variety
of non-invasive means, are thus the output of a widely distributed
neuronal system. The system can fail in two major ways. The first is
that the smooth-pursuit system does not maintain foveal fixation on
the target; this function is generally calculated as gain or the veloc-
ity of the eyes as a fraction of the velocity of the target. The second
is the intrusion of the activity of a second eye movement system, the
saccadic system, which is responsible for rapid searches of the visual
field. Saccadic movements can override the smooth-pursuit move-
ments, moving the eyes ahead of the target. These anticipatory sac-
cades generally occur in the direction of the target, so that they do
not represent a failure of voluntary effort. Rather, they appear to
represent a failure to inhibit the activity of the saccadic system at a
more involuntary level. After one of these saccades, the smooth-
pursuit system slows so that the target reaches the fovea. An exact
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opposite sequence can occur: the smooth-pursuit system can lose
the target and then a catch-up saccade is generated to refix the target
on the fovea. Eye-tracking dysfunction can be measured in several
ways. Some researchers measure smooth-pursuit gain and various
types of saccadic intrusions using computerized image recognition
systems, and others measure the overall performance of the system
by considering movements with the same frequency as the target as
a signal and all other movements as noise, so that a signal-to-noise
ratio can be calculated. Other variants include the use of different
systems for measuring eye movement. Generally infrared reflecto-
metry—which triangulates the position of the eye by reflectance off
the scleral-ictal junction—is preferred to electro-oculography,
which uses skin electrodes near the eyes to measure the movement
of the retina, which acts as a 70-mV dipole.

Holzman, who initiated the rediscovery, immediately appreciated
the value of eye-tracking dysfunction as a potential endophenotype.
He examined monozygotic (MZ) twin and dizygotic (DZ) twin
pairs, ascertained by the presence of an affected member. The
monozygotic twin pairwise concurrence for schizophrenia and
related psychoses was 0.40, consistent with the research findings. Eye
tracking was recorded as an electro-oculographic signal while the
subject followed a pendulum oscillating at 0.4 Hz. Qualitative rat-
ings of the eye tracking as normal deviant yielded a perfect concor-
dance rate of 1.0 in monozygotic twins. The natural logarithm of the
ratio of signal (0.4–0.8 Hz) to the noise (1.2–20.0 Hz) was used as a
quantitative variable, with similar results. Thus, the concordance
rate for eye-tracking dysfunction exceeded that for schizophrenia,
which suggested that the endophenotype of eye tracking was inher-
ited as a major gene effect, whereas schizophrenia itself occurred in
a subset of individuals who had inherited this genetic risk (1).

Subsequently, Holzman showed that the descendants of twins
who were discordant for schizophrenia segregated eye-tracking dys-
function in a distribution consistent with single-gene inheritance.
Eye movements were recorded by infrared reflectometry and scored
qualitatively. The segregation analysis estimated a disease allele
frequency of 2.23–3.85% with a penetrance of 8.6–11.4% for
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schizophrenia and 62.6–65.5% for eye-tracking dysfunction. The
segregation analysis showed evidence for partial pleiotrophy.
Certain families in which the schizophrenic proband did not have
eye-tracking dysfunction, had clinically unaffected parents and sib-
lings who showed eye-tracking dysfunction. Holzman and his col-
leagues concluded that a single gene could have pleiotrophic effects
that resulted in its expression as eye-tracking dysfunction, schizo-
phrenia, or both conditions (2).

Arolt and his colleagues used eye-tracking dysfunction as a phe-
notypic marker in a series of studies of 10 multiply affected fami-
lies. Four of the 21 schizophrenic individuals, including two with
schizoaffective disorder, did not have eye-tracking dysfunction.
Nineteen of the 39 individuals who had eye-tracking dysfunction
did not have schizophrenia. Arolt and his colleagues examined their
infrared reflectometry eye-tracking recordings quantitatively for
both types of dysfunction—saccadic intrusion or decreased gain—
eye-tracking dysfunction was rated if both parameters were greater
than two standard deviations above normal or if one parameter
exceeded 2.5 standard deviations above normal (3).

Genetic analyses were performed independently for the two phe-
notypes, eye-tracking dysfunction and schizophrenia. Similar dis-
ease allele frequencies were assumed: 0.0300 for eye-tracking
dysfunction and 0.0354 for schizophrenia. Eye-tracking dysfunc-
tion was assumed to be a highly penetrant phenotype with few phe-
nocopies, so that penetrances were 0.98 for homozygotes, 0.90 for
heterozygotes, and 0.0060 for normal genotypes. The population
prevalence was estimated as 0.059. Schizophrenia was assumed to
be less penetrant with more phenocopies, so that penetrances were
0.85 for homozygotes, 0.425 for heterozygotes, and 0.068 for nor-
mal genotypes. The population prevalence was estimated to be 0.01.
Eye-tracking dysfunction is linked (Z = 3.70, theta = 0.0) to
D6S271, a marker just centromeric to the HLA site on chromosome
6. The lod score for schizophrenia was positive, but lower (Z = 1.02,
theta = 0.1). The 6p21 is near, but not identical to, sites found to be
linked to schizophrenia by other investigators.
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3. P300 and Alcoholism

The P300 is an evoked potential wave that is generally recorded
at Pz, an electrode in the center of the scalp near the parietal cortex.
It is not evoked by a specific sensory stimulus, but rather by a stimu-
lus that is recognized as a target. Generally, these targets are embed-
ded in a stream of nontargets, so that sometimes the task is called
the oddball task, because a rare deviant stimulus (the oddball) is the
target. Subjects either count the targets or press a response button.
Targets can be presented in any sensory modality. Auditory P300 is
reduced in amplitude in schizophrenia, whereas visual P300 ampli-
tude is reduced in alcoholism, as well as in some individuals who
are at a genetic risk for alcoholism.

Begleiter and his colleagues used the amplitude of the P300 visu-
ally evoked potential, recorded in a target-detection task, to exam-
ine the heritability of alcoholism in multiply affected families. Their
approach takes advantage of quantitative linkage methods that do
not depend upon establishing normal and deviant ranges. A two-
stage process was used in this study. First, they scanned the genome
using alcoholism alone as a phenotype. A positive, but non-signifi-
cant lod score was observed at chromosome 4 (Z = 2.76). They then
employed a bivariate approach, which maximizes the lod score at
each locus by estimating pleiotrophy between the clinical diagnosis
of alcoholism and the P300 amplitude. Maximum lod scores were
obtained near the class I alcohol dehydrogenase locus on chromo-
some 4 (Z = 4.75), using both phenotypes jointly. At this locus, the
likelihood analysis found complete pleiotrophy—i.e., the same gene
contributed to both the risk for alcoholism and the P300 amplitude.
The ADH gene had previously shown evidence for linkage in other
studies. Because the Begleiter group used non-parametric linkage
methods, they did not estimate disease allele frequency and pen-
etrance (4).

In an earlier study, Begleiter’s group analyzed P300 amplitude
alone in the same set of families, but did not consider the clinical
diagnosis of alcoholism. Several loci were found to show positive
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evidence for linkage, including markers at 6q22.3 (Z = 3.41) and
2q35 (Z = 3.28). The chromosome 4 locus did not show evidence
independently for linkage to P300 amplitude (5).

4. Inhibition of P50 and Schizophrenia

The classic test for inhibitory neuronal function is the condition-
ing-testing paradigm, in which the response to paired stimuli is
measured. The first stimulus excites the principal neurons under
study, but also activates or conditions inhibitory mechanisms medi-
ated by a second set of neurons, generally termed interneurons. The
effect of these inhibitory mechanisms is not observed until the sec-
ond or test stimulus is presented. The decrement in the response to
the test stimulus, compared to the response to the first or condition-
ing stimulus, is the test of the strength of the inhibition activated or
conditioned during the response to the first stimulus.

The conditioning-testing paradigm has been applied to schizo-
phrenia by recording the cerebral evoked response to pairs of audi-
tory stimuli. The P50 wave of the auditory evoked response showed
a significant decrement in normal subjects, but little or no decre-
ment was seen in recordings from patients with schizophrenia. Mod-
eling of the normal response to repeated sounds at the single-neuron
level in animals provided the most direct insights into the mecha-
nism of pathophysiology. The pyramidal neurons of the CA3 region
of the hippocampus were identified as the source of cerebral evoked
responses that show the most marked decrement to repeated stimuli.
The decrement depends upon cholinergic stimulation of hippocam-
pal inhibitory interneurons. With such cholinergic stimulation, the
interneurons fire prolonged bursts of activity. Such bursts release
enough γ-aminobutync acid (GABA) to activate presynaptic
GABAB receptors on the excitatory afferents to the CA3 pyramidal
neurons. When the GABAB receptors have been activated, the
release of the excitatory neurotransmitter glutamate is blocked, so
that the CA3 pyramidal neurons do not respond to the second stimu-
lus. A key observation is that the receptor for acetylcholine on the
hippocampal interneurons is sensitive to the nicotinic antagonist
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α-bungarotoxin. Subsequently, this nicotinic receptor was cloned
and found to be the product of a specific gene, the α7-nicotinic ace-
tylcholine-receptor subunit gene (CHRNA7). Animals with abnor-
malities in this gene fail to inhibit the response to repeated auditory
stimuli.

In an experiment parallel to Holzman’s, we first undertook to
demonstrate that abnormal P50 inhibition is a heritable trait, and
second, to determine whether the trait is linked to specific genetic
loci. We demonstrated autosomal co-dominant inheritance, so that
one parent and generally half the siblings of a schizophrenic proband
share the abnormality in P50 inhibition. Then, we undertook a
screen of all chromosomes to determine if any locus showed sig-
nificant genetic linkage to the trait. The genetic model assumed an
autosomal dominant inheritance with disease allele frequency of
0.05, and the penetrance for abnormal P50 inhibition was set at 0.80;
the penetrance for the normal genotype was 0.001. The model
resulted in a population frequency of abnormal P50 inhibition of
0.09, with 10% phenocopies. In the nine families used for linkage
analysis, 57 of 97 individuals had abnormal P50 inhibition. Of the
36 schizophrenics, 33 had abnormal P50 inhibition. In a scan of
over 500 markers at a resolution of 10 cM, a locus on the long arm
of chromosome 15 at band 15q14 showed significant indication of
genetic linkage to abnormal P50 inhibition, which was analyzed as
an independent phenotype. This band was subsequently demon-
strated to be the location of CHRNA7, the gene that forms the
α7-nicotinic receptor. Further mapping of genetic markers in the
region showed that the linkage was maximal at D15S1360, a simple
tandem nucleotide repeat within the gene. The logarithm of the odds
ratio or lod score was highly significant for a genome-wide scan; Z
= 5.30, Θ = 0.0 (6). The lod score for schizophrenia was positive (Z
= 1.33), but not significant. Molecular investigation of the gene
shows that the amino acid coding sequence is normal in most
patients, so that the receptor protein itself has a normal biological
structure. However, a series of abnormalities in the promoter region
of the gene can lead to a reduction in receptors (7). Thus, converg-
ing yet independent neurobiological and genetic evidence identi-
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fied the same gene, CHRNA7, as the agent responsible for an alter-
ation in inhibitory neuronal function.

The role of CHRNA7 in the genetic transmission of risk for
schizophrenia has been further validated by a series of investiga-
tions by other groups that use schizophrenia itself as a phenotype
for genetic analysis, so that it is now considered one of the several
sites at which there is significant and replicable evidence for contri-
bution to heritability. Using a variety of analytic strategies, other
investigators have subsequently shown significant genetic linkage
in the 15q14 region. A recent report targeted German patients with
Leonhard’s periodic catatonia, a form of schizophrenia character-
ized by chronic illness with facial grimmaces and stereotypies. This
form was chosen because it frequently appears in siblings, and thus
is likely to be heritable. The maximum lod score is Z = 3.57, and
parametric and non-parametric multipoint techniques were used,
which identify two nearby loci that closely bracket CHRNA7 (8).
As is true for all loci associated with schizophrenia, there are sev-
eral reports of positive findings in studies of bipolar disorder. In one
study, the 15q14 lod score was 3.46, when families were selected
for the presence of psychotic individuals who exhibited a poor
response to treatment with lithium (9).

5. Physiological Phenotypes and the Genetic Analysis
of Psychiatric Illnesses

The three examples described here have all used physiological
phenotypes to obtain positive evidence for genetic linkage. The first
two examples strengthened the evidence of a previously reported
linkage that had been found using disease status alone as a pheno-
type, and the third discovered a new linkage, which has also subse-
quently been confirmed in studies that used disease status alone.
Thus, one could plausibly argue from these three examples that most
relevant loci have emerged or subsequently will emerge in studies
that use disease status alone as a phenotype, thereby obviating the
need for physiological phenotypes. Furthermore, physiological phe-
notypes are expensive to record and difficult to establish as a reli-
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able phenotype. Thus, their use by many investigators in large popu-
lations is limited, which lowers the power of genetic studies. Indeed,
all three phenotypes came from laboratories that had characterized
the measures for more than a decade before applying them to genetic
studies. However, the rapid pace of molecular sequencing suggests
that coding abnormalities may well be found soon enough for most
illnesses, so that a more certain way to discover all the genetic
abnormalities in mental illness is simply to sequence a series of
affected individuals. What role, then, will these physiological phe-
notypes play in the future, and should their use be increased, or
instead viewed only as a historical feature of human psychiatric
genetics?

There are several reasons to believe that—even if all the molecu-
lar abnormalities were known—physiological phenotypes would
still have considerable value for psychiatric research. Current
genetic research suggests that no single genetic locus is causative of
any significant number of cases of schizophrenia, because nearly
every set of families segregates at least several chromosomal loci.
Furthermore, most of these loci are positive in several illnesses—
e.g., both schizophrenia and bipolar affective disorder. The interac-
tion between these various loci to produce different clinical
syndromes is unlikely to be resolved completely at the genetic level.
Although molecular sequences will be profoundly informative, in
terms of identifying specific biochemical gene products and pre-
dicting their dysfunction, how these biochemical dysfunctions are
manifested as physiological dysfunctions and how the dysfunctions
interact with each other will likely be more readily appreciated at
the phenotypic than the genotypic level. For example, if one genetic
abnormality resulted in deficient sensory inhibition, and another
decreased the temporal capacity of working memory, then we might
expect that these two abnormalities would be synergistic. The brain
of an individual with both deficits would be incapable of selecting
relevant stimuli—the individual would attempt to process too many
stimuli, and, concurrently, the brain would be unable to hold the
stimuli in awareness long enough to permit further processing to
decide which action to take. The result would be massively disrupted
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—even psychotic—behavior. Currently, our phenotypic view is too
narrow to permit such analysis. For example, it is unclear how the
eye-tracking dysfunction at chromosome 6p interacts with the P50
inhibitory dysfunction as chromosome 15q. However, a complete
description of the phenotype at 15q is likely to include some influ-
ence on eye tracking, as the α7-nicotinic receptor is expressed in
the thalamic lateral geniculate nucleus and the superior colliculus,
both neuronal regions known to be involved in the regulation of eye
movement. Notably, the physiological dysfunctions described thus
far are relatively common in the general population, so that the
majority of the individuals who have them, even excluding pheno-
copies, are not likely to have psychiatric illness. Therefore, combi-
nations of abnormalities are far more likely to be pathogenic than
single abnormalities.

6. Conclusion

Physiological phenotypes will be used in the future primarily to
explain how genes cause illness, not to find the responsible genes.
Intervention into the course of the illness will require understanding
how the phenotypic expression of one gene interacts with others to
produce illness. Physiological phenotypes have an advantage—they
are easily modeled in animals, so that these interactions will likely
be studied in parallel in both animal models and humans. From the
perspective of the complexity of the brain, it is likely that we will
need far more than the three phenotypes presented here to achieve a
useful neuronal model of psychiatric illness. Thus, one could argue
that the real problem in psychiatric illnesses is not in finding geno-
types, but rather in finding phenotypes.
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Brain Imaging as an Approach to Phenotype
Characterization for Genetic Studies
of Schizophrenia

Joseph H. Callicott and Daniel R. Weinberger

Introduction

The recent sequencing of the human genome has raised expecta-
tions that the identification of susceptibility genes for the major psy-
chiatric disorders should soon follow. However, as detailed in
Chapters 6 and 7, the complex genetic architecture of mental illness
is likely to pose a continuing challenge to traditional linkage and
association approaches. The expansion of functional brain imaging
into the realm of psychiatric genetics has come at an opportune time.
Two developments in functional brain imaging are likely to trans-
form the role of brain imaging in psychiatric neuroscience and
research—the failure of functional brain imaging to produce diag-
nostically specific measurements of illness vs the technical advances
in magnetic resonance imaging (MRI) techniques. However,
although the methodological details are growing ever more com-
plex and appear unfamiliar, this dialectic between the psychiatric
neuroscientists and the psychiatric clinicians is a familiar one. As
was the case two decades ago when the debate centered on the rel-
evance of structural brain imaging findings to the genetic causes of
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mental illness, the current quest for candidate functional brain imag-
ing phenotypes should benefit all, since ultimately both clinician
and neuroscientist seek to bridge the gap between brain mapping
“findings” and neuronal pathology.

The identification of more elemental psychological or physiologi-
cal characteristics associated with these illnesses and transmitted
within families afflicted with these illnesses is the goal of the inter-
mediate phenotype approach to functional brain imaging in schizo-
phrenia (Fig. 1). The evolution of the brain imaging intermediate
phenotype in schizophrenia is a particularly useful example, illus-

Fig. 1. Functional brain imaging intermediate phenotypes in the search
for genetic causation. The central assumptions of the brain imaging inter-
mediate phenotype are illustrated. Schizophrenia is believed to be a com-
plex disorder both in terms of its genetic complexity and its physiological
complexity. The functional brain imaging intermediate phenotype
attempts to avoid complexity by identifying physiologically “simple”
brain imaging findings that arise from “simple” gene interactions.
Although the exact inter-relationships between each level (from gene to
cell to physiology and finally to behavior) are presently incompletely
characterized (illustrated by dashed arrows), the intermediate phenotype
can be envisioned as a theoretically based and hypothesis-driven “short-
cut” to susceptibility genes.
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trating both advantages and disadvantages of the intermediate phe-
notype “mindset.” Although functional brain imaging has evolved
to become a powerful tool in the search for these intermediate phe-
notypes, uncertainties regarding the interpretation of particular func-
tional brain imaging findings in patients with schizophrenia (and by
inference their ultimate validity as phenotypes) are indicative of the
challenges likely to face brain imaging researchers who are inter-
ested in a wider variety of psychiatric illnesses (11).

The union of sophisticated neuropsychological experimental
designs and in vivo physiological brain mapping is expected to pro-
duce some unexpected and informative findings regarding the wide
range of information-processing deficits associated with mental ill-
nesses such as schizophrenia. Although functional brain imaging
experiments have thus far failed to find qualitatively distinct brain
maps specific to the more complex mental illnesses such as schizo-
phrenia, the ascendancy of functional magnetic resonance imaging
(fMRI) and magnetic resonance spectroscopy (MRS) offers two
unique potential contributions: quantitative measures of neuronal
activity in specific brain regions during a variety of experimental
settings via fMRI and quantitative measures of regional neuronal
metabolism via MRS. The first section of this chapter summarizes
some of the history relevant to brain imaging as one approach to the
phenotypic characterization of specific cohorts (i.e., patients with
schizophrenia, their relatives, and a healthy comparison population)
for genetic studies. Most importantly, two central questions emerge
repeatedly in this process of generating putative brain imaging inter-
mediate phenotypes: 1) Does any particular brain imaging abnor-
mality in schizophrenia represent a genetic phenomenon?; and 2)
Once a brain imaging abnormality appears to be under significant
genetic influence, can this abnormality be defined at the level of a
single subject (schizophrenic or otherwise) so that disease specific
alleles can be identified?

The second section of this chapter provides a more detailed exam-
ination of brain imaging phenotypes currently under study. Func-
tional brain imaging findings in schizophrenia are beginning to
accumulate rapidly. Whether any of these findings will lead to the
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identification of susceptibility alleles for schizophrenia remains an
area of active debate. However, if functional brain imaging research-
ers are able to address the central questions noted here, then the
identification of novel susceptibility alleles should soon follow.

2. The Search for the Intermediate Phenotypes
in Schizophrenia

The search for brain imaging phenotypes has been underway
since seminal studies in structural brain imaging during the late
1970s and early 1980s (see ref. 56). These early CT studies showed
that lateral ventriculomegaly was not only a replicable and robust
group “finding,” but also that this trait or phenotype had a direct,
“real-world” relationship to individual patients. For example, in one
of the early landmark studies, Johnstone et al. (28) used computer-
ized axial tomography (CT) to examine 17 well-matched healthy
volunteers (HV) and 17 institutionalized patients with schizophre-
nia (SCZ). This study demonstrated that patients as a group had
larger ventricles and that (at the level of the individual patient)
ventriculomegaly predicted cognitive impairment. The next logical
step was to determine whether the lateral ventriculomegaly pheno-
type was under genetic control (in HV and SCZ) and was also heri-
table within families afflicted by schizophrenia. Taken together,
three seminal studies showed that these CT abnormalities were not
simply under genetic influence, but were heritable in HV, SCZ, and
the siblings of SCZ. Weinberger et al. (60) compared the distribution
of lateral ventriculomegaly in 7 healthy sibships as compared to 9
sibships in which at least one member had manifest schizophrenia.
Ventricle-to-brain ratio (VBR) was examined as a putative heritable
phenotype in two ways: quantitatively via intra-class correlation
(ICC) (2) of VBR within sibships; and qualitatively via scatterplots
that compared VBR of any given individual to a well-established
mean VBR in healthy control populations. Quantitatively and quali-
tatively, VBR appeared to be heritable in healthy and schizophrenic
sibships. Reveley and colleagues (43) addressed the same questions
in monozygotic (MZ) and dizygotic (DZ) twins. Using VBR as the
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phenotype, heritability was calculated between 11 pairs of healthy
MZ, 8 pairs of healthy DZ twins, and 7 pairs of MZ twins discor-
dant for schizophrenia. VBR was highly heritable in healthy MZ
twins (h2 = 0.98) and roughly twice that of healthy DZ twins (h2 =
0.45). VBR was also highly heritable in schizophrenic DZ twins
(h2 = 0.87). However, reflecting an apparent genetic loading effect
in which strong family history of psychosis (either manifested by
frank schizophrenia or simply by family history) predicted greater
concordance for the phenotype within sibships as found by
Weinberger et al. (60), the two schizophrenic DZ sibships in the
Reveley et al. (43) study with a strong family history of psychosis
showed the least within-pair variance. Finally, DeLisi and col-
leagues (17) demonstrated a significant familial component to lat-
eral ventricular enlargement in 11 sibships (including non-psychotic
siblings of schizophrenic patients or so-called unaffected siblings
[SIBS]) that was not explained by non-genetic or environmental
factors such as early head injury or obstetrical complications.

In the decades that followed, MRI largely replaced CT in these
investigations (38,54,59,61). Recently, Lawrie et al. (31) reported
the first MRI volumetric results from the Edinburgh High Risk
Project, an ongoing epidemiological monitoring project designed to
follow 200 high-risk, but asymptomatic subjects with multiple first-
and/or second-degree relatives with manifest schizophrenia in order
to determine the factors that are likely to predict which high-risk
subjects will eventually develop schizophrenia. As in earlier CT
studies, the motivation for examining unaffected members of these
families was driven by the assumption that susceptibility alleles (and
thus the phenotypic manifestation(s) of these alleles) should be more
likely to aggregate within these high-risk subjects. They compared
100 high-risk subjects to 20 first-episode SCZ and 30 matched HV.
Of relevance to this discussion of heritability, analyses within the
high-risk cohort suggested that a pattern of regional brain volumet-
ric abnormalities (including structures within the anterior mesial
temporal lobes and ventricular system) was more frequent in high-
risk subjects with the greatest number of affected family members.
Although the merits of other MRI volumetric abnormalities contin-
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ued to be debated, the consensus remained that lateral ventri-
culomegaly was both under genetic control and could be used at the
individual subject level as an intermediate phenotype (16,47,49,52).
Most importantly, this process eventually led to a specific genetic
finding. The first relationship between ventricular enlargement and
a specific genetic locus was reported by Shihabuddin et al. (48),
who found a linkage between VBR and the short arm of chromo-
some 5 (5p14.1-13.1).

The search for intermediate phenotypes in schizophrenia using
fMRI and MRS has a much briefer history (5,11). However, the list
of potential candidates for such phenotypes has been steadily grow-
ing since the introduction of functional brain imaging to the study
of schizophrenia in the mid-1970s. Several of the strengths and
weaknesses of this approach are discussed here.

In principle, a phenotype related to genetic risk should be found
in ill individuals and in some at-risk individuals who do not mani-
fest illness. Thus, the search for phenotypes at the level of brain
imaging begins with patients who manifest schizophrenia. Although
functional brain-imaging techniques have been applied to the study
of mental illnesses, particularly schizophrenia, for almost 30 yrs,
they have failed to generate pathognomonic findings. Pathogno-
monic brain-imaging findings should be “characteristic” of the ill-
ness or disease under study and specific to it. For instance, the most
replicated functional brain-imaging finding in patients with schizo-
phrenia remains “hypofrontality.” Hypofrontality is widely believed
to indicate that patients with schizophrenia have reduced neuronal
activity in dorsolateral prefrontal cortex (DLPFC) as assayed by such
measures as regional cerebral blood flow (rCBF) or regional cere-
bral metabolic rate of glucose metabolism (rCMRglu). Fortunately,
30 years of study have added an ever-broadening armamentarium
of brain-imaging techniques to assay indirect measures of neuronal
activity (such as rCBF or rCMRglu) from single-photon emission
tomography (SPET), positron emission tomography (PET), and
MRI techniques. Unfortunately, the ongoing and ever-widening appli-
cation of these functional brain-imaging methodologies to schizo-
phrenia continues to raise as many questions as it answers. This
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ongoing controversy may in part explain the lack of candidate brain-
imaging phenotypes studies in schizophrenia to date.

However, this apparent conundrum should not prevent the gen-
eration of these much-needed phenotypes in schizophrenia.
Together with increased genotypic and molecular biological char-
acterization, brain imaging researchers who were interested in iden-
tifying a pathognomonic finding in early symptomatic Alzheimer’s
disease have reported some progress through the use of abnormal
rCBF and rCMRglu in the parietal cortex assayed via PET. Ishii et
al. (26) summarized a body of work that in toto argued that abnor-
mal brain imaging statistical maps enabled neuroradiologists to
more accurately identify mildly symptomatic patients with
Alzheimer’s disease. More specifically, Ishii et al. (26) created
“cerebral perfusion Z score maps” (Z map) using H2

15O PET in 28
patients with probable Alzheimer’s disease and 10 matched healthy
volunteers. Based on a group comparison of a normative sample of
20 healthy aged volunteers and 20 patients with Alzheimer’s dis-
ease, Ishii and colleages created a “prototypic” AD brain Z map
within the Statistical Parametric Mapping software package—SPM
(23). Four radiologists blinded to diagnosis were then asked to rate
the individual conventional rCBF maps and cerebral perfusion “Z
maps” of the 28 patients with probable AD and the 10 matched
healthy aged volunteers. A receiver operating characteristic (ROC)
analysis was then used to compare the two rating systems and found
that “Z maps” (mean area under the ROC curve = 0.96) more accu-
rately separated patients with mildly symptomatic Alzheimer’s dis-
ease from healthy elderly subjects than simple visual inspection of
individual rCBF maps (mean area under the ROC curve = 0.584).

Early in the history of the search for candidate brain imaging phe-
notypes in schizophrenia, it appeared that this statistical mapping
approach could be effectively applied to the classification of patients
with schizophrenia and healthy controls. However, the relationship
between rCBF findings in schizophrenia (such as hypofrontality) at
the group level had a complex relationship with the statistical maps
at the individual level (3,15,35,36,41,42). This becomes a critical
issue when attempting to apply classification of individual PET
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rCBF maps to unaffected siblings of patients with schizophrenia
(21). Fortunately, in parallel with ongoing theoretical debates within
the psychiatric neuroscience literature, impressive efforts have been
made within the larger brain-imaging literature to formally address
the complex relationship between findings at the individual and
group level (see refs. 1,8,18,46,62).

For example, some have argued that functional brain imaging
findings in the DLPFC of patients with schizophrenia are either
entirely or mostly the result of confounding factors such as perfor-
mance, medication status, and the effects of chronic illness, although
strong opposing evidence has been present in the literature from the
very beginning (see ref. 58 for review). Even if it is accepted that
such DLPFC findings in schizophrenia represent physiologically
valid measures of neuronal activity in DLPFC (a controversial
assumption beyond the scope of this chapter), candidate intermedi-
ate phenotypes based on any regional functional brain measure may
face additional challenges.

In addition to the two general questions posed at the outset of this
chapter, an additional conceptual hurdle must be overcome.
Although it is assumed that a candidate intermediate phenotype is
heritable, formal estimates of heritability must eventually consider
issues of shared genetic susceptibility and shared environment (45).
However, these estimates also include an error term. For example,
in structural brain imaging in schizophrenia, although non-genetic
factors (such as history of head injury or birth complications) are
known to add error to heritability measurements, the very measure-
ments themselves (e.g., manual or automated tracing of ventricles
during the quantification of VBR) are known to introduce some
error (17,43,60). As the methodologies have become more complex,
estimates of measurement error at the individual brain map level
have also become more complicated.

One final source of intense debate regarding the putative validity
of abnormal DLPFC rCBF as a candidate brain-imaging phenotype
is the issue of performance. Specifically, investigators continue to
explore the observation that the most reliable experimental condi-
tions for generating reduced DLPFC rCBF in patients with schizo-
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phrenia (and by extension their at-risk siblings) involves cognitive
tasks that schizophrenic patients will perform more poorly than a
control population—the “performance conundrum.” Therefore,
even if one succeeded in solving the “statistical mapping problem”
in schizophrenia—as illustrated in the work of Ishii and colleages
(26) in suspected Alzheimer’s disease—the performance conun-
drum presents an additional hurdle. For suspected AD, measure-
ments of rCBF at rest were used, and this approach has been
criticized as an unreliable measure of abnormal DLPFC brain activ-
ity in schizophrenia (57).

Since there is a growing consensus that performance differences
drive DLPFC activation differences between patients and controls,
many groups are attempting to map regional responses to cognitive
challenge over a range of difficulty (7). Using a parametric design,
the best hope of generating an individual phenotype may be that
patients operate on a different “load-response” curve. If patients
appear to operate on the same load-response curve, then perfor-
mance differences will drive brain-map differences in a potentially
non-informative fashion. In reference to intermediate phenotypes,
the activation differences between patients and controls may reflect
a non-genetically driven dissociation that could be found in any two
cohorts occupying different areas on the “healthy” load-response
curve (9,10,14,15). However, if the dissociation arises from genetic
influences, then individuals (patients, siblings, or controls) could be
plotted in reference to the “healthy” curve, and their relative posi-
tion on this standard curve could represent either a quantitative or
qualitative intermediate phenotype (9).

Circumstantial evidence increasingly indicates that patients with
schizophrenia do operate on a distinct load-response curve. For
example, the physiological response to working memory (WM)
challenge appears to fall on an inverted-U shaped curve for healthy
subjects and for patients with schizophrenia. The assumption has
been bolstered by the observation of “hypofrontality” in healthy
subjects pushed beyond their performance capacity. It is a well-
established behavioral observation in humans that WM is capacity-
limited (37). When healthy subjects are pushed beyond their WM
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capacity, attenuated PFC activation results. Goldberg et al. (24)
found that healthy subjects became hypofrontal when performing
an executive WM task (the WCST) and an auditory shadowing task
together vs performing the WCST alone. Using a parametric ver-
sion of the N-back WM task, Callicott et al. directly demonstrated
that healthy subjects become hypofrontal beyond their WM capac-
ity (14). Other groups have used parametrically manipulated WM
tasks that support the notion of an inverted-U shaped response for
healthy controls in DLPFC (27,34). Although far from substanti-
ated, it appears that patients with schizophrenia also show an
inverted U-shaped response curve in DLPFC that is a distinct load-
response curve from that observed in healthy subjects. Fletcher et
al. (22) were the first group to describe dissociable DLPFC activa-
tion curves using a graded semantic memory task. Callicott et al.
also tested this hypothesis using a parametric WM task and found
support for this dissociation (12). Furthermore, aberrant DLPFC
activation was correlated with in vivo measures of neuronal pathol-
ogy (1H-MRSI-derived NAA measures) suggesting a pathological
neuronal basis for this dissociation in the DLPFC of schizophrenic
patients. Although no one experiment has yet captured the full extent
of this dissociation, Manoach and colleagues have reported results
using a modified Sternberg Item Recognition task that could be inter-
preted to support distinct load-response curves in DLPFC (32,33).

3. The Findings

Although structural brain imaging findings have dominated the
search for viable intermediate phenotypes, both MRS and fMRI
studies have also documented familial findings in patients with
schizophrenia and their relatives. Guided by both structural and
functional brain imaging findings in schizophrenia, investigators to
date have concentrated on the frontal lobes and the hippocampal
area. MRS, both proton MRS (1H-MRS) or phosphorous-31 MRS
(31P-MRS), remain the only in vivo brain imaging methodologies
believed to measure neuronal integrity directly (25,55). Three stud-
ies have used proton MRS (1H-MRS) methodologies to examine
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the frontal cortex of first-degree relatives of patients with schizo-
phrenia. The principal metabolite measurements have been n-acetyl-
aspartate (NAA), choline-containing compounds (CHO), and
creatine+phosphocreatine (CRE) (4). Keshavan et al. (29) used a
single-voxel, short echo time (TE) proton MRS (1H-MRS) tech-
nique to study medial frontal lobe (anterior cingulate subregion)
neuronal integrity in healthy volunteers (HV) (n = 10) and the off-
spring of schizophrenic patients (n = 9) and found a trend for a
reduction in NAA/CHO in the offspring, but failed to identify sig-
nificant reductions in NAA/CRE. Callicott et al. (13) used a mul-
tiple voxel, long TE proton magnetic resonance spectroscopic
imaging (1H-MRSI) technique (19) in patients with schizophrenia
(n = 47), their unaffected siblings (n = 66), and healthy volunteers
(n = 66). In DLPFC, ventral lateral prefrontal cortex, and anterior
cingulate, SIBS failed to show a significant reduction in NAA mea-
sures. Finally, Block et al. (6) used a combined short and long TE
1H-MRS technique to examine 25 SCZ, 19 NV, 13 subjects with
schizophrenia-spectrum disorders, and 35 SIBS. Once again, SIBS
failed to show any significant reductions in left dorsal PFC NAA
measures. Klemm et al. (30) used a 31P-MRS technique (39) to study
14 first-degree relatives of SCZ (children of SCZ plus siblings of
SCZ) and 14 matched NV. Based on published reports of abnormal
membrane phospholipid turnover in the SCZ (40,53), Klemm et al.
(30) hypothesized that these first-degree relatives at risk for schizo-
phrenia should also show signs of either decreased membrane phos-
pholipid anabolism or increased membrane phospholipid catabolism
in the frontal lobes, as has been seen in adult SCZ. The dependent
measurements derived from 31P-MRS were the relative peak areas
of “phosphodiesters (%),” “phosphomonoesters (%),” the ratio of
phosphomonoesters to phosphodiesters, “total adenosinetriphos-
phate (%),” “phosphate phosphocreatine (%),” the ratio of phos-
phate phosphocreatine to total adenosinetriphosphate, “inorganic
phosphate (%),” and pH. These dependent measures were taken
simultaneously from two regions of interest (ROIs) placed bilater-
ally within the frontal lobes and group values compared using non-
parametric, pairwise Mann-Whitney U tests (p < 0.05, uncorrected).
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Within these frontal-lobe volumes, first-degree relatives were found
to have significantly higher phosphodiester percentages and a lower
ratio of total phosphomonoesters to total phosphodiesters. A trend
was also found for these high-risk first-degree relatives to have
lower phosphate phosphocreatine % (p = 0.05). The authors inter-
preted these results to suggest greater frontal-lobe membrane
catabolism in first-degree relatives of SCZ and propose this as a
putative intermediate phenotype. On the other hand, there were no
significant differences in the other 31P-MRS measurements (e.g.,
support for the presence of lower-membrane anabolism) and no for-
mal or informal estimates of familiality or heritability performed. In
summary, both 1H-MRS and 31P-MRS studies of first-degree rela-
tives of SCZ offer some potential intermediate phenotypes of
abnormal PFC neuronal integrity, but the results are not yet conclu-
sive, and require further work to generate formal estimates of
familiality and/or heritability.

MRS intermediate phenotypes in the hippocampal area are in a
similar state of development. In the same study noted here, Callicott
et al. (13) found that both SCZ and SIBS had reduced NAA mea-
sures (NAA/CRE) in the hippocampal area (HIPPO) when com-
pared to NV. Although the number of “sib-pairs” (members of the
same family in which a SCZ had reduced HIPPO NAA measures)
was too small to perform formal heritability estimates, an interme-
diate phenotype was defined in the same manner as in prior struc-
tural MRI studies (17,43,60). In essence, any subject (SCZ, SIB, or
NV) with HIPPO NAA values below one standard deviation of the
NV mean were designated as possessing the HIPPO NAA interme-
diate phenotype. Familiality within each sib-pair was determined in
the following two ways: quantitatively though an ICC (2), and quali-
tatively through relative risk (λs). Quantitative measures of
familiality were not significant, but relative risk calculations (44)
suggested that this putative intermediate phenotype was heritable
(λs = 3.8 – 8.8). Recently, Callicott and colleagues (unreported data)
have replicated this increased relative risk using the same 1H-MRSI
method and a new group of SCZ (n = 34), SIBS (n = 33), and NV
(n = 38). In this second experiment, all analyses were directed at
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NAA measures (specifically NAA/CRE ratios) in HIPPO. As a
group, SIBS and SCZ exhibited a significant reduction in HIPPO
NAA/CRE compared with NV. Estimates of heritability were car-
ried out using reduced HIPPO NAA/CRE as the potential inter-
mediate phenotype. Quantitatively, ICC analyses within sib-pairs
were again insignificant. Qualitatively, reduced HIPPO NAA/CRE
was found in 10–15% of NV, 28–35% of SCZ, and 21–26% of SIBS
(λs = 4.75–7.60). These findings, although still in a preliminary
stage of data analysis, appear to replicate increased relative risk for
reduced HIPPO NAA/CRE in SCZ and SIBS, and suggest that de-
creased HIPPO NAA measures are a viable intermediate phenotype
in schizophrenia. It should be noted that there are numerous other
brain regions—including the basal ganglia, thalamus, and cerebel-
lum—that are currently under investigation using 1H-MRS and 31P-
MRS. The reader is encouraged to read elsewhere for a more
detailed discussion of these findings and their potential role as inter-
mediate phenotypes in schizophrenia (see ref. 5).

fMRI intermediate phenotypes in schizophrenia are more poorly
characterized in the published literature. Using a version of the N-
back task alluded to here, Egan et al. (20) were able to show a direct
effect of a common functional polymorphism in the catechol-O-
methyltransferase gene (Val 108/158 Met) on PFC fMRI activation.
In addition, Callicott et al. (in submission) have found evidence that
DLPFC inefficiency during the modified N-back WM task as mea-
sured by fMRI may also be a putative brain imaging phenotype. In
two separate cohorts of SIBS (n = 23, 25; respectively) and NV (n =
18, 15; respectively), SIBS showed an exaggerated right DLPFC
BOLD fMRI response to WM challenge. Although both cohorts
were distinct and the BOLD fMRI methodologies were slightly dif-
ferent, second-level analyses of these fMRI data within SPM99
(Wellcome Department of Cognitive Neurology, FIL, UK) have
revealed overactivation (or inefficiency) in the same region of right
DLPFC in both cohorts. A preliminary analysis of familiality within
7 sib-pairs revealed the following: 1) qualitatively, there appears
to be a “susceptibility loading effect” (Fig. 2A); 2) quantitatively,
there appear to be high correlations between the members of the
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“sib-pair” (Fig. 2B). As has been the case for all abnormal group
findings in the DLPFC of SCZ that are generated with cognitive
challenge studies, the interpretation of any given finding as repre-
senting a core feature of the illness (and thus a reasonable candidate
intermediate phenotype) is controversial. However, a precedent
within the PET functional brain-imaging literature suggests that
more complex, network-based analyses may eventually help sort
out the apparent confusion regarding regional findings and their
putative over-represention in first-degree relatives of SCZ. Spence

Fig. 2. Greater activation of dorsal PFC during WM challenge in
patients and sibs: a statistical exploration of genetic loading. PFC effi-
ciency as an intermediate phenotype. (A) Preliminary qualitative analy-
sis: SPM (23) “glass brain” images on the left represent a preliminary
exploration of putative genetic loading for altered cortical responses dur-
ing a modified version of the N back WM task. This group map identifies
areas throughout the WM network in SCZ (n = 13), SIBS (n = 23), and
HV (n = 18) across a range of WM load. Putative effects of genetic sus-
ceptibility were modeled as a three-step function with the response of
sibs intermediate between that of patients and controls (p <0.001, uncor-
rected). (B) Preliminary quantitative analysis: Correlations within sib
pairs (n = 7 pairs) of fMRI response across this range of WM load are
mapped on the right figure. Correlations were performed within MEDx
(Sterling, VA) and significant positive correlations ( p < 0.001) are dis-
played on a standard template (SPM96). These 7 sibling pairs are concor-
dant for the putative fMRI phenotype, but discordant for manifest
schizophrenia.
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et al. (51) used H2
15O PET to study overall brain activation patterns

during a verbal fluency cognitive challenge in 10 obligate carriers
of SCZ (unaffected subjects with a parent and a child with SCZ), 10
SCZ, and 10 HV. Instead of focusing on brain activation patterns in
specific regions, these investigators examined the interrelationship
between regional brain activation (i.e., a functional connectivity
analysis within SPM) and found “functional disconnection”
between activation in DLPFC and anterior cingulate in SCZ, but not
obligate carriers. However, these data failed to detect any familial
(and by inference potentially heritable) functional disconnection
between DLPFC and other regions such as DLPFC and hippocam-
pus (see ref. 57) in obligate carriers. Given the complex heritability
of schizophrenia discussed elsewhere in this book, the use of a small
number of obligate carriers does not rule out the possibility that
functional disconnection is familial. Regardless, the elegant statisti-
cal approach to phenotypic characterization presented in this land-
mark study is an important contribution. This work (50) suggests
that functional brain imaging can provide rigorous, complex pheno-
typic characterization of individual SCZ without the potential pit-
falls of oversimplification (Fig. 1). As is the case for 1H-MRS and
31P-MRS, small sample sizes, technical details, and formal estimates
of heritability are significant, yet unsettled impediments to fMRI
intermediate phenoytypes in any prospective search for novel sus-
ceptibility genes in schizophrenia.

4. Conclusion

Advances in functional brain imaging, coupled with the sequenc-
ing of the human genome, are promising developments in schizo-
phrenia research. Armed with as little as a broad knowledge of the
brain imaging literature, a standard MRI scanner, and collaborators
from a number of other disciplines (notably psychology, radiology,
and genetics), investigators across the globe are poised to critically
apply this approach. Although minor methodological and technical
differences must be clarified, we are likely to unravel some of
the genetic and physiological mysteries that have characterized
schizophrenia.
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1. Introduction

When a completed draft emerged from The Human Genome
Project in 2001 (1), the most ambitious biological enterprise ever
undertaken yielded a prize of almost inestimable value: A map of
the basepair (bp) sequence of the nearly 6-foot strand of DNA found
in almost all of the body’s 100 trillion cells (2–4). As President
Clinton has stated, “Without a doubt, this is the most wondrous map
ever created by mankind.” Data from that project will be generally
available to the scientific community, permitting a wide variety of
projects in several areas. Medical tests will be created to identify
those at risk for a multitude of diseases, so that people will gain
time to take preventative measures. Drugs designed on the basis of
genetic information will provide more effective treatments, and
genetic therapies that work directly at the site of a problematic gene
will become increasingly available. Despite the enormous size of
the DNA strand, it appears that humans possess the relatively small
number of 30,000 genes; the remainder of the material presents the
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opportunity to document our evolutionary heritage with a degree of
accuracy that was previously unimaginable.

At a cost of approximately 3 billion dollars, the Human Genome
Project required a computing ability millions of times greater than
that required by NASA to land a man on the moon. Obviously, the
number of statisticians, molecular geneticists, and biomedical spe-
cialists required to accomplish the goals of this project was there-
fore enormous. Moreover, new generations of scientists were trained
with project funds in order to meet the enormous demands required
for the successful completion of the Human Genome Project. Those
scientists developed (and continue to create) new technologies and
analytic approaches that have direct implications for the project
itself, and can be applied to other areas of the medical, biological,
statistical, and computing sciences. Naturally, psychiatric genetics
is prominently included among those fields.

2. Analysis in Psychiatric Genetics

Since systematic psychiatric research has provided considerable
evidence that many psychiatric disorders have at least some degree
of heritability, it seems reasonable to assume that these clinically
diagnosed psychiatric disorders would readily lend themselves to
genetic analyses. To approach this issue, we have previously noted
that the issue of heterogeneity is essential (5). These researchers
have emphasized that heterogeneity is of two types, causal and clini-
cal. Causal heterogeneity applies to conditions in which two or more
causes can independently induce the same clinical syndrome. Clini-
cal heterogeneity applies when a single cause leads to more than
one clinical syndrome. Both types of heterogeneity are relevant to
psychiatric genetics because both illustrate the problems of relying
on clinical diagnoses alone in the search for the genes underlying
the disorder. Instead, the full spectrum of conditions caused by the
relevant genes must be considered, and that spectrum is identified
by considering the issue of heterogeneity. The spectrum could be
developed from a pool of genetic data derived from a pool of fami-
lies; in turn, this spectrum could be used to develop a psychiatric
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genetic nosology. This nosology would enable the formation of cat-
egories of patients based on distinct genetic entities.

In order for psychiatric genetic nosology to be effective, it must
tackle the problem of diagnostic accuracy; viz., the degree to which
a diagnosis accurately distinguishes individuals with disorders asso-
ciated with specific susceptibility genes from those who do not.
There are two fundamental types of diagnostic inaccuracy: false-
negatives and false-positives. False-negatives can occur for two rea-
sons: The first is found when patients are mistakenly diagnosed as
being well or having some other disease when they actually have
the relevant disorder. The second cause occurs as a result of reduced
penetrance—the subject has genes for the disorder, but has not
manifested the disease at the time of diagnosis.

False-positive diagnoses are also made for two reasons that are
approximately inverse of the causes for false-negatives. The first
reason is simply that the patient is misdiagnosed as having the ill-
ness. The second reason for a false-positive is that the patient has
been accurately diagnosed with the correct general disease, yet does
not possess the genetic subform of the illness.

3. Reducing the Rate of False-Negatives and False-
Positives

The preceding section suggests that any attempt to develop psy-
chiatric genetic nosology must involve an attempt to reduce the rate
of false-positives and false-negatives. It is important to note that it
is quite unlikely that genetically influenced brain processes would
have a one-to-one correspondence with the complex clinical phe-
nomena that are used to form a positive diagnosis. Instead, psychi-
atric signs and symptoms are more likely to be more remote effects
of genes. Thus, it is almost certain that a promising approach for
reducing false-positives and false-negatives in psychiatric genetics
would be to directly examine measures of the neurobiology of the
brain. Moreover, the utility of that approach is underscored by the
fact that very few complex disorders are likely to be caused by a
single gene.
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In a general way, the strategy described here would be under-
taken in the following manner: If a disease features a gene that is
also known to relate to some measurable CNS deficit, measurement
of that deficit (the presence of phenotypic manifestation of the gene)
could be used in linkage analysis. By extension, if the illness is
caused by several genes, it would ideally be possible to measure
alternate phenotypes, and thereby find neurobiological measures
that correspond to each one of those genes. Examination of alterna-
tive phenotypes could therefore be highly effective in detecting the
gene linkage in a disorder, even if phenotypic presentation with the
disease cannot.

Two problems arise in the use of the preceding approach. The
first is that, as the number of phenotypic indicators included in a
linkage study is increased, the probability also increases that any
positive finding will be a result of mere chance. Although this prob-
lem can be managed through several statistical procedures, each one
entails a loss of power. The second problem with the use of alterna-
tive phenotypes is that the procedure’s decrease in false-negatives
usually involves an increase in false-positives (since the phenotypic
indicators are usually more prevalent among controls than the dis-
ease under study). For example, the oculomotor dysfunction among
relatives of schizophrenic patients occurs at a rate of 14–50% (6).
Because this rate is greater than the rate of schizophrenia and related
psychoses among relatives (10%), the inclusion of oculomotor dys-
function decreases the rate of false-negatives (6). Nevertheless,
despite the fact that oculomotor impairment is statistically more
common among relatives than for controls, the rate among controls
is 2–8× greater than the 1% population risk for schizophrenia.
Therefore, the use of oculomotor measures as a phenotypic indica-
tor involves the risk of an increase in false-positives.

One way to decide whether the tradeoff between false-negatives
and false-positives warrants the use of a particular phenotypic indi-
cator has been suggested by Risch (7,8). He showed that, as the
ratio of the prevalence among relatives of those with an illness and
the prevalence in the general population increases, the power of a
linkage study concomitantly increases. Thus, the statistical power
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of linkage analysis can be increased by identifying a phenotype that
is quite prevalent among relatives but rare in the general popula-
tion (6,9,10). An alternative phenotype will thus be most useful if it
increases Risch’s prevalence ratio.

4. Predictive Genetic Testing

A major goal of psychiatric genetics is to use genetic information
to discover preventive or better palliative techniques for treating
psychiatric disorders. Unfortunately, predictive presymptomatic or
prenatal genetic testing techniques are still in their infancy in psy-
chiatry. That is because, unlike other diseases that have accurate
methods for predicting the presence of an illness (see Table 1), the
molecular genetics of psychiatric illnesses are not yet fully under-
stood. Nevertheless, linkage findings in disorders such as
Alzheimer’s disease and Parkinson’s disease suggest that accurate
DNA tests to determine at-risk individuals will probably be devel-
oped in the near future. However, it is important to consider that for
such tests to be clinically useful, there must also be confidence about
when the test results should be provided. (For example, the Ameri-
can Society of Human Genetics opposes presymptomatic testing for
adult-onset conditions among at-risk children because of the poten-
tial for adverse psychological effects on both children and their par-
ents.) Moreover, information derived from the genetic testing should
have the potential to improve the lives of those who are tested.
(Again, as an example, it has become a common practice in some
Orthodox Jewish communities for couples who are contemplating
marriage to receive Tay-Sachs testing prior to marriage to enable the
couple to make a more informed decision regarding potential children).

In psychiatry, genetic testing may improve the lives of at least
some individuals who are found to possess disease genes. For
example, if it becomes possible to determine those genes that pre-
dispose an individual to schizophrenia, it would become possible to
provide proactive interventions for signs of emergent psychosis, and
thereby increase the chance of a better prognosis. In fact, if preven-
tive treatments could be developed, early identification may even
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prevent psychosis in some cases. Yet we are still far from reaching
that Utopian world.

5. The Future of Psychiatric Treatment

For almost all serious psychiatric illnesses, treatment currently
involves both pharmacological and cognitive-behavioral regimens.
As noted in the previous section, genetic research promises to
supplement that strategy through early detection and prevention, and
by developing improved therapeutic techniques targeted at relevant
genetic sites.

5.1. Early Identification and Prevention

There are two essential distinctions emphasized by prevention
researchers: Primary vs secondary prevention; and universal pre-
ventive interventions vs selective preventive interventions (27–29).

Table 1
Currently Available Genetic Tests for Presymptomatic
or Prenatal Testing

Disease tested Reference

Alpha thalassemia (11)
Breast cancer (12)
Cystic fibrosis (11)
Epidermolysis bullosa simplex (13)
Familial Mediterranean fever (14,15)
Fragile X mental retardation (16)
Friedreich’s ataxia (17)
Huntington’s disease (18)
Gaucher’s disease (19)
Kennedy’s disease (20)
Myotonic dystrophy (21)
Niemann-Pick disease, type C1 (22)
Sickle-cell anemia (23)
Spinocerebellar ataxia type 1 (24)
Spinocerebellar ataxia type 3 (25)
Tay-Sachs disease (26)



Psychiatric Genetics 257

“Primary prevention” can be any intervention that blocks the onset
of a disease. An obvious example is preventing cirrhosis of the liver
by limiting alcohol intake. In psychiatry, there is no comparably
simple algorithm for preventing mental illnesses, but essentially
similar techniques could be yielded by a deeper understanding of
the genetic/physiological foundation of any given disorder.

Primary prevention can be implemented on two levels. Prenatal
or other early environmental insults can be prevented, thereby pre-
venting the onset of resultant neurodevelopmental abnormalities and
ultimately, psychological disorders (30,31). Later environmental
insults can prevent psychopathology, but not initial neurodevelop-
mental abnormalities (32,33).

Secondary prevention can only be directed toward alleviating the
severity of the effects of a disorder. In this type of prevention, an
intervention early in the course of the disease can reduce both the
number of active incidences of the disease and the severity of those
instances. For this type of intervention, it is essential to identify the
presence of the illness as quickly as possible. Clearly, an under-
standing of the genetic underpinnings of a given illness would fur-
ther the latter end immensely.

Another model of prevention involves universal, selective, and
indicated prevention (34). Universal preventive programs apply pre-
vention resources to an entire group without regard to the risk levels
of particular individuals within that group. As a result, research direct-
ed toward distinguishing high risk from low risk is unnecessary.

Selective prevention intervention involves targeting individuals
who are more likely to develop a psychiatric illness than most mem-
bers of the population as a whole. Psychiatric genetic studies pro-
vide an ideal method to discover either genes or phenotypic
indicators that are predictive of future illness (35,36).

Indicated prevention is applicable to individuals who display a
sufficiently serious risk factor or condition to warrant preventive
intervention. Examples of this type of intervention include hyper-
tension control, antituberculosis medication for those who need it
as determined by skin test, or dietary modifications for those with
abnormally high levels of cholesterol. The basis for deciding
whether to implement universal vs indicated prevention protocols is
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largely one of cost: Because the cost of indicated preventative
measures precludes the implementation among the population at
large, there must be a clinical basis for determining that an indi-
cated measure is warranted.

5.2. Medical Interventions for Genetic Defects

In the earliest years of psychopharmacology, drugs were often
administered on the basis of the empirical observation that a par-
ticular substance exerted a palliative effect, with no real understand-
ing of the psychobiological basis for the observed effect. After
substantial advances in the fields of neuroscience and psychophar-
macology, a greater understanding of pharmacodynamics emerged,
but these findings involved the extant state of the brain as it was
when studied; they did not account for how the brain came to pro-
duce the aberrant proteins requiring intervention. Advances in psy-
chiatric genetics will help to overcome this last causal hurdle. Thus,
as stated earlier, as an understanding of psychiatric genetics
progresses, medical interventions targeted at specific genetic defects
will be improved.

The relatively new field of gene therapy offers real promise in
developing medical interventions for genetic disorders in the field
of psychiatry (37–40). Gene therapy is a procedure in which mutant
genes are removed from target cells and are replaced with “normal”
genes. In other fields, such as hemotology, gene therapy has become
an increasingly widespread, successfully implemented technique for
curing disease. However, it has not yet been successful in treating
diseases with complex genetic foundations. Techniques for doing
this are currently being developed, and as they become more refined,
gene therapy will become increasingly viable as a strategy for treat-
ing mental disorders.

6. Genomics and Schizophrenia

The Human Genome Project has already raised the possibility of
a variety of innovations in research. For example, it may soon be
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possible to use DNA microarrays to diagnose cancer and infectious
disease subtypes, as well as to predict clinical outcomes (41). The
genome could also be used to examine the interactions of the envi-
ronment, genes, and toxic exposures. It is therefore reasonable to
envision that genomics can be applied to gaining a better under-
standing of schizophrenia, and thereby, developing better clinical
methods for attacking the disease.

Niculescu et al. (42) treated rats with methamphetamine to create
an animal model for psychotic mania. Specific brain regions were
comprehensively analyzed for changes in gene expression using
oligonucleotide GeneChip microarrays. The data were cross-
matched against human genomic loci associated with either bipolar
disorder or schizophrenia. In this way, they identified several novel
candidate genes (such as signal transduction molecules, transcrip-
tion factors, or metabolic enzymes) that may be involved in the eti-
ology of mood disorders and psychosis. Moreover, their analyses
suggested a future classification of candidate genes into two types:
psychogenic genes and psychosis-suppressor genes.

Another development that is promising for the future of schizo-
phrenia research and treatment is the quantitative trait loci (QTL)
approach (e.g., Williams and Blangero) (43). This approach involves
genetic expressions used in variance component linkage analyses of
a quantitative trait in undetermined samples. Comprising effects
caused by a single QTL, residual additive genetic factors and indi-
vidual-specific random environmental variation are considered. The
result is the ability to assess more specifically the contribution of
specific loci in genomic research. This method offers particular
promise to the study of schizophrenia, because of the unique diffi-
culties involved in separating gene-environment interactions. Tech-
nological advances in genomics therefore will obviously play a
pivotal role in furthering the science.

7. Genomics, Proteomics, and Technolgy

As stated by Rudert (44), the sequencing of the human genome
was only made possible by the massively parallel use of automated
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high-throughput technologies that involved the development and
interfacing of new hardware and software in a way that would pre-
viously have been inconceivable. One of the most relevant advances
was the development of the DNA-chip principle, mainly used for
RNA expression profiling. This principle has become the basis of
new genomics and proteomics technologies, culminating in the lab-
on-a-chip concept, which in the next 5–10 yr, could advance at a
comparable rate to that of computers over the last 50 yr (44). The
technology has already been applied to the attempt to describe dis-
ease and disease risk at the molecular level. Nevertheless, the field
is still too new to determine whether it will yield the diagnostic
efficacy that some have predicted, particularly as it might be applied
to schizophrenia.

The effect of genes on any given biological mechanism is natu-
rally indirect. Rather, genes give rise to proteins that lead to physi-
ological processes. The study of the effect of those proteins is
“proteomics.” Proteomics refers to the cataloging and analysis of
every protein in the human body as it depends on in vivo param-
eters. Because disease or drugs can alter a protein profile, a descrip-
tion of protein profiles can enhance the understanding of disease as
well as the effect of pharmaco-interventions. In the past, since
nucleic acids are more chemically homogeneous, genomics was
regarded as a more promising approach than proteomics. However,
with improvements in proteomic methods, it is likely that
proteomics will complement genomics as a tool to study life sci-
ences (see ref. 44). In turn, an advancement in the understanding of
schizophrenia is likely to be facilitated by proteomic as well as
genomic research. In fact, as noted by Futterman and Lemberg (45)
our understanding of the human organism and its various ills will,
in 50 years, be “transformed beyond recognition through genomics
and proteonomics.”

8. Ethics and Psychiatric Genetics

The genotyping of human beings has proven to be especially con-
troversial from an ethical standpoint. In turn, the genotyping of
human beings in terms of psychological and psychiatric attributes is
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especially controversial (46–48). That is because those fields con-
cern the attributes that most closely correspond to what we under-
stand to constitute “self.” Any labeling of the genetic core of
psychiatric phenomena therefore stigmatizes some people unfairly,
even to the extent of labeling them as “sub-human.” Another con-
cern is that health insurance may be denied to people on the basis of
their genetic makeup.

Nevertheless, history has shown that any attempt to halt the
progress of knowledge is not only fruitless, but dangerous. More-
over, the support of free inquiry is assumed to be the best way to
protect humanity’s interests, since knowledge per se has no ethical
valence. Still, it is also true that knowledge in the hands of this unscru-
pulous or indifferent has often led to disastrous consequences. In
light of that last, the Ethical, Legal and Social Initiative (ELSI), the
National Institute of Health’s Human Genome Project, was created to
address that problem. The ELSI “team” consists not only of geneti-
cists, but thinkers from as many relevant areas as possible, includ-
ing religion, philosophy, law, psychology, and sociology. ELSI
researchers continue to address any issues relevant to the ethics of
genetics, thereby avoiding many of the disastrous consequences that
ensued upon the development of physics a century earlier (e.g., the
misuse of atomic energy). In that sense, at least, with the foundation
of ELSI, we have not only progressed scientifically or therapeuti-
cally in the past century, but (hopefully) ethically as well.
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