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## Preface

The purpose of this monograph is to present computationally efficient algorithms for solving basic problems in robot manipulator dynamics. In particular, the following problems of rigid-link open-chain manipulator dynamics are considered : $i$ ) computation of inverse dynamics, $i i$ ) computation of forward dynamics, and iii) generation of linearized dynamic models. Computationally efficient solutions of these problems are prerequisites for realtime robot applications and simulations.

Cartesian tensor analysis is the mathematical foundation on which the above mentioned computational algorithms are based. In particular, it is shown in this monograph that by exploiting the relationships between second order Cartesian tensors and their vector invariants, a number of new tensorvector identities can be obtained. These identities enrich the theory of Cartesian tensors and allow us to manipulate complex Cartesian tensor equations effectively. Moreover, based on these identities the classical vector description for the Newton-Euler equations of rigid body motion are rewritten in an equivalent tensor formulation which is shown to have computational advantages over the classical vector formulation. Thus, based on Cartesian tensor analysis, a conceptually simple, easy to implement and computationally efficient tensor methodology is presented in this monograph for studying classical rigid body dynamics.

Application of this tensor methodology to the dynamic analysis of rigid-link open-chain robot manipulators is simple and leads to an efficient formulation of the dynamic equations of motion. Moreover, the use of generalized and augmented links enables us to devise modeling schemes which are very much suited for the dynamic analysis of the aforementioned class of robot manipulators, since they allow us to compute off-line as many as possible of the configuration independent dynamic parameters of a manipulator. The resulting algorithms are recursive in nature. This is in line with other computationally efficient methods appearing in the literature, the most recent of which have been listed in the references at the end of the chapters.

In this monograph it is assumed that the reader is familiar with basic vector analysis and introductory (undergraduate) statics and dynamics. Knowledge of Cartesian tensor analysis, robot or rigid-body dynamics would be helpful, but is not a prerequisite for following the material in this monograph.

Montreal, Canada
Constantinos A. Balafoutis Rannikant V. Patel

## Chapter 1

## Introduction

The science of robotics began less than thirty years ago, when the first computer-controlled manipulator was demonstrated by Unimation Inc. Since that time, scientists and engineers have designed hundreds of different manipulators and the study of robotics has become a highly complex and interdisciplinary field which encompasses a number of topics taken from other "classical'' fields such as: mathematics, mechanical and electrical engineering, computer science, etc. Today, with the advances made over the last decade, robots have come to symbolize high-level automation in almost every aspect of human activity. Applications of robots can be found almost everywhere: from hazardous environments such as in space and oceans, to more pleasant home environments [1-7]. However, by far the majority of applications of robots to date has been in the automotive manufacturing and metalworking industries [8,9]. A few typical applications of the so called industrial robots include spray painting, welding, material handling, machine loading, assembly.

Exactly what constitutes an industrial robot is still debatable not only from the view point of social science experts, but also from that of robotics specialists. For example, the Robot Institute of America defines [9] an
industrial robot as:
> "A reprogrammable multifunctional manipulator designed to move materials, parts, tools or specialized devices through variable programmed motions for the performance of a variety of tasks' ${ }^{\prime}$.

On the other hand, the Japan Industrial Robot Industry Association uses a broader definition of an industrial robot:
> "An all-purpose machine equipped with a memory device and a terminal, and capable of rotation and of replacing human labor by automatic performance of movements."

This debate on the definition of an industrial robot simply indicates the continuous evolution which the field of robotics is undergoing year after year.

Independent of any specific definition, robotics specialists agree that a robot manipulator, which is the most important form of industrial robots, consists of the following physical components: a mechanical system, sensors and a controller. In the mechanical system the basic components are the arm, the end-effector and the actuating mechanisms. The arm usually consists of six rigid-links connected together in an open kinematic chain by revolute or prismatic joints, and allows the robot to position the end-effector in different locations in the workspace. The end-effector (gripper, welding torch, electro-magnet, etc.) provides the means of manipulating objects or performing various other tasks in the workspace. The actuating mechanisms consist of power source(s), actuators (electric, hydraulic, pneumatic) and drive mechanisms (chains, gears, etc.). The sensors (visual, acoustic, force) measure and determine the state (positions, orientations, velocities) of the manipulator links and the end-effector. Furthermore, sensors measure and determine forces and moments exerted by the manipulated object on the manipulator. Finally, the controller is the device which supervises and regulates the programmed motion.

From a mathematical point of view, the study of robot manipulators includes topics such as: modeling and design; robot arm kinematics, dynamics and control; trajectory planning; sensors; robot vision; robot control languages; etc. Each of these topics can be studied on its own in great depth, as part of the education of a robotics specialist, or as an application area in different aspects of engineering. However, although each one of these topics is very important in robotics applications, a deep study of manipulator kinematics and dynamics is the cornerstone of successful utilization of today's robots and those which are going to be used in the future.

Robot manipulator kinematics deal with the geometry and the timedependent manipulator motion without consideration of forces and/or moments that cause the motion. In other words, they deal with the spatial configuration of the manipulator in physical space. In particular, kinematic analysis of robot manipulators is concerned with configuration and motion analysis. Configuration analysis deals with possible mathematical descriptions of the manipulator's spatial configuration as a function of time, and motion analysis deals with the first and second time derivatives of these configuration functions. The dynamics of a robot manipulator deal with the relation between actuator torques or forces and the manipulator's motion, considering its mass and inertial properties. These relations define the dynamic equations of motion of a robot manipulator which are fundamental to any robotic application. In particular, in the dynamic analysis of robot manipulators, we deal with the following basic problems.

### 1.1 Basic Problems in Robot Manipulator Dynamics

As is well known, the dynamical performance of an $n$ degrees-offreedom system of rigid bodies can generally be described by $n$ second order, usually coupled, nonlinear differential equations which can be represented by a second order $n$-dimensional coupled nonlinear vector
differential equation. These differential equations are known as the dynamic equations of motion of the system and denote its dynamic model.

In a dynamic model of a system there are two main aspects with which one is concerned: motion and forces. The motion of a system is called its trajectory and consists of a sequence of desired positions, velocities, and accelerations of some point or points in the system. Forces are usually characterized as internal (or constraint) forces and external (or applied) forces. The external forces are the ones which cause motion.

In robotics, a dynamic robot model usually describes relationships between robot motion and forces causing that motion, so that given one of these quantities, we can determine the other. There are, therefore, the following problems to be considered.
i) Forward Dynamics: The Forward or direct dynamics problem (FDP) is one where the forces which act on a robot are given and we wish to solve for the resulting motion. In its simplest form, the forward dynamics problem can be expressed symbolically as a vector differential equation of the form

$$
\begin{equation*}
\ddot{\mathbf{q}}=\mathbf{h}(\mathbf{q}, \dot{\mathbf{q}}, \tau, \text { manipulator parameters }) \tag{1.1.1}
\end{equation*}
$$

where, $\mathbf{q}$ is the vector of generalized coordinates (joint variables), $\dot{\mathbf{q}}$ and $\ddot{\mathbf{q}}$ are its derivatives with respect to time, $\tau$ is the (input) generalized force vector, i.e., the vector of joint torques and/or joint forces and the "manipulator parameters" are all those parameters which characterize the particular geometry and dynamics of a robot manipulator.

The importance of forward dynamics in robotics stems mainly from its use in simulation [10]. Simulation of robot motion is a way of testing control strategies or manipulator designs prior to the expensive task of working with the actual manipulator. In general, as we shall see later, equation (1.1.1) is not a simple equation for which an analytic solution can be provided easily. For a general robot manipulator, equation (1.1.1) is very complex since it is highly nonlinear with strong coupling between the joint variables. Hence, the
solution of (1.1.1) for $\mathbf{q}$ requires complex procedures for evaluating $\mathbf{h}$ and for performing numerical integration. Fortunately, a solution for equation (1.1.1) is rarely required in practical applications. More often, we are interested in the following "inverse" problem.
ii) Inverse Dynamics: The inverse dynamics problem (IDP) is one in which we need to determine the generalized forces that will produce a specified motion trajectory. The inverse dynamics problem can be described mathematically by an equation of the form

$$
\begin{equation*}
\tau=\mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}}, \text { manipulator parameters }) \tag{1.1.2}
\end{equation*}
$$

where, as in (1.1.1), the manipulator parameters describe the particular robot manipulator, $\tau$ is the vector of the unknown generalized forces and ( $\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}}$ ) is the given manipulator trajectory.

Inverse dynamics is very important in practical robot applications because it enables us to determine the profile of the generalized forces necessary to achieve a desired robot trajectory. Efficient computation of the inverse dynamics becomes particularly important when $\tau$ has to be evaluated online. This can arise in several practical situations, e.g., when the robot payload varies, or when the desired trajectory has to be modified online (e.g. for collision avoidance). Also, inverse dynamics plays an important role in many advanced robot control strategies where the inverse dynamics are used in the feedforward or feedback paths and may need to be computed online [11]. Moreover, to ensure convergence of the control scheme, the inverse dynamics computations may have to be performed very frequently. Consequently, the formulation and evaluation of these equations of motion affect the servo rate of the robot controller and partially determine the feasibility of implementing many control schemes online.

The forward and inverse dynamics problems are two problems which constitute what is usually known as robot manipulator dynamics [12,13]. However, since both problems are described by highly nonlinear and
dynamically coupled equations, it can be of great assistance in many robotic applications if we have available the linearized dynamic equations of a robot manipulator. Thus, besides forward and inverse dynamics, we may also include the following problem in robot manipulator dynamics.
iii) Linearized Robot Dynamics: As is well known, the linearized dynamics of a nonlinear system can be described by the following first order vector differential equation (in state-space form)

$$
\begin{equation*}
\delta \dot{\mathbf{x}}=\mathbf{A}(t) \delta \mathbf{x}+\mathbf{B}(t) \delta \mathbf{u} \tag{1.1.3}
\end{equation*}
$$

where, the matrices $\mathbf{A}(t)$ and $\mathbf{B}(t)$ are functions of time and $\delta \mathbf{u}$ and $\delta \mathbf{x}$ denote small perturbations in the input $\mathbf{u}$ and state $\mathbf{x}$, respectively, about some nominal (given) trajectory. Equation (1.1.3) describes the perturbed motion (for sufficiently small perturbations) of a dynamical system and is usually derived from the actual nonlinear dynamic equation (1.1.2) by using a Taylor series expansion about a nominal trajectory [14-16]. The Taylor series expansion is applicable to nonlinear robot dynamics because, as can be easily shown, the nonlinearities in robot dynamics are analytic functions of their arguments. Therefore, the derivation of (1.1.3) from a nonlinear dynamic robot model, at least in principle, does not present any problems. However, applying the Taylor series expansion to a nonlinear system which has the complexity of a general robot manipulator dynamics is a challenging problem, especially if one attempts to derive efficient computational algorithms for determining the coefficient matrices of the linearized model.

Linearized robot dynamics may be used in manipulator control [17]. This is best illustrated by the following example. In ideal situations, equation (1.1.2) provides the generalized forces which will drive a manipulator along a desired trajectory. However, in practice, because of perturbations resulting from modeling errors, unpredicted working conditions or payload variations, this cannot be achieved without the application of some control strategies, which are designed to compensate against these perturbations. Currently,
there are many well established control strategies in the linear systems area. However, direct application of these linear control strategies to robotics is not possible, since, as we have already mentioned, the dynamic models defined by equation (1.1.2) are dynamically coupled and highly nonlinear. Therefore, one way in which these linear control schemes can be used is by obtaining linearized robot dynamic models derived from equation (1.1.2). Another application of linearized robot dynamic models is in carrying out parameter sensitivity analysis of robot manipulator dynamics for the purpose of efficient manipulator design [14].

### 1.2 General Remarks on Robot Manipulator Dynamics

In principle, solving forward or inverse dynamics for rigid-link robot manipulators presents no difficulty. A robot manipulator is just a system of rigid bodies, and the equations of motion of such systems have been known for a long time. The real problem in robot dynamics is a practical one, namely, that of finding formulations for the equations of motion that lead to efficient computational algorithms. To derive these equations, we can use well established procedures from classical mechanics $[18,19]$ such as those based on the equations of Newton and Euler, Euler and Lagrange, Kane, etc. The choice of a particular procedure determines the nature of the analysis and the amount of effort needed to state the equations of motion in the form of a computational algorithm. For example, in the Newton-Euler approach, the derivation of the equations of motion is based on direct application of Newton's and Euler's laws, while in the Lagrangian approach, the equations of motion are derived from two scalar quantities, namely, the kinetic and potential energy. Also, in the Newton-Euler approach, physical coordinate systems (usually Cartesian) are employed to express the equations of motion. Some of the coordinates may not be independent but may be related to others by kinematic constraints which are employed simultaneously with the
equations of motion. In contrast, the Lagrangian approach usually employs linearly independent generalized coordinates. Therefore, the analysis and consequently the effort needed to derive the equations varies. However, irrespective of the approach, the equations of motion for rigid-link openchain robot manipulators can be stated in the following forms:

In a closed-form formulation, the equations of motion are usually described by the equation

$$
\begin{equation*}
\tau=\mathbf{D}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})+\mathbf{G}(\mathbf{q}) \tag{1.2.1}
\end{equation*}
$$

where $\tau$ is the vector of generalized forces, $(\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}})$ denotes the joint trajectories, $\mathbf{D}(\mathbf{q})$ is the generalized inertia tensor of the manipulator, and $\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})$ and $\mathbf{G}(\mathbf{q})$ are the Coriolis and centrifugal, and gravitational vectors respectively. A closed-form representation, such as (1.2.1), can be used directly for solving the IDP, or it can be adapted easily for the FDP by solving for $\ddot{\mathbf{q}}$. This is probably the most attractive feature of closed-form formulations for the equations of motion of a robot manipulator. But since these formulations are computationally inefficient it is preferable to use more efficient recursive formulations for the equations of motion in practical real-time robot applications.

In a recursive formulation, the equations of motion of a robot manipulator are expressed implicitly in terms of recurrence relations between quantities describing various properties of the robotic system [13]. Recursive formulations do not have the compact representation of the closed-form one but they too solve the IDP directly and, what is more important, they can be implemented in a very efficient manner. However, it is not possible to solve the FDP with the same recursive equations without major modifications. But this is not a drawback because, even with major modifications, we can solve the FDP efficiently. From the foregoing, it is not surprising that most of the research effort for solving manipulator dynamics has been directed at deriving efficient recursive formulations.

From the work that has been done to date on developing algorithms for computing manipulator dynamics, it appears that there is a general misconception that the computational efficiency of the algorithms depends on the formulations used for their derivation. Thus for example, it has been believed for some time that the algorithms derived from the Newton-Euler formulation are computationally more efficient than those derived using the Lagrangian formulation. It seems that this confusion results from a lack of deeper understanding of the mathematical representations used to describe the equations of motion. For example, in the Newton-Euler approach, the time variation in the orientation is generally described by using the angular velocity vector, and in the Lagrangian approach it is described by using the time derivative of a rotation tensor. But it can be shown [20], that the Lagrangian formulation will yield a similar algorithm to that obtained using the Newton-Euler formulation, if an equivalent representation of angular velocity is employed. Obviously, this result should be expected because the Lagrange equations can be derived from the Newton-Euler equations based on arguments of virtual work.

Therefore, in computing efficient robot manipulator dynamics, the issue is not which procedure from classical mechanics to use in the analysis. With proper analysis we can derive [21] exactly the same computational algorithms for solving manipulator dynamics. The real issue, in terms of computational efficiency, is which mathematical representation to use for expressing various physical quantities when the nature of the quantities allows us to use more than one representation. Obviously, a particular representation dictates a certain mathematical analysis which leads to descriptions of the basic dynamic equations whose structure corresponds to that particular analysis. Then, since the implementation of an algorithm depends on such structure, it follows that the computational efficiency of a particular algorithm. will depend on the mathematical representation used to describe these physical quantities. Therefore, in searching for efficient computational algorithms to solve problems in robot manipulator dynamics, we have to search for a
mathematical representation of the basic physical quantities of motion which will allow us to describe rigid body motion more efficiently.

### 1.3 Objectives and Motivation

Among the problems of robot manipulator dynamics, the IDP is the more important one. An efficient solution of this problem is a prerequisite for real-time robot applications, which in turn is necessary for flexible automation in a dynamically changing environment. Therefore, the main objectives of this monograph are the analysis of the computational cost of solving the inverse dynamics problem and the development of algorithms with significantly reduced computational complexity.

In the last decade, a large number of algorithms has been proposed for solving the inverse dynamics problem. The emphasis in most of these algorithms is placed on reducing their computational complexity by using analytical organization procedures and customization [22,23]. However, particular analytical organization procedures and customization are generally used in implementing the set of equations of an algorithm and not for deriving them. Moreover, in many cases, analytic procedures and customization are restricted to robot manipulators with a specific geometry. In this monograph, the emphasis is placed on improving the computational efficiency of the algorithms through a more efficient formulation of the dynamic equations of motion and not through better implementation of existing formulations. Thus, our intention is to devise a methodology for analysis and formulation of the dynamic equations of rigid body motion which has to be conceptually simple, easy to implement, and computationally efficient. To this end, we shall apply this methodology for solving in a computationally efficient manner the problems of inverse and forward dynamics of rigid-link, openchain robot manipulators. Also, the methodology will be used for the derivation of linearized robot dynamic models in a computationally efficient manner.

As we mentioned above, the representation of the physical quantities which are involved in the formulation of the equations of motion of a rigid body system determines the kind of mathematical analysis that will be used in deriving these equations. Therefore, a better understanding of the mathematical representations used to describe basic physical quantities is essential for the analysis of the equations of motion.

For example, in the classical Newtonian formulation of rigid body dynamics (which has been applied successfully in deriving computational algorithms for solving inverse dynamics [24]), vectors are normally used to represent most of the physical quantities and, therefore, vector analysis is used for deriving the equations of rigid body motion. In particular, vector analysis is imposed on classical Newtonian dynamics from the consideration that angular rates (i.e., linearly independent rates of change of rigid body orientation) constitute the components of a vector quantity, the angular velocity vector. This consideration also assigns a vector character to other physical quantities which are defined in terms of the angular velocity vector such as: angular acceleration, angular momentum, external torque, etc. However, as is well known [20-21,25-27], angular velocity can also be described by a second order skew-symmetric Cartesian tensor, the angular velocity tensor. Obviously then, the tensor representation of angular velocity calls for Cartesian tensor analysis to be applied in rigid body dynamics. Application of Cartesian tensor analysis (within the framework of the Newtonian approach) in rigid body dynamics requires that all the other physical quantities which are defined in terms of the angular velocity be treated as Cartesian tensors instead of vectors. Thus, we have to examine if a Cartesian tensor representation of basic physical quantities such as: angular acceleration, angular momentum, external torque, etc., simplifies the equations of rigid body motion and leads to more efficient computational algorithms.

The use of tensor analysis is obviously known in rigid body dynamics. However, most of the time the analysis is performed in the configuration
space of the rigid body system which is generally a Riemanian space, i.e., a non-Euclidean manifold [28,29]. In this monograph, we shall use tensors to analyze the motion of a system of rigid bodies, but the analysis will be carried out in Euclidean space instead of on nonlinear manifolds, i.e., we shall use Cartesian tensor analysis [26,27]. To do this, we shall need to review basic results from Cartesian tensor analysis and, in particular, we shall need to understand the relations between three dimensional vectors and second order skew-symmetric Cartesian tensors.

Finally, almost all existing algorithms which solve forward or inverse manipulator dynamics have a structure which requires that all quantities involved in these algorithms be computed online (except the configuration independent geometric and dynamic parameters of the individual links). This obviously is a consequence of the underlying modeling schemes which have been used to derive the algorithms, because the structure of an algorithm depends on the underlying scheme. However, from a computational point of view it is desirable to devise algorithms which allow us to compute off-line as many quantities as possible and at the same time, to keep the online computations as simple as possible. Therefore, in order to derive computationally efficient algorithms for solving the inverse and forward manipulator dynamics problems, we have to examine if it is possible to devise a modeling scheme for the robot manipulators which allows us to compute off-line as many as possible of the configuration independent kinematic or dynamic parameters of the robot manipulator.

### 1.4 Preview

This monograph presents a new methodology for the analysis and formulation of computationally efficient algorithms for solving basic problems of robot manipulator dynamics. The layout of the monograph is as follows: Chapter 2 contains a brief review of some basic manipulator terminology
and concepts. Chapter 3 is concerned with Cartesian tensor analysis based on which the new methodology is devised, and Chapter 4 demonstrates how this theory can be applied to rigid body motion. New algorithms for solving the problems of inverse and forward dynamics of rigid-link open-chain robot manipulators are proposed in Chapters 5 and 6 respectively, while Chapter 7 deals with linearized dynamic robot models. The main contents of each chapter are as follows:

Chapter 2: This chapter introduces the notation to be used throughout the monograph. The configuration analysis of rigid bodies is briefly reviewed. Also, this chapter presents some relevant robot manipulator terminology as well as a configuration analysis of rigid-link open-chain robot manipulators.

Chapter 3: This chapter introduces relevant definitions, some basic algebraic Cartesian tensor operations and outlines the structural symmetries of second order Cartesian tensors. Also, based on tensor-vector invariants, 1-1 operators between vectors and second order skew-symmetric Cartesian tensors are defined and important propositions are stated which establish some basic tensor identities.

Chapter 4: Based on Cartesian tensor analysis, kinematic and dynamic aspects of rigid body motion are considered in this chapter. In particular, the angular velocity and acceleration tensors are shown to be very powerful tools for describing the motion of a rigid body since, by using these two tensors, a tensor representation for the angular momentum and external torque surfaces naturally and leads to a Cartesian tensor description for the Newtonian formulation of rigid body motion. This Cartesian tensor formulation of rigid body motion has the same simplicity as the classical vector formulation but (as shown in the chapter) can be implemented far more efficiently.

Chapter 5: A brief survey of existing methods for solving the inverse dynamics problem for rigid-link open-chain manipulators is followed by some observations and remarks on various issues concerning the computational efficiency of some "classical" algorithms for solving the problem. It is then shown that by using the Cartesian tensor description of the Newtonian formulation of rigid body motion and utilizing two different modeling schemes, computationally efficient algorithms for solving the IDP can be devised. The computational complexity of these algorithms is shown to be significantly less than that of other algorithms which are based on the classical vector formulation of rigid body motion. Also, it is demonstrated that these algorithms can be cast in a form where their computational efficiency is actually independent of the particular procedure of classical mechanics which has been used for their derivation.

Chapter 6: The Cartesian tensor analysis and the modeling scheme which have been proven successful in solving the IDP efficiently are used in this chapter to facilitate the solution of the FDP for rigid-link open-chain manipulators. After a brief review of the composite rigid body method, we introduce a new algorithm for computing the generalized inertia tensor of rigidlink open-chain robot manipulators. By combining this algorithm with efficient algorithms for solving the IDP, we improve significantly the computational efficiency of solving the problem of forward dynamics.

Chapter 7: This chapter is concerned with the linearization of the dynamic equations of motion for rigid-link open-chain manipulators. Using a Taylor series expansion, we derive the associated linearized dynamic models of the nonlinear models presented in Chapter 5. It is then shown that the coefficient sensitivity matrices of these linearized models can be computed efficiently using appropriate Cartesian tensor formulations. Also, in this chapter Cartesian space descriptions of the equations of motion for rigid-link open-chain manipulators are reviewed and a method for deriving their associated Cartesian space linearized dynamic models is proposed.
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## Chapter 2

## Notation, Terminology and Background Material

This chapter introduces the notation, presents some basic concepts from rigid body kinematics, defines relevant robot terminology, and deals with the configuration analysis of rigid-link, open-chain robot manipulators. The chapter has two main sections: Section 2.2 contains results from rigid body kinematics. In particular, the configuration of a rigid body in the real world or physical space is defined and its finite displacement in this space is reviewed. Section 2.3 is concerned with the geometric description of rigidlink open-chain robot manipulators and defines the joint and Cartesian space descriptions for their configurations.

### 2.1 Notation

Throughout the text, boldface lower case roman letters are used to denote position vectors. Subscripts indicate, in order, the tail and the head of a position vector, and a superscript indicates the coordinate system with
respect to which the position vector is expressed. Upper case boldface roman letters are used to denote second order tensors or vectors of forces and moments. From the context it will be clear if a tencor or a vector is considered. A second order skew-symmetric Cartesian tensor associated with a vector will be denoted with a tilde (") above the boldface lower or upper case roman letter denoting this vector. Subscripts denote a point on a link with respect to which the tensors (or the force and moment vectors) are defined, and superscripts denote the coordinate system with respect to which the tensors (or the force and moment vectors) are expressed. The superscript for tensors or vectors expressed in the base frame (inertial frame) is omitted. The coordinate matrix, associated with a tensor or a vector, will be denoted by the corresponding lower or upper case italic letter or by including the quantity in question in square brackets ([ ]).

### 2.2 Rigid Bodies and their Finite Displacement

The main objective in robotics is to manipulate objects in a static or dynamically changing environment, and one of the basic requirements for achieving this goal is to describe effectively, i.e., simply and accurately, objects such as points and rigid bodies relative to some coordinate system. In this section, we deal with the configuration analysis of points and rigid bodies. In particular, we review some of the possible approaches for describing the location and displacement of points and rigid bodies in physical space.

### 2.2.1 The Configuration of Points and Rigid Bodies in Physical Space

A description of the static or instantaneous location of an object in a space relative to a reference coordinate system is referred to as the configuration of the object [1-4]. The configuration is usually expressed as a
function of a number of linearly independent variables which are known as generalized coordinates. The number of linearly independent generalized coordinates defines hc $N$ many degrees-of-freedom the object has relative to the reference coordinate system.

In general, the complexity of the function, which defines the configuration of an object in terms of the generalized coordinates, depends on the reference coordinate system. The reference coordinate system characterizes the space where the object belongs and can be linear or curvilinear. Usually, the configuration of an object, in a curvilinear reference coordinate system is very complex, as opposed to a linear or Cartesian reference coordinate system where its configuration usually has a simple form. In robotics, it is of prime concern to describe the configuration of objects in the real world and, to our advantage, the real world or physical space can be modeled as a three dimensional Euclidean space. This allows us to consider a Cartesian coordinate system as a reference system relative to which, as we shall demonstrate later, the configuration of points or rigid bodies assumes relatively simple forms.

The configuration of a point in a general space is completely specified by its point-coordinates relative to a reference coordinate system. For points in three dimensional physical space, their point-coordinates are functions of three generalized coordinates. Moreover, in physical space which is a Euclidean space, we can identify points with vectors, since in this space, transformations of point-coordinates are identical to transformations of vector components [5]. This identification allows us to specify the configuration (i.e., the location) of a point in physical space by using the components of a vector. This vector is referred to as the position vector of the point under consideration. Therefore, the configuration of a point in physical space can be described, in an orthonormal Cartesian coordinate system, by a three dimensional vector, its position vector.

A description for the configuration of a rigid body in physical space is more involved, compared to that of a point. As is well known [1-4,10-14], a rigid body in physical space possesses six degrees-of-freedom. This implies that its configuration will be described in a reference coordinate system in terms of six generalized coordinates. Now, if we consider the configuration of a rigid body to be described by a vector (as we did in the case of a point), this vector must have six independent components. It is obvious then, that this six dimensional vector does not belong to physical space. It belongs to a six dimensional space which is not Euclidean and is known as the configuration space. Therefore, by assuming a vector description for the configuration of a rigid body we have to use a non-Euclidean space and hence curvilinear reference coordinate systems. This approach of describing the configuration of a rigid body leads us, in general, to very complex functional expressions.

Conventionally, we overcome these difficulties by grouping the six generalized coordinates, which describe the configuration of a rigid body into two sets. One set contains the generalized coordinates which describe the orientation of the rigid body. The other set contains the remaining three generalized coordinates and they describe the configuration (position) of a point on the rigid body.

To implement this scheme, we first associate a frame with the rigid body. A frame is a representation for a coordinate system so that the representation includes the possibility that the coordinate system may be displaced (translated) and/or rotated with respect to another coordinate system. In other words a frame contains a coordinate system whose orientation defines the "frame orientation" and is known as the frame coordinate system, and a position vector, which defines the origin of the frame coordinate system. The frame coordinate system is assumed to have a fixed relationship with the rigid body. Therefore, the frame coordinate system is sometimes referred to as the body coordinate system. This allows us to identify
the orientation of the rigid body with that of the frame. Moreover, to simplify the description, we consider the frame coordinate system to be an orthonormal Cartesian system. Therefore, it is obvious that the configuration of the rigid body will be completely specified, relative to a reference coordinate system, if we specify the orientation of an orthonormal Cartesian coordinate system (the frame coordinate system) and its position vector.

As we noted above, position vectors can be described easily. Therefore, to complete the description for the configuration of a rigid body, we need to describe the orientation of a frame coordinate system relative to a reference one. This can be easily accomplished by considering an intermediate coordinate system which has the same orientation as the reference system, but whose origin is the same as that of the frame coordinate system. Then, we need only to describe the orientation of the frame coordinate system relative to the intermediate one, i.e., we need to describe the relative orientation of two Cartesian coordinate systems with a common origin.

There are many ways of specifying the orientation of a Cartesian coordinate system relative to another one with a common origin. As is well known [1-4], the orientation of two Cartesian coordinate systems with a common origin is described by a linear transformation. Here, since the coordinate systems are orthonormal, the linear transformation will be an orthogonal one. Moreover, from physical considerations (-coordinate systems represent orientations of rigid bodies), the linear transformation is proper (i.e., it has determinant equal to one) and so it represents a rotation. Therefore, this results in the problem of how to describe a rotation.

One of the most common methods to be found in the literature [1-4,6-$7,10-14]$ which describes a rotation, is that of using a second order rotation tensor which relative to a basis has a real orthonormal $3 \times 3$ matrix representation. The entries of this matrix are the direction cosines which relate the axes of the two coordinate systems -the reference and the rotated one. A set of nine direction cosines completely specify the rotation between any two

Cartesian systems. Of course, the set of the nine direction cosines does not form a set of independent generalized coordinates, since as is well known [1-4], they satisfy six orthogonality relationships. However, the use of direction cosines to describe the orientation of one Cartesian coordinate system with respect to another has a number of important advantages. The most obvious is that they permit the use of Cartesian coordinate systems in describing the orientation of a rigid body, thereby avoiding the need for a curvilinear coordinate system for describing the configuration of a rigid body.

As mentioned above, the nine direction cosines of a $3 \times 3$ real orthonormal matrix have only three degrees-of-freedom which may be specified in terms of three linearly independent parameters. However, it is a well known fact [6], that there is no 1-1 global representation for a rotation matrix in terms of three independent variables (generalized coordinates). Nevertheless, in many practical applications and for a restricted domain it is possible to find three linearly independent variables, which can serve as generalized coordinates to describe a rotation. These generalized coordinates can be chosen in a number of ways. A common approach is to choose a particular sequence of rotation angles ( $\alpha, \beta, \gamma$ ) about the axes of an orthonormal coordinate system. The roll, pitch and yaw or the $\mathbf{z}-\mathbf{y}-\mathbf{x}$ Euler angles are examples of this approach. Finally, an alternative way of describing rotations is to use more than three variables, which obviously will not be linearly independent, and the description will not be $1-1$. For example, we can use quaternions, spinors, Pauli spin matrices, special unity $2 \times 2$ and $3 \times 3$ matrices [1-4,6-9,11-14], geometric or frame invariants [10], etc.

When we use generalized coordinates to describe the configuration of a rigid body, for notational convenience, we sometimes consider the three "generalized" angles $\alpha, \beta, \gamma$ which describe a rotation (over a restricted domain) as the components of an "orientation vector". This "orientation vector" is then combined with the position vector of a point to produce a six
dimensional "vector" $\chi$ (with coordinate matrix $\chi=\left[\begin{array}{lll}x y z \alpha \beta \gamma\end{array}\right]^{T}$ ) which describes the configuration of a rigid body. We usually refer to $\chi$ as the Cartesian space configuration vector for the rigid body. The set of all Cartesian configuration vectors then defines the Cartesian (configuration) space for the rigid body.
Remark 2.1: As mentioned above, the "orientation vector" is created merely for notational convenience. It is not a valid representation for a rotation. Mathematically, a rotation is a second order tensor which is not a skew-symmetric tensor. Therefore, it cannot be represented by a vector, which is a first order tensor (see Chapter III). Another, probably simpler way to see that the "generalized" angles ( $\alpha \beta, \gamma$ ) do not form the components of a vector is the following. The composition (multiplication) of finite rotations is known to be associative but not commutative. Now, the only vector operations which produce a vector are addition and vector cross product. But vector addition is commutative and the vector cross product is not associative. Therefore, it is obvious that vectors do not represent finite rotations, because neither vector addition nor vector cross product is compatible with the composition of rotations. Hence, the "orientation vector" does not exist. Therefore, the Cartesian configuration vectors are not "real" vectors. This implies that the terminology "Cartesian space" or "Cartesian vector" is used in robotics in a broader sense than that used in linear algebra.

In the following section, we shall analyze briefly the relationships between the configurations of the same rigid body in two different locations in physical space.

### 2.2.2 On Finite Displacement of a Rigid Body

As is well known, the difference between position vectors for the same point on a rigid body at two different locations of this body in physical space is referred to as the displacement of that point in space. In this monograph, we shall define displacement in a broader sense to also include the difference
between two orientations of the same rigid body.
A finite displacement in physical space is expressed mathematically as a transformation of the 3-D Euclidean space $\mathbf{E}^{3}$ into itself, with the property that it preserves the Euclidean distance. To elaborate, if $\mathbf{W}: \mathbf{E}^{3} \rightarrow \mathbf{E}^{3}$ is a transformation and

$$
\begin{equation*}
\mathbf{p}^{\prime}=\mathbf{W} \mathbf{p} \tag{2.2.1}
\end{equation*}
$$

denotes the action of $\mathbf{W}$ on a point $\mathbf{p}$ in $\mathbf{E}^{3}$, then $\mathbf{W}$ defines a displacement if $\left(\mathbf{p}^{\prime}-\mathbf{r}^{\prime}\right)^{2}=(\mathbf{p}-\mathbf{r})^{2}$ for all $\mathbf{p}$ and $\mathbf{r}$ in $\mathbf{E}^{3}$. Clearly, $\mathbf{W}$ has been defined as a point-transformation, but since in Euclidean space points are identified by their position vectors, we can view $\mathbf{W}$ as a vector transformation of $\mathbf{E}^{\mathbf{3}}$ into itself.

It can be shown [3] that displacements form a group. It is a subgroup of the group of transformations and it consists of those transformations which leave the distance of any two points invariant. It can also be shown [3] that displacements are angle-preserving transformations. In particular, right angles correspond to right angles. This implies that not only is the distance between two points invariant but also that the distance between a point and a linear subspace, and the distance between two parallel subspaces are invariant under displacement. Finally, if for a certain displacement $\mathbf{W}$, a point $\mathbf{p}$ coincides with its image $\mathbf{p}^{\prime}$, this point is called a fixed point of $\mathbf{W}$.

The concept of displacement is fundamental to rigid body kinematics. It provides the mathematical apparatus for the study of rigid body motion. To see this, we note that a rigid body is defined as a system of mass points subject to the holonomic constraints that the distances between all pairs of points remain constant throughout any motion. Now, since displacement is a distance and angle preserving transformation, it is obvious that rigid body motion can be described mathematically as a displacement between two distinct configurations of the rigid body.

A general displacement or motion of a rigid body is best analyzed by considering the following two special displacements.

Translation: The transformation $\mathbf{T}_{\mathrm{d}}$, which is defined by the equation

$$
\begin{align*}
\mathbf{p}^{\prime} & =\mathbf{T}_{\mathrm{d}} \mathbf{p} \\
& \triangleq \mathbf{p}+\mathbf{d} \tag{2.2.2}
\end{align*}
$$

where $\mathbf{d}$ is a fixed vector, is obviously a displacement. It is the simplest displacement and is called a translation. The vector $\mathbf{d}$ in (2.2.2) is called the vector of translation. As we can see from (2.2.2), if $\mathbf{p}$ and $\mathbf{r}$ are two points, then the vector $\mathbf{w}^{\prime}=\mathbf{p}^{\prime}-\mathbf{r}^{\prime}$ not only has the same length as $\mathbf{w}=\mathbf{p}-\mathbf{r}$ but is also parallel to it. Also, it is obvious from (2.2.2) that translations form a commutative group, which is a subgroup of the group of displacements. Moreover, from equation (2.2.2) it can also be seen that a translation is not a linear transformation (it does not map the origin of the space into itself) and has no fixed points.

The second special displacement is the familiar rotation which can be defined as follows.

Rotation: A displacement $\mathbf{A}$ for which a point $\mathbf{O}$ is a fixed point is called a rotation about $\mathbf{0}$.

It is well known [3], that rotations about a point o constitute a subgroup of the displacement group. The rotation group is not commutative. Also, in contrast with translations, rotations are linear transformations.

A rotation, in general, can be interpreted in two ways. First, we consider a rotation $\mathbf{A}$ as an operator which acts on a vector $\mathbf{p}$ and produces another vector $\mathbf{p}^{\prime}$. This is an active point of view. In this approach the space is described in an invariant coordinate system, relative to which all vectors are rotated. So, $\mathbf{p}$ and $\mathbf{p}^{\prime}$ are two different vectors, expressed in the same coordinate system. In the second approach, we consider the same rotation $\mathbf{A}$ as a transformation which acts on a reference coordinate system \{e \} and produces a new reference coordinate system $\left\{\mathbf{e}^{\mathbf{\prime}}\right\}$. This is a passive point of
view. In this approach, the actual vector remains invariant and only the reference coordinate system is rotated. An invariant vector is represented by $\mathbf{p}$ relative to the old coordinate system, and by $\mathbf{p}^{\prime}$ relative to the new one. Both interpretations of a rotation define the same action on a vector and both interpretations are described mathematically using the same algebra. We express the action of a rotation $\mathbf{A}$ by writing

$$
\begin{equation*}
\mathbf{p}^{\prime}=\mathbf{A} \mathbf{p} \tag{2.2.3}
\end{equation*}
$$

Rotations can be defined on any $n$-dimensional Euclidean space $\mathbf{E}^{n}$. However, it should be notice that the dimension $n$ of the Euclidean space where a rotation is defined is fundamental to the analysis of rotations. Thus for $n$ even there are, in general, no fixed points different from $\mathbf{o}$. For $n$ odd ( $n=2 m+1, m=0,1, \cdots$ ), we always have at least one line of fixed points, the axis of the rotation. Therefore, a consequence of the general theory of rotations in odd dimensional Euclidean spaces is the following Theorem.

Theorem 2.1 (Euler): If a rigid body undergoes a displacement, leaving fixed one of its points $\mathbf{o}$, then a set of points of the body lying on a line that passes through o remains fixed as well.

A corollary to Euler's theorem, sometimes called Chasles' theorem, states the following result.

Theorem 2.2 (Chasles): The most general displacement of a rigid body is a translation plus a rotation.

Proofs for these theorems can be found in any book on classical mechanics, e.g. see [1-4,10]. An important consequence of Chasles' Theorem is that a general displacement of a rigid body can be written as

$$
\begin{equation*}
\mathbf{p}^{\prime}=\mathbf{A} \mathbf{p}+\mathbf{d} \tag{2.2.4}
\end{equation*}
$$

where $\mathbf{A}$ is a pure rotation and $\mathbf{d}$ is the translation vector of a pure translation. Equation (2.2.4) is very important in rigid body kinematics. It expresses a general displacement explicitly in terms of a rotation $\mathbf{A}$ about a
point $o$ and a translation of $o$ by d. However, a compact representation for a general displacement, as that in equation (2.2.1), is more appealing, especially when one deals with a series of displacements, as is often the case in robotics. To achieve a compact representation for a general displacement, in terms of a rotation and a translation, we proceed as follows.

Let $\mathbf{W}$ be a general displacement, $o$ an arbitrary point and $0^{-}$its image under $\mathbf{W}$. Now, if $\mathbf{T}_{\mathbf{d}}$ is a translation with a vector $\mathbf{d}$ which transfers $\mathbf{O}$ into $\mathbf{o}^{\prime}$, then $\mathbf{T}_{\mathbf{d}}^{-1} \mathbf{W}$ is clearly a rotation $\mathbf{A}$ about $\mathbf{o}$. Here, $\mathbf{T}_{\mathbf{d}}^{-1}$ denotes the inverse translation of $\mathbf{T}_{d}$. Now, if we write $\mathbf{T}_{d}^{-1} \mathbf{W}=\mathbf{A}$ it follows that

$$
\begin{equation*}
\mathbf{W}=\mathbf{T}_{\mathbf{d}} \mathbf{A} \tag{2.2.5}
\end{equation*}
$$

i.e., a general displacement can be written as the product of a rotation and a translation. We usually refer to a transformation which may not only change the orientation but also the origin of a coordinate system as a homogeneous transformation. From the foregoing, equation (2.2.5) defines a homogeneous transformation. Obviously, the homogeneous transformation $\mathbf{W}$, as a product of a nonlinear and a linear transformation, is a nonlinear transformation.

Homogeneous transformations are best analyzed in terms of homogeneous coordinates [11-14]. The coordinates of a point, line or plane are called homogeneous if the entity they determine is not altered when the coordinates are multiplied by the same scalar. As is well known, a three dimensional vector $\mathbf{p}$ in a coordinate system has a ( $3 \times 1$ ) column matrix representation. In a homogeneous coordinate system a three dimensional vector has a ( $4 \times 1$ ) column matrix representation. The last entry of the column contains a scaling factor which can be chosen to be equal to 1 . With the scaling factor equal to 1 , the homogeneous coordinate matrix of $\mathbf{p}$ is given by [12]

$$
\begin{align*}
p_{h} & =\left[p_{x} p_{y} p_{z} 1\right]^{T} \\
& =\left[p^{T} \mid 1\right]^{T} \tag{2.2.6}
\end{align*}
$$

where $p=\left[p_{x} p_{y} p_{z}\right]^{T}$ is the coordinate matrix of $\mathbf{p}$ in three dimensional Euclidean space.

A translation homogeneous transformation $\mathbf{T}_{\mathbf{d}}$ with a vector of translation d has a $(4 \times 4)$ matrix representation in homogeneous coordinates given by [12]

$$
T_{d}=\left[\begin{array}{ccccc}
1 & 0 & 0 & 1 & d_{x}  \tag{2.2.7}\\
0 & 1 & 0 & 1 & d_{y} \\
0 & 0 & 1 & \mid & d_{z} \\
- & - & - & - & - \\
0 & 0 & 0 & 1 & 1
\end{array}\right]
$$

where $d=\left[d_{x} d_{y} d_{z}\right]^{T}$ is the coordinate matrix of $\mathbf{d}$ in three dimensional Euclidean space.

Similarly, a rotation homogeneous transformation A has a (4x4) matrix representation in homogeneous coordinates given by

$$
A=\left[\begin{array}{c:c}
A & 1  \tag{2.2.8}\\
0 \\
\hdashline & 1 \\
\hline 0^{T} & 1
\end{array}\right]
$$

where, $A$ is the usual ( $3 \times 3$ ) matrix representation (via direction cosines) of a rotation, and 0 is the three dimensional zero vector. Note that we use the same notation for the ( $3 \times 3$ ) matrix and the homogeneous matrix representations of a rotation. We shall rely on the context to distinguish between the two representations.

Now, as we can see by using equation (2.2.7) and (2.2.8), the homogeneous transformation $\mathbf{W}$ defined by (2.2.5) has a (4x4) homogeneous matrix representation given by

$$
W=\left[\begin{array}{c:c}
A & 1  \tag{2.2.9}\\
\hdashline & d \\
\hdashline 0^{T} & 1
\end{array}\right]
$$

Equation (2.2.9) allows us to express the general displacement of a vector (i.e., equation (2.2.1)) in homogeneous coordinates as follows.

$$
\left[\begin{array}{c}
p^{\prime}  \tag{2.2.10}\\
- \\
1
\end{array}\right]=\left[\begin{array}{ccc}
A & 1 & d \\
& 1 & \\
0^{T} & 1 & 1
\end{array}\right]\left[\begin{array}{c}
p \\
- \\
1
\end{array}\right]
$$

Equation (2.2.10) is equivalent to the two equations

$$
\begin{align*}
p^{\prime} & =A p+d  \tag{2.2.11a}\\
1 & =1 \tag{2.2.11b}
\end{align*}
$$

where obviously (2.2.11a) gives the matrix representation in the three dimensional space of equation (2.2.4).

From the foregoing, we have two ways of analyzing a general rigid body displacement transformation. Either equation (2.2.4) or equation (2.2.1) can be used.

As we shall see in later chapters, equation (2.2.4), with a matrix representation given by equation (2.2.11a), is suitable for kinematic analysis of rigid body motion when computational issues are of main concern. Equation (2.2.1), with a matrix representation given by (2.2.10), leads to compact representations, but with significantly higher computational complexity. The two representations are, of course, equivalent and equations (2.2.10) and (2.2.11) provide the bridge between them.

Remark 2.2: Besides describing general displacements, homogeneous transformations are often used in robotics [12] to represent coordinate frames, i.e., relative configurations of rigid bodies. Thus, for example, equation (2.2.9) can be used to define the homogeneous coordinate matrix
representation for the configuration of a rigid body relative to another reference coordinate system.

Based on these preliminaries, we can now introduce the physical system on whose dynamic analysis this monograph is focused.

### 2.3 Robot Manipulators

As we mentioned in Chapter 1, robot manipulators or robot arms are the most important form of robotic systems in use today. The dynamic analysis of such robots is therefore of practical importance. A general description for the physical components of a robot manipulator has been given in Chapter 1. In this section, we provide in more details, a "geometric" description for the arm of a robot manipulator and introduce some relevant terminology.

### 2.3.1 Description of Robot Manipulators

A robot manipulator is essentially a mechanical device that can be programmed to automatically manipulate objects in physical space (the real world). The arm or articulate portion of a robot is usually constructed as a series of coupled bodies, known as links, which together constitute what is called a kinematic chain. If every link is connected to at least two other links, the kinematic chain is said to be closed, and such a mechanism is called a linkage. If, however, some of the links are connected to only one other link, then the kinematic chain is said to be open or serial-type and such a mechanism is called a manipulator. Therefore, depending on their articulate portion, we can have robots with closed or open kinematic chains. However, since the kinematic and dynamic analyses of closed kinematic chains is more involved [15-19], most industrial robots have open kinematic chains i.e., a manipulator, with some form of end-effector attached to the final link. Depending on the intended applications, the end-effector can be a gripper, a
welding torch or other device. We usually refer to this class of industrial robots as robot manipulators.

Although, in reality, all mechanical devices are flexible to a degree, the links of present day industrial robot manipulators are made of quite heavy and rigid material and are usually modeled as rigid bodies. This provides a realistic approximation which allows us to simplify considerably their kinematic and dynamic analyses. However, in recent years, some research has been directed towards modeling and analysis of robot manipulators with flexible links [20-23]. Flexible link manipulators are made of light weight material and may be useful for space applications but have not yet become popular in industry.

A kinematic pair is the coupling of two adjacent links. In current industrial manipulators the most frequently encountered kinematic pairs (and the simplest ones) are the revolute pair, which allows only relative rotational motion about a single axis (the joint), and the prismatic pair, which allows only relative translational motion along a single axis (the joint). For these kinematic pairs, since motion is allowed in a single direction only, one parameter (variable) is sufficient for specifying the relative motion between two adjacent links. This implies that revolute or prismatic pairs are characterized by one degree of freedom. The corresponding variable which measures the linear or rotational relative motion of a kinematic pair is referred to as the generalized coordinate of that kinematic pair or joint.

As we saw in Section 2.2, there are six degrees-of-freedom associated with the configuration of a rigid object. Therefore, if the links of a manipulator are connected by only revolute and/or prismatic joints (as is the case with most current industrial manipulators), then there must be at least six such links (and hence joints) if the manipulator is to be capable of arbitrarily positioning objects in a three dimensional space. Otherwise stated, any manipulator must have at least six degrees-of-freedom (links and/or joints) in order for it to achieve arbitrary real world configurations. There are, however,
many manipulators that have fewer than six degrees-of-freedom because they are designed to perform tasks which do not require such freedom. Also, there are robot manipulators which have been designed to have more than six degrees-of-freedom. Such manipulators are called redundant arm manipulators [24-28]. These manipulators are particularly useful in environments where collision avoidance $[24,25]$ is important. However, in this monograph we shall be concerned only with the kinematic and dynamic analyses of non-redundant robot manipulators with rigid links.

To be able to identify the links and the joints of a robot manipulator, we number the links (and implicitly the joints) from zero to $n$ successively zero being the first link, which is known as the base, and is fixed, and $n$ the last one which corresponds to the free end. With this scheme, the joint which connects the ( $i-1$ )-th and the $i$-th links is referred to as the $i$-th joint. The end-effector (if it exists) is usually considered as the ( $n+1$ )-th link which is rigidly attached to the $n$-th link with no joint between them.

Also, to be able to specify the configuration, of each link relative to an inertial or any other coordinate system, we associate with each link a frame which we denote by $\left\{\mathbf{e}_{i}\right\} \equiv\left\{\mathbf{x}_{i} \mathbf{y}_{i} \mathbf{z}_{i} \mathbf{o}_{i}\right\} i=0,1,2 \ldots n$, and refer to as the $i$-th link frame. The $i$-th frame is composed of the frame coordinate system (which we denote by $\left\{\mathbf{e}_{i}\right\} \equiv\left\{\mathbf{x}_{i} \mathbf{y}_{i} \mathbf{z}_{i}\right\}$ and refer to as the $i$-th link coordinate system) and the position vector of the origin of this coordinate system relative to the inertial or any other coordinate system. The $i$-th link coordinate system is rigidly attached to the $i$-th link, and so the $i$-th frame defines the configuration of the $i$-link relative to the inertial or any other reference system. The frame which is associated with link 0 is often referred to as the base frame. When the base frame is considered as an inertial reference frame (which is often the case) it serves as a universal frame relative to which everything we discuss can be referred. On the end-effector, we attach a frame to which we assign the number $n+1$ and which we call the tool frame. Note that the tool frame has a constant configuration relative to the $n$-th frame.

The configuration of the tool frame, relative to an inertial frame, is usually considered as the configuration of the robot manipulator. This is justified, since the end-effector is that part of a robot which is designed to make contact with the environment for the purpose of executing some task. However, in the actual kinematic and dynamic analyses of a robot manipulator, we consider the configuration of its last link as the configuration of the robot manipulator. This is acceptable for two reasons: First, the end-effector is always attached rigidly to the last link, and thus has a constant configuration relative to that of the last link; and second, we want the analysis to be general and not specific to a particular end-effector. Moreover, to make the analysis independent of a particular environment where the robot may be used, we choose the inertial or reference coordinate system to be attached to the base of the robot. Thus, we usually choose the basis frame $\left\{\mathbf{e}_{0}\right\}$ to be the inertial or universal reference frame. Therefore, in this monograph, unless indicated otherwise, we shall take the configuration of a robot manipulator to mean the configuration of its last link relative to the base coordinate frame $\left\{\mathrm{e}_{0}\right\}$. Also, when a quantity such as a position or a velocity vector is defined relative to the inertial reference frame, the term absolute will be used. When the reference frame is another link frame, we shall use the term relative.

### 2.3.2 Geometric Description of a Link

To obtain the proper kinematic and dynamic equations for a robot manipulator, it is important to know the exact geometric characteristic of each link. This will enable us to define the absolute or relative configuration of any link in the articulated portion of a robot manipulator.

A geometric description of a link is mainly concerned with what relationship exists between two neighboring joint axes of a manipulator. Mathematically, joint axes are defined by lines in three dimensional space. Thus the joint axis $i$ is defined to be the line or vector direction in space
about which the $i$-th link rotates or translates relative to the $(i-1)$-th link. Note that this definition for the joint axes implies that link $i(i \neq n)$ connects two joint axes, the $i$-th and the $(i+1)$-th. In particular, the joint axis $i$ about or along which link $i$ moves is called the proximal joint, and the joint axis $(i+1)$ which connects link $i$ with link $(i+1)$ is the distal joint associated with the $i$-th link.

The relative location (configuration) of two axes in three dimensional space is defined by specifying the following two quantities:

Link length: For any two axes in three dimensional space, there exists a well-defined distance between them. This distance is measured along a line which is mutually perpendicular to both axes. This distance always exists and is unique except when the two axes are parallel, in which case there are many mutually perpendicular lines of equal length.

As we have mentioned, the $i$-th link is associated with the $i$-th and the $(i+1)$-th joints. Therefore, the mutually perpendicular line between the $i$-th and the $(i+1)$-th joints allows us to define what is called the length of the $i$ th link.

Link twist: Between two axes in three dimensional space, we can always define an angle. There are two cases to examine. In the first case, the axes are assumed to be parallel, and we consider that a zero angle exists between them. In the second case, we assume that the axes are not parallel and we define an angle between them as follows: We consider a plane normal to the mutually perpendicular line which exists between the two non-parallel axes. Now, by considering the projection of these two axes on the normal plane, we obtain two non-parallel lines on the plane. At the point of their intersection we can choose one of the four angles to be the twist angle of the two axes. Based on this angle, we shall define the twist angle of a link in the next section.

### 2.3.3 Description of Link Connections and the Configuration of a Robot Manipulator

The primary purpose of this section is to describe the "configuration" transformation, which defines the relative displacement of two neighboring links of a robot manipulator, as well as to derive a matrix representation for it.

A special description for the configuration transformation of two neighboring members of a spatial kinematic chain has been established over the years and is known as the Denavit-Hartenberg (D-H) description or convention. The D-H convention has proven to be very practical in robotics because it allows for a systematic description of a spatial kinematic chain, in particular when it is of an open-loop structure. The D-H convention was first introduced by Denavit and Hartenberg [29] in 1955 for the purpose of analyzing spatial linkages, and was specialized to open-loop spatial kinematic chains by Kahn [30] in 1969. The usual D-H convention, as originally designed for kinematic analysis, has some disadvantages and can lead to ambiguities when it is used in robots with links having more than two joints [18]. The scheme which we describe here is well suited for open loop spatial kinematic chains and can be easily adapted for spatial kinematic chains with tree or closed-loop structures [18].

The D-H convention associates a frame rigidly with every link (or joint). In particular, the $i$-th frame is associated with the $i$-th link and its coordinate system defines the orientation of the $i$-th link (frame) relative to the ( $i-1$ )-th link (frame). Also its position vector defines the origin displacement of the $i$-th coordinate system relative to the ( $i-1$ )-th coordinate system. In the D-H convention, to assign the $i$-th coordinate frame on the $i$-th link, we use the following two basic assumptions:
i) The $\mathrm{z}_{i}$ basis unit vector of the $i$-th frame coordinate system is always parallel to either the proximal or the distal axis of the $i$-th link.
ii) The $\mathbf{x}_{i}$ basis unit vector of the $i$-th frame coordinate system is always parallel to the mutual perpendicular between the $i$-th and the $(i+1)$ th joint axes

Based on these assumptions we define the $i$-th link coordinate system. We assume that the $\mathbf{z}_{i}$ basis vector is parallel to the proximal joint of the link, i.e., it is parallel to the $i$-th joint axis. The origin $\mathrm{o}_{i}$ of the $i$-th frame coordinate system is located at the intersection of the $i$-th joint axis and the mutual perpendicular between the $i$-th and the $(i+1)$-th joint axes. When this point is not unique (in the case of parallel joint axes) we choose the one which minimizes the relative distance between the origin of the $(i-1)$ and $i$ th coordinate systems. The $\mathbf{x}_{i}$ basis unit vector is on the mutual perpendicular to the axis $\mathbf{z}_{i}$ and $\mathbf{z}_{i+1}$ directed from the former to the latter. The $\mathbf{y}_{\boldsymbol{i}}$ basis unit vector of the $i$-th frame coordinate system is chosen as the unique perpendicular to both $\mathbf{z}_{i}$, and $\mathbf{x}_{i}$ at the point $\mathrm{o}_{i}$, which defines a right-hand oriented coordinate system.

In the D-H convention four parameters are needed to specify completely the relative configuration of two neighboring frames. As is shown in Figure 2.1, the D-H parameters for the $i$-th frame are defined as follows:
$\alpha_{i}$ : The angle about $\mathbf{x}_{i-1}$, between $\mathrm{z}_{i-1}$ and $\mathrm{z}_{i}$.
$a_{i}$ : The distance along $\mathbf{x}_{i-1}$, between $\mathbf{z}_{i-1}$ and $\mathbf{z}_{i}$.
$d_{i}$ : The distance along $\mathbf{z}_{i}$, between $\mathbf{x}_{i-1}$ and $\mathbf{x}_{i}$.
$\theta_{i}$ : The angle about $\mathbf{z}_{i}$, between $\mathbf{x}_{i-1}$ and $\mathbf{x}_{i}$.

Remark 2.3: The angle $\alpha_{i}$ and the distance $a_{i}$, are associated with the ( $i-1$ )-th link, and can be used to define the twist angle and the length, respectively, of this link. Since these two quantities are associated with the ( $i-1$ )-th link, some authors [13] use the notation $\alpha_{i-1}$ and $a_{i-1}$ instead of $\alpha_{i}$ and $a_{i}$. We prefer to use $\alpha_{i}$ and $a_{i}$, because, as we shall see later, it leads to
a uniform notation for the matrix representation of the configuration transformation between two neighboring links.


Figure 2.1 : Link parameters and link coordinate systems

Each of the parameters defined above, can be used to define a pure translation or a pure rotation displacement. We shall call these displacements elementary displacements, since they occur along or about a coordinate axis, and we denote them by Trans ( axis, var ) and Rot (axis, var ) respectively, where "axis" is the coordinate axis of the displacement and "var" denotes the variable of the displacement.

Now, using elementary displacement operations, we can describe [1214] the displacement of the $i$-th link relative to the ( $i-1$ )-th link, which we denote by $\mathbf{A}_{i} \equiv{ }^{i-1} \mathbf{A}_{i}$, as follows

$$
\begin{equation*}
\mathbf{A}_{i}=\operatorname{Rot}\left(\mathbf{x}_{i-1}, \alpha_{i}\right) \operatorname{Trans}\left(\mathbf{x}_{i-1}, a_{i}\right) \operatorname{Rot}\left(\mathbf{z}_{i}, \theta_{i}\right) \operatorname{Trans}\left(\mathbf{z}_{i}, d_{i}\right) \tag{2.3.1}
\end{equation*}
$$

Since the displacement $\mathbf{A}_{i}$ also defines the configuration of the $i$-th frame relative to the ( $i-1$ )-th frame, we refer to it as the $i$-th homogeneous (configuration) coordinate transformation. Using equations (2.2.7) and (2.2.8), it is easy to see that the matrix representation for the homogeneous transformation defined by (2.3.1), in terms of direction cosines, is given by

$$
A_{i}=\left[\begin{array}{ccc:c}
\cos \theta_{i} & -\sin \theta_{i} & 0 & a_{i}  \tag{2.3.2}\\
\cos \alpha_{i} \sin \theta_{i} & \cos \alpha_{i} \cos \theta_{i} & -\sin \alpha_{i} & -d_{i} \sin \alpha_{i} \\
\sin \alpha_{i} \sin \theta_{i} & \sin \alpha_{i} \cos \theta_{i} & \cos \alpha_{i} & d_{i} \cos \alpha_{i} \\
\hdashline 0 & -0 & 0 & -
\end{array}\right]
$$

and we refer to $A_{i}$ as the $i$-th homogeneous coordinate transformation matrix.

It is clear that, since the $i$-th joint has one degree of freedom, three of the four parameters defined above will be constant and only one will be variable. The variable parameter of the $i$-th joint is known as the $i$-th joint coordinate and is usually denoted by $q_{i}$. From the definition of the four parameters, it is obvious, that $q_{i} \triangleq \theta_{i}$, when the $i$-th joint is revolute and $q_{i} \triangleq d_{i}$, when the $i$-th joint is prismatic. Therefore, with the appropriate definition for the joint variable $q_{i}$, the transformation $\mathbf{A}_{i} \stackrel{\Delta}{=} \mathbf{A}_{i}\left(q_{i}\right)$, defined by (2.3.1), describes completely the one degree-of-freedom displacement (motion) of the $i$-th link relative to the ( $i-1$ )-th link.

As we mentioned in Section 2.2, a general displacement can be expressed as a pure rotation and a pure translation. Thus, by comparing equations (2.2.9) and (2.3.2), we can see that the rotation $\mathbf{A}_{i}$ of the $i$-th link coordinate system relative to the ( $i-1$ )-th, has a $(3 \times 3)$ matrix representation, in terms of direction cosines, which is given by

$$
A_{i}=\left[\begin{array}{ccc}
\cos \theta_{i} & -\sin \theta_{i} & 0  \tag{2.3.3}\\
\cos \alpha_{i} \sin \theta_{i} & \cos \alpha_{i} \cos \theta_{i} & -\sin \alpha_{i} \\
\sin \alpha_{i} \sin \theta_{i} & \sin \alpha_{i} \cos \theta_{i} & \cos \alpha_{i}
\end{array}\right]
$$

Similarly, the origin displacement or position vector of the $i$-th coordinate system relative to the $(i-1)$-th coordinate system, has a ( $3 \times 1$ ) matrix representation which is given by

$$
s_{i-1, i}^{i-1}=\left[\begin{array}{c}
a_{i}  \tag{2.3.4}\\
-d_{i} \sin \alpha_{i} \\
d_{i} \cos \alpha_{i}
\end{array}\right]
$$

Therefore, the homogeneous transformation $\mathbf{A}_{i}$, or the rotation $\mathbf{A}_{i}$ together with the translation $\mathbf{T}_{\mathbf{s}_{i-1, i, i}}$, completely describes the configuration of the $i$-th link relative to the ( $i-1$ )-th link.

Now, we can use the relative configuration between two neighboring links to define the absolute configuration of any link of a robot manipulator. We do that here in terms of homogeneous transformations since this leads to a compact description.

It is well known [12] that, in general, if we postmultiply a homogeneous transformation representing a frame by a second homogeneous transformation describing a rotation and/or a translation, we make that rotation and/or translation with respect to the frame which is described by the first transformation. Thus, the homogeneous transformation

$$
\begin{equation*}
{ }^{i-1} \mathbf{W}_{i+1}=\mathbf{A}_{i} \mathbf{A}_{i+1} \tag{2.3.5}
\end{equation*}
$$

describes the configuration of the ( $i+1$ )-th frame (link) relative to the $(i-1)$ th frame. Therefore, the absolute configuration of the $i$-th link is described by the transformation,

$$
\begin{align*}
{ }^{0} \mathbf{W}_{i} & \equiv \mathbf{W}_{i}=\mathbf{A}_{1} \mathbf{A}_{2} \ldots \mathbf{A}_{i} \\
& =\mathbf{W}_{i-1} \mathbf{A}_{i} \tag{2.3.6}
\end{align*} \quad i=1,2, \ldots, n,
$$

and obviously the absolute configuration of the manipulator (i.e., the configuration of the $n$-th link) is given by $\mathbf{W}_{n}$.

As can be seen from equation (2.3.6), the homogeneous transformation $\mathbf{W}_{n}$ is a function of the joint coordinates $q_{i}, i=1,2, \ldots . n$. The joint coordinates $q_{i}$ are linearly independent, and this allows us to view them as the components of an $n$ dimensional vector $\mathbf{q}$, relative to some curvilinear coordinate system which describes the joint space of the robot manipulator. The vector $\mathbf{q}$ is referred to as the joint space vector and since $\mathbf{W}_{n} \triangleq \mathbf{W}_{n}(\mathbf{q}), \mathbf{W}_{n}$ provides a joint space description for the configuration of a robot manipulator.

The joint space description for the configuration of a robot manipulator provided by $\mathbf{W}_{n}$ can be viewed as an "internal" description, since implicitly it contains the configuration of all the individual links of the manipulator. Now, from section 2.2, we recall that the configuration of a rigid body (and therefore that of the last link or the end-effector of a robot manipulator) can be described in Cartesian space in terms of a "Cartesian vector" $\boldsymbol{\chi} \dagger$. The Cartesian space description for the configuration of a robot manipulator can be viewed as an "external" description, since it does not take into account the configuration of the individual links in the manipulator chain.

[^0]Both, the joint and Cartesian space descriptions for the configuration of a robot manipulator are fundamental in robotics. The Cartesian space description is useful, mainly to human operators, since it allows for an easy description of the motion of the end-effector between two different locations in space. However, the motion of a robot manipulator is realized in joint space and therefore a joint space description is necessary for the robot controller. Hence, some of the basic kinematic problems in robotics (eg. forward and inverse kinematics) deal with transformations between joint space and Cartesian space descriptions for the configuration of a robot manipulator.

Besides configuration analysis, "motion" kinematic analysis is also needed for the dynamic analysis of any mechanical system. However, before we deal with motion kinematics of robot manipulators we need first to develop a methodology which will allow us to study kinematics and dynamics in a simple and efficient manner. Since this methodology will be based on Cartesian tensors, the next chapter is devoted to Cartesian tensor analysis.
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## Chapter 3

## Cartesian Tensor Analysis

### 3.1 Introduction

As we mentioned in Chapter 1, our intention is to describe the dynamic equations of rigid body motion by using Cartesian tensors. Cartesian tensor analysis, being more general than vector analysis, is powerful and, if properly used, can result in a tensor formulation for the equations of general motion of a dynamic system. As we shall show in Chapter 5, such a formulation will enable us to derive computationally efficient algorithms for the dynamic equations of motion of rigid-link open-chain robot manipulators. In this chapter, we provide an introduction to the theory of Cartesian tensors. Moreover, based on 1-1 operators between three dimensional vectors and second order skew-symmetric Cartesian tensors, this theory is extended here by establishing a number of tensor-vector identities. These identities, as we shall see in the following chapters, will allow for easy algebraic manipulations of the equations of motion of a complex dynamic system such as those of a robotic system.

Historically, the ideas and symbolism of tensor calculus originated in differential geometry, and were invented by the Italian mathematicians Ricci and Levi-Civita [1]. Gradual introduction and assimilation of these ideas and symbols were greatly accelerated by their use by Einstein in his general theory of relativity; and today tensor analysis forms a well established field which provides the only appropriate language for studying differential geometry and related topics such as the theory of general relativity [2-5].

But if tensor calculus is a necessity for studying differential geometry, for applications in continuum and classical mechanics [6-26] it is a great convenience, because it enables one to express geometrical or physical relationships of tensor entities in a concise manner which does not depend on the introduction of a coordinate system. Moreover, even in cases where we have to introduce coordinate systems, because measurements are required or for other reasons, tensor equations are formally the same in all admissible coordinate systems. This fact will help us later when tensor equations have to be written in the various coordinate systems used to derive dynamic models for robot manipulators.

In the general theory of tensor analysis, the space or environment where a tensor is defined is a manifold [3] which is characterized in terms of curvilinear coordinate systems. But, since the environment or physical space for physical systems is a Euclidean point space which can be associated with a three dimensional Euclidean vector space (the translation space [8]), we restrict our attention to the study of tensors in Euclidean vector spaces. In a Euclidean vector space, orthogonal Cartesian coordinate systems are sufficient for tensor analysis. Tensors analyzed in orthogonal Cartesian coordinate systems are referred to as Cartesian tensors [7-10, 20-25]. Therefore, since in our analysis we shall use orthonormal Cartesian coordinate systems, when we write tensors we shall mean (second order) Cartesian tensors. The use of orthonormal Cartesian coordinate systems will simplify our analysis, since the distinction between covariant and contravariant components,
which is necessary in curvilinear coordinate systems, disappears in orthonormal Cartesian coordinates. Moreover, since the Euclidean vector space is a flat space, terms arising from curvature are zero in the theory of Cartesian tensors.

The outline of this chapter is as follows: In Section 3.2 second order tensors are defined and basic algebraic tensor operations are introduced. Section 3.3 outlines the structural symmetries of second order tensors based on Cartesian and Spectral decompositions, and an important 1-1 operator between three dimensional vectors and second order skew-symmetric Cartesian tensors is defined. Finally, based on the said operator, we state and prove a number of propositions which establish some basic tensor-vector identities.

### 3.2 Second Order Cartesian Tensors

In this section, we define Cartesian tensors of order 2. We also introduce basic tensor algebraic operations which will be used later in algebraic manipulations. Here, we restrict our attention to Cartesian tensor analysis in three dimensional (3-D) Euclidean vector spaces. However, this theory can be extented to Euclidean vector spaces of higher dimensions in a straightforward manner.

### 3.2.1 On The Definition of the Second Order Cartesian Tensors.

Tensor analysis, in general, is concerned with mathematical or physical entities which although of different nature have common characteristics and properties. These common properties allow us to classify them into common classes and to refer to them with such names as scalars, vectors or in general tensors of certain order.

There are two basic approaches which one can take to define a Cartesian tensor, or the class where a particular physical entity belongs.

In the first approach, which is usually used to define tensors in general (i.e., not necessary Cartesian), we analyze a physical quantity from an "external" point of view and define its tensor character based on their observed properties. These properties are determined by considering how a physical quantity is related to some environment and how this relationship changes under controlled changes of this environment. In this approach, we may proceed as follows.

We can introduce first a frame of reference, i.e., a coordinate system, which describes the environment and expresses (by considering a set of ordered numbers or functions, known as components) the quantity at hand relative to that coordinate system. Then we make a change (by considering a map) in the coordinate system and analyze how the components of this quantity are related relative to the old and new coordinate system. If the changes in the components follow a definite law, we define the quantity under consideration to be a tensor (of certain order). This is a passive approach, since the tensor quantities are actually independent of the coordinate systems used to describe the environment and represent them. Under a change of coordinate systems it is their components that change, not they themselves. Based on what we have said, we can give the following definition:
Definition 3.1: Suppose that the abstract object $\mathbf{T}$ when it is associated with an orthonormal Cartesian coordinate system \{e \}, of a 3-D Euclidean space, can be represented by the set of components $T_{i j}$, where the subscripts $i, j$ are ordered and can take the values $1,2,3$. Let $T_{i j}^{\prime}$ be the corresponding set of components representing $\mathbf{T}$ when it is associated with another orthonormal Cartesian coordinate system \{ $\mathbf{e}^{\prime}$ \}, which is related to the coordinate system $\{\mathbf{e}\}$ by an orthogonal transformation $\mathbf{A}$, i.e., the unit vectors of the coordinate system \{ $\mathbf{e}$ '\} satisfy the equations

$$
\begin{equation*}
\left[\mathbf{e}_{l}\right]_{j}=A_{j i}\left[\mathbf{e}_{l}\right]_{i} \quad l=1,2,3 \tag{3.2.1}
\end{equation*}
$$

where $A_{j i}$ are the entries (direction cosines) of the coordinate matrix $A$ which represents the transformation A relative to the two coordinate systems $\left\{\mathbf{e}^{\prime}\right\}$ and $\{\mathbf{e}\}$. Then if the equation

$$
\begin{equation*}
T_{r s}^{\prime}=A_{r i} A_{s j} T_{i j} \tag{3.2.2}
\end{equation*}
$$

is valid, we say that $\mathbf{T}$ is a second order Cartesian tensor.
Remark 3.1: Sometimes in tensor analysis the nomenclatures "order" or "rank" are used to denote the exponent $(r)$ to which the dimension $(n)$ of the space, on which the tensor is defined, must be raised to give the number of components (coefficients) of a tensor. To put it another way, the order of a tensor denotes how many copies of the original Euclidean space we need to consider for producing the environment (a tensor product space) where the tensor is defined. In the case of the second order tensor $\mathbf{T}$ defined on a 3dimensional Euclidean space, we consider two copies of the original Euclidean space. Therefore, for any tensor in this space we must have $3^{2}=9$ components and this is the case as (3.2.2) indicates. We shall continue to use the word order with this meaning. With the word rank, we shall associate an intrinsic property of a tensor, which we shall define later.

In the second approach, which is commonly used to define Cartesian tensors, we define the tensor character of a physical quantity by considering its action on some environment, i.e., we treat, in this approach, the physical quantity as an operator. If the operator has certain properties, then we are able to say that the quantity under consideration is a tensor. From this point of view we can give the following definition:

Definition 3.2: We say that the linear vector transformation $\mathbf{T}$ is a second order tensor if we can compute the action of $\mathbf{T}$ on any vector $\mathbf{r}$ and denote that action of $\mathbf{T}$ on $\mathbf{r}$ by writing $\mathbf{T}(\mathbf{r})$ or $\mathbf{T} \cdot \mathbf{r}$ or simple $\mathbf{T r}$.

Definition 3.2 is not complete as stated, since we have not mentioned explicitly the domain and range of the linear vector transformation. The domain and range of a second order tensor are obvious from the context. For
example, in the equation $\mathbf{L}_{\mathbf{c}}=\mathbf{I}_{\mathbf{c}} \boldsymbol{\omega}$ the domain of the inertia tensor $\left(\mathbf{I}_{\mathbf{c}}\right)$ is the space of angular velocities ( $\omega$ ) and its range is the space of angular momentum ( $\mathbf{L}_{\mathbf{c}}$ ).
Remark 3.2: Although the terms "linear transformation" and "tensor" in Definition 3.2 refer to mathematical functions of the same kind they are not completely synonymous, because they have different connotations in applications. The term "tensor" is always used when describing certain physical quantities. Thus, we often say a rotation tensor or a rotation transformation, but we never call the inertia tensor, $\mathbf{I}_{\mathbf{c}}$, "inertia linear transformation", although it defines the linear transformation $\mathbf{L}_{\mathbf{c}}=\mathbf{I}_{\mathbf{c}} \boldsymbol{\omega}$.

As an example, of how we can use Definition 3.2 to define a tensor, let us consider the following vector equation,

$$
\begin{equation*}
\mathbf{u} \otimes \mathbf{v}(\mathbf{r})=\mathbf{u}(\mathbf{v} \cdot \mathbf{r}) \tag{3.2.3}
\end{equation*}
$$

It is clear that $\mathbf{u} \otimes \mathbf{v}(\mathbf{r})$ is linear in $\mathbf{r}$ since

$$
\begin{equation*}
\mathbf{u}\left[\mathbf{v} \cdot\left(\lambda_{1} \mathbf{r}_{1}+\lambda_{2} \mathbf{r}_{2}\right)\right]=\lambda_{1} \mathbf{u}\left(\mathbf{v} \cdot \mathbf{r}_{1}\right)+\lambda_{2} \mathbf{u}\left(\mathbf{v} \cdot \mathbf{r}_{2}\right) \tag{3.2.4}
\end{equation*}
$$

Therefore, the quantity $\mathbf{T}=\mathbf{u} \otimes \mathbf{v}$ is said to be a second order tensor. Since the tensor $\mathbf{u} \otimes \mathbf{v}$ is defined by using a "kind of product" between the two vectors $\mathbf{u}$ and $\mathbf{v}$ it is called the tensor product of $\mathbf{u}$ and $\mathbf{v}$. Many authors prefer to write equation (3.2.3) as

$$
\begin{equation*}
(\mathbf{u} \mathbf{v}) \cdot \mathbf{r}=\mathbf{u}(\mathbf{v} \cdot \mathbf{r}) \tag{3.2.5}
\end{equation*}
$$

In this case the tensor $\mathbf{u v}$ is called a dyad of $\mathbf{u}$ and $\mathbf{v}$. According to Gibbs [17], who developed the theory of dyadics (a dyadic is a sum of dyads), a dyad or indeterminate product is a purely symbolic quantity which requires a determinate physical meaning only when used as a linear operator. Therefore, by Definition (3.2), dyads are second order tensors. In [17], Gibbs has also shown that in a 3-D Euclidean space any linear vector transformation can be written as the sum of at most three dyads of which either the first or the second vector, but not both, may be arbitrarily chosen provided they are
linearly independent. This implies that to each tensor we can associate $k$ ( $k \leq 3$ ) linearly independent vectors (or directions). Or, to use the approach of Hestenes' [31], to each second order tensor in a 3-D Euclidean space we can associate a direction of $k$ dimensions ( $k \leq 3$ ). Based on this, we can give the following definition for the term "rank".

Definition 3.3: We define the rank of a tensor to be the number of linearly independent directions which a tensor possesses.

The definition of rank as given here, coincides with what we call rank in linear algebra. In particular, the rank of a second order tensor (or a linear transformation) $\mathbf{T}$ coincides with the rank of the matrix $T$ which represents T in some coordinate system. This uniformity in the meaning of the term "rank" is not possible if we identify rank with order as is often done in textbooks on tensor analysis.

Remark 3.3: Although in the general theory of tensor analysis, scalars and vectors are treated as tensors of order zero and one respectively, we continue to refer to them as scalars and vectors and reserve the word "tensor" for tensors of second and higher order.

### 3.2.2 The Linear Space Structure for Second Order Cartesian Tensors

In order to use tensors in an efficient manner, we have to define algebraic structures on them by introducing basic algebraic operations. Thus, based on Definition 3.2, we can see that the following tensors and algebraic operations are well defined.

The zero and unity (identity) tensors are denoted and defined, respectively, by

$$
\begin{array}{ll}
0 \mathbf{v}=0 & , \forall \mathbf{v} \\
\mathbf{1 v}=\mathbf{v} & , \forall \mathbf{v} \tag{3.2.7}
\end{array}
$$

The algebraic operations of addition and scalar multiplication can be defined as usual. Thus the addition of two second order tensors $\mathbf{T}$ and $\mathbf{S}$ is defined by

$$
\begin{equation*}
(\mathbf{T}+\mathbf{S}) \mathbf{v}=\mathbf{T} \mathbf{v}+\mathbf{S} \mathbf{v} \quad, \forall \mathbf{v} \tag{3.2.8}
\end{equation*}
$$

and the multiplication of $\mathbf{T}$ by a scalar $\lambda$ is defined by

$$
\begin{equation*}
(\lambda \mathbf{T}) \mathbf{v}=\lambda(\mathbf{T} \mathbf{v}), \forall \lambda \tag{3.2.9}
\end{equation*}
$$

Also, we say that two second order tensors $\mathbf{T}$ and $\mathbf{S}$ are equal if

$$
\begin{equation*}
\mathbf{T}=\mathbf{S} \Leftrightarrow \mathbf{T v}=\mathbf{S} \mathbf{v} \quad \forall \mathbf{v} \tag{3.2.10}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\mathbf{T}=\mathbf{S} \Leftrightarrow \mathbf{v} \cdot \mathbf{T} \mathbf{u}=\mathbf{v} \cdot \mathbf{S u} \quad \forall \mathbf{u}, \mathbf{v} \tag{3.2.11}
\end{equation*}
$$

It is now easy to see that the set of all tensors of second order, together with the two algebraic operations of addition and scalar multiplication, constitutes a linear space over a scalar field, which is assumed here to be the field of real numbers. To find a basis for the linear space of second order tensors, defined on a 3-D Euclidean space and the components of a tensor $\mathbf{T}$ relative to it, let us consider an orthonormal basis $\{\mathbf{e}\}=\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ of a 3D Euclidean space. Then for any vector $\mathbf{r}$ we can write

$$
\begin{align*}
\mathbf{T r} & =\mathbf{T}\left(r_{1} \mathbf{e}_{1}+r_{2} \mathbf{e}_{2}+r_{3} \mathbf{e}_{3}\right) \\
& =r_{1} \mathbf{T} \mathbf{e}_{1}+r_{2} \mathbf{T} \mathbf{e}_{2}+r_{3} \mathbf{T} \mathbf{e}_{3} . \tag{3.2.12}
\end{align*}
$$

But $\mathbf{T e}_{1}, \mathbf{T e}_{2}$ and $\mathbf{T e}_{3}$ are vectors and therefore may be expressed in terms of the Cartesian components as follows:

$$
\begin{align*}
& \mathbf{T} \mathbf{e}_{1}=T_{11} \mathbf{e}_{1}+T_{21} \mathbf{e}_{2}+T_{31} \mathbf{e}_{3}  \tag{3.2.13a}\\
& \mathbf{T} \mathbf{e}_{2}=T_{12} \mathbf{e}_{1}+T_{22} \mathbf{e}_{2}+T_{32} \mathbf{e}_{3}  \tag{3.2.13b}\\
& \mathbf{T} \mathbf{e}_{3}=T_{13} \mathbf{e}_{1}+T_{23} \mathbf{e}_{2}+T_{33} \mathbf{e}_{3} \tag{3.2.13c}
\end{align*}
$$

where the coefficients $T_{11}, T_{21}, \cdots, T_{33}$ can be computed by using the equation

$$
\begin{equation*}
T_{i j}=\mathbf{e}_{i} \cdot \mathbf{T} \mathbf{e}_{j} \tag{3.2.14}
\end{equation*}
$$

Now, using (3.2.13) in (3.2.12) and the equations

$$
\mathbf{e}_{i} r_{i}=\mathbf{e}_{i}\left(\mathbf{e}_{i} \cdot \mathbf{r}\right)=\mathbf{e}_{i} \otimes \mathbf{e}_{i}(\mathbf{r}),
$$

for $i=1,2,3$, we get after a few manipulations

$$
\begin{equation*}
\mathbf{T r}=\left(T_{11} \mathbf{e}_{1} \otimes \mathbf{e}_{1}+T_{12} \mathbf{e}_{1} \otimes \mathbf{e}_{2}+\cdots+T_{33} \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right) \mathbf{r} \tag{3.2.15}
\end{equation*}
$$

Therefore, since the vector $\mathbf{r}$ is arbitrary, we have from (3.2.15) that

$$
\begin{align*}
\mathbf{T} & =T_{11} \mathbf{e}_{1} \otimes \mathbf{e}_{1}+T_{12} \mathbf{e}_{1} \otimes \mathbf{e}_{2}+T_{13} \mathbf{e}_{1} \otimes \mathbf{e}_{3} \\
& +T_{21} \mathbf{e}_{2} \otimes \mathbf{e}_{1}+T_{22} \mathbf{e}_{2} \otimes \mathbf{e}_{2}+T_{23} \mathbf{e}_{2} \otimes \mathbf{e}_{3} \\
& +T_{31} \mathbf{e}_{3} \otimes \mathbf{e}_{1}+T_{32} \mathbf{e}_{3} \otimes \mathbf{e}_{2}+T_{33} \mathbf{e}_{3} \otimes \mathbf{e}_{3} . \tag{3.2.16}
\end{align*}
$$

or, if we use Einstein's $\dagger$ notation for the summation, we can write

$$
\begin{equation*}
\mathbf{T}=T_{i j} \mathbf{e}_{i} \otimes \mathbf{e}_{j}, \quad i, j=1,2,3 \tag{3.2.17}
\end{equation*}
$$

Now, it can be shown [15], that this representation of $\mathbf{T}$ is unique and that the set of second order tensors $\left\{\mathbf{e}_{1} \otimes \mathbf{e}_{1}, \mathbf{e}_{1} \otimes \mathbf{e}_{2}, \cdots, \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right\}$ forms a basis for the aforementioned tensor linear space. From the foregoing, this linear space has dimension $3^{2}$. We shall denote this linear space by $E_{3} \otimes E_{3} \equiv E_{3}^{(2)}$ and we may call it the second tensorial power of $E_{3}$. Relative to the basis $\left\{\mathbf{e}_{1} \otimes \mathbf{e}_{1}, \mathbf{e}_{1} \otimes \mathbf{e}_{2}, \cdots, \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right\}$ the components of $T \in E_{3}^{(2)}$ are the coefficients $T_{11}, \cdots, T_{33}$ defined by (3.2.14). These coefficients can be put in the matrix form

$$
T=\left[\begin{array}{lll}
T_{11} & T_{12} & T_{13}  \tag{3.2.18}\\
T_{21} & T_{22} & T_{23} \\
T_{31} & T_{32} & T_{33}
\end{array}\right]
$$

[^1]and we call $T$ the coordinate matrix of $\mathbf{T}$ relative to the basis defined by the set $\left\{\mathbf{e}_{1} \otimes \mathbf{e}_{1}, \mathbf{e}_{1} \otimes \mathbf{e}_{2}, \cdots, \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right\}$. Now, it is easy to see that there is a one-toone correspondence between the orthonormal basis $\{\mathbf{e}\}=\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ and the basis of the tensor linear space $\mathrm{E}_{3}^{(2)}$ which is defined by the set $\left\{\mathbf{e}_{1} \otimes \mathbf{e}_{1}, \mathbf{e}_{1} \otimes \mathbf{e}_{2}, \cdots, \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right\}$. Therefore, by slightly abusing the notation, we shall refer to (3.2.18) as the coordinate matrix of the tensor $\mathbf{T}$ relative to the Cartesian basis $\{\mathbf{e}\}=\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$. With this in mind, we shall say that a second order tensor is defined in a 3-D Euclidean vector space $E_{3}$ instead of the 9-D linear space $\mathrm{E}_{3}^{(2)}$.

### 3.2.3 More Algebraic Operations.

Besides the addition (or subtraction) and scalar multiplication defined above, there are two other algebraic operations which one can define on tensors, namely, the tensor product and contraction. These operations are defined $[12,16-21]$ as follows:

Tensor product: Let $\mathbf{T}$ and $\mathbf{S}$ be two second order tensors whose components, referred to a coordinate system \{e\}, are $t_{i j}$ and $s_{k l}$. Then it can be shown that the $3^{4}$ scalars

$$
\begin{equation*}
u_{i j k l}=t_{i j} s_{k l} \tag{3.2.19}
\end{equation*}
$$

form the components of a tensor $\mathbf{U}$, say, of order 4 . We call $\mathbf{U}$ the tensor product of $\mathbf{T}$ and $\mathbf{S}$ and we write $\mathbf{U}=\mathbf{T} \otimes \mathbf{S}$.

Contraction: Given a tensor of order $r \geq 2$, we may select a pair of indices and replace them by two identical indices. This action by virtue of Einstein's convention implies summation over the possible values of the identical
repeated is to be interpreted as the sum of all the values which it can take, as $i, j, \cdots$ take the values $1,2,3$.
indices. This process is known as contraction and the quantities obtained by contraction constitute the components of a tensor of order $r-2$.

Note: In the special case where $r=2$, the contraction operator is synonymous with the familiar trace operator since, as we can see, the contraction of the two indices produces a tensor of order zero, i.e., a scalar. Note, also, that the algebraic operations of tensor product and contraction can be performed on any tensor not necessarily Cartesian.

Some other important algebraic operations which may be termed as contracted multiplications, and which are applicable to second order Cartesian tensors, are defined [22] as follows.

The left and right dot products: Let $\mathbf{T}$ be a second order tensor and $\mathbf{v}$ be a vector, with coordinate matrices $T$ and $v$ respectively relative to the same coordinate system. Then the equation

$$
\begin{equation*}
u_{i}=T_{i j} v_{j} \tag{3.2.20}
\end{equation*}
$$

which is computed by considering first the tensor product of $\mathbf{T}$ and $\mathbf{v}$ and then contracting the second index for the components of $\mathbf{T}$ and the index for the components of $\mathbf{v}$, defines the right dot product or post-multiplication of $T$ and $v$. Similarly using the equation:

$$
\begin{equation*}
w_{i}=v_{j} T_{j i} \tag{3.2.21}
\end{equation*}
$$

we can define the vector $\mathbf{w}$. Equation (3.2.21) defines the left dot product or pre-multiplication of $\mathbf{v}$ and $\mathbf{T}$. In tensor form, equations (3.2.20) and (3.2.21) are written as

$$
\begin{align*}
\mathbf{u} & =\mathbf{T} \cdot \mathbf{v} \equiv \mathbf{T} \mathbf{v}  \tag{3.2.22}\\
\mathbf{w}=\mathbf{v} \cdot \mathbf{T} & \equiv \mathbf{v T} \tag{3.2.23}
\end{align*}
$$

respectively. Note that we can use the transpose operation to reorder the factors in the dot products defined above. Thus, for example, we can write

$$
\begin{equation*}
\mathbf{w}=\mathbf{v} \cdot \mathbf{T}=\mathbf{T}^{T} \cdot \mathbf{v} \tag{3.2.24}
\end{equation*}
$$

In terms of their coordinate matrices, equations (3.2.22) and (3.2.23) are written as

$$
\begin{equation*}
u=T v \tag{3.2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
w=v^{T} T \tag{3.2.26}
\end{equation*}
$$

and they define the familiar post- and pre-multiplication in matrix theory.
Finally, we can define two products between two second order tensors $\mathbf{T}$ and $\mathbf{S}$ as follows:

The dot product: Let $T$ and $S$ be the coordinate matrices, relative to the same coordinate system, of second order tensors $\mathbf{T}$ and $\mathbf{S}$, respectively. Then the equation

$$
\begin{equation*}
U_{i j}=T_{i l} S_{l j} \tag{3.2.27}
\end{equation*}
$$

defines the components of the second order tensor $\mathbf{U}$ which we call the dot product or multiplication of $\mathbf{T}$ and $\mathbf{S}$, and we write

$$
\begin{equation*}
\mathbf{U}=\mathbf{T} \cdot \mathbf{S} \equiv \mathbf{T S} \tag{3.2.28}
\end{equation*}
$$

In terms of their coordinate matrices equation, (3.2.28) is written as

$$
\begin{equation*}
U=T S \tag{3.2.29}
\end{equation*}
$$

and agrees with the usual matrix multiplication.
The double dot or inner product: The double dot product of two tensors $\mathbf{T}$ and $\mathbf{S}$ is given by

$$
\begin{equation*}
\mathbf{T}: \mathbf{S}=\operatorname{tr}(\mathbf{T} \cdot \mathbf{S}) \tag{3.2.30}
\end{equation*}
$$

where $t r$ denotes the trace operator and produces a scalar.
Remark 3.4: Strictly speaking some operations introduced above are defined by using coordinate matrix representations of second order tensors and vectors. However, once these operations have been established, the
actual coordinate matrices used to represent the tensors or vectors are of no consequence and we can speak of these operations as being defined on the tensors themselves without any ambiguity.

The double dot product is a generalization of the familiar vector dot product, and this allows us to define a norm for a tensor and the "angle" between two tensors. In particular, we can define the norm of a tensor $\mathbf{T}$ as follows

$$
\begin{equation*}
\|\mathrm{T}\|_{F} \triangleq \sqrt{\mathrm{~T}: \mathrm{T}^{T}} \tag{3.2.31}
\end{equation*}
$$

and we may call this norm the Frobenius norm since, when we use a coordinate matrix $T$ of a tensor $\mathbf{T}$ to evaluate equation (3.2.31), we end up with the familiar Frobenius matrix norm [30]

$$
\begin{equation*}
\|T\|_{F} \triangleq \sqrt{\operatorname{tr}\left(T T^{T}\right)} . \tag{3.2.32}
\end{equation*}
$$

With this definition for the norm of a tensor the set of all second order Cartesian tensors, regarded as a linear space of dimension $3^{2}$, becomes an innerproduct space. Now, using the double dot product and the Frobenius norm, we can define the cosine of the "angle" $\theta$ between two non-zero tensors $\mathbf{T}$ and $\mathbf{S}$ as follows

$$
\begin{equation*}
\cos (\theta)=\frac{\mathrm{T}: \mathbf{S}^{T}}{\|\mathrm{~T}\|_{F}\|\mathbf{S}\|_{F}} \quad 0 \leq \theta \leq \pi \tag{3.2.33}
\end{equation*}
$$

Equation (3.2.33) is a generalization of the following familiar definition for the cosine of the angle $\theta$ between two non-zero vectors $t$ and $s$

$$
\begin{equation*}
\cos (\theta)=\frac{\mathbf{t} \cdot \mathbf{s}}{\|\mathbf{t}\|\|\mathbf{s}\|} \quad 0 \leq \theta \leq \pi \tag{3.2.34}
\end{equation*}
$$

Actually, based on dual (or axial) vectors (see Section 3.3) and using Proposition 3.6, it can be shown that equation (3.2.33) is essentially identical to equation (3.2.34) when it is applied to skew-symmetric tensors. Based on this definition for the angle between two tensors, we shall say that two
tensors $\mathbf{T}$ and $\mathbf{S}$ are orthogonal to each other if and only if their double dot product is zero.

As we have mentioned above, the double dot product (and not the dot product) between two Cartesian tensors is the generalization of the familiar dot product between two vectors. The dot product between two second order tensors is not commutative as is the case with the familiar dot product between vectors, but it is associative and distributive over addition. This allows us to view the linear space of second order Cartesian tensors, when supplied with this dot product, as a linear algebra. (This also follows from Definition 3.2 which identifies second order tensors with linear transformations. With this identification the tensor dot product is equivalent to the composition of linear transformations). This algebra is isomorphic to the matrix algebra. Thus we can use the well-established matrix algebra to carry out calculations for various operations with tensors. Since the matrix elements are scalars (real numbers), matrix algebra has the advantage of reducing all such calculations to addition and multiplication of real numbers. However, it has the disadvantage of requiring that a basis be introduced (which defines an isomorphism between tensors and matrices) and which may be quite irrelevant to the problem at hand and this often obscures the physical or geometrical meaning of the tensor involved. Moreover, this matrix representation may lead us to perform irrelevant and unnecessary calculations.

In the next sections, we analyze some basic properties of second order Cartesian tensors which will allow us to perform algebraic manipulations with tensors without resorting to their matrix representations.

### 3.3 Properties of Second Order Cartesian Tensors

In this section we analyze the structural symmetries of second order Cartesian tensors by considering their Cartesian and Spectral decompositions and define their scalar and vector invariants. Also, we introduce very
important dual correspondences between second order skew symmetric (or pseudo) tensors and vectors defined on a 3-D Euclidean space.

### 3.3.1 Isotropic Cartesian Tensors.

As we mentioned in section 3.2.1, tensors themselves are independent of coordinate systems; but the numerical values for the components of a tensor, in general, depend on coordinate systems. Therefore, if we use an orthogonal transformation $\mathbf{A}$ to change the basis from $\{\mathbf{e}\}$ to $\left\{\mathbf{e}^{\prime}\right\}$, i.e., if

$$
\begin{equation*}
\mathbf{e}_{j}^{\prime}=\mathbf{A} \mathbf{e}_{i} \tag{3.3.1}
\end{equation*}
$$

then the coordinate matrices $T$ and $T^{\prime}$ of a tensor $T$, relative to the old and new Cartesian bases respectively, are different. By Definition 3.1, they are related and this relationship is given by

$$
\begin{equation*}
T^{\prime}=A T A^{T} . \tag{3.3.2}
\end{equation*}
$$

A tensor which has the same coordinate matrix in all Cartesian coordinate systems, or that is invariant under orthogonal transformations is called an isotropic tensor. An example of an isotropic tensor is the Kronecker or delta tensor $\boldsymbol{\delta}$, with components

$$
\delta_{i j}=\left\{\begin{array}{l}
1 \text { if } i=j  \tag{3.3.3}\\
0 \text { if } i \neq j
\end{array}\right.
$$

relative to any orthonormal Cartesian coordinate system. Actually it can be shown [23] that the Kronecker tensor is the only isotropic tensor of order 2 (apart from a scalar multiple). Since the Kronecker tensor $\boldsymbol{\delta}$ is equivalent to the unit tensor, in many cases we shall use the symbol 1 to denote it.

Although we are concerned with second order tensors, we mention here a 3rd-order tensor which is also isotropic and which we shall use on some occasions. This is the Levi-Civita or alternating tensor $\mathcal{E}$. The components of $\boldsymbol{\varepsilon}$ in any Cartesian basis are defined by

$$
\varepsilon_{i j k}=\left\{\begin{array}{c}
+1 \text { if }(i, j, k) \text { is an even permutation of }(1,2,3)  \tag{3.3.4}\\
-1 \text { if }(i, j, k) \text { is an odd permutation of }(1,2,3) \\
0 \text { if }(i, j, k) \text { has any other set of values }
\end{array}\right.
$$

With this definition the non-zero components of $\varepsilon$ are the following,

$$
\begin{aligned}
& \varepsilon_{123}=\varepsilon_{231}=\varepsilon_{312}=1 \\
& \varepsilon_{321}=\varepsilon_{213}=\varepsilon_{132}=-1
\end{aligned}
$$

Moreover, as we can see from the above discussion, the Levi-Civita tensor is skew-symmetric (or antisymmetric) with respect to any two of its indices.

A number of important relationships between the two isotropic tensors $\boldsymbol{\varepsilon}$ and $\boldsymbol{\delta}$ can be stated. However, here we shall consider only the following.

$$
\begin{equation*}
\varepsilon_{i j k} \varepsilon_{r s k}=\delta_{i r} \delta_{j s}-\delta_{i s} \delta_{j r} \tag{3.3.5}
\end{equation*}
$$

The truth of (3.3.5) may be established as follows [21].
If $i=j$ or $r=s$, the right-hand side of (3.3.5) is zero and the left-hand side also vanishes by the definition of the Levi-Civita tensor. Consider the case when $i \neq j$ and $r \neq s$. Without loss of generality we may choose $i=1$ and $j=2$. Using the definition of the Levi-Civita tensor, the left-hand side of (3.3.5) then becomes

$$
\varepsilon_{121} \varepsilon_{r s 1}+\varepsilon_{122} \varepsilon_{r s 2}+\varepsilon_{123} \varepsilon_{r s 3}=\varepsilon_{r s 3}
$$

The right-hand side of (3.3.5) becomes

$$
\delta_{1 r} \delta_{2 s}-\delta_{1 s} \delta_{2 r}=k
$$

where, $k$ is a scalar. As $r \neq s$, there are just the following possibilities to consider:

$$
\begin{aligned}
& r=3 \text { in which case } k=0 \text { for all } s ; \\
& s=3 \text { in which case } k=0 \text { for all } r ;
\end{aligned}
$$

$$
\begin{aligned}
& r=3, s=2, \operatorname{giving} k=1 ; \\
& r=2, s=1, \operatorname{giving} k=-1 ;
\end{aligned}
$$

Hence $k=\varepsilon_{r s 3}$, and (3.3.5) is proved.
Furthermore, using equation (3.3.5) we can also show that

$$
\begin{equation*}
\varepsilon_{i j k} \varepsilon_{r j k}=2 \delta_{i r} \tag{3.3.6}
\end{equation*}
$$

### 3.3.2 Cartesian and Spectral Decomposition of Second Order Tensors.

An arbitrary Cartesian tensor $\mathbf{T}$ defined on an $n$-dimensional Euclidean space may always be decomposed into the sum of a symmetric and a skewsymmetric tensor, as follows

$$
\begin{equation*}
\mathbf{T}=\mathbf{T}_{+}+\mathbf{T}_{-} \tag{3.3.7}
\end{equation*}
$$

where $\mathbf{T}_{+}$is symmetric and $\mathbf{T}_{-}$is skew-symmetric. This equation is usually referred to as the Cartesian decomposition of a second order tensor. The symmetric and the skew-symmetric parts of equation (3.3.7) are defined as follows:

$$
\begin{equation*}
\mathbf{T}_{+}=\frac{1}{2}\left[\mathbf{T}+\mathbf{T}^{T}\right], \quad \mathbf{T}=\frac{1}{2}\left[\mathbf{T}-\mathbf{T}^{T}\right] . \tag{3.3.8}
\end{equation*}
$$

As we saw earlier, second order Cartesian tensors, defined on a 3-D Euclidean space, constitute a linear space of dimension $3^{2}$. It is easy to see now that the set of all symmetric Cartesian tensors form a $\frac{1}{2} 3(3+1)=6$ dimensional subspace and the set of all skew-symmetric Cartesian tensors form a $\frac{1}{2} 3(3-1)=3$ dimensional subspace of the linear space of second 2
order Cartesian tensors. Also, it is easy to see that bases for these two subspaces can be formed by considering the following tensor and wedge
products of the vectors of a basis $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$.

$$
\mathbf{e}_{i} \otimes \mathbf{e}_{j}+\mathbf{e}_{j} \otimes \mathbf{e}_{i}, \quad i \leq j
$$

and

$$
\mathbf{e}_{i} \wedge \mathbf{e}_{j} \quad i<j
$$

respectively. Note that the wedge or exterior (or outer) product of two vectors $\mathbf{u}$ and $\mathbf{v}$, which is defined by the equation

$$
\begin{equation*}
\mathbf{u} \wedge \mathbf{v}=\mathbf{u} \otimes \mathbf{v}-\mathbf{v} \otimes \mathbf{u} \tag{3.3.9}
\end{equation*}
$$

produces a skew-symmetric tensor.
From the foregoing, we can view the tensor vector space as a direct sum of two subspaces, namely, the subspace of symmetric and skewsymmetric tensors. Moreover, Proposition 3.7 (see Section 3.4) reveals that these two subspaces are also orthogonal, relative to the double dot product, and so one is the orthogonal complement of the other.

An important class of tensors is that of projection tensors. A tensor $\mathbf{T}$ is called a projection if it is idempotent, i.e., if $\mathbf{T}^{\mathbf{2}}=\mathbf{T}$. Moreover, a projection is called a perpendicular (orthogonal) projection if it is also symmetric, i.e., if $\mathbf{T}^{T}=\mathbf{T}$. A projection tensor is the simplest nontrivial example of a second order tensor which we can construct from the tensor product of two vectors. In particular, given two vectors $\mathbf{e}$ and $\mathbf{v}$, where $\mathbf{e}$ is a unit direction vector, the orthogonal projection of $\mathbf{v}$ on $\mathbf{e}$ is denoted and defined by

$$
\begin{equation*}
\mathbf{P}_{\mathbf{e}} \mathbf{v} \equiv \mathbf{e} \otimes \mathbf{e} \cdot \mathbf{v}=\mathbf{e}(\mathbf{e} \cdot \mathbf{v}) \tag{3.3.10}
\end{equation*}
$$

The tensor

$$
\begin{equation*}
\mathbf{P}_{\mathbf{e}}=\mathbf{e} \otimes \mathbf{e} \tag{3.3.11}
\end{equation*}
$$

which is defined as the tensor product of the unit vector $\mathbf{e}$, is the orthogonal projection tensor along the direction of $\mathbf{e}$. Moreover, as we can see (from the theory of projections or by direct verification), the tensor

$$
\begin{equation*}
\mathbf{P}^{\mathbf{e}}=1-\mathbf{P}_{\mathbf{e}} \tag{3.3.12}
\end{equation*}
$$

is also an orthogonal projection tensor which projects any vector $\mathbf{v}$ onto a plane perpendicular to $\mathbf{e}$. From the foregoing, it is obvious that a vector $\mathbf{v}$ can be decomposed into the following orthogonal components with respect to e

$$
\begin{align*}
\mathbf{v}_{\mathrm{\prime} \mathrm{\prime}} & =\mathbf{P}_{\mathbf{e}} \cdot \mathbf{v}  \tag{3.3.13}\\
\mathbf{v}_{\perp} & =\mathbf{P}^{\mathbf{e}} \cdot \mathbf{v} \tag{3.3.14}
\end{align*}
$$

Now, given an orthonormal Cartesian coordinate system with basis vectors $\mathbf{e}_{i}$, we can define the orthogonal projection tensors $\mathbf{P}_{i} \equiv \mathbf{P}_{\mathbf{e}_{i}}$, $i=1,2,3$. It is easy to see that these projection tensors, besides being symmetric and idempotent, also satisfy the following properties.

$$
\begin{equation*}
\text { (a) orthogonality: } \mathbf{P}_{i}: \mathbf{P}_{j}=0 \quad \text { if } i \neq j \tag{3.3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { (b) completeness: } \mathbf{P}_{1}+\mathbf{P}_{2}+\mathbf{P}_{3}=1 \tag{3.3.16}
\end{equation*}
$$

Based on orthogonal projections, we can define an important decomposition for symmetric tensors. As is well known [7,8], any symmetric tensor $\mathbf{T}$ has real eigenvalues ( $\lambda_{i}$ ) with a complete set of orthonormal eigenvectors. Therefore, if $\mathbf{P}_{k}$ is the orthogonal projection tensor along the unit direction of the $k$-th eigenvector, we can write for $\mathbf{T}$ the following canonical form or spectral decomposition [7]

$$
\begin{equation*}
\mathbf{T}=\lambda_{1} \mathbf{P}_{1}+\lambda_{2} \mathbf{P}_{2}+\lambda_{3} \mathbf{P}_{3} \equiv \lambda_{i} \mathbf{P}_{i} \tag{3.3.17}
\end{equation*}
$$

The spectral decomposition of a symmetric tensor, will allow us to give simple proofs for some basic propositions in Section 3.4.

### 3.3.3 Tensor Invariants

Scalar Invariants: As we saw in section 3.3.1, except for isotropic tensors, the individual components of a tensor are not invariant. They depend on the coordinate systems. There are, however, a number of scalar invariants associated with every second order tensor, i.e., scalars which depend on the tensor itself, and not on the matrix representing it or its individual components. These numbers are known as scalar invariants.

Functional expressions for the scalar invariants of a tensor can be written in different forms. Thus, for example, for a general second order tensor T, which has matrix representation $T$ relative to some basis, we can define [21] the following scalar invariants:
i) $I_{1}=t_{i i}$
ii) $\quad I_{2}=t_{22} t_{33}-t_{23} t_{32}+t_{33} t_{11}-t_{13} t_{31}+t_{11} t_{22}-t_{12} t_{21}$
iii) $I_{3}=t_{11} t_{22} t_{33}+t_{12} t_{23} t_{31}+t_{13} t_{21} t_{32}$

$$
\begin{equation*}
-t_{11} t_{23} t_{32}-t_{22} t_{13} t_{31}-t_{33} t_{12} t_{21} \tag{3.3.20}
\end{equation*}
$$

iv) $I_{4}=t_{i k} t_{i k}$
where, obviously, $I_{1}$ is the trace of $\mathbf{T}, I_{2}$ is the sum of its principal minors, and $I_{3}$ is its determinant.

In the case of symmetric tensors, $I_{4}$ is not independent of $I_{1}, I_{2}, I_{3}$. The three independent scalar invariants of a symmetric tensor are also known as principal invariants and in terms of the eigenvalues ( $\lambda_{i}$ ) of the symmetric tensor are given by

$$
\begin{align*}
& I_{1}=\lambda_{1}+\lambda_{2}+\lambda_{3}=\operatorname{tr}(\mathbf{T})  \tag{3.3.22}\\
& I_{2}=\lambda_{1} \lambda_{2}+\lambda_{2} \lambda_{3}+\lambda_{3} \lambda_{1}  \tag{3.3.23}\\
& I_{3}=\lambda_{1} \lambda_{2} \lambda_{3} \tag{3.3.24}
\end{align*}
$$

Remark 3.5: For a symmetric tensor $\mathbf{T}$, we can define the scalar invariants without resorting to the components of a matrix representation of $\mathbf{T}$. It can be shown [21,27] that the scalars $F_{1}=\operatorname{tr}(\mathbf{T}), F_{2}=\operatorname{tr}\left(\mathbf{T}^{2}\right), F_{3}=\operatorname{tr}\left(\mathbf{T}^{3}\right)$ are invariant. Obviously, these scalar invariants are not independent of the principal invariants. It can be verified that

$$
I_{1}=F_{1}, I_{2}=\frac{1}{2}\left(F_{1}^{2}-F_{2}\right) \quad \text { and } \quad I_{3}=\frac{1}{6}\left(2 F_{3}+F_{1}^{3}-3 F_{1} F_{2}\right)
$$

Vector Invariants: Besides scalar invariants, we can associate to any second order tensor defined on a 3-D Euclidean space, a vector which belongs to the 3-D Euclidean space and is defined as follows.

Let $t_{k j}$ be the components of a tensor $\mathbf{T}$ relative to a Cartesian orthonormal basis \{e\}. By considering the tensor product of the Levi-Civita tensor $\mathcal{E}$ and the tensor $\mathbf{T}$ and contracting twice over two common indices we have

$$
\begin{equation*}
t_{i}=\varepsilon_{i j k} t_{k j} \tag{3.3.25}
\end{equation*}
$$

which, by using equation (3.3.4) for $i=1,2,3$ gives

$$
\begin{align*}
& t_{1}=t_{32}-t_{23}  \tag{3.3.26a}\\
& t_{2}=t_{13}-t_{31}  \tag{3.3.26b}\\
& t_{3}=t_{21}-t_{12} \tag{3.3.26c}
\end{align*}
$$

Equation (3.3.26) implies that $\mathbf{t}=0$, if $\mathbf{T}$ is symmetric, and $\mathbf{t}$ has components which are numerically twice those of $\mathbf{T}$ if $\mathbf{T}$ is skew-symmetric. Therefore, the vector

$$
\begin{equation*}
t_{i}=\frac{1}{2} \varepsilon_{i j k} t_{k j} \tag{3.3.27}
\end{equation*}
$$

is uniquely defined when the tensor $\mathbf{T}$ is given. We denote this vector by writing

$$
\begin{equation*}
\mathbf{t}=\operatorname{vect}(\mathbf{T})=\operatorname{vect}(\mathbf{T}) \tag{3.3.28}
\end{equation*}
$$

where, vect $(\cdot)$ denotes the tensor valued vector operator which is defined by equation (3.3.27). The vector $\mathbf{t}$ is referred to as the vector (geometric) invariant of T [27].

Dual Vectors and Dual tensors: As we can see from equation (3.3.26), the kernel (or null space) of the vect operator is the subspace of the symmetric tensors, and therefore is a non-empty set. Hence, the vect operator in not a 1-1 operator. Therefore, if we are seeking a 1-1 correspondence between tensors and their vector invariants, we have to consider the restriction of the vect operator onto the subspace of the skew-symmetric tensors. To do this, we shall restrict our attention to the subspace of skew-symmetric tensors.

As we saw above, to each skew-symmetric tensor there corresponds a vector - its vector invariant. Conversely, as we shall show, to any vector $t$ in a 3-D Euclidean space, there corresponds a skew-symmetric tensor, which we shall denote by $\tilde{\mathbf{t}}$. Moreover, the skew-symmetric tensor $\tilde{\mathbf{t}}$ has the important property that its vector invariant is the vector $\mathbf{t}$, from which the tensor $\tilde{\mathbf{t}}$ has been generated. To see this, given a vector $\mathfrak{t}$, we define the tensor $\tilde{t}$ by considering the tensor product of the Levi-Civita tensor $\mathcal{E}$ with the vector $\mathbf{t}$ and contract the first index of $\mathcal{\varepsilon}$ with that of $\mathbf{t}$, i.e., we consider the equation

$$
\begin{equation*}
t_{k j}=\varepsilon_{i j k} t_{i} \tag{3.3.29}
\end{equation*}
$$

The tensor $\tilde{\mathfrak{t}}$ is skew-symmetric, since the Levi-Civita tensor is antisymmetric with respect to the indices $j$ and $k$. Moreover, if we multiply equation (3.3.29) by $\varepsilon_{r j k}$ and use equation (3.3.6) we get

$$
\varepsilon_{r j k} t_{k j}=2 \delta_{r i} t_{i},
$$

which, by using the definition of the Kroneker tensor $\delta_{r i}$, can also be written as

$$
t_{r}=\frac{1}{2} \varepsilon_{r j k} t_{k j}
$$

This equation is equivalent to equation (3.3.27) and therefore, $t$ is indeed the vector invariant of the skew-symmetric tensor $\tilde{\mathbf{t}}$.

From the foregoing, by considering the restriction of the vect operator onto the subspace of skew-symmetric tensors, we can see that equation (3.3.27) (together with equation (3.3.29)) defines a $1-1$ correspondence between skew-symmetric tensors and vectors. To express this 1-1 correspondence between skew-symmetric tensors and vectors, we introduce the following tensor-valued tensor operator,

$$
\begin{equation*}
\left.\operatorname{dual}(\cdot) \triangleq \operatorname{vect}(\cdot)\right|_{\{\text {second order skew-symmetric tensors }\}} \tag{3.3.30}
\end{equation*}
$$

which is a 1-1 operator, as can be seen from equation (3.3.26).
The dual operator can also be defined (simultaneously with its inverse) in a component-wise manner, as follows:

Definition 3.4: The dual operator is a $1-1$ tensor-valued tensor operator which has the following property. When this operator is evaluated at a tensor of order one (i.e., a vector) we get a skew-symmetric tensor of order two, and when it is evaluated at a second order skew-symmetric tensor, we get a tensor of order one. We define the action of the dual operator on a vector or a skew-symmetric tensor, component-wise, using the following 1-1 correspondence

$$
\left[\begin{array}{l}
u_{1}  \tag{3.3.31}\\
u_{2} \\
u_{3}
\end{array}\right] \Leftrightarrow\left[\begin{array}{ccc}
0 & -u_{3} & u_{2} \\
u_{3} & 0 & -u_{1} \\
-u_{2} & u_{1} & 0
\end{array}\right] .
$$

Symbolically, we denote the action of the dual operator on a vector $\mathbf{u}$ by writing

$$
\begin{equation*}
\tilde{\mathbf{u}} \triangleq \operatorname{dual}(\mathbf{u}) \tag{3.3.32}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\mathbf{u} \triangleq \operatorname{dual}(\tilde{\mathbf{u}}) \tag{3.3.33}
\end{equation*}
$$

denotes the action of the dual operator on a skew-symmetric tensor un.
It is important to note here that, for simplicity, we write dual $(\cdot)$ to denote both, the vector-valued and the tensor-valued dual operators. We shall rely on the argument to distinguish between the two cases (i.e., the "direct" or the "inverse" operator), and we shall refer to the tensor un, defined by (3.3.32), as the dual tensor of the vector u. Similarly, we shall refer to the vector $\mathbf{u}$, defined by equation (3.3.33), as the dual vectort of the tensor ũ.

It can be verified that the dual vector $\mathbf{u}$ of the skew-symmetric tensor $\mathbf{u}$ is simply its vector invariant as defined by equation (3.3.27). Therefore, Definition 3.4 and equation (3.3.30), both introduce the same tensor-valued tensor operator.

In associating a skew-symmetric tensor of order 2 with a vector, a sign convention or a relative orientation clearly arises. Therefore, the $1-1$ correspondence which has been established above is not the only possible 1-1 correspondence between vectors and skew-symmetric tensors in a 3-D Euclidean space. For example, if instead of equation (3.3.31), we consider the following correspondence

$$
\left[\begin{array}{l}
u_{1}  \tag{3.3.34}\\
u_{2} \\
u_{3}
\end{array}\right] \Leftrightarrow\left[\begin{array}{ccc}
0 & u_{3} & -u_{2} \\
-u_{3} & 0 & u_{1} \\
u_{2} & -u_{1} & 0
\end{array}\right],
$$

[^2]which assigns the opposite relative orientation to the components of the skew-symmetric tensor, we can define, as in Definition 3.4, another operator which also establishes a 1-1 correspondence between vectors and skewsymmetric tensors in 3-D Euclidean space.

The tensor-valued tensor operator which describes this new 1-1 correspondence between vectors and skew-symmetric tensors will again be referred to as a dual operator. But, to express it symbolically, we can use a different notation from that used for the dual operator given by Definition 3.4. In particular, to denote the action of the dual operator, which is introduced here by the correspondence (3.3.34), on a vector or a skew-symmetric tensor, we shall write

$$
\begin{equation*}
\overline{\mathbf{u}} \triangleq(\mathbf{u}) \text { dual } \tag{3.3.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{u} \triangleq(\overline{\mathbf{u}}) d u a l, \tag{3.3.36}
\end{equation*}
$$

respectively. In the following, we shall rely on the notation or the context to make clear which correspondence, i.e., (3.3.31) or (3.3.34), has to be used for the dual operator. However, in either case, we can say that the corresponding skew-symmetric tensor is oriented relative to its dual vector, or simply, that the skew-symmetric tensor is a relatively oriented tensor.

Remark 3.6: As is well known [16,22], the components of a skewsymmetric tensor change sign when the "handedness" of the coordinate system is changed, from right-handed to left-handed, say. This is also true for quantities whose orientation or sense is established by convention, such as the familiar axial vectors. From the foregoing, it is easy to see that a dual vector is actually an axial vector and this implies that the axial vector of classical vector analysis is nothing more than a second order skewsymmetric tensor disguised (based on a dual correspondence) as an axial vector. Therefore, physical quantities which in classical mechanics are
described by axial vectors can be described equally well by using second order skew-symmetric Cartesian tensors.

### 3.4 Cartesian Tensor Algebraic Identities

In this section we shall prove a number of propositions which define important tensor equations. These equations will allow us to manipulate second order tensors very efficiently as abstract objects, without the need to resort to coordinate bases. Moreover, if needed, the transition from these tensor equations to the corresponding coordinate matrix equations is effortless. This is because the basic tensor algebraic operations, as defined in section 3.2.3, are formally the same as the basic algebraic operations in matrix theory.

In the following, unless mentioned otherwise, by a dual operator, we mean the dual operator which is defined by the correspondence (3.3.31). Based on this dual operator, we shall state a number of propositions which define important tensor-vector identities. Obviously, similar propositions can be stated also in terms of the dual operator which is defined by the correspondence (3.3.34). To prove most of the propositions, which are presented in this section, we shall use the following well known equation [7-26]

$$
\begin{equation*}
\mathbf{u} \times \mathbf{v}=\tilde{\mathbf{u}} \cdot \mathbf{v} \tag{3.4.1}
\end{equation*}
$$

which expresses the vector cross product of two vectors $\mathbf{u}$ and $\mathbf{v}$ as a right dot product between the dual tensor $\mathbf{u}$ and the vector $\mathbf{v}$.
Proposition 3.1: The dual operator is linear, i.e., it satisfies the following relations:

$$
\begin{align*}
& \operatorname{dual}(k \mathbf{u})=k \tilde{\mathbf{u}}  \tag{3.4.2}\\
& \operatorname{dual}(\mathbf{u}+\mathbf{v})=\tilde{\mathbf{u}}+\tilde{\mathbf{v}} \tag{3.4.3}
\end{align*}
$$

where, $k$ is a scalar and $\mathbf{u}, \mathbf{v}$ are vectors.

Proof: The result follows from the correspondence (3.3.31).
Proposition 3.2: The vector $u$ provides a basis for the null space of its dual tensor ũ, i.e.,

$$
\begin{align*}
& \tilde{\mathbf{u}} \cdot \mathbf{u}=0  \tag{3.4.4}\\
& \tilde{\mathbf{u}} \cdot \mathbf{v}=0 \Leftrightarrow \mathbf{u} \| \mathbf{v} \tag{3.4.5}
\end{align*}
$$

Proof: Equation (3.4.4) follows from the fact that $\mathbf{u} \times \mathbf{u}=0$. Equation (3.4.5) follows from equation (3.4.4) which implies that the one dimensional null space of $\tilde{u}$ is spanned by the vector $\mathbf{u}$.
The following proposition defines some equations which allow us to reorder the factors of a left or right dot product between dual tensors and vectors. This is often desirable when algebraic manipulations are needed for simplifying other complex tensor equations.
Proposition 3.3: The right or left dot product of a dual tensor and a vector satisfies the following equations

$$
\begin{align*}
& \tilde{\mathbf{u}} \cdot \mathbf{v}=-\tilde{\mathbf{v}} \cdot \mathbf{u}  \tag{3.4.6}\\
& \mathbf{v} \cdot \tilde{\mathbf{u}}=-\tilde{\mathbf{u}} \cdot \mathbf{v}  \tag{3.4.7}\\
& \mathbf{v} \cdot \tilde{\mathbf{u}}=\tilde{\mathbf{v}} \cdot \mathbf{u} \tag{3.4.8}
\end{align*}
$$

Proof: Equation (3.4.6) follows from equation (3.4.1) and the anticommutativity of the vector cross product. Equation (3.4.7) follows from equation (3.2.24) and the fact that a dual tensor is skew-symmetric. Finally, equation (3.4.8) follows from equations (3.4.6) and (3.4.7).

Proposition 3.4: The dot product of $\mathbf{a} \times \mathbf{u}$ and $\mathbf{v} \times \mathbf{b}$ can be computed by using the following identity:

$$
\begin{equation*}
(\mathbf{a} \times \mathbf{u}) \cdot(\mathbf{v} \times \mathbf{b})=\mathbf{a} \cdot \mathbf{u} \tilde{\mathbf{v}} \cdot \mathbf{b} \tag{3.4.9}
\end{equation*}
$$

Proof : Equation (3.4.9) follows from equations (3.4.1) and (3.4.8).

Proposition 3.5: The dot product of two skew-symmetric tensors can be written in terms of the tensor and dot product of their dual vectors, as follows:

$$
\begin{equation*}
\tilde{\mathbf{u}} \tilde{\mathbf{v}}=\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \cdot \mathbf{v} 1 \tag{3.4.10}
\end{equation*}
$$

Proof: Using equation (3.4.1) we can write the double vector cross product $\mathbf{u} \times(\mathbf{v} \times \mathbf{r})$ as

$$
\begin{equation*}
\mathbf{u} \times(\mathbf{v} \times \mathbf{r})=\tilde{\mathbf{u}} \cdot(\tilde{\mathbf{v}} \cdot \mathbf{r})=\tilde{\mathbf{u}} \tilde{\mathbf{v}} \cdot \mathbf{r} \tag{3.4.11}
\end{equation*}
$$

Also, the same double vector cross product can be written $[17,18]$ as

$$
\begin{align*}
\mathbf{u} \times(\mathbf{v} \times \mathbf{r}) & =\mathbf{v}(\mathbf{u} \cdot \mathbf{r})-(\mathbf{u} \cdot \mathbf{v}) \mathbf{r} \\
& =(\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \cdot \mathbf{v} 1) \cdot \mathbf{r} \tag{3.4.12}
\end{align*}
$$

Therefore, equating (3.4.11) with (3.4.12) we have

$$
\begin{equation*}
\tilde{\mathbf{u}} \tilde{\mathbf{v}} \cdot \mathbf{r}=(\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \cdot \mathbf{v} 1) \cdot \mathbf{r} \tag{3.4.13}
\end{equation*}
$$

from where the identity (3.4.10) follows, since (3.4.13) is true for every vector $\mathbf{r}$.

Another useful form of equation (3.4.10) is the following

$$
\begin{equation*}
\mathbf{v} \otimes \mathbf{u}=\tilde{\mathbf{u}} \tilde{\mathbf{v}}+(\mathbf{v} \cdot \mathbf{u}) \mathbf{1} \tag{3.4.14}
\end{equation*}
$$

which expresses the tensor product of two vectors in terms of their dot product and the dot product of their dual tensors.

Proposition 3.6: The double dot product of two skew-symmetric tensors ũ and $\tilde{\mathbf{v}}$ is related to the dot product of their dual vectors $\mathbf{u}$ and $\mathbf{v}$ by the equation

$$
\begin{equation*}
\tilde{\mathbf{u}}: \tilde{\mathbf{v}}=-2 \mathbf{u} \cdot \mathbf{v} \tag{3.4.15}
\end{equation*}
$$

Proof: From the definition of the double dot product we have

$$
\tilde{\mathbf{u}}: \tilde{\mathbf{v}}=\operatorname{tr}[\tilde{\mathbf{u}} \tilde{\mathbf{v}}] .
$$

Therefore, using equation (3.4.10) we can write,

$$
\begin{aligned}
\tilde{\mathbf{u}}: \tilde{\mathbf{v}} & =\operatorname{tr}[\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \cdot \mathbf{v} 1] \\
& =\operatorname{tr}[\mathbf{v} \otimes \mathbf{u}]-\mathbf{u} \cdot \mathbf{v} \operatorname{tr}[1] \\
& =\mathbf{u} \cdot \mathbf{v}-3 \mathbf{u} \cdot \mathbf{v} \\
& =-2 \mathbf{u} \cdot \mathbf{v}
\end{aligned}
$$

Another usuful identity, which follows from the proof of Proposition (3.6), is the following

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{v}=-\frac{1}{2} \operatorname{tr}[\tilde{\mathbf{u}} \tilde{\mathbf{v}}] \tag{3.4.16}
\end{equation*}
$$

Proposition (3.6) implies that two skew-symmetric tensors are orthogonal (with respect to the double dot or inner product) if and only if their dual vectors are orthogonal.
Proposition 3.7: Symmetric and a skew-symmetric second order Cartesian tensors are always orthogonal. In other words, the double dot product of a symmetric tensor $I$ and a skew-symmetric tensor $S$ is always zero, i.e.,

$$
\begin{equation*}
\mathbf{I}: \mathbf{S}=\operatorname{tr}[\mathbf{I} \mathbf{S}]=0 \tag{3.4.17}
\end{equation*}
$$

Proof: It is well known [28] that $\operatorname{tr}[\mathbf{A} \mathbf{B}]=\operatorname{tr}[\mathbf{B} \mathbf{A}]$ and $\operatorname{tr}[\mathbf{A}]=\operatorname{tr}\left[\mathbf{A}^{T}\right]$ for any tensor $\mathbf{A}$ and $\mathbf{B}$. Then, for I symmetric and $\mathbf{S}$ skew-symmetric, we have

$$
\begin{aligned}
\operatorname{tr}[\mathbf{I S}] & =\operatorname{tr}\left[(\mathbf{I} \mathbf{S})^{T}\right] \\
& =\operatorname{tr}\left[\mathbf{S}^{T} \mathbf{I}^{T}\right] \\
& =-\operatorname{tr}[\mathbf{S I}] \\
& =-\operatorname{tr}[\mathbf{I S}]
\end{aligned}
$$

which implies that $\operatorname{tr}[\mathbf{I} \mathbf{S}]=0$, and thus equation (3.4.17) is valid.
Proposition 3.8: The dual tensors $\tilde{u}$ and $\tilde{v}$ satisfy the following equations.

$$
\begin{equation*}
\tilde{\mathbf{v}} \mathbf{u} \tilde{u}+\tilde{\mathbf{u}} \tilde{\mathbf{v}} \tilde{\mathbf{v}}=-(\mathbf{u} \cdot \mathbf{u}) \tilde{\mathbf{v}}-(\mathbf{v} \cdot \mathbf{u}) \tilde{\mathbf{u}} \tag{3.4.18}
\end{equation*}
$$

$$
\begin{align*}
& \tilde{\mathbf{u}} \tilde{\mathbf{v}} \mathbf{u}=-(\mathbf{v} \cdot \mathbf{u}) \tilde{\mathbf{u}}  \tag{3.4.19a}\\
&=\tilde{\mathbf{v} u} \mathbf{u} \mathbf{u}+\mathbf{u} \tilde{u} \tilde{\mathbf{u}}-\frac{1}{2} \operatorname{tr}[\mathbf{u} \tilde{u}] \tilde{\mathbf{v}}  \tag{3.4.19b}\\
& \tilde{\mathbf{v}} \tilde{\mathbf{v}} \mathbf{u} \mathbf{u} \tilde{u}-\tilde{u} \mathbf{u} \tilde{v} \tilde{\mathbf{v}}=(\mathbf{u} \cdot \mathbf{v})[\tilde{\mathbf{u}}, \tilde{\mathbf{v}}] \tag{3.4.20}
\end{align*}
$$

where [ $\tilde{\mathbf{u}}, \tilde{\mathbf{v}}$ ] is the Lie bracket or commutator of two skew-symmetric tensors and is defined [29] as follows

$$
\begin{equation*}
[\tilde{u}, \tilde{\mathbf{v}}]=\tilde{\mathbf{u}} \tilde{\mathbf{v}}-\tilde{\mathbf{v}} \tilde{\mathbf{u}} \tag{3.4.21}
\end{equation*}
$$

Proof: Using equations (3.4.6) and (3.4.10), the left-hand side of equation (3.4.18) can be simplified as follows:

$$
\begin{aligned}
\tilde{\mathbf{v}} \mathbf{u} \tilde{\mathbf{u}}+\mathbf{u} \tilde{u} \tilde{\mathbf{v}} & =\tilde{\mathbf{v}}(\mathbf{u} \otimes \mathbf{u}-\mathbf{u} \cdot \mathbf{u} 1)+\tilde{\mathbf{u}}(\mathbf{v} \otimes \mathbf{u}-\mathbf{v} \cdot \mathbf{u} 1) \\
& =(\tilde{\mathbf{v}} \mathbf{u}) \otimes \mathbf{u}-(\mathbf{u} \cdot \mathbf{u}) \tilde{\mathbf{v}}+(\tilde{\mathbf{u}} \mathbf{v}) \otimes \mathbf{u}-(\mathbf{v} \cdot \mathbf{u}) \tilde{\mathbf{u}} \\
& =-(\mathbf{u} \mathbf{v}) \otimes \mathbf{u}-(\mathbf{u} \cdot \mathbf{u}) \tilde{\mathbf{v}}+(\tilde{\mathbf{u}} \mathbf{v}) \otimes \mathbf{u}-(\mathbf{v} \cdot \mathbf{u}) \tilde{\mathbf{u}} \\
& =-(\mathbf{u} \cdot \mathbf{u}) \tilde{\mathbf{v}}-(\mathbf{v} \cdot \mathbf{u}) \tilde{\mathbf{u}}
\end{aligned}
$$

and this gives equation (3.4.18). Equation (3.4.19a) results from the following manipulations

$$
\begin{aligned}
\tilde{\mathbf{u}} \tilde{\mathbf{v}} \tilde{\mathbf{u}} & =\tilde{\mathbf{u}}(\mathbf{u} \otimes \mathbf{v}-(\mathbf{v} \cdot \mathbf{u}) \mathbf{1}) \\
& =(\tilde{\mathbf{u}} \mathbf{u}) \otimes \tilde{\mathbf{v}}-(\mathbf{v} \cdot \mathbf{u}) \tilde{\mathbf{u}} \\
& =-(\mathbf{v} \cdot \mathbf{u}) \tilde{\mathbf{u}} .
\end{aligned}
$$

Equation (3.4.19b) follows from equations (3.4.16), (3.4.18) and (3.4.19a). Finally, to prove equation (3.4.20), we pre- and post-multiply equation (3.4.18) by $\tilde{\mathbf{v}}$ and subtract the resulting equations. Then, after cancelling some terms we derive equation (3.4.20).
When the vectors $\mathbf{u}$ and $\mathbf{v}$ are perpendicular, since $\mathbf{v} \cdot \mathbf{u}=0$, equations (3.4.18), (3.4.19a) and (3.4.20) are simplified to

$$
\begin{equation*}
\tilde{\mathbf{v} u ̃ u ̃}+\tilde{u} \mathbf{u} u ̃ \tilde{v}=-(\mathbf{u} \cdot \mathbf{u}) \tilde{\mathbf{v}} \tag{3.4.22}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\mathbf{u}} \tilde{\mathbf{v}} \tilde{\mathbf{u}}=\mathbf{0} \tag{3.4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathbf{v}} \tilde{\mathbf{v} u ̃ u ̃}-\tilde{u} u ̃ \tilde{v} \tilde{v}=0 \tag{3.4.24}
\end{equation*}
$$

respectively. Also, when the vectors $\mathbf{u}$ and $\mathbf{v}$ are parallel (i.e., $\mathbf{u}=k \mathbf{v}$, where $k$ is a scalar) equations (3.4.18) and (3.4.19a) become

$$
\begin{equation*}
\tilde{\mathbf{u}} \mathbf{u} \tilde{u}=-(\mathbf{u} \cdot \mathbf{u}) \tilde{\mathbf{u}} \tag{3.4.25}
\end{equation*}
$$

and equation (3.4.20) equals zero. Therefore, when the vectors $\mathbf{u}$ and $\mathbf{v}$ are either parallel or orthogonal than the symmetric tensors $\mathbf{u} u \tilde{u}$ and $\tilde{\mathbf{v}} \tilde{\mathbf{v}}$ commute.

Proposition 3.9: The dual tensor dual (ũv) can be written in one of the following equivalent forms:

$$
\begin{align*}
\operatorname{dual}(\tilde{\mathbf{u}} \cdot \mathbf{v}) & =\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v}  \tag{3.4.26a}\\
& =\tilde{\mathbf{u}} \tilde{\mathbf{v}}-\tilde{\mathbf{v}} \tilde{\mathbf{u}}  \tag{3.4.26b}\\
& =[\tilde{\mathbf{u}}, \tilde{\mathbf{v}}]  \tag{3.4.26c}\\
& =\mathbf{v} \wedge \mathbf{u} \tag{3.4.26d}
\end{align*}
$$

where [ $\tilde{u}, \tilde{\mathbf{v}}$ ] is the Lie bracket of $\tilde{\mathbf{u}}$ and $\tilde{\mathbf{v}}$ and $\mathbf{v} \wedge \mathbf{u}$ is the exterior or outer product of $\mathbf{v}$ and $\mathbf{u}$.

Proof: To prove (3.4.26a), we shall use the double vector cross product $(\mathbf{u} \times \mathbf{v}) \times \mathbf{r}$. From vector analysis it is known [17] that

$$
\begin{align*}
(\mathbf{u} \times \mathbf{v}) \times \mathbf{r} & =\mathbf{v}(\mathbf{u} \cdot \mathbf{r})-\mathbf{u}(\mathbf{v} \cdot \mathbf{r}) \\
& =\mathbf{v} \otimes \mathbf{u} \cdot \mathbf{r}-\mathbf{u} \otimes \mathbf{v} \cdot \mathbf{r} \\
& =(\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v}) \cdot \mathbf{r} \tag{3.4.27}
\end{align*}
$$

Moreover, by using equation (3.4.1), the term $(\mathbf{u} \times \mathbf{v}) \times \mathbf{r}$ can also be written as

$$
\begin{equation*}
(\mathbf{u} \times \mathbf{v}) \times \mathbf{r}=\operatorname{dual}(\tilde{\mathbf{u}} \cdot \mathbf{v}) \cdot \mathbf{r} \tag{3.4.28}
\end{equation*}
$$

Then, since (3.4.27) and (3.4.28) are true for every vector $\mathbf{r}$ we can state that

$$
\operatorname{dual}(\tilde{\mathbf{u}} \cdot \mathbf{v})=\mathbf{v} \otimes \mathbf{u}-\mathbf{u} \otimes \mathbf{v}
$$

which implies that equation (3.4.26a) is true. Equation (3.4.26b) follows from equations (3.4.26a) by using equation (3.4.14). Equation (3.4.26c) follows from equation (3.4.26b) and the definition of the Lie bracket, i.e., equation (3.4.21). Finally, equation (3.4.26d) follows from equation (3.4.26a) and the definition of the outer product of two vectors i.e., equation (3.3.9).

Proposition (3.9) is important because it allows us to derive relationships between the cross product of two vectors and the Lie bracket of two skew-symmetric tensors, as well as between the vector cross product and the outer and the tensor product of two vectors. Thus, for example, from equation (3.4.26c), it is obvious that

$$
\begin{equation*}
\mathbf{u} \times \mathbf{v}=\operatorname{dual}[\tilde{\mathbf{u}}, \tilde{\mathbf{v}}] \tag{3.4.29}
\end{equation*}
$$

and from equation (3.4.26d) it follows that

$$
\begin{equation*}
\mathbf{u} \times \mathbf{v}=\operatorname{dual}(\mathbf{v} \wedge \mathbf{u}) \tag{3.4.30}
\end{equation*}
$$

Also, since for any second order Cartesian tensor A we have

$$
\begin{equation*}
\operatorname{vect}\left(\mathbf{A}^{T}\right)=-\operatorname{vect}(\mathbf{A}) \tag{3.4.31}
\end{equation*}
$$

it is easy to see that from equations (3.4.26a) and (3.4.26b) we have

$$
\begin{equation*}
\mathbf{u} \times \mathbf{v}=-2 \operatorname{vect}(\mathbf{u} \otimes \mathbf{v}) \tag{3.4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{u} \times \mathbf{v}=2 \operatorname{vect}(\tilde{\mathbf{u}} \tilde{\mathbf{v}}) \tag{3.4.33}
\end{equation*}
$$

respectively.
Proposition 3.10: The dual tensor dual (w̃ ũ v) satisfies the following equations.

$$
\begin{equation*}
\operatorname{dual}(\tilde{\mathbf{w}} \tilde{\mathbf{u}} \mathbf{v})=\tilde{\mathbf{u}}(\mathbf{w} \cdot \mathbf{v})-\tilde{\mathbf{v}}(\mathbf{w} \cdot \mathbf{u}) \tag{3.4.34}
\end{equation*}
$$

Proof: Equation (3.4.34) follows from the equation

$$
\begin{aligned}
\tilde{\mathbf{w}} \mathbf{u} \mathbf{v} & =\mathbf{w} \times(\mathbf{u} \times \mathbf{v}) \\
& =\mathbf{u}(\mathbf{w} \cdot \mathbf{v})-\mathbf{v}(\mathbf{w} \cdot \mathbf{u})
\end{aligned}
$$

and the linearity of the dual operator.
Equation (3.4.34), for $\mathbf{w}=\mathbf{u}$, becomes $\operatorname{dual}(\tilde{\mathbf{u}} \tilde{\mathbf{v}})=\tilde{\mathbf{u}}(\mathbf{u} \cdot \mathbf{v})-\tilde{\mathbf{v}}(\mathbf{u} \cdot \mathbf{u})$ which can be further manipulated to give

$$
\begin{align*}
\operatorname{dual}(\tilde{\mathbf{u}} \mathbf{u} \mathbf{v}) & =\tilde{\mathbf{u}}(\mathbf{u} \cdot \mathbf{v})+\tilde{\mathbf{v}}(\mathbf{u} \cdot \mathbf{u})-2 \tilde{\mathbf{v}}(\mathbf{u} \cdot \mathbf{u}) & \\
& =-\left[\begin{array}{ll}
\mathbf{v} \mathbf{u} \tilde{\mathbf{u}}+\tilde{\mathbf{u}} \tilde{\mathbf{u}} \tilde{\mathbf{v}}]-2 \tilde{\mathbf{v}}(\mathbf{u} \cdot \mathbf{u}) & {[b y(3.4 .18)]} \\
& =-[\mathbf{v} \tilde{\mathbf{u}} \tilde{\mathbf{u}}+\tilde{\mathbf{u}} \tilde{\mathbf{u}} \tilde{\mathbf{v}}]+\operatorname{tr}[\tilde{\mathbf{u}} \tilde{\mathbf{u}}] \tilde{\mathbf{v}}
\end{array}\right. & {[\text { by }(3.4 .16)] }
\end{align*}
$$

Now, based on equation (3.4.35), we can show the following:
Proposition 3.11: Let I be a symmetric tensor. Then the dual tensor $\operatorname{dual}(\mathbf{I} \cdot \mathbf{v})$, where $\mathbf{v}$ is any vector, satisfies the following equation

$$
\begin{equation*}
\operatorname{dual}(\mathbf{I} \cdot \mathbf{v})=-[\mathbf{I} \tilde{\mathbf{v}}+\tilde{\mathbf{v}} \mathbf{I}]+\operatorname{tr}[\mathbf{I}] \tilde{\mathbf{v}} \tag{3.4.36}
\end{equation*}
$$

Proof: Since I is a symmetric tensor, let

$$
\begin{equation*}
\mathbf{I}=\lambda_{1} \mathbf{x} \otimes \mathbf{x}+\lambda_{2} \mathbf{y} \otimes \mathbf{y}+\lambda_{3} \mathbf{z} \otimes \mathbf{z} \tag{3.4.37}
\end{equation*}
$$

be its spectral decomposition, where $\lambda_{i}, i=1,2,3$, are the eigenvalues of $\mathbf{I}$ and $\mathbf{x}, \mathbf{y}$ and $\mathbf{z}$ are its normalized eigenvectors. Now, using equations (3.4.14), we can write the spectral decomposition of $\mathbf{I}$ in terms of the dual tensor of its eigenvectors, i.e., we can write

$$
\begin{equation*}
\mathbf{I}=\lambda_{1} \tilde{\mathbf{x}} \tilde{\mathbf{x}}+\lambda_{2} \tilde{\mathbf{y}} \tilde{\mathbf{y}}+\lambda_{3} \tilde{\mathbf{z}} \tilde{\mathbf{z}}+\operatorname{tr}[\mathbf{I}] 1 \tag{3.4.38}
\end{equation*}
$$

Then, the right dot product $I \cdot v$ becomes

$$
\mathbf{I} \cdot \mathbf{v}=\lambda_{1} \tilde{\mathbf{x}} \tilde{\mathbf{x}} \cdot \mathbf{v}+\lambda_{2} \tilde{\mathbf{y}} \tilde{\mathbf{y}} \cdot \mathbf{v}+\lambda_{3} \tilde{\mathbf{z}} \tilde{\mathbf{z}} \cdot \mathbf{v}+\operatorname{tr}[\mathbf{I}] \mathbf{v}
$$

Now, based on the linearity of the dual operator and using equation (3.4.35), we can write

$$
\begin{aligned}
\operatorname{dual}(\mathbf{I} \cdot \mathbf{v}) & =-\left\{\tilde{\mathbf{v}}\left[\lambda_{1} \tilde{\mathbf{x}} \tilde{\mathbf{x}}+\lambda_{2} \tilde{\mathbf{y}} \tilde{\mathbf{y}}+\lambda_{3} \tilde{\mathbf{z}} \tilde{\mathbf{z}}\right]+\left[\lambda_{1} \tilde{\mathbf{x}} \tilde{\mathbf{x}}+\lambda_{2} \tilde{\mathbf{y}} \tilde{\mathbf{y}}+\lambda_{3} \tilde{\mathbf{z}} \tilde{\mathbf{z}}\right] \tilde{\mathbf{v}}\right\} \\
& +\left(\lambda_{1} \operatorname{tr}[\tilde{\mathbf{x}} \tilde{\mathbf{x}}]+\lambda_{2} \operatorname{tr}[\tilde{\mathbf{y}} \cdot \tilde{\mathbf{y}}]+\lambda_{3} \operatorname{tr}[\tilde{\mathbf{z}} \cdot \tilde{\mathbf{z}}]\right) \tilde{\mathbf{v}}+\operatorname{tr}[\mathbf{I}] \tilde{\mathbf{v}}
\end{aligned}
$$

Moreover, since for unit vectors we have

$$
\operatorname{tr}[\tilde{\mathbf{x}} \tilde{\mathbf{x}}]=\operatorname{tr}[\tilde{\mathbf{y}} \tilde{\mathbf{y}}]=\operatorname{tr}[\tilde{\mathbf{z}} \tilde{\mathbf{z}}]=-2,
$$

we can write

$$
\begin{aligned}
\operatorname{dual}(\mathbf{I} \cdot \mathbf{v}) & =-\left\{\tilde{\mathbf{v}}\left[\lambda_{1} \tilde{\mathbf{x}} \tilde{\mathbf{x}}+\lambda_{2} \tilde{\mathbf{y}} \tilde{\mathbf{y}}+\lambda_{3} \tilde{\mathbf{z}} \tilde{\mathbf{z}}+\operatorname{tr}[\mathbf{I}] 1\right]\right. \\
& \left.+\left[\lambda_{1} \tilde{\mathbf{x}} \tilde{\mathbf{x}}+\lambda_{2} \tilde{\mathbf{y}} \tilde{\mathbf{y}}+\lambda_{3} \tilde{\mathbf{z}} \tilde{\mathbf{z}}+\operatorname{tr}[\mathbf{I}] 1\right] \tilde{\mathbf{v}}\right\}+\operatorname{tr}[\mathbf{I}] \tilde{\mathbf{v}}
\end{aligned}
$$

from where using (3.4.38) we get (3.4.36).
Proposition 3.12: Let I be a symmetric tensor, and let $\tilde{\mathbf{u}}$ and $\tilde{\mathbf{v}}$ be skewsymmetric tensors. Then, the following equation holds:

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{I} \cdot \mathbf{v}=-\operatorname{tr}[\tilde{\mathbf{u}} \mathbf{J} \tilde{\mathbf{v}}] \tag{3.4.39}
\end{equation*}
$$

where $\mathrm{J}=-\mathrm{I}+\frac{1}{2} \operatorname{tr}[\mathrm{I}] 1$.
Proof: Using equation (3.4.16), we can write the left-hand side of equation (3.4.39) as follows

$$
\begin{aligned}
\mathbf{u} \cdot \mathbf{I} \cdot \mathbf{v} & =-\frac{1}{2} \operatorname{tr}[\tilde{\mathbf{u}} \cdot \operatorname{dual}(\mathbf{I} \cdot \mathbf{v})] \\
& =-\frac{1}{2} \operatorname{tr}[\tilde{\mathbf{u}}[-\mathbf{I} \tilde{\mathbf{v}}-\tilde{\mathbf{v}} \mathbf{I}+\operatorname{tr}[\mathbf{I}] \tilde{\mathbf{v}})] \\
& =-\frac{1}{2} \operatorname{tr}[-\tilde{\mathbf{u}} \mathbf{I} \tilde{\mathbf{v}}-\tilde{\mathbf{u}} \tilde{\mathbf{v}} \mathbf{I}+\operatorname{tr}[\mathbf{I}] \tilde{\mathbf{u}} \tilde{\mathbf{v}}]
\end{aligned}
$$

Moreover, since $\operatorname{tr}[\mathbf{S}]=\operatorname{tr}\left[\mathbf{S}^{\mathbf{T}}\right]$ and $\operatorname{tr}[\mathbf{S} \mathbf{~ T}]=\operatorname{tr}[\mathbf{T} \mathbf{S}]$ for any tensors $\mathbf{S}$ and T, we have

$$
\begin{aligned}
\operatorname{tr}[\tilde{\mathbf{u}}(\tilde{\mathbf{v}} \mathbf{I})] & =\operatorname{tr}[(\tilde{\mathbf{v}} \mathbf{I}) \tilde{\mathbf{u}}] \\
& =\operatorname{tr}\left[(\tilde{\mathbf{v}} \mathbf{I} \tilde{\mathbf{u}})^{T}\right] . \\
& =\operatorname{tr}[\tilde{\mathbf{u}} \mathbf{I} \tilde{\mathbf{v}}] .
\end{aligned}
$$

Therefore, we can write

$$
\begin{aligned}
\mathbf{u} \cdot \mathbf{I} \cdot \mathbf{v} & =-\operatorname{tr}\left[-\tilde{\mathbf{u} I} \tilde{\mathbf{v}}+\frac{1}{2} \operatorname{tr}[\mathbf{I}] \tilde{\mathbf{u}} \tilde{\mathbf{v}}\right] \\
& =-\operatorname{tr}\left[\tilde{\mathbf{u}}\left(-\mathbf{I}+\frac{1}{2} \operatorname{tr}[\mathbf{I}] 1\right] \tilde{\mathbf{v}}\right] \\
& =-\operatorname{tr}[\tilde{\mathbf{u}} \mathrm{J} \tilde{\mathbf{v}}]
\end{aligned}
$$

where $\mathbf{J}=-\mathbf{I}+\frac{1}{2} \operatorname{tr}[\mathbf{I}] 1$, completing the proof.
With these tensor-vector identities at our disposal, we proceed in the next chapter to rewrite the classical vector equations of the Newtonian rigid body dynamics in a Cartesian tensor formulation. Moreover, in the next chapter we shall show that the Cartesian tensor formulation of the equations of motion can be implemented in a computationally efficient manner.
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## Chapter 4

## Cartesian Tensors and Rigid Body Motion

### 4.1 Introduction

As we have mentioned in Chapter 1, the representation of the physical quantities involved in the formulation of the equations of motion of a rigid body system determines the kind of mathematical analysis that will be used in deriving these equations. In the classical Newtonian formulation of rigid body dynamics, vectors are usually used [1-5] to represent basic physical quantities and therefore vector analysis is used for deriving the equations of rigid body motion. Vector analysis is usually imposed on classical Newtonian dynamics by the consideration that angular rates (i.e., linearly independent rates of change of a rigid body orientation) constitute the components of a vector quantity, the angular velocity vector. This consideration also assigns a vector character to other physical quantities which are defined in terms of the angular velocity vector such as angular acceleration, angular momentum and external torque. However, as is well known [9], basic physical quantities in rigid body motion such as angular velocity, angular
acceleration, angular or rotational momentum and resultant torque can be described by using second order Cartesian tensors. Therefore, based on the Cartesian tensor representation of these quantities, we can use Cartesian tensor analysis for the study of rigid body motion.

Applications of Cartesian tensor analysis to rigid body dynamics can be usually found within the framework of continuum mechanics. This is natural since, as is well known [8-12], tensor analysis has been universally adopted as the mathematical system upon which continuum mechanics is built. Thus, within the framework of continuum mechanics, an elegant theoretical treatment of rigid body motion based on Cartesian tensor analysis has been given by Truesdell [9]. Following an abstract axiomatic approach in his analysis, Truesdell treated all physical quantities involved in rigid body dynamics as second order Cartesian tensors rather than vectors. Without considering 3-dimensional vector analysis and based only on the tensor representation of the quantities involved in rigid body dynamics, Truesdell derived a very simple Cartesian tensor formulation for the equations of rigid body motion. Therefore, as shown by Truesdell, Cartesian tensor analysis alone suffices for a comprehensive study of rigid body dynamics.

However, in continuum mechanics most of the time attention is centered on rigorous theoretical foundations and concise formulations for the equations of motion. Thus, important aspects concerning the various formulations of the equations of motion (such as their computational efficiency) are often overlooked and not properly addressed. This is in particular true in [9] where, since Truesdell is not concerned with applications, he does not provide any computational complexity analysis for the tensor formulation of the equations of rigid body motion. Thus, although this tensor formulation for the equations of rigid body motion is conceptually simple and, as we shall see later, has computational advantages over the classical vector formulation, to our knowleage, it has not been used in practical applications where the vector formulation is still much more popular.

In this chapter, we shall not be concerned with the rigorous theoretical foundations of the tensor formulation of the equations of rigid body motion. This, has been done already by Truesdell in [9]. Here, we shall consider some practical aspects of these equations. In particular, first, starting from the classical vector description for the equations of rigid body motion and using the tensor-vector identities developed in Chapter 3, we shall provide an equivalent tensor formulation for these vector equations. This tensor formulation is obviously similar to that used by Truesdell [9]. However, the approach is different and, we believe, easier to follow for students or engineers who are familiar with the classical vector formulation of the equations of rigid body motion. Then, we shall examine the important issue (in practical applications) of computational complexity in implementing the equations of rigid body motion. In particular, we shall examine the computational complexity of implementing the vector and the tensor formulations of these equations. It will then became clear that the tensor formulation of these equations can be implemented far more efficiently. Therefore, in practical applications (e.g., in robotics) where computational efficiency is of importance, the tensor formulation of the equations of rigid body motion is to be preferred over the classical vector formulation.

The outline of this chapter is as follows: Section 4.2 deals with kinematic aspects of rigid body motion. In particular, we show that by using the angular velocity and angular acceleration tensors, the velocity and acceleration of any point on the rigid body can by computed very easily. Section 4.3 deals with dynamic aspects of rigid body motion. In particular, an analysis of the rigid body inertia tensor is given and the vector formulation of rigid body motion is reviewed. From this, the angular momentum and torque tensors surface naturally and they lead to a tensor formulation for Euler's equation of rotational rigid body moiion.

### 4.2 On Kinematic Analysis of Rigid Body Motion

Kinematic analysis of rigid body motion deals with motion without regard to forces or moments that cause that motion. In particular, kinematic analysis of rigid body motion is concerned with the body's configuration and motion analysis. Configuration kinematic analysis deals with possible descriptions of the rigid body spatial configuration as a function of time, and motion kinematic analysis deals with the first and second time derivatives of these configuration functions. We dealt with configuration kinematic analysis in Chapter II. In this section, we shall be concerned mainly with the kinematic analysis of rigid body rotational motion.

As we have outlined in section 2.2, the spatial configuration of a rigid body, relative to a Cartesian orthogonal coordinate system, is defined by considering a position vector and a rotation tensor which defines the orientation of the rigid body. Moreover, as is well known (Theorem 2.2) a general rigid body motion can be considered as the superposition of a purely translational and a purely rotational rigid body motion. Therefore, the decomposition of the rigid body spatial configuration, as outlined above, implies that the position vector and its time derivatives describe purely translational rigid body motion and, similarly, the rotation tensor and its time derivatives describe purely rotational rigid body motion about a fixed point. The latter follows also from the fact that a rotation tensor can be used to describe a finite displacement about a fixed point (see Chapter II), which in the 3-D physical space is equivalent to finite rigid body displacement about a fixed axis. Hence, a rotation tensor in the 3-D physical space, when it is considered to be a continuous function of time, and its time derivatives are sufficient to study pure rotational rigid body motion about a fixed point.

Therefore, for the kinematic analysis of a rigid body pure rotational motion we need only to consider a rotation tensor $\mathbf{R} \equiv \mathbf{R}(t)$, which defines the rigid body orientation as a function of time, and its first and second time derivatives. For the absolute time derivatives (i.e., the time derivatives
relative to an inertia frame) of $\mathbf{R}$ we shall use the classical Newtonian notation, i.e., we shall write $\frac{d \mathbf{R}}{d t} \equiv \dot{\mathbf{R}}$ and $\frac{d^{2} \mathbf{R}}{d t^{2}} \equiv \ddot{\mathbf{R}}$.

### 4.2.1 The Angular Velocity Tensor

Perhaps the easiest way to introduce the angular velocity tensor is by using a corollary of the following theorem [13].

Theorem 4.1 : Any differentiable orthogonal $\dagger$ tensor $\mathbf{Q} \equiv \mathbf{Q}(t)$ satisfies the following first order differential equation

$$
\begin{equation*}
\dot{\mathbf{Q}}=\boldsymbol{\Phi} \mathbf{Q} \tag{4.2.1}
\end{equation*}
$$

where, $\boldsymbol{\Phi}$ is a second order skew-symmetric tensor.
Proof : Since for any orthogonal tensor we have $\mathbf{Q}^{T} \mathbf{Q}=1$, we can write

$$
\begin{equation*}
\dot{\mathbf{Q}}=\dot{\mathbf{Q}} \mathbf{Q}^{T} \mathbf{Q} \tag{4.2.2}
\end{equation*}
$$

Now, let

$$
\begin{equation*}
\mathbf{\Phi}=\dot{\mathbf{Q}} \mathbf{Q}^{T} . \tag{4.2.3}
\end{equation*}
$$

Then, (4.2.2) can be written as (4.2.1). Therefore, $\mathbf{Q}$ satisfies a first order differential equation. Now, we shall show that $\boldsymbol{\Phi}$, as defined by (4.2.3), is skew-symmetric. It follows from the orthogonality of $\mathbf{Q}$ that

$$
\dot{\mathrm{Q}} \mathrm{Q}^{T}+\mathbf{Q} \dot{\mathrm{Q}}^{T}=0
$$

or

$$
\Phi+\boldsymbol{\Phi}^{T}=0
$$

i.e.,

[^3]$$
\Phi=-\Phi^{T}
$$
and this completes the proof.
Now, since a rotation tensor is an orthogonal tensor, it satisfies Theorem 4.1 and we can state the following corollary.
Corollary 4.1 : A rotation tensor $\mathbf{R}$ satisfies a first order differential equation given by
\[

$$
\begin{equation*}
\dot{\mathbf{R}}=\boldsymbol{\Phi} \mathbf{R} \tag{4.2.4}
\end{equation*}
$$

\]

where, $\boldsymbol{\Phi}$ is a second order skew-symmetric tensor.
From this Corollary we can derive the definition of the angular velocity tensor as follows: When the rotation tensor $\mathbf{R}$ is defined in a 3-D Euclidean space, it describes the orientation of a rigid body. In this case, we denote the skew-symmetric tensor $\boldsymbol{\Phi}$ by $\tilde{\boldsymbol{\omega}}$, i.e., we write equation (4.2.4) as

$$
\begin{equation*}
\dot{\mathbf{R}}=\tilde{\omega} \mathbf{R} . \tag{4.2.5}
\end{equation*}
$$

and refer to $\tilde{\boldsymbol{\omega}}$ as the angular velocity tensor (or spin tensor [9]). Equation (4.2.5), which is sometimes referred [9] to as Poisson's equation, can also be written in the form

$$
\begin{equation*}
\tilde{\boldsymbol{\omega}}=\dot{\mathbf{R}} \mathbf{R}^{T} \tag{4.2.6}
\end{equation*}
$$

and can be used as the definition of the angular velocity tensor. Moreover, since the skew-symmetric tensor $\tilde{\boldsymbol{\omega}}$ is defined in a 3-D Euclidean space, it has a unique dual (or axial) vector The dual vector $\omega$, of $\tilde{\omega}$, is the familiar angular velocity vector. Therefore, equation (4.2.6) and the dual operator provide a simple definition for the angular velocity vector.

A tensor representation for angular velocity has many advantages over the classical vector representation (which, however, may claim superiority over a tensor representation when pictures are to be drawn). First of all, from a practical point of view, a tensor treatment for angular rates allows us to relate the angular velocity to the derivative of another tensor quantity,
namely, the derivative of the orientation tensor $\mathbf{R}$ as expressed by equation (4.2.5). This is not possible when we describe the angular rates with the angular velocity vector $\omega$, since it is well known [2,3] that there is no vector quantity whose derivative is related to the angular velocity vector. Also from a theoretical point of view, the tensor representation for angular rates is to be preferred as is obvious from the work of Truesdell on continuum mechanics [9]. Finally, the angular velocity tensor is not restricted to a 3-D Euclidean space. As we can see, by generalizing equation (4.2.5) from a 3-D to an n-D Euclidean space, the tensor $\boldsymbol{\omega}$ becomes $\boldsymbol{\Phi}$. Therefore, by analogy, we can refer to the skew-symmetric tensor $\boldsymbol{\Phi}$ as the angular velocity tensor in an n-D Euclidean space. From the foregoing, the angular velocity tensor $\boldsymbol{\Phi}$ is well defined in any n-D Euclidean space. This unfortunately is not true for the angular velocity vector which exists only in a 3-D Euclidean space.

### 4.2.2 The Angular Acceleration Tensor

Let us consider now the second time derivative $\ddot{\mathbf{R}}$, relative to an inertial frame, of a rotation tensor $\mathbf{R}$. The functional relationship between $\ddot{\mathbf{R}}$ and $\mathbf{R}$ follows from the following theorem.

Theorem 4.2 : Any differentiable orthogonal tensor $\mathbf{Q} \equiv \mathbf{Q}(t)$ satisfies the following second order differential equation

$$
\begin{equation*}
\ddot{\mathbf{Q}}=\Psi \mathbf{Q} \tag{4.2.7}
\end{equation*}
$$

where, $\Psi$ is a second order tensor defined by

$$
\begin{equation*}
\boldsymbol{\Psi}=\dot{\boldsymbol{\Phi}}+\boldsymbol{\Phi}^{2} \tag{4.2.8}
\end{equation*}
$$

with $\boldsymbol{\Phi}$ the angular velocity tensor defined by (4.2.3) and $\boldsymbol{\Phi}^{2}=\boldsymbol{\Phi} \cdot \boldsymbol{\Phi} \equiv \boldsymbol{\Phi} \boldsymbol{\Phi}$.
Proof : Differentiation of (4.2.1) gives

$$
\ddot{\mathbf{Q}}=\dot{\Phi} \mathbf{Q}+\boldsymbol{\Phi} \dot{\mathbf{Q}}
$$

and substituting for $\dot{\mathbf{Q}}$ we get

$$
\begin{aligned}
\ddot{\mathbf{Q}} & =(\dot{\Phi}+\boldsymbol{\Phi}) \mathbf{Q} \\
& =\Psi \mathbf{Q}
\end{aligned}
$$

where $\boldsymbol{\Psi}=\dot{\boldsymbol{\Phi}}+\boldsymbol{\Phi}^{2}$. This complete the proof.
Corollary 4.2 : A second order rotation tensor $\mathbf{R}$ satisfies the following second order differential equation

$$
\begin{equation*}
\ddot{\mathbf{R}}=\Psi \mathbf{R} \tag{4.2.9}
\end{equation*}
$$

where $\boldsymbol{\Psi}$ is a second order tensor defined by

$$
\begin{equation*}
\boldsymbol{\Psi}=\dot{\boldsymbol{\Phi}}+\boldsymbol{\Phi}^{2} \tag{4.2.10}
\end{equation*}
$$

with $\boldsymbol{\Phi}$ the angular velocity tensor which corresponds to $\mathbf{R}$ and $\boldsymbol{\Phi}^{\mathbf{2}}=\boldsymbol{\Phi} \boldsymbol{\Phi}$.
Theorem 4.2 and its Corollary are obviously valid for orthogonal tensors defined in an n-D Euclidean space, but here we shall be concerned only with the particular case where $n=3$. In this case, we introduce the notation $\boldsymbol{\Omega}$ to denote the tensor $\boldsymbol{\Psi}$ and write equation (4.2.9) as

$$
\begin{equation*}
\ddot{\mathbf{R}}=\mathbf{\Omega} \mathbf{R} . \tag{4.2.11}
\end{equation*}
$$

Also, using the corresponding notation for the tensor $\boldsymbol{\Phi}$, we write equation (4.2.10) as

$$
\begin{equation*}
\boldsymbol{\Omega}=\tilde{\dot{\omega}}+\tilde{\boldsymbol{\omega}} \tilde{\boldsymbol{\omega}} \tag{4.2.12}
\end{equation*}
$$

and we refer to the tensor $\Omega$ as the angular acceleration tensor. Obviously, using equation (4.2.9), we can also define the angular acceleration tensor $\boldsymbol{\Omega}$ by the equation

$$
\begin{equation*}
\mathbf{\Omega}=\ddot{\mathbf{R}} \mathbf{R}^{T} \tag{4.2.13}
\end{equation*}
$$

where $\mathbf{R}$ is a rotation tensor in a 3-D Euclidean space.
The tensor $\boldsymbol{\Omega}$ is neither symmetric nor skew-symmetric. Actually, since $\tilde{\dot{\omega}}$ is skew-symmetric and $\tilde{\boldsymbol{\omega}} \tilde{\omega}$ is symmetric, equation (4.2.12) represents the Cartesian decomposition of $\boldsymbol{\Omega}$. Moreover, since the tensor $\tilde{\boldsymbol{\omega}} \tilde{\omega}$ is symmetric we have from equations (3.3.28) and (3.3.30) that

$$
\begin{equation*}
\operatorname{vect}(\mathbf{\Omega})=\operatorname{vect}(\tilde{\boldsymbol{\omega}}) \equiv \operatorname{dual}(\tilde{\boldsymbol{\omega}})=\dot{\boldsymbol{\omega}} \tag{4.2.14}
\end{equation*}
$$

i.e., the vector invariant of the angular acceleration tensor $\boldsymbol{\Omega}$ is the familiar angular acceleration vector. This obviously justifies the name given to the tensor $\mathbf{\Omega}$.

As is obvious from the extensive literature on rigid bodies, the angular acceleration tensor is rarely used in the kinematic and dynamic analysis of rigid body motion (a few exceptions may be found in [9,16,17,21]). This is probably due to the fact that a vector approach to analyzing rigid body motion fails to establish a clear relationship between vector invariants and tensors other than skew-symmetric tensors. In the case of the angular velocity vector and angular velocity tensor, a $1-1$ relationship between them is obvious, since the angular velocity tensor is skew-symmetric. Thus, in this case, one representation is the dual of the other. A similar dual relationship between the angular acceleration vector and angular acceleration tensor does not exist because the angular acceleration tensor is not skew-symmetric. The dual tensor of the angular acceleration vector (which is known as Euler's acceleration [9]) defines only the skew-symmetric part of the angular acceleration tensor and not the whole tensor. As we can see from equation (4.2.12), to define the angular acceleration tensor we need to use not only the angular acceleration vector but also the angular velocity vector. Therefore, the transition from vector analysis to tensor analysis is not straightforward.

We shall conclude this section with applications of the angular velocity and angular acceleration tensors in the computation of linear velocity and acceleration of points on a moving rigid body.

### 4.2.3 Linear Velocity and Acceleration in Rigid Body Motion

The concepts of angular velocity and angular acceleration tensors provide powerful tools for describing the motion of a rigid body since they enable us to derive equations with very simple structure. To see this, let us consider some arbitrary vector involved in a mechanical problem, such as
the position vector $\mathbf{r}$ of a point on the rigid body. Usually such a vector will vary in time as the body moves. Therefore, it is important that its linear velocity and acceleration relative to an inertial coordinate system be determined in a computationally efficient manner. To solve problems of this type, we proceed as follows.

As is usually the practice in rigid body motion, we consider two coordinate systems: an inertial coordinate system and a body coordinate system, which we denote by \{ $\mathbf{e}\}$ and $\left\{\mathbf{e}^{\prime}\right\}$ respectively. The body coordinate system is rigidly attached to the rigid body and so moves with it. Suppose now that a point $\mathbf{p}$ on the body has a position vector $\mathbf{r}_{1}$ relative to the origin $\mathbf{O}$ of the inertial coordinate system and a position vector $\mathbf{r}_{2}$ relative to the origin $\mathbf{o}^{\prime}$ of the moving coordinate system. Also, let $\boldsymbol{s}$ be the vector from $\mathrm{o}^{\text {to }} \mathrm{o}^{\prime}$. Then, as we can see in Figure 4.1 the three vectors are related by the equation


Figure 4.1: Position vectors and coordinate systems in rigid body motion.

$$
\begin{equation*}
\mathbf{r}_{1}=\mathbf{s}+\mathbf{r}_{2} . \tag{4.2.15}
\end{equation*}
$$

Moreover, let $\mathbf{R}$ be the rotation tensor which specifies the orientation of the moving coordinate system relative to the inertial one. Then, if $\mathbf{r}_{\mathbf{2}}^{\prime}$ denotes the position vector of the point $\mathbf{p}$ relative to $\mathbf{o}^{\prime}$ when it is expressed in the moving coordinate system, premultiplication by the rotation tensor $\mathbf{R}$ expresses it relative to the inertial coordinate system, i.e., we can write

$$
\begin{equation*}
\mathbf{r}_{2}=\mathbf{R} \mathbf{r}_{2}^{\prime} \tag{4.2.16}
\end{equation*}
$$

Therefore, equation (4.2.15) can also be written as

$$
\begin{equation*}
\mathbf{r}_{1}=\mathbf{s}+\mathbf{R} \mathbf{r}_{2}^{\prime} \tag{4.2.17}
\end{equation*}
$$

Now, as is well known, the vector of the absolute linear velocity of the point $\mathbf{p}$ is defined to be the first time derivative of its position vector relative to the inertial coordinate system. In other words the absolute linear velocity of the point $\mathbf{p}$ is given by the vector $\dot{\mathbf{r}}_{1}$. To compute this derivative we shall use equation (4.2.17). Thus, we have

$$
\begin{equation*}
\dot{\mathbf{r}}_{1}=\dot{\mathbf{s}}+\dot{\mathbf{R}} \mathbf{r}_{2}^{\prime} \tag{4.2.18}
\end{equation*}
$$

since the vector $\mathbf{r}_{2}^{\prime}$ is time independent relative to the body coordinate system. Now, substituting for $\dot{\mathbf{R}}$ from equation (4.2.5) and using equation (4.2.16), we finally have for the velocity of the point $\mathbf{p}$

$$
\begin{equation*}
\dot{\mathbf{r}}_{1}=\dot{\mathbf{s}}+\tilde{\omega} \mathbf{r}_{2} \tag{4.2.19}
\end{equation*}
$$

where $\tilde{\omega}$ is the angular velocity tensor of the moving body. Also, the second time derivative of equation (4.2.17) defines the vector of the absolute linear acceleration of the point $\mathbf{p}$ relative to the inertial coordinate system. Therefore, for the absolute linear acceleration of the point $\mathbf{p}$ we have

$$
\ddot{\mathbf{r}}_{1}=\ddot{\mathbf{s}}+\ddot{\mathbf{R}} \mathbf{r}_{2}^{\prime}
$$

which can be simplified to

$$
\begin{equation*}
\ddot{\mathbf{r}}_{1}=\ddot{\mathbf{s}}+\Omega \mathbf{r}_{2} \tag{4.2.20}
\end{equation*}
$$

where $\boldsymbol{\Omega}$ is the angular acceleration tensor of the moving body. Moreover, as we can see from equation (4.2.16), the time derivatives for vectors which are constant relative to the body coordinate system are computed by using the simple equations

$$
\begin{equation*}
\dot{\mathbf{r}}_{2}=\omega \mathbf{r}_{2} \tag{4.2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{\mathbf{r}}_{2}=\Omega \mathbf{r}_{2} \tag{4.2.22}
\end{equation*}
$$

Let us recall at this point, that in the classical vector description of rigid body dynamics, the vectors of the linear velocity and acceleration of the same point $\mathbf{p}$ are computed from the following vector equations

$$
\begin{equation*}
\dot{\mathbf{r}}_{1}=\dot{\mathbf{s}}+\boldsymbol{\omega} \times \mathbf{r}_{2} \tag{4.2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{\mathbf{r}}_{1}=\ddot{\mathbf{s}}+\dot{\boldsymbol{\omega}} \times \mathbf{r}_{2}+\boldsymbol{\omega} \times\left(\boldsymbol{\omega} \times \mathbf{r}_{2}\right) \tag{4.2.24}
\end{equation*}
$$

respectively. Obviously, equations (4.2.19) and (4.2.20) are equivalent to equations (4.2.23) and (4.2.24) respectively. However, as we can see, the introduction of the angular velocity and angular acceleration tensors enables us to derive a simple and compact representation for the linear velocity and acceleration of points on a moving rigid body. In particular, equations (4.2.20) and (4.2.22) enable us to manipulate very effectively, equations involving the linear acceleration of various position vectors on the same rigid body. From the foregoing, we see that the introduction of the angular velocity and angular acceleration tensors provides a more efficient means for the analysis of motion kinematics. Moreover, as we shall see in the following section, the angular velocity and angular acceleration tensors can be used to simplify motion dynamics as well.

### 4.3 On Dynamic Analysis of Rigid Body Motion

In the dynamic analysis of motion, we deal with relationships between the motion of a body and the forces and/or torques which cause or result from that motion. As is well known from classical dynamics [1-5], a number of schemes have been developed over the years for the dynamic analysis of rigid body motion such as those based on the equations of $d^{\prime \prime}$ Alembert, Newton-Euler, Euler-Lagrange and Hamilton. In this section we shall be concerned with the Newtonian formulation of the equations of rigid body motion.

As we have mentioned before, a general motion of a rigid body can be considered as resulting from the superposition of two independent motions: a pure translational motion of a point (usually its center of mass) and a pure rotational motion about that point. The Newton-Euler procedure uses exactly this decomposition. In particular, in the Newtonian formulation of the equations of rigid body motion, the translational motion is described by Newton's equation (or Newton's second law) which symbolically is stated as follows

$$
\begin{equation*}
\mathbf{F}_{\mathbf{c}}=m \ddot{\mathbf{r}}_{\mathrm{c}} \tag{4.3.1}
\end{equation*}
$$

where $\mathbf{F}_{\mathbf{c}}$ is the total external (or resultant) force acting on the rigid body, $m$ is the mass of the rigid body and $\ddot{r}_{c}$ is the absolute linear acceleration of its center of mass. The rotational motion is described by Euler's equation which is symbolically stated as

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}}=\mathbf{I}_{\mathbf{c}} \cdot \dot{\boldsymbol{\omega}}+\boldsymbol{\omega} \times \mathbf{I}_{\mathbf{c}} \cdot \boldsymbol{\omega} \tag{4.3.2}
\end{equation*}
$$

where $\mathbf{M}_{\mathbf{c}}$ is the total external (or resultant) torque about the center of mass, $\mathbf{I}_{c}$ is the inertia tensor of the body about its center of mass and $\boldsymbol{\omega}(\dot{\boldsymbol{\omega}})$ is the vector of angular velocity (acceleration) of the body.

Equations (4.3.1) and (4.3.2) are the fundamental equations which describe the rigid body motion in the classical Newtonian formulation. As we can see, these two vector equations provide six differential scalar
equations which, when the external force and torque (with appropriate initial conditions) are given, can be solved to determine the six degrees of freedom of a rigid body in three dimensional physical space, i.e., the position of its center of mass and its orientation.

It is obvious from equations (4.3.1) and (4.3.2) that the dynamic analysis of rigid body motion in the classical Newtonian formulation, for both translational and rotational rigid body motion, is based on vector analysis. In this section, as an alternative to vector analysis, we shall use Cartesian tensors to analyze the rotational rigid body motion. Since, in rigid body rotational motion, the inertia tensor of the body plays an important role, we first review some relevant facts about the rigid body inertia tensor.

### 4.3.1 The Rigid Body Inertia Tensor

As is well known (e.g., see [1]), the inertia tensor of a rigid body characterizes the mass distribution of the body relative to a point, and is usually defined by the equation

$$
\begin{equation*}
\mathbf{I}_{\mathbf{o}}=\int_{m}(\mathbf{r} \cdot \mathbf{r} 1-\mathbf{r} \otimes \mathbf{r}) d m \tag{4.3.3}
\end{equation*}
$$

where $\boldsymbol{o}$ denotes a point of the body and $\mathbf{r}$ denotes the position vector of a point mass relative to the point 0 .

The rigid body inertia tensor, as defined by equation (4.3.3), is used extensively in the dynamic analysis of rigid body motion. Actually, it is often the only definition provided for the inertia tensor, especially when a vector treatment of the Newtonian dynamic analysis of rigid body motion is used. In order to treat the dynamic analysis of rigid body motion based on Cartesian tensors, this definition of the inertia tensor needs to be modified. As we shall see later, the proper definition for a Cartesian tensor formulation of rigid body rotational dynamics is provided by the equation

$$
\begin{equation*}
\mathbf{J}_{\mathbf{o}}=\int_{m} \mathbf{r} \otimes \mathbf{r} d m \tag{4.3.4}
\end{equation*}
$$

where $\mathbf{O}$ is a point on the rigid body and $\mathbf{r}$ is the position vector of a point mass relative to point $\mathbf{0}$. We shall refer to the inertia tensor $\mathbf{J}_{\mathbf{0}}$ as the Euler tensor of a rigid body [9].

Obviously, the two inertia tensors $I_{o}$ and $J_{o}$ describe the same physical property of a rigid body, and thus they have to be equivalent. To see this, we proceed as follows [24]. First we note that equation (4.3.3) can be written in the form

$$
\begin{equation*}
\mathbf{I}_{\mathbf{o}}=-\int_{\boldsymbol{m}} \tilde{\mathbf{r}} \tilde{\mathbf{r}} d m \tag{4.3.5}
\end{equation*}
$$

if one uses the tensor equation (3.4.10). Then, starting from equation (4.3.4) and using the tensor equation (3.4.14) we can write :

$$
\begin{aligned}
\mathbf{J}_{\mathbf{o}} & =\int_{m}(\tilde{\mathbf{r}} \tilde{\mathbf{r}}+\mathbf{r} \cdot \mathbf{r} 1) d m \\
& =\int_{m} \tilde{\mathbf{r}} \tilde{\mathbf{r}} d m+1 \int_{m}-\frac{1}{2} \operatorname{tr}[\tilde{\mathbf{r}} \tilde{\mathbf{r}}] d m \quad[\text { by (3.4.16)] } \\
& =\int_{m} \tilde{\mathbf{r}} \tilde{\mathbf{r}} d m+\frac{1}{2} \operatorname{tr}\left[-\int_{m} \tilde{\mathbf{r}} \tilde{\mathbf{r}} d m\right] 1 \\
& =-\mathbf{I}_{\mathbf{0}}+\frac{1}{2} \operatorname{tr}\left[\mathrm{I}_{\mathbf{0}}\right] 1 \quad[\mathrm{by} \quad(4.3 .5)]
\end{aligned}
$$

i.e., we have

$$
\begin{equation*}
\mathrm{J}_{\mathrm{o}}=\frac{1}{2} \operatorname{tr}\left[\mathrm{I}_{0}\right] 1-\mathrm{I}_{0} \tag{4.4.6}
\end{equation*}
$$

Therefore, equation (4.3.6) provides the equivalence relationship between the two tensors, $\mathbf{J}_{\mathbf{0}}$ and $\mathbf{I}_{\mathbf{0}}$. Similarly, it can be shown that the equation

$$
\begin{equation*}
\mathbf{I}_{\mathbf{0}}=\operatorname{tr}\left[\mathrm{J}_{\mathbf{0}}\right] 1-\mathbf{J}_{\mathbf{0}}, \tag{4.3.7}
\end{equation*}
$$

is also valid.

Now, as is often the case with most mathematical definitions, in practical applications we cannot use these definitions for the computation of the inertia tensor. In practice, the inertia tensor of a rigid body is computed experimentally. Moreover, even in experimental measurements, the direct computation of the rigid body inertia tensor about any point $o$ other than the center of mass, is in general very difficult. Therefore, the body center of mass $\mathbf{c}$ is used when the inertia tensor of a body is evaluated. Then, in applications where the inertia tensor relative to points other than the center of mass is required and the inertia tensor about the center of mass is known, the parallel axis theorem is used. The parallel axis theorem for the inertia tensor which is defined by equation (4.3.3) is usually stated in the following form

$$
\begin{equation*}
\mathbf{I}_{\mathbf{o}}=\mathbf{I}_{\mathbf{c}}+m\left[\mathbf{r}_{\mathbf{c}} \cdot \mathbf{r}_{\mathbf{c}} 1-\mathbf{r}_{\mathbf{c}} \otimes \mathbf{r}_{\mathbf{c}}\right] \tag{4.3.8}
\end{equation*}
$$

where $\mathbf{I}_{\mathbf{c}}$ is the rigid body inertia tensor about its center of mass, $\mathbf{r}_{\mathbf{c}}$ is the position vector of the center of mass relative to point $\mathbf{O}$, and $m$ is the mass of the body. Equation (4.3.8) can also be written in a compact tensor form as follows:

$$
\begin{equation*}
\mathbf{I}_{\mathbf{o}}=\mathbf{I}_{\mathbf{c}}-m \tilde{\mathbf{r}}_{\mathrm{c}} \tilde{\mathbf{r}}_{\mathbf{c}} \tag{4.3.9}
\end{equation*}
$$

where equation (4.3.9) is derived from (4.3.8) using equation (3.4.10).
The parallel axis theorem for the inertia tensor $\mathbf{I}_{0}$ is a basic theorem in rigid body dynamics and its proof can be found in any book on classical dynamics (e.g. [1]). Obviously, the parallel axis theorem is also valid for the Euler tensor $\mathbf{J}_{\mathbf{o}}$, which is defined by (4.3.5). Since the application of the parallel axis theorem for the tensor $\mathbf{J}_{\mathbf{o}}$ is not well known, we provide here a formulation and a proof for it.

Theorem 4.3 (parallel axis theorem) : When the Euler tensor $\mathbf{J}_{\mathbf{c}}$ of a rigid body about its center of mass is known, then the Euler tensor, $\mathrm{J}_{\mathbf{0}}$, about any other point $\mathbf{o}$, is given by

$$
\begin{equation*}
\mathbf{J}_{\mathbf{o}}=\mathbf{J}_{\mathbf{c}}+m \mathbf{r}_{\mathbf{c}} \otimes \mathbf{r}_{\mathbf{c}} \tag{4.3.10}
\end{equation*}
$$

where $\mathbf{r}_{\mathrm{c}}$ is the position vector of the center of mass relative to point $\mathbf{O}$ and $m$ is the total mass of the body.
Proof : From the formulation of the parallel axis theorem in terms of the inertia tensor $I_{c}$, i.e., from equation (4.3.8), we have

$$
\operatorname{tr}\left[\mathbf{I}_{\mathbf{o}}\right]=\operatorname{tr}\left[\mathbf{I}_{\mathbf{c}}\right]+\left(3 \mathbf{r}_{\mathbf{c}} \cdot \mathbf{r}_{\mathbf{c}}-\mathbf{r}_{\mathbf{c}} \cdot \mathbf{r}_{\mathbf{c}}\right) m
$$

or

$$
\begin{equation*}
\operatorname{tr}\left[\mathbf{I}_{\mathbf{o}}\right]=\operatorname{tr}\left[\mathbf{I}_{\mathbf{c}}\right]+2 \mathbf{r}_{\mathbf{c}} \cdot \mathbf{r}_{\mathbf{c}} m \tag{4.3.11}
\end{equation*}
$$

Now, using (4.3.8) and (4.3.11) we can rewrite (4.3.6) as follows

$$
\begin{aligned}
\mathbf{J}_{\mathbf{o}} & =\frac{1}{2}\left(\operatorname{tr}\left[\mathbf{I}_{\mathbf{c}}\right]+2 \mathbf{r}_{\mathbf{c}} \cdot \mathbf{r}_{\mathbf{c}} m\right) 1-\mathbf{I}_{\mathbf{c}}-\left(\mathbf{r}_{\mathbf{c}} \cdot \mathbf{r}_{\mathbf{c}} 1-\mathbf{r}_{\mathbf{c}} \otimes \mathbf{r}_{\mathrm{c}}\right) m \\
& =\frac{1}{2} \operatorname{tr}\left[\mathbf{I}_{\mathbf{c}}\right] 1-\mathbf{I}_{\mathbf{c}}+m \mathbf{r}_{\mathbf{c}} \otimes \mathbf{r}_{\mathbf{c}}
\end{aligned}
$$

Further, since equation (4.3.6) is valid for any point $o$, it is valid for the center of mass, i.e., we have

$$
\begin{equation*}
\mathbf{J}_{\mathbf{C}}=\frac{1}{2} \operatorname{tr}\left[\mathbf{I}_{\mathbf{c}}\right] 1-\mathbf{I}_{\mathbf{c}} \tag{4.3.12}
\end{equation*}
$$

Therefore, by substituting equation (4.3.12) into the last expression for $\mathbf{J}_{\mathbf{0}}$, we get equation (4.3.10).

The inertia tensor, like any other tensor, is described relative to a coordinate system by a set of components which are known as the moments of inertia and products of inertia. These components define the coordinate matrix $I_{o}$ for the tensor $I_{o}$. If $J_{o}$ is the coordinate matrix of the Euler tensor $\mathbf{J}_{\mathbf{o}}$ relative to the same coordinate system \{e\}, then the equivalence which is established above by equation (4.3.6) or equation (4.3.7) between $J_{o}$ and $\mathbf{I}_{\mathrm{o}}$ leads us to a component-wise relationship between the coordinate matrices $J_{o}$ and $I_{o}$. This component-wise relationship is expressed as follows:

$$
J_{o}=\left[\begin{array}{lll}
J_{11} & J_{12} & J_{13} \\
J_{12} & J_{22} & J_{23} \\
J_{13} & J_{23} & J_{33}
\end{array}\right]
$$

$$
=\left[\begin{array}{ccc}
\frac{-I_{11}+I_{22}+I_{33}}{2} & -I_{12} & -I_{13}  \tag{4.3.13}\\
-I_{12} & \frac{I_{11}-I_{22}+I_{33}}{2} & -I_{23} \\
-I_{13} & -I_{23} & \frac{I_{11}+I_{22}-I_{33}}{2}
\end{array}\right]
$$

or

$$
\begin{align*}
I_{o} & =\left[\begin{array}{lll}
I_{11} & I_{12} & I_{13} \\
I_{12} & I_{22} & I_{23} \\
I_{13} & I_{23} & I_{33}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
J_{22}+J_{33} & -J_{12} & -J_{13} \\
-J_{12} & J_{11}+J_{33} & -J_{23} \\
-J_{13} & -J_{23} & J_{11}+J_{22}
\end{array}\right] \tag{4.3.14}
\end{align*}
$$

Now, depending on the coordinate system, the components of the inertia tensor can be time-dependent or time-independent. In particular, relative to a coordinate system which is rigidly attached to the rigid body, the components of the inertia tensor are always time independent. However, when the rigid body is moving in space, the components of the inertia tensor relative to an inertial coordinate system will be time-dependent, and in this case, calculation of their time derivatives may be required. For example, in practical applications it is usually necessary to know the first time derivative of the inertia tensor $\mathbf{I}_{\mathbf{c}}$ (or $\mathbf{J}_{\mathbf{c}}$ ) relative to an inertial coordinate system. Therefore, in the following, we provide a simple formulation for this derivative.

Let us consider the coordinate system \{ $\mathbf{e}$ \} to be an inertial coordinate system. Also, let us consider a body coordinate system \{ $\mathbf{e}^{\prime}$ \} whose orientation relative to the inertial coordinate system is described by the rotation tensor $\mathbf{R}$ which is assumed to be a continuous differentiable function of time. Moreover, let us denote by $\mathbf{I}_{\mathbf{c}}$ and $\mathbf{I}_{\mathbf{c}}$ the rigid body inertia tensors relative to the inertial and body coordinate systems respectively. From the foregoing, it is obvious that the inertia tensor $\mathbf{I}_{\mathbf{c}}$ is time independent whereas the inertia tensor $\mathbf{I}_{\mathbf{c}}$ is time dependent. We express the time dependence of $\mathbf{I}_{\mathbf{c}}$ by writing

$$
\begin{equation*}
\mathbf{I}_{\mathbf{c}}=\mathbf{R I}_{\mathbf{c}} \mathbf{R}^{T} \tag{4.3.15}
\end{equation*}
$$

Equation (4.3.15) allows us to derive the time derivative (i.e., the time derivative in an inertial reference frame) of the inertia tensor $\mathbf{I}_{\mathbf{c}}$ of a rigid body in a simple and concise manner as follows:

$$
\begin{align*}
\dot{\mathbf{I}}_{\mathbf{c}} & =\dot{\mathbf{R} \mathbf{I}_{\mathbf{c}}^{\prime} \mathbf{R}^{T}+\mathbf{R} \mathbf{I}_{\mathbf{c}}^{\prime} \dot{\mathbf{R}}^{T}} \\
& =\tilde{\omega} \mathbf{R} \mathbf{I}_{\mathbf{c}}^{\prime} \mathbf{R}^{T}+\mathbf{R} \mathbf{I}_{\mathbf{c}}^{\prime} \mathbf{R}^{T} \tilde{\boldsymbol{\omega}}^{T}  \tag{4.2.5}\\
& =\tilde{\omega} \mathbf{I}_{\mathbf{c}}+\mathbf{I}_{\mathbf{c}} \tilde{\boldsymbol{\omega}}^{T}
\end{align*}
$$

or, since $\tilde{\omega}$ is skew-symmetric, we can write

$$
\begin{equation*}
\dot{\mathbf{I}}_{\mathbf{c}}=\tilde{\omega} \mathbf{I}_{\mathbf{c}}-\mathbf{I}_{\mathbf{c}} \tilde{\omega} . \tag{4.3.16}
\end{equation*}
$$

Equation (4.3.16) is also valid if we consider the inertia tensor of the rigid body about any other point $o$ instead of that about the center of mass $\mathbf{c}$. We can show this as follows:

Using the parallel axis theorem (equation (4.3.9)), we have

$$
\dot{\mathbf{I}}_{\mathrm{o}}=\dot{\mathbf{I}}_{\mathrm{c}}-m\left(\tilde{\dot{\mathbf{r}}}_{\mathrm{c}} \tilde{\mathbf{r}}_{\mathrm{c}}+\tilde{\mathrm{r}}_{\mathrm{c}} \tilde{\mathbf{r}}_{\mathrm{c}}\right]
$$

which, by equation (4.2.21), can be written as

$$
\dot{\mathbf{I}}_{\mathbf{o}}=\dot{\mathbf{I}}_{\mathbf{c}}-m\left(\operatorname{dual}\left(\tilde{\boldsymbol{\omega}} \tilde{\mathrm{r}}_{\mathrm{c}}\right) \tilde{\mathbf{r}}_{\mathrm{c}}+\tilde{\mathbf{r}}_{\mathrm{c}} \operatorname{dual}\left(\tilde{\boldsymbol{\omega}} \mathbf{r}_{\mathrm{c}}\right) .\right.
$$

Now, using equation (3.4.26b), after a few manipulations we get

$$
\begin{aligned}
\dot{\mathbf{I}}_{\mathbf{o}} & =\dot{\mathbf{I}}_{\mathbf{c}}-\tilde{\omega}\left[m \tilde{\mathbf{r}}_{\mathbf{c}} \tilde{\mathbf{r}}_{\mathbf{c}}\right]+\left[m \tilde{\mathbf{r}}_{\mathbf{c}} \tilde{\mathbf{r}}_{\mathrm{c}}\right] \tilde{\omega} \\
& =\tilde{\omega}\left[\mathbf{I}_{\mathbf{c}}-m \tilde{\mathbf{r}}_{\mathbf{c}} \tilde{\mathbf{r}}_{\mathbf{c}}\right]-\left[\mathbf{I}_{\mathbf{c}}-m \tilde{\mathbf{r}}_{\mathrm{c}} \tilde{\mathbf{r}}_{\mathbf{c}}\right] \tilde{\omega}
\end{aligned}
$$

or, finally

$$
\begin{equation*}
\dot{\mathrm{I}}_{\mathrm{o}}=\tilde{\omega} \mathbf{I}_{0}-\mathrm{I}_{0} \tilde{\omega} . \tag{4.3.17}
\end{equation*}
$$

Equations (4.3.16) and (4.3.17) are also valid if we use the Euler tensor $\mathbf{J}_{\mathbf{o}}$ instead of $\mathbf{I}_{\mathbf{o}}$. To see this, we need only to notice that

$$
\begin{equation*}
\dot{\mathrm{I}}_{0}=-\dot{\mathrm{J}}_{0} \tag{4.3.18}
\end{equation*}
$$

for any point $\mathbf{o}$. Equation (4.3.18) follows from either (4.3.6) or (4.3.7), since the trace of a tensor is a scalar invariant (see section 3.3.3) and thus is time independent. Then a simple substitution in equation (4.3.17) shows that the derivative of $\mathbf{J}_{0}$ is given by

$$
\begin{equation*}
\dot{\mathbf{J}}_{\mathbf{0}}=\tilde{\omega} \mathbf{J}_{\mathbf{0}}-\mathbf{J}_{\mathbf{0}} \tilde{\omega} . \tag{4.3.19}
\end{equation*}
$$

In the following, we shall use the two inertia tensors $\mathbf{I}$ and $\mathbf{J}$ to compute other basic physical quantities in rigid body motion such as the angular momentum and the external (or resultant) torque.

### 4.3.2 The Angular Momentum Tensor

One of the most important physical quantities in rigid body dynamics is angular (or rotational) momentum or moment of momentum. In the classical vectorial treatment of rigid body dynamics, angular momentum is represented by a vector which is defined [1] by the equation

$$
\begin{equation*}
\mathbf{L}_{\mathbf{o}}=\mathbf{s} \times\left[\dot{\mathbf{s}}+\boldsymbol{\omega} \times \mathbf{r}_{\mathbf{c}}\right] m+\mathbf{r}_{\mathbf{c}} \times \dot{\mathbf{s}} m+\mathbf{I}_{\mathbf{o}} \boldsymbol{\omega} \tag{4.3.20}
\end{equation*}
$$

where $O^{\circ}$ is the origin of the inertial coordinate system, $o^{-}$is a point fixed on the rigid body, $\mathbf{s}$ is the position vector of $\mathbf{o}^{\prime}$ relative to $\mathbf{o}, \mathbf{r}_{\mathbf{c}}$ is the position vector of the center of mass relative to $0^{\prime}, \mathbf{I}_{0^{-}}$is the rigid body inertia tensor about the point $o^{\prime}$ and $\omega$ is the vector of the angular velocity. The expression for $\mathbf{L}_{\mathbf{o}}$ in equation (4.3.20) becomes particularly simple if either the body fixed point $o^{-}$is also fixed in inertial space ( $\dot{\mathbf{s}}=0$ ) or the center of mass is used as the reference point $o^{\prime}\left(r_{c}=0\right)$. In both cases the term $\mathbf{r}_{\mathbf{c}} \times \dot{\mathbf{s}} m$ vanishes. The first term then represents the angular momentum with respect to $\mathbf{o}$, due to the translation of the center of mass, and the last term represents the angular momentum caused by the rotation of the rigid body. In the following, we shall assume that there is no translational motion $(\dot{\mathbf{s}}=0)$ and so equation (4.3.20) takes the form

$$
\begin{equation*}
\mathbf{L}_{\mathbf{o}}=\mathbf{s} \times\left[\boldsymbol{\omega} \times \mathbf{r}_{\mathbf{c}}\right] m+\mathbf{I}_{\mathbf{0}} . \boldsymbol{\omega} . \tag{4.3.21}
\end{equation*}
$$

Moreover, we shall assume that the inertial coordinate system has its origin at the point $o^{\prime}(s=0)$ and in this case we shall write

$$
\begin{equation*}
\mathbf{L}_{\mathbf{o}}=\mathbf{I}_{\mathbf{o}} \boldsymbol{\omega} \tag{4.3.22}
\end{equation*}
$$

Obviously, when the center of rotation is at the center of mass, equation (4.3.22) becomes

$$
\begin{equation*}
\mathbf{L}_{\mathrm{c}}=\mathbf{I}_{\mathbf{c}} \boldsymbol{\omega} . \tag{4.3.23}
\end{equation*}
$$

However, even when the center of rotation is different from the center of mass, it is useful to write $\mathbf{L}_{\mathbf{o}}$ in terms of $\mathbf{L}_{\mathbf{c}}$. An expression for $\mathbf{L}_{\mathbf{o}}$ in terms of
$\mathbf{L}_{\mathbf{c}}$ can be easily derived by using Cartesian tensor analysis as follows.
Using the parallel axis theorem, equation (4.3.22) can be modified as shown

$$
\begin{align*}
\mathbf{L}_{\mathbf{o}} & =\left[\mathbf{I}_{\mathbf{c}}-m \tilde{\mathbf{r}}_{\mathbf{c}} \tilde{\mathbf{r}}_{\mathbf{c}}\right] \boldsymbol{\omega} \\
& =\mathbf{L}_{\mathbf{c}}-m \tilde{\mathbf{r}}_{\mathbf{r}} \tilde{\mathbf{r}}_{\mathbf{c}} \boldsymbol{\omega} \\
& =\mathbf{L}_{\mathbf{c}}+m \tilde{\mathbf{r}}_{\mathbf{c}} \dot{\mathbf{r}}_{\mathbf{c}} . \tag{4.3.24}
\end{align*}
$$

In a pure vector notation, equation (4.3.24) takes the form

$$
\begin{equation*}
\mathbf{L}_{\mathbf{o}}=\mathbf{L}_{\mathbf{c}}+\mathbf{r}_{\mathbf{c}} \times \dot{\mathbf{r}}_{\mathbf{c}} m \tag{4.3.25}
\end{equation*}
$$

Angular momentum can also be defined in terms of the Euler tensor $\mathbf{J}_{\mathbf{0}}$. To see this we need only to substitute $\mathbf{I}_{\mathbf{o}}$ in equation (4.3.22) by $\mathbf{J}_{\mathbf{o}}$. For this, we use equation (4.3.7) and get

$$
\begin{equation*}
\mathbf{L}_{\mathbf{o}}=-\mathbf{J}_{\mathbf{0}} \mathbf{\omega}+\operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \mathbf{\omega} . \tag{4.3.26}
\end{equation*}
$$

In addition to its vector description, the angular momentum can also be described $[6,9]$ by a second order skew-symmetric Cartesian tensor. To see this, we need only apply the dual operator on the angular momentum vector $\mathbf{L}_{\mathbf{o}}$. This gives a dual skew-symmetric tensor $\tilde{\mathbf{L}}_{\mathbf{0}}$ which we express by writing

$$
\begin{equation*}
\tilde{\mathbf{L}}_{\mathbf{o}}=\operatorname{dual}\left(\mathbf{L}_{\mathbf{o}}\right) \tag{4.3.27}
\end{equation*}
$$

We refer to the dual skew-symmetric tensor $\tilde{\mathbf{L}}_{\mathbf{o}}$ as the angular momentum tensor about the point $\mathbf{o}$.

The dual operator provides an indirect definition for the angular momentum tensor. However, as the following theorem shows, it is possible to define the angular momentum tensor $\tilde{\mathbf{L}}_{\mathbf{o}}$ directly in terms of the inertia tensor $\mathbf{I}_{\mathbf{o}}$ and the angular velocity tensor $\tilde{\boldsymbol{\omega}}$, i.e., without the need to first compute the angular momentum vector.

Theorem 4.4 : The angular momentum tensor of a rotating rigid body about a point 0 , satisfies the equation

$$
\begin{equation*}
\tilde{\mathbf{L}}_{\mathbf{o}}=\left[\tilde{\omega} \mathbf{I}_{\mathbf{0}}\right]^{T}-\left[\tilde{\omega} \mathbf{I}_{\mathbf{0}}\right]+\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right] \tilde{\omega} \tag{4.3.28}
\end{equation*}
$$

where $\mathbf{I}_{\mathbf{o}}$ is the inertia tensor of the rigid body about the center of rotation $\mathbf{o}$ and $\tilde{\boldsymbol{\omega}}$ is the angular velocity tensor.

Proof : Using equation (4.3.22) we can write equation (4.3.27) as

$$
\tilde{\mathbf{L}}_{\mathbf{o}}=\operatorname{dual}\left(\mathbf{I}_{\mathbf{o}} \tilde{\mathbf{\omega}}\right) .
$$

Further, since the inertia tensor $I_{o}$ is symmetric, by using Proposition (3.11) we get

$$
\begin{aligned}
\tilde{\mathbf{L}}_{\mathbf{o}} & =-\left[\mathbf{I}_{\mathbf{0}} \tilde{\omega}+\tilde{\omega} \mathbf{I}_{\mathbf{0}}\right]+\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right] \tilde{\omega} \\
& =\mathbf{I}_{\mathbf{0}} \tilde{\omega}^{T}-\tilde{\omega} \mathbf{I}_{\mathbf{0}}+\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right] \tilde{\omega} \\
& =\left[\tilde{\omega} \mathbf{I}_{\mathbf{0}}\right]^{T}-\tilde{\omega} \mathbf{I}_{\mathbf{0}}+\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right] \tilde{\omega}
\end{aligned}
$$

and this completes the proof.
Theorem 4.4 can also be written in terms of the Euler tensor $\mathbf{J}_{\mathbf{o}}$. First we notice that from equation (4.3.7) we have

$$
\begin{equation*}
\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right]=2 \operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \tag{4.3.29}
\end{equation*}
$$

Therefore, if we substitute equation (4.3.7) and (4.3.29) into equation (4.3.28) we have

$$
\begin{aligned}
\tilde{\mathbf{L}}_{\mathbf{o}} & =\left[\operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \tilde{\omega}-\tilde{\omega} \mathbf{J}_{\mathbf{0}}\right]^{T}-\left[\operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \tilde{\omega}-\tilde{\omega} \mathbf{J}_{\mathbf{o}}\right]+2 \operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \tilde{\omega} \\
& =-\operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \tilde{\omega}+\mathbf{J}_{\mathbf{o}} \tilde{\omega}-\operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \tilde{\omega}+\tilde{\omega} \mathbf{J}_{\mathbf{o}}+2 \operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \tilde{\omega} \\
& =\mathbf{J}_{\mathbf{0}} \tilde{\omega}+\tilde{\omega} \mathbf{J}_{\mathbf{0}}
\end{aligned}
$$

or, finally

$$
\begin{equation*}
\tilde{\mathbf{L}}_{\mathrm{o}}=\mathrm{J}_{\mathrm{o}} \tilde{\omega}-\left[\mathrm{J}_{0} \tilde{\omega}\right]^{T} . \tag{4.3.30}
\end{equation*}
$$

Obviously, when the rigid body is rotating about its center of mass, the angular momentum tensor is defined by the equation

$$
\begin{equation*}
\tilde{\mathbf{L}}_{\mathbf{c}}=\left[\tilde{\mathbf{I}} \mathbf{I}_{\mathbf{c}}\right]^{T}-\left[\tilde{\omega} \mathbf{I}_{\mathbf{c}}\right]+\operatorname{tr}\left[\mathbf{I}_{\mathbf{c}}\right] \tilde{\omega} \tag{4.3.31}
\end{equation*}
$$

or the equation

$$
\begin{equation*}
\tilde{\mathbf{L}}_{\mathbf{c}}=\mathbf{J}_{\mathbf{c}} \tilde{\boldsymbol{\omega}}-\left[\mathbf{J}_{\mathbf{c}} \tilde{\boldsymbol{\omega}}\right]^{T} . \tag{4.3.32}
\end{equation*}
$$

As we can see from equations (4.3.22) and (4.3.26), the angular momentum vector has a simpler expression when it is written in terms of the inertia tensor $\mathbf{I}_{\mathbf{0}}$. But this is not true for the angular momentum tensor. Equations (4.3.28) and (4.3.30) show that the angular momentum tensor has a simpler expression when it is expressed in terms of the Euler tensor $\mathbf{J}_{\mathbf{0}}$.

In the following, we shall use angular momentum in its vector or tensor representation to describe the dynamic behavior of a rotating rigid body.

### 4.3.3 The Torque Tensor

As is well known (e.g., [1]), the time derivative of angular momentum equals the resultant torque or moment of force. This derivative expresses the basic axiom (Euler's axiom) governing the rotational motion of a rigid body and in vector form is written as

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}}=\dot{\mathbf{L}}_{\mathbf{o}} \tag{4.3.33}
\end{equation*}
$$

When the point of rotation is the center of mass of the rigid body, equation (4.3.33) takes the form

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}}=\dot{\mathbf{L}}_{\mathbf{c}} \tag{4.3.34}
\end{equation*}
$$

To show that equation (4.3.34) is equivalent to equation (4.3.2), we proceed as follows

$$
\mathbf{M}_{\mathbf{c}}=\frac{d}{d t}\left(\mathbf{I}_{\mathbf{c}} \boldsymbol{\omega}\right)
$$

$$
\begin{aligned}
& \left.=\dot{\mathbf{I}}_{\mathbf{c}} \boldsymbol{\omega}+\mathbf{I}_{\mathbf{c}} \dot{\boldsymbol{\omega}}\right) \\
& =\left[\tilde{\omega} \mathbf{I}_{\mathbf{c}}-\mathbf{I}_{\mathbf{c}} \tilde{\omega}\right] \boldsymbol{\omega}+\mathbf{I}_{\mathbf{c}} \dot{\boldsymbol{\omega}} \quad[\mathrm{by}(4.3 .16)] \\
& =\mathbf{I}_{\mathbf{c}} \dot{\boldsymbol{\omega}}+\tilde{\omega} \mathbf{I}_{\mathbf{c}} \boldsymbol{\omega} \quad[\mathrm{by}(3.4 .4)] \\
& =\mathbf{I}_{\mathbf{c}} \dot{\boldsymbol{\omega}}+\boldsymbol{\omega} \times \mathbf{I}_{\mathrm{c}} \boldsymbol{\omega}
\end{aligned}
$$

Sometimes, in the literature on classical dynamics, equation (4.3.2) or equation (4.3.34) is referred to as the generalized Euler equation for rigid body rotational motion. Here, we shall refer to equation (4.3.2) as the vector formulation of the generalized Euler equation.

Now, as in the case of $\mathbf{M}_{\mathbf{c}}$, it can be shown that the vector $\mathbf{M}_{\mathbf{o}}$ satisfies the equation

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}}=\mathbf{I}_{\mathbf{o}} \dot{\boldsymbol{\omega}}+\tilde{\boldsymbol{\omega}} \mathbf{I}_{\mathbf{o}} \boldsymbol{\omega} \tag{4.3.35}
\end{equation*}
$$

when the center of rotation, i.e., point $\mathbf{o}$, is any point other than the center of mass. Moreover, the torque vector $\mathbf{M}_{\mathbf{o}}$ can be written in terms of the torque vector $\mathbf{M}_{\mathbf{c}}$ as follows

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}}=\mathbf{M}_{\mathbf{c}}+\mathbf{r}_{\mathrm{c}} \times \mathbf{F}_{\mathbf{c}} \tag{4.3.36}
\end{equation*}
$$

where $\mathbf{F}_{\mathbf{c}}$ is the total force caused at the center of the mass of the rigid body due to its rotational motion. To see that equation (4.3.36) is equivalent to equation (4.3.35), we write from equation (4.3.36),

$$
\begin{align*}
\mathbf{M}_{\mathbf{o}} & =\mathbf{M}_{\mathbf{c}}+m \tilde{\mathbf{r}}_{\mathrm{c}} \ddot{\mathbf{r}}_{\mathbf{c}} \\
& =\mathbf{M}_{\mathbf{c}}+m \tilde{\mathbf{r}}_{\mathrm{c}} \Omega \mathbf{r}_{\mathbf{c}} \\
& =\mathbf{M}_{\mathbf{c}}+m\left[\tilde{\mathbf{r}}_{\mathbf{c}}(\dot{\boldsymbol{\omega}}+\tilde{\omega} \tilde{\omega}) \mathbf{r}_{\mathbf{c}}\right] \\
& =\mathbf{M}_{\mathbf{c}}-m\left[\tilde{\mathbf{r}}_{\mathbf{c}} \tilde{\mathbf{r}}_{\mathbf{c}} \dot{\boldsymbol{\omega}}+\tilde{\mathbf{r}}_{\mathrm{c}} \tilde{\omega} \tilde{\mathbf{r}}_{\mathrm{c}} \boldsymbol{\omega}\right] \tag{4.3.37}
\end{align*}
$$

where equation (3.4.6) has been used in the last step. Now, from equation (3.4.19b) we have

$$
\tilde{\mathbf{r}}_{\mathrm{c}} \tilde{\boldsymbol{\omega}} \tilde{\mathbf{r}}_{\mathrm{c}}=\tilde{\boldsymbol{r}} \tilde{\mathrm{r}}_{\mathrm{c}} \tilde{\mathbf{r}}_{\mathrm{c}}+\tilde{\mathbf{r}}_{\mathrm{r}} \tilde{\mathbf{r}}_{\mathrm{c}} \tilde{\boldsymbol{\omega}}-\frac{1}{2} \operatorname{tr}\left[\tilde{\mathbf{r}}_{\mathrm{c}} \tilde{\mathbf{r}}_{\mathrm{c}}\right] \tilde{\omega}
$$

and since $\tilde{\omega} \boldsymbol{\omega}=0$, equation (4.3.37) becomes

$$
\begin{align*}
\mathbf{M}_{\mathbf{o}} & =\mathbf{M}_{\mathbf{c}}-m\left[\tilde{\mathbf{r}}_{\mathbf{c}} \tilde{\mathbf{r}}_{\mathbf{c}} \dot{\boldsymbol{\omega}}+\tilde{\boldsymbol{r}} \tilde{r}_{\mathrm{c}} \tilde{\mathbf{r}}_{\mathrm{c}} \boldsymbol{\omega}\right] \\
& =\left[\mathbf{I}_{\mathbf{c}}-m \tilde{\mathbf{r}}_{\mathbf{c}} \tilde{\mathbf{r}}_{\mathbf{c}}\right] \dot{\omega}+\tilde{\omega}\left[\mathbf{I}_{\mathbf{c}}-m \tilde{\mathbf{r}}_{\mathbf{c}} \tilde{\mathbf{r}}_{\mathbf{c}}\right] \omega . \tag{4.3.2}
\end{align*}
$$

Finally, using the parallel axis theorem, we can see that the last equation is equivalent to equation (4.3.35).

Equation (4.3.35) has been stated in terms of the inertia tensor $\mathbf{I}_{0}$. If we use equation (4.3.7) to substitute for $I_{o}$ in terms of $J_{0}$, equation (4.3.35) becomes

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}}=-\left[\mathbf{J}_{\mathbf{o}} \dot{\mathbf{\omega}}+\tilde{\boldsymbol{\omega}} \mathbf{J}_{\mathbf{o}} \mathbf{\omega}\right]+\operatorname{tr}\left[\mathbf{J}_{\mathbf{0}}\right] \dot{\omega} . \tag{4.3.38}
\end{equation*}
$$

Similarly, for $\mathbf{M}_{\mathbf{c}}$ we can write

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}}=-\left[\mathbf{J}_{\mathbf{c}} \dot{\boldsymbol{\omega}}+\tilde{\boldsymbol{\omega}} \mathbf{J}_{\mathbf{c}} \mathbf{\omega}\right]+\operatorname{tr}\left[\mathbf{J}_{\mathbf{c}}\right] \dot{\boldsymbol{\omega}} . \tag{4.3.39}
\end{equation*}
$$

Now, as with angular momentum, the torque can be described by a second order skew-symmetric Cartesian tensor, which we shall refer to as the torque tensor. Using the dual operator we define the torque tensor as follows

$$
\begin{equation*}
\tilde{\mathbf{M}}_{\mathbf{o}}=\operatorname{dual}\left(\mathbf{M}_{\mathbf{o}}\right) . \tag{4.3.40}
\end{equation*}
$$

This definition of the torque tensor requires the computation of the torque vector $\mathbf{M}_{\mathbf{0}}$. Another definition of the torque tensor in terms of the inertia and the angular acceleration tensors is given by the following theorem.

Theorem 4.5: The torque tensor about the center of rotation $\mathbf{o}$, is defined as the time derivative of the angular momentum tensor about the point 0 and satisfies the equation

$$
\begin{equation*}
\tilde{\mathbf{M}}_{\mathbf{o}}=\left[\Omega \mathbf{I}_{\mathbf{o}}\right]^{T}-\mathbf{\Omega} \mathbf{I}_{\mathbf{o}}+\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right] \dot{\omega} \tag{4.3.41}
\end{equation*}
$$

where $\boldsymbol{\Omega}$ is the angular acceleration tensor of rotation and $\mathbf{I}_{\mathbf{o}}$ is the rigid body inertia tensor about the point $\mathbf{0}$.

Proof : From Euler's axiom, we have

$$
\tilde{\mathbf{M}}_{\mathbf{o}}=\frac{d}{d t} \tilde{\mathbf{L}}_{\mathbf{o}}
$$

Further, using equation (4.3.28), we get

$$
\tilde{\mathbf{M}}_{\mathrm{o}}=\left[\tilde{\dot{\omega}} \mathbf{I}_{\mathrm{o}}+\tilde{\boldsymbol{\omega}} \dot{\mathrm{I}}_{\mathrm{o}}\right]^{T}-\left[\tilde{\dot{\omega}} \mathbf{I}_{\mathrm{o}}+\tilde{\omega} \dot{\mathbf{I}}_{\mathrm{o}}\right]+\operatorname{tr}\left[\mathbf{I}_{\mathrm{o}}\right] \tilde{\dot{\omega}},
$$

since the time derivative of the scalar invariant $\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right]$ is zero. Now, using equation (4.3.17), we have

$$
\begin{aligned}
& \tilde{\mathbf{M}}_{\mathrm{o}}=\left[\tilde{\dot{\omega}} \mathrm{I}_{\mathrm{o}}+\tilde{\omega} \tilde{\omega} \mathbf{I}_{\mathrm{o}}-\tilde{\omega} \mathbf{I}_{\mathrm{o}} \tilde{\omega}\right]^{T}-\left[\tilde{\omega} \mathbf{I}_{\mathrm{o}}+\tilde{\omega} \tilde{\omega} \mathbf{I}_{\mathrm{o}}-\tilde{\omega} \mathbf{I}_{\mathrm{o}} \tilde{\omega}\right]+\operatorname{tr}\left[\mathbf{I}_{\mathrm{o}}\right] \tilde{\tilde{\omega}} \\
& =\left[\tilde{\omega} \mathbf{I}_{\mathbf{0}}+\tilde{\omega} \tilde{\omega} \mathbf{I}_{\mathbf{0}}\right]^{T}-\left[\tilde{\dot{\omega}} \mathbf{I}_{\mathbf{0}}+\tilde{\omega} \tilde{\omega} \mathbf{I}_{\mathbf{0}}\right]+\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right] \tilde{\omega} \\
& =\left[\Omega \mathbf{I}_{\mathbf{0}}\right]^{T}-\Omega \mathbf{I}_{\mathbf{o}}+\operatorname{tr}\left[\mathbf{I}_{\mathbf{0}}\right] \dot{\omega}
\end{aligned}
$$

The torque tensor $\tilde{\mathbf{M}}_{\mathbf{o}}$ can also be defined in terms of the Euler tensor $\mathbf{J}_{\mathbf{0}}$ and the angular acceleration tensor $\Omega$. To see this, we can consider the time derivative of equation (4.3.30) or use equation (4.3.7) to substitute for $I_{o}$ in equation (4.3.41). In both cases after a few manipulations we arrive at the following equation

$$
\begin{equation*}
\tilde{\mathbf{M}}_{\mathbf{o}}=\Omega \mathbf{J}_{\mathbf{o}}-\left[\Omega \mathbf{J}_{\mathbf{o}}\right]^{T} . \tag{4.3.42}
\end{equation*}
$$

Obviously, when the rigid body is rotated about its center of mass equations (4.3.41) and (4.3.42) are written as

$$
\begin{equation*}
\tilde{\mathbf{M}}_{\mathbf{c}}=\left[\Omega \mathbf{I}_{\mathbf{c}}\right]^{T}-\Omega \mathbf{I}_{\mathbf{c}}+\operatorname{tr}\left[\mathbf{I}_{\mathbf{c}}\right] \tilde{\omega} \tag{4.3.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathbf{M}}_{\mathbf{c}}=\mathbf{\Omega} \mathbf{J}_{\mathbf{c}}-\left[\Omega \mathbf{J}_{\mathbf{c}}\right]^{T} \tag{4.3.44}
\end{equation*}
$$

respectively. We shall refer to equation (4.3.44) as the tensor formulation of the generalized Euler equation of a rigid body rotational motion.

As we can see from equations (4.3.2) and (4.3.39) the torque vector $\mathbf{M}_{\mathbf{c}}$ has a simpler expression when it is defined in terms of the inertia tensor $\mathbf{I}_{\mathbf{c}}$. But, as in the case of the angular momentum tensor, the Euler tensor $\mathbf{J}_{\mathbf{o}}$ leads to a simpler equation for the definition of the torque tensor $\overline{\mathbf{M}}_{\mathbf{c}}$. This implies that for a vector formulation of the equations of rotational rigid body motion, the proper definition of the inertia tensor is given by equation (4.3.3). But, when a tensor formulation for the equations of rotational rigid body motion is required, then the proper definition of the inertia tensor is given by equation (4.3.4).

From the foregoing, to describe rotational rigid body motion within the Newtonian formulation, we can use either vector analysis or Cartesian tensor analysis. The two approaches are equivalent in the sense that the torque vector $\mathbf{M}_{\mathbf{c}}$ is the dual vector or vector invariant of the torque tensor $\tilde{\mathbf{M}}_{\mathbf{c}}$. Therefore, we can use either approach for describing the resultant (or external) torque of rigid body motion. But as we shall see in the following, in practical applications a tensor description of the resultant torque is to be preferred since it is computationally more efficient.

### 4.3.4 Computational Considerations

In the following, we shall assume that the angular velocity vector, $\omega$, the angular acceleration vector, $\dot{\boldsymbol{\omega}}$, and the angular acceleration tensor $\boldsymbol{\Omega}$ are available (their computation will be consider in Chapter 5) and we shall examine the computational cost of evaluating the vectors $\mathbf{F}_{\mathbf{c}}$ and $\mathbf{M}_{\mathbf{c}}$ which describe rigid body motion.

To compute the vector $\mathbf{F}_{\mathbf{c}}$ we need to evaluate equation (4.3.1). It is obvious that the computational burden of evaluating this equation results mainly from the computation of the vector $\ddot{\mathbf{r}}_{\mathbf{c}}$. From a computational point of view, in general computing the vector $\ddot{\mathbf{r}}_{\mathrm{c}}$ is similar to computing the vector $\ddot{\mathbf{r}}_{1}$ which is defined by either equation (4.2.20) or equation (4.2.24). Thus, to
compute the vector $\ddot{\mathbf{r}}_{\mathrm{c}}$ we can use equation (4.2.20) or equation (4.2.24). In the latter case we need to perform three vector cross product operations and two vector additions and this requires a total of 18 scalar multiplications and 15 scalar additions. In the former case we need to perform a matrix-vector multiplication and a vector addition requiring a total of 9 scalar multiplications and 9 scalar additions. To compute the torque vector $\mathbf{M}_{\mathbf{c}}$ we can use equation (4.3.2), or equation (4.3.44) which computes the torque tensor $\tilde{\mathbf{M}}_{\mathbf{c}}$ and then from that skew-symmetric tensor we can extract the vector $\mathbf{M}_{\mathbf{c}}$ by using the correspondence (3.3.31). In the first approach, i.e., using equation (4.3.2), we need to perform two matrix-vector multiplications, a vector cross product operation and a vector addition requiring a total of 24 scalar multiplications and 18 scalar additions. In the second approach, we can evaluate the torque vector $\mathbf{M}_{\mathbf{c}}$ with only 18 scalar multiplications (which can be reduced to 15 , if the symmetry of $\mathbf{J}_{\mathbf{c}}$ is taken into account) and 15 scalar additions. This is so, because there is no need to compute the complete matrix-matrix multiplication, which is involved in equation (4.3.44), since the tensor $\tilde{\mathbf{M}}_{\mathbf{c}}$ is skew-symmetric, and the extraction of its dual vector requires no computations.

From the foregoing, when vectors are used to describe the Newtonian formulation of rigid body motion, i.e., the vectors $\mathbf{F}_{\mathbf{c}}$ and $\mathbf{M}_{\mathbf{c}}$ are computed using equations (4.3.1), (4.2.24) and (4.3.2), we require a total of 45 scalar multiplications and 33 scalar additions. On the other hand, when Cartesian tensors are used to describe the Newtonian formulation of rigid body motion, i.e., equations (4.3.1), (4.2.20), (4.3.44) and (3.3.31) are used, a total of only 30 (or even 27) scalar multiplications and 24 scalar additions are need to evaluate the same vectors. Therefore, the tensor treatment of rigid body motion which is presented in this chapter reduces the computational cost of evaluating the equations of rigid body motion. This, obviously, has very important consequences for many practical problems of mechanics where the equations of rigid body motion is needed to be computed a number of times.

In the following chapters, we shall use this tensor treatment of rigid body motion to solve, in a computationally efficient manner, the three problems of robot dynamics: the problem of inverse dynamics, the problem of forward dynamics, and the linearization of the equations of motion of rigidlink open-chain robot manipulators.
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## Chapter 5

## Manipulator Inverse Dynamics

### 5.1 Introduction

Manipulator inverse dynamics, or simply inverse dynamics, is the calculation of the forces and/or torques required at a robot's joints in order to produce a given motion trajectory consisting of a set of joint positions, velocities and accelerations. The principal uses of inverse dynamics are in robot control and trajectory planning. In control applications computation of inverse dynamics is usually incorporated as an element of the feedback or feedforward path to convert positions, velocities and accelerations, computed according to some desired trajectory, into the joint generalized forces which will achieve those accelerations (e.g. see [1-4]). In trajectory planning, inverse dynamics can be used to check or ensure that a proposed trajectory can be executed without exceeding the actuators' limits [5-7]. Also, using certain time-scaling properties of inverse dynamics, we can facilitate minimum-time (or near minimum-time) trajectory planning [8]. Moreover, inverse dynamics are also taken into consideration in defining manipulability measures of robot arms. (Manipulability is usually expressed as a quantitative measure of a robot arm's manipulating ability in positioning and
orienting its end-effector [9]). Finally, as we shall see in the next chapter, computation of inverse dynamics is also used as a building block for constructing forward dynamics algorithms which are useful in performing dynamic simulations of robot arms.

Mathematically, the inverse dynamics problem (IDP) can be described by a vector equation of the form

$$
\begin{equation*}
\tau=\mathbf{f}(\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}}, \text { manipulator parameters }) \tag{5.1.1}
\end{equation*}
$$

where $\tau$ is the vector of the unknown generalized forces, $(\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}})$ denotes a given manipulator trajectory and the "manipulator parameters" are all those parameters which characterize the particular geometry and dynamics of a robot manipulator. Equation (5.1.1) is referred to as the dynamic model or the dynamic equation of a robot manipulator.

To derive equation (5.1.1), we can use well-established procedures from classical mechanics such as those based on the equations of Newton and Euler, Euler and Lagrange, Kane, etc. Intuitively, one would expect that all the different approaches of formulating this dynamic model should result in the same or equivalent equations. This, is in fact true. However, it is understandable that the choice of a particular procedure is important because it determines the nature of the analysis and the amount of effort needed to obtain these equations. But, otherwise, it is not important which procedure we choose because, as we shall see in this Chapter, different procedures can be formulated to lead to the same algorithm for solving the IDP.

It is known (from experience) that independent of which procedure we use to derive the dynamic model of a simple mechanical system, the vector function $\mathbf{f}$ is usually simple and thus it is possible to express it explicitly in terms of the system kinematic parameters (generalized positions, velocities and accelerations). But, unfortunately, this is extremely difficult for mechanical systems of the complexity of a robot manipulator for which the vector function $\mathbf{f}$ is known to be highly nonlinear and coupled. Although, based on symbolic manipulations, some explicit formulations for the function $\mathbf{f}$ have
been proposed [ 10,11 ], usually the function $f$ is obtained via a structured algorithm, i.e., the dynamic model of a robot manipulator is usually evaluated in stages. The results of each stage are a set of values for intermediate variables which are used in subsequent stages to evaluate other variables (or expressions). Depending on what we consider as intermediate variables and how we represent them, we can derive different algorithms for evaluating the dynamic model of a robot manipulator.

The computational complexity of different algorithms varies enormously and these differences are accounted for by the amount of calculation involved in evaluating the equations of motion via a prescribed set of intermediate variables. The key to efficient dynamics calculation is to find a set of common sub-expressions which will effectively be the intermediate variables to be calculated by the algorithm. This eliminates most of the repetition inherent in the equations of motion. Also, the representation (and thus the description) of the intermediate variables is important because, based on their representation other subsequent intermediate quantities may be formulated more efficiently. Furthermore, the structure of the computations is an other important factor, since they can lead us to closed-form or recursive algorithms. Finally, particular implementations (e.g., tabularization or customization) can be used to improve the computational efficiency of an algorithm which solves the IDP for a certain class of robotic manipulators.

In this Chapter, after a review of some basic methods proposed so far for solving the IDP, we shall apply Cartesian tensor theory for obtaining more efficient solutions for this fundamental problem of robotics. In particular, the outline of this Chapter is as follows : Section 5.2 contains a review of existing methods for solving the IDP; some "classical"' algorithms which have been derived from these methods are presented. Also, some observations are made about various issues concerning the computational efficiency of these algorithms. Section 5.3, presents two new algorithms for solving the IDP which are based on Cartesian tensors and use two different modeling
schemes. The computational complexity of these algorithms is analyzed and compared with that of other algorithms in the literature. In Section 5.4 it is demonstrated that the computational efficiency of an algorithm which solves the IDP is actually independent of the particular formulation from classical mechanics that is used for its derivation. Finally, Section 5.5 concludes this chapter.

### 5.2 Previous Results and General Observations on Manipulator Inverse Dynamics

An extensive literature exists on the subject of rigid-link manipulator dynamics in general and on manipulator inverse dynamics in particular. In this section, basic contributions on this subject will be mentioned and the "classical' computational algorithms for solving inverse dynamics will be presented.

The methods for computing inverse dynamics are usually classified with respect to the laws of mechanics on the basis of which the equations of motion are formed. Thus, one may distinguish methods based on the EulerLagrange, Newton-Euler, Kane's, d'Alembert's, and other equations. Among them, methods based on the Euler-Lagrange and Newton-Euler equations have gained popularity and, as a consequence, there are many algorithms available today that have been derived using these equations to obtain inverse dynamics. The Euler-Lagrange equations are popular because they are conceptually simple and the methods based on them can lead easily to closed-form algorithms which are attractive from both the dynamic modeling and control points of view. On the other hand, the Newton-Euler equations became popular because they led to computationally efficient recursive algorithms which could be used for real-time control applications and simulation. Besides these two commonly used formulations, in the past few years, researchers have also successfully used Kane's dynamical equations in
deriving efficient recursive algorithms for computing inverse dynamics.
In the following, we present a brief survey of the methods for solving the IDP based on the Euler-Lagrange, Newton-Euler and Kane's equations.

### 5.2.1 Formulations Based on Euler-Lagrange Equations

In the Lagrangian approach, to derive the dynamic equations of motion of a robot manipulator we first express the Lagrangian

$$
\begin{equation*}
\mathbf{L}=\Phi-\mathbf{P} \tag{5.2.1}
\end{equation*}
$$

where $\boldsymbol{\Phi}$ is the kinetic and $\mathbf{P}$ is the potential energy of the robot manipulator, in terms of the joint positions $q_{i}$ and velocities $\dot{q}_{i}$ (which are the generalized coordinates and their derivatives). In the early formulations, this was usually done in terms of homogeneous coordinates and the analysis was based on the following modeling scheme: The robot manipulator is considered to be an ideally connected, open-loop, serial-chain of rigid bodies. When frictional forces at the joints are to be considered, we compute them based on the joint velocities and add them directly to the joint generalized forces. Based on this modeling scheme and using the principle of superposition, the kinetic energy of a robotic manipulator can be computed as follows:.

The kinetic energy $\boldsymbol{\Phi}_{i}$ of the $i$-th link of a manipulator, is written in the form

$$
\begin{equation*}
\boldsymbol{\Phi}_{i}=\frac{1}{2} \sum_{j=1}^{i} \sum_{k=1}^{i} \operatorname{tr}\left[\frac{\partial \mathbf{W}_{i}}{\partial q_{j}} \mathbf{J}_{i}^{i} \frac{\partial \mathbf{W}_{i}^{T}}{\partial q_{k}} \dot{q}_{j} \dot{q}_{k}\right] \tag{5.2.2}
\end{equation*}
$$

where $\mathrm{J}_{i}^{i}$ is the $p$ seudo-inertia tensor of the $i$-th link with respect to the origin of the $i$-th link coordinate system expressed in $i$-th coordinates. The pseudo-tensor $\mathbf{J}_{i}^{i}$ is defined by the equation

$$
\begin{equation*}
\mathbf{J}_{i}^{i}=\int_{\text {link } i} \mathbf{r}_{i}^{i} \mathrm{r}_{i}^{i^{\tau}} d m \quad\left(\equiv \int_{\text {link } i} \mathrm{r}_{i}^{i} \otimes \mathrm{r}_{i}^{i} d m\right) \tag{5.2.3a}
\end{equation*}
$$

where $\mathbf{r}_{i}^{i}$ is a four dimensional homogeneous vector (see Chapter 2) which denotes the position of a point mass $d m$ relative to the origin of the $i$-th link coordinate system expressed in $i$-th coordinates. In terms of three dimensional vectors equation (5.2.3a) can be written as

$$
\mathbf{J}_{i}^{i}=\left[\begin{array}{ccc}
\mathbf{J}_{\mathbf{o}_{i}}^{i} & m_{i} \mathbf{r}_{i, i}^{i}  \tag{5.2.3b}\\
\hdashline & - \\
m_{i} \mathbf{r}_{i, i}^{i} & m_{i}
\end{array}\right]=\left[\begin{array}{lll}
\mathbf{J}_{\mathbf{C}_{i}}^{i}+m_{i} \mathbf{r}_{i, i}^{i} \otimes \mathbf{r}_{i, i}^{i} & m_{i} \mathbf{r}_{i, i}^{i} \\
\hdashline m_{i} \mathbf{r}_{i, i}^{i^{T}} & & m_{i}
\end{array}\right]
$$

where $\mathrm{J}_{\mathbf{o}_{i}}^{i}$ is the Euler inertia tensor (see Chapter 4) of the $i$-th link.
Using the above formulation for the kinetic energy of the $i$-th link and the principle of superposition, the total kinetic energy of a manipulator is computed by using the equation

$$
\begin{equation*}
\boldsymbol{\Phi}=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1 k=1}^{i} \sum_{t r}^{i}\left[\frac{\partial \mathbf{W}_{i}}{\partial q_{j}} \mathbf{J}_{i}^{i} \frac{\partial \mathbf{W}_{i}^{T}}{\partial q_{k}} \dot{q}_{j} \dot{q}_{k}\right] . \tag{5.2.4}
\end{equation*}
$$

The potential energy $\mathbf{P}$ of a manipulator, which is equal to the work required to transport the mass center of each link from a reference plane to a given position, can be written as

$$
\begin{equation*}
\mathbf{P}=\text { constant }-\sum_{j=1}^{n} m_{j} \mathbf{g}^{T} \mathbf{r}_{0, j} \tag{5.2.5a}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{P}=\text { constant }-\sum_{j=1}^{n} m_{j} \mathbf{g}^{T} \mathbf{W}_{j} \mathbf{r}_{j, j}^{j} \tag{5.2.5b}
\end{equation*}
$$

where $\mathbf{g}, \mathbf{W}_{j}$ and $\mathbf{r}_{j, j}^{j}$ are all expressed in homogeneous coordinates.' Now, based on these expressions for the kinetic and potential energy, we can define the Lagrangian $L$ of a robot manipulator in terms of the generalized
coordinates. Then, the Lagrangian is substituted into the Euler-Lagrange equation

$$
\begin{equation*}
\tau_{i}=\frac{d}{d t} \frac{\partial \mathbf{L}}{\partial \dot{q}_{i}}-\frac{\partial \mathbf{L}}{\partial q_{i}} \tag{5.2.6}
\end{equation*}
$$

which is expanded by symbolic differentiation to give the generalized forces (joint forces and torques) $\tau_{i}, i=1,2, \cdots, n$, in terms of the generalized joint positions, velocities and accelerations.

The first results on dynamic analysis of robotic mechanisms based on the Lagrangian formulation were reported by J. J. Uicker [12]. He was concerned with the dynamic analysis of joint-connected systems of arbitrary structure and with an arbitrary number of closed kinematic chains. Uicker's method was later modified by Kahn [13] to include open-loop mechanisms. The Uicker/Kahn method leads to the following set of equations

$$
\begin{align*}
\tau_{i} & =\sum_{j=i}^{n}\left\{\sum_{k=1}^{j}\left[\operatorname{tr}\left(\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{j}^{j} \frac{\partial \mathbf{W}_{j}^{T}}{\partial q_{i}}\right)\right] \ddot{q}_{k}\right. \\
& \left.+\sum_{k=1 l=1}^{j} \sum_{t r}^{j}\left[\operatorname{tr}\left(\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{j}^{j} \frac{\partial^{2} \mathbf{W}_{j}^{T}}{\partial q_{k} \partial q_{l}}\right) \dot{q}_{k} \dot{q}_{l}\right]-m_{j} \mathbf{g}^{T} \frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j, j}^{j}\right\} \tag{5.2.7}
\end{align*}
$$

where $i=1,2, \cdots, n$. These equations can be put into a more compact vector-tensor notation as

$$
\begin{equation*}
\tau=\mathbf{D}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})+\mathbf{G}(\mathbf{q}) \tag{5.2.8}
\end{equation*}
$$

where
$\tau \quad$ is the vector of generalized forces
$\mathbf{q}(\dot{\mathbf{q}}, \ddot{\mathbf{q}}) \quad$ is the vector of joint positions (velocities, accelerations)
$\mathbf{D}(\mathbf{q}) \quad$ is the generalized inertia tensor of the manipulator
$\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}) \quad$ is a vector containing the Coriolis and centrifugal forces, and
$\mathbf{G}(\mathbf{q}) \quad$ is the gravity force vector

Equation (5.2.8) is obviously non-recursive and is referred to as the closedform dynamic robot model. As has been estimated in [14], equation (5.2.7) (or equation (5.2.8)) has $o\left(n^{4}\right)$ computational complexity, where $n$ is the number of links or the number of degrees-of-freedom for a serial-type manipulator to which the algorithm is applied. In particular, for a 6 degrees-offreedom manipulator the evaluation of the generalized forces at a trajectory point using the Uicker/Kahn algorithm requires 66,271 scalar multiplications and 51,548 scalar additions. This led some researchers to consider simplifications in the dynamical equations, namely, ignoring the Coriolis and centrifugal forces (Paul [15], Bejczy [16]). However, since simplifications of this nature are justifiable only for slow movements of the manipulator [17], this approach was soon abandoned. Another approach for reducing the computational complexity was considered by Albus [18] and Raibert [19]. They proposed a table look-up method, whereby all the configuration dependent terms in the dynamical equations were computed in advance and tabulated for discrete points on the trajectory. Because of the large memory requirements involved in this approach, Horn and Raibert [20] proposed yet another method in which only the position dependent terms where tabulated. However, besides memory requirements, tabular methods have other serious limitations such as poor accuracy of the trajectory, due to interpolation between the stored discrete points. Moreover, the requirement that the trajectory has to be known in advance makes such methods unattractive because this obviously prevents their applicability to robots working in a dynamically changing environment.

Soon it was realized that inverse dynamics for open-loop manipulators with a simple kinematic chain structure, could be analyzed more effectively using recursive methods. In this approach, the task is first broken down into a
number of partially ordered steps. In each step a number of intermediate variables are evaluated. The value of each variable is determined by the application of a formula to each link in turn. Where possible and appropriate, the formula defines the quantity of interest for the link in question in terms of that quantity for one or more of the link's immediate neighbors, and in this case the formula is known [36] as a recurrence relation. At the end, these steps are stated in the form of a recursive algorithm which solves the problem of inverse dynamics.

Waters [21] was the first to notice that the equation (5.2.7) of the generalized forces could be written in the following form

$$
\begin{equation*}
\tau_{i}=\sum_{j=i}^{n}\left[t r\left(\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{j}^{j} \ddot{\mathbf{W}}_{j}^{T}\right)-m_{j} \mathbf{g}^{T} \frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j j}^{j}\right], i=1, \cdots, n . \tag{5.2.9}
\end{equation*}
$$

where

$$
\ddot{\mathbf{W}}_{j}=\sum_{k=1}^{j} \frac{\partial \mathbf{W}_{j}}{\partial q_{k}} \ddot{\mathbf{q}}_{k}+\sum_{k=1 l=1}^{j} \sum^{j} \frac{\partial^{2} \mathbf{W}_{j}}{\partial q_{k} \partial q_{l}} \dot{\mathbf{q}}_{k} \dot{\mathbf{q}}_{l}
$$

Equation (5.2.9) allows one to take advantage of the following kinematic recurrence relations

$$
\begin{align*}
& \mathbf{W}_{i}=\mathbf{W}_{i-1} \mathbf{A}_{i}  \tag{5.2.10a}\\
& \dot{\mathbf{W}}_{i}=\dot{\mathbf{W}}_{i-1} \mathbf{A}_{i}+\mathbf{W}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \dot{q}_{i}  \tag{5.2.10b}\\
& \ddot{\mathbf{W}}_{i}=\ddot{\mathbf{W}}_{i-1} \mathbf{A}_{i}+2 \dot{\mathbf{W}}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \dot{q}_{i}+\mathbf{W}_{i-1} \frac{\partial^{2} \mathbf{A}_{i}}{\partial q_{i}^{2}} \dot{q}_{i}^{2}+\mathbf{W}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \ddot{q}_{i}
\end{align*}
$$

for efficiently computing the homogeneous transformations and their time derivatives. Therefore, based on these equations, Waters proposed a recursive algorithm for solving inverse dynamics which has computational
complexity $o\left(n^{2}\right)$. In terms of scalar multiplications and additions, for $n=6$, Waters' algorithm [14] requires 7051 multiplications and 5652 additions. Later on, by introducing the following dynamic recurrence relations,

$$
\begin{equation*}
\mathbf{D}_{i}=\mathrm{J}_{i}^{i} \ddot{\mathbf{W}}_{i}^{T}+\mathbf{A}_{i+1} \mathbf{D}_{i+1} \quad\left(=\sum_{j=i}^{n} \mathbf{W}_{j} \mathbf{J}_{j}^{j} \ddot{\mathbf{w}}_{j}^{T}\right) \tag{5.2.11a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{c}_{i}^{i}=\mathbf{c}_{i}^{i}+\mathbf{A}_{i+1} \mathbf{c}_{i+1}^{i+1} \quad\left(=\sum_{j=i}^{n} m_{j}^{i} \mathbf{W}_{j} \mathbf{r}_{j, j}^{j}\right) \tag{5.2.11b}
\end{equation*}
$$

Hollerbach [14] proposed modifications to Water's algorithm which led to a complete recursive algorithm for implementing equation (5.2.9). Hollerbach's algorithm, formulated in the notation of this monograph, can be stated as follows:

## ALGORITHM 5.1

## Step 0: Initialization

$$
\mathbf{W}_{0}=\mathbf{I}, \quad \dot{\mathbf{W}}_{0}=0, \quad \ddot{\mathbf{W}}_{0}=0, \quad \mathbf{A}_{n+1}=0
$$

Step 1: Outward Recursion:- $i=1, n$

$$
\begin{align*}
& \mathbf{W}_{i}=\mathbf{W}_{i-1} \mathbf{A}_{i}  \tag{5.2.12a}\\
& \dot{\mathbf{W}}_{i}=\dot{\mathbf{W}}_{i-1} \mathbf{A}_{i}+\mathbf{W}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \dot{q}_{i}  \tag{5.2.12b}\\
& \ddot{\mathbf{W}}_{i}=\ddot{\mathbf{W}}_{i-1} \mathbf{A}_{i}+2 \dot{\mathbf{W}}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \dot{q}_{i}+\mathbf{W}_{i-1} \frac{\partial^{2} \mathbf{A}_{i}}{\partial q_{i}^{2}} \dot{q}_{i}^{2}+\mathbf{W}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \ddot{q}_{i} \tag{5.2.12c}
\end{align*}
$$

Step 2: Inward Recursion :- $i=n, 1$

$$
\begin{align*}
\mathbf{D}_{i} & =\mathbf{J}_{i}^{i} \ddot{\mathbf{W}}_{i}^{T}+\mathbf{A}_{i+1} \mathbf{D}_{i+1}  \tag{5.2.13a}\\
\mathbf{c}_{i}^{i} & =m_{i} \mathbf{r}_{i, i}^{i}+\mathbf{A}_{i+1} \boldsymbol{c}_{i+1}^{i+1}  \tag{5.2.13b}\\
\tau_{i} & =\operatorname{tr}\left(\frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{D}_{i}\right)-\mathbf{g} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{c}_{i}^{i} \tag{5.2.13c}
\end{align*}
$$

## end

For its implementation, Algorithm 5.1 requires $830 n-592$ scalar multiplications and $675 n-464$ scalar additions. Hence, Algorithm 5.1 has $o(n)$ computational complexity, but is still computationally inefficient for real-time applications, since, for $n=6$ it requires 4388 multiplications and 3586 additions. However, it was noticed by Hollerbach that the computational inefficiency of this algorithm resulted from the fact that homogeneous transformations are used to describe general rigid body motion. Therefore, using rotation tensors and three dimensional vectors to describe rigid body displacements, equation (5.2.9) can be written as follows $\dagger$ :

$$
\begin{align*}
\tau_{i}= & \sum_{j=i}^{n}\left\{\operatorname { t r } \left[m_{j} \frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}} \ddot{\mathbf{s}}_{0, j}^{T}+\frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}}\left(\mathbf{n}_{j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{n}_{j}^{j} \ddot{\mathbf{s}}_{0, j}^{T}\right.\right. \\
& \left.\left.+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right]-m_{j} \mathbf{g} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{r}_{i, j}^{i}\right\}, \quad i=1, \cdots, n \tag{5.2.14}
\end{align*}
$$

[^4]where $\mathbf{n}_{j}^{j}=m_{j} \mathbf{r}_{j, j}^{j}$ and $\mathbf{W}_{j}$ now denotes a rotational tensor and not a homogeneous transformation. Based on this equation, Hollerbach proposed another algorithm which has basically the same recursive structure as Algorithm 5.1 and can be stated as follows:

## ALGORITHM 5.2

Step 0: Initialization

$$
\mathbf{W}_{0}=\mathbf{I}, \quad \dot{\mathbf{W}}_{i}=0, \quad \ddot{\mathbf{W}}_{i}=0, \ddot{\mathbf{s}}_{0, i}=0, \mathbf{n}_{i}^{i}=m_{i} \mathbf{r}_{i, i}^{i}, \quad \mathbf{A}_{n+1}=0, \quad \mathbf{e}_{n+1}=0
$$

Step 1: Outward Recursion:- $i=1, n$

$$
\begin{align*}
& \mathbf{W}_{i}=\mathbf{W}_{i-1} \mathbf{A}_{i}  \tag{5.2.15a}\\
& \dot{\mathbf{W}}_{i}=\dot{\mathbf{W}}_{i-1} \mathbf{A}_{i}+\mathbf{W}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \dot{q}_{i}  \tag{5.2.15b}\\
& \ddot{\mathbf{W}}_{i}=\ddot{\mathbf{W}}_{i-1} \mathbf{A}_{i}+2 \dot{\mathbf{W}}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \dot{q}_{i}+\mathbf{W}_{i-1} \frac{\partial^{2} \mathbf{A}_{i}}{\partial q_{i}^{2}} \dot{q}_{i}^{2}+\mathbf{W}_{i-1} \frac{\partial \mathbf{A}_{i}}{\partial q_{i}} \ddot{q}_{i}  \tag{5.2.15c}\\
& \ddot{\mathbf{s}}_{0, i}=\ddot{\mathbf{s}}_{0, i-1}+\ddot{\mathbf{W}}_{i-1} \mathbf{s}_{i-1, i}^{i-1} \tag{5.2.15d}
\end{align*}
$$

Step 2: Inward Recursion :- $i=n, 1$

$$
\begin{align*}
\mathbf{e}_{i} & =\mathbf{e}_{i+1}+m_{i} \ddot{\mathbf{s}}_{0, i}^{T}+\mathbf{n}_{i}^{i^{T}} \ddot{\mathbf{w}}_{i}^{T}  \tag{5.2.16a}\\
\mathbf{D}_{i} & =\mathbf{A}_{i+1} \mathbf{D}_{i+1}+\mathrm{s}_{i, i+1}^{i} \mathbf{e}_{i+1}+\mathbf{n}_{i}^{i} \ddot{\mathbf{s}}_{0, i}^{T}+\mathbf{J}_{\mathbf{o}_{i}}^{i} \ddot{\mathbf{w}}_{i}^{T}  \tag{5.2.16b}\\
\mathbf{c}_{i}^{i} & =m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1} \mathbf{s}_{i, i+1}^{i}+\mathbf{A}_{i+1} \mathbf{c}_{i+1}^{i+1}  \tag{5.2.16c}\\
\tau_{i} & =\operatorname{tr}\left(\frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{D}_{i}\right)-\mathbf{g}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{c}_{i}^{i} \tag{5.2.16d}
\end{align*}
$$

end

For its implementation $\dagger$, Algorithm 5.2 requires $412 n-277$ scalar multiplications and $675 n-201$ scalar additions, which for $n=6$ gives 2195 scalar multiplications and 1719 scalar additions, and this is a significant improvement over Algorithm 5.1.

Besides the effects of homogeneous descriptions, it was soon realized that the structure of the kinematic and dynamic recurrence relations have a direct effect on the computational complexity of recursive as well as closedform manipulator dynamics algorithms. In particular, it was realized that the structure of the kinematic and dynamic recurrence relations depends on the particular modeling scheme which is used for deriving the equations of motion. As result of this, modeling schemes which are based on the ideas of augmented and generalized links $[22,23]$ were proposed. The ideas of generalized and augmented links surface quite naturally in the modeling schemes of joint connected mechanisms and were first introduced (in 1906) in the underlying modeling scheme of mechanical systems with a tree topology [22].

One of the advantages of using the concepts of augmented and generalized links in robotics is that they lead to efficient recurrent relations for computing the coefficients of the generalized inertia tensor $\mathbf{D}(\mathbf{q})$ of a robot manipulator. Therefore, in solving the IDP of a robot manipulator based on the Lagrangian approach, the concepts of augmented and generalized links are best utilized when the equations of motion are described by the closed-form equation

$$
\begin{equation*}
\tau_{i}(t)=\sum_{j=1}^{n} d_{i, j} \ddot{q}_{j}+\sum_{j=1 k=1}^{n} \sum_{j}^{n} \dot{q}_{j} c_{j, k}(i) \dot{q}_{k}+G_{i} \quad i=1,2, \cdots, n \tag{5.2.17}
\end{equation*}
$$

[^5]where $d_{i, j}$ are the coefficients of the generalized inertia tensor,
\[

$$
\begin{equation*}
c_{j, k}(i)=\frac{1}{2}\left[\frac{\partial d_{i, j}}{\partial q_{k}}+\frac{\partial d_{i, k}}{\partial q_{j}}-\frac{\partial d_{j, k}}{\partial q_{i}}\right] \tag{5.2.18}
\end{equation*}
$$

\]

are the centrifugal and Coriolis coefficients, defined using Christoffel symbols, and $G_{i}$ are the gravitational coefficients. Renaud [24] was among the first to use these ideas for solving the IDP. In particular, he proposed [24] an iterative analytical procedure for computing the generalized inertia tensor D(q) but, he did not work out the partial derivatives which are involved in the Christoffel symbols for the case of general manipulators. Instead, to demonstrate his approach, Renaud proposed a customized algorithm for computing the IDP for a simple 6 degrees-of-freedom revolute joint manipulator. Following Renaud's approach, Vukobratovic et al., [25] proposed the following analytical expressions for computing the coefficients of equation (5.2.17)

$$
\begin{align*}
d_{i, j} & =\mathbf{z}_{i}^{T} \mathbf{E}_{\mathbf{o}_{i}} \mathbf{z}_{j}+\mathbf{z}_{i}^{T}\left(\mathbf{U}_{\mathbf{o}_{i}} \times\left(\mathbf{z}_{j} \times \mathbf{s}_{j, i}\right)\right)  \tag{5.2.19a}\\
c_{i, k}(j) & =\mathbf{z}_{j}^{T}\left(\mathbf{z}_{i} \times\left(\mathbf{E}_{\mathbf{o}_{\mathbf{i}}}-\left(\frac{1}{2} \operatorname{tr} \mathbf{E}_{\mathbf{o}_{\mathbf{i}}} 1\right) \mathbf{z}_{k}\right)+\mathbf{z}_{j}^{T} \mathbf{s}_{j, i} \times\left(\mathbf{z}_{k} \times\left(\mathbf{z}_{i} \times \mathbf{U}_{\mathbf{o}_{\mathbf{i}}}\right)\right)\right.  \tag{5.2.19b}\\
G_{i} & =\mathbf{z}_{i}^{T}\left(\mathbf{r}_{i, i} \times\left(\bar{m}_{i} \mathbf{g}\right)\right) \tag{5.2.19c}
\end{align*}
$$

where, $\mathbf{E}_{\mathbf{o}_{\mathbf{i}}}$ denotes the inertia tensor of the $i$-th generalized link and is computed recursively using the equation

$$
\begin{align*}
\mathbf{E}_{\mathbf{o}_{\mathbf{i}}} & =\mathbf{E}_{\mathbf{o}_{i+1}}+\left(2 \mathbf{U}_{\mathbf{o}_{i+1}}^{T} \mathbf{s}_{i, i+1}\right) \mathbf{1 - \mathbf { s } _ { i , i + 1 }} \mathbf{U}_{\mathbf{o}_{\mathbf{i + 1}}^{T}}^{T}-\mathbf{U}_{\mathbf{o}_{\mathbf{i}+1}} \mathbf{s}_{i, i+1}^{T} \\
& +\mathbf{I}_{\mathbf{o}_{\mathbf{i}}}+\bar{m}_{i+1}\left(\mathbf{s}_{i, i+1}^{T} \mathbf{s}_{i, i+1} \mathbf{1 - \mathbf { s } _ { i , i + 1 }} \mathbf{s}_{i, i+1}^{T}\right), \quad i=n-1, \cdots, 1 \tag{5.2.20a}
\end{align*}
$$

and $\mathbf{U}_{\mathbf{o}_{\mathbf{i}}}$ is the first moment of the $i$-th generalized link and is defined recursively by the equation

$$
\begin{equation*}
\mathbf{U}_{\mathbf{o}_{\mathbf{i}}}=\mathbf{U}_{\mathbf{o}_{\mathbf{i}+1}}+\bar{m}_{i+1} \mathbf{s}_{i, i+1}+m_{i} \mathbf{r}_{i, i} \tag{5.2.20b}
\end{equation*}
$$

Based on these equations, they proposed a recursive algorithm for solving the IDP of a robot manipulator with all joints of revolute type which for its evaluation requires $3 / 2 n^{3}+35 / 2 n^{2}+9 n-36$ scalar multiplications and $7 / 6 n^{3}+23 / 2 n^{2}+64 / 2 n-28$ scalar additions. However, for its implementation when $n=6$, this algorithm requires 992 scalar multiplications and 776 scalar additions, and thus it is more efficient that Hollerbach's algorithms.

### 5.2.2 Formulations Based on Newton-Euler Equations

In the Newton-Euler approach, a general motion of a rigid body is considered to result from the superposition of two independent motions; namely a pure translational motion of a point (usually its center of mass) and a pure rotational motion about that point. The translational motion is then described by Newton's equation (or Newton's second law) which is symbolically stated as

$$
\begin{equation*}
\mathbf{F}_{\mathbf{c}}=m \ddot{\mathbf{r}}_{c} \tag{5.2.21}
\end{equation*}
$$

where $\mathbf{F}_{c}$ is the total external (or resultant) force acting on the rigid body, $m$ is the mass of the rigid body and $\mathbf{r}_{c}$ is the absolute linear acceleration of its center of mass. The rotational motion is described by Euler's equation which is symbolically stated as

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}}=\mathbf{I}_{c} \cdot \dot{\boldsymbol{\omega}}+\boldsymbol{\omega} \times \mathbf{I}_{c} \cdot \boldsymbol{\omega} \tag{5.2.22}
\end{equation*}
$$

where $\mathbf{M}_{c}$ is the total external (or resultant) torque about the center of mass, $\mathbf{I}_{c}$ is the inertia tensor of the body about its center of mass and $\boldsymbol{\omega}(\dot{\boldsymbol{\omega}})$ is the angular velocity (acceleration) of the body. Therefore, in solving the IDP for rigid-link robot manipulators following the Newton-Euler approach, these two equations are applied to each link and the resulting equations are combined with constraint equations from the joints in such a way as to give the joint generalized forces in terms of the joint acceleration. Methods based on this approach were originally developed to describe multi-body satellite and spacecraft dynamics [27]. One of the earliest applications of the Newton-

Euler dynamic equations to robotic systems may be found, among others, in the work of Stepanenko and Vucobratovic [28], Vucobratovic [29], Ho [30] and Hughes [31]. However, algorithms based on these methods, as in the case of the Uicker/Kahn method of the Lagrangian formulation, are computationally very inefficient. These early formulations led to closed-form algorithms which have computational complexity $o\left(n^{3}\right)$ or in some cases even $o\left(n^{4}\right)[14,25]$.

A more efficient method was proposed by Orin et al. [32] by introducing link coordinate systems. Using relationships between moving coordinate systems, they were able to achieve more efficient kinematic recurrence relations for computing velocities and accelerations and dynamic recurrence relations for computing forces and torques. Based on these relations, they derived an algorithm which has computational complexity $o\left(n^{2}\right)$. However, in this method, the basic equations of motion for each link are expressed in the inertial coordinate system and this involves unnecessary coordinate transformations. Luh, Walker and Paul [33], modified this method by expressing the equations of motion in link coordinate systems instead of the inertial coordinate system. The approach proposed by Luh, Walker and Paul is probably the best one for deriving recursive algorithms to compute manipulator inverse dynamics. This approach can be outlined as follows: Based on moving coordinate systems, kinematic recurrence relations are used to compute velocities and accelerations from the base of the manipulator to the end-effector, link-by-link. Then dynamic recurrence relations are used to compute forces and torques from the end-effector back to the base of the manipulator. In this process, because of the nature of these recurrence relations, the generalized forces are computed by simple projections of vector quantities onto the joint axes. From this outline, it is obvious that only the information needed to characterize rigid-body movements are computed and many duplications in the computations are avoided. Based on this approach, Luh, Walker and Paul proposed a recursive algorithm which for its implementation requires $150 n-48$ scalar multiplications and $131 n-48$ scalar
additions, so that for $n=6$ this algorithm requires 852 scalar multiplications and 738 scalar additions [14]. A modified version of this algorithm is as follows:

## ALGORITHM 5.3

## Step 0: Initialization

$$
\begin{aligned}
& \sigma_{i}=\left\{\begin{array}{l}
1 \text { revolute } i \text {-th joint } \\
0 \text { prismatic } i \text {-th joint }
\end{array}, \quad q_{i}=\left\{\begin{array}{l}
\theta_{i} \text { revolute } i \text {-th joint } \\
d_{i} \text { prismatic } i \text {-th joint }
\end{array}\right.\right. \\
& \boldsymbol{\omega}_{0}^{0}=0, \dot{\omega}_{0}^{0}=0, \ddot{\mathbf{s}}_{0,0}^{0}=-\mathbf{g}, \quad \mathbf{A}_{n+1}=0, \quad \mathbf{z}_{i}^{i}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{T}
\end{aligned}
$$

Step 1: Forward recursion :- For $i=0, n-1$ do

$$
\begin{align*}
\omega_{i+1}^{i+1} & =\mathbf{A}_{i+1}^{T} \omega_{i}^{i}+\sigma_{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}  \tag{5.2.23a}\\
\dot{\omega}_{i+1}^{i+1} & =\mathbf{A}_{i+1}^{T} \dot{\omega}_{i}^{i}+\sigma_{i+1}\left[\mathbf{A}_{i+1}^{T} \omega_{i}^{i} \times \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i+1} \ddot{q}_{i+1}\right]  \tag{5.2.23b}\\
\ddot{\mathbf{s}}_{0, i+1}^{i+1} & =\mathbf{A}_{i+1}^{T}\left[\mathbf{s}_{0, i}^{i}+\dot{\omega}_{i}^{i} \times \mathbf{s}_{i, i+1}^{i}+\omega_{i}^{i} \times\left(\omega_{i}^{i} \times \mathbf{s}_{i, i+1}^{i}\right)\right] \\
& +\left(1-\sigma_{i+1}\right)\left[2 \omega_{i}^{i+1} \times \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i+1} \ddot{q}_{i+1}\right]  \tag{5.2.23c}\\
\ddot{\mathbf{r}}_{0, i+1}^{i+1} & =\dot{\omega}_{i+1}^{i+1} \times \mathbf{r}_{i+1, i+1}^{i+1}+\omega_{i+1}^{i+1} \times\left(\omega_{i+1}^{i+1} \times \mathbf{r}_{i+1, i+1}^{i+1}\right)+\ddot{\mathbf{s}}_{0, i+1}^{i+1}  \tag{5.2.23d}\\
\mathbf{F}_{\mathbf{c}_{i+1}+1}^{i+1} & =m_{i+1} \ddot{\mathbf{r}}_{0, i+1}^{i+1}  \tag{5.2.23e}\\
\mathbf{M}_{\mathbf{c}_{i+1}^{i+1}}^{i+1} & =\mathbf{I}_{\mathbf{c}_{i+1}^{i+1}}^{i+1} \dot{\omega}_{i+1}^{i+1}+\omega_{i+1}^{i+1} \times \mathbf{I}_{\mathbf{c}_{i+1}}^{i+1} \omega_{i+1}^{i+1} \tag{5.2.23f}
\end{align*}
$$

Step 2 : Backward recursion :- For $i=n, 1$ do

$$
\begin{align*}
\mathbf{f}_{i}^{i} & =\mathbf{A}_{i+1} \mathbf{f}_{i+1}^{i+1}+\mathbf{F}_{\mathrm{c}_{\mathbf{i}}}^{i}  \tag{5.2.24a}\\
\eta_{i}^{i} & =\mathbf{M}_{\mathbf{c}_{i}}^{i}+\mathrm{s}_{i, i+1}^{i} \times \mathbf{A}_{i+1} \mathbf{f}_{i+1}^{i+1}+\mathbf{r}_{i, i}^{i} \times \mathbf{F}_{\mathrm{c}_{i}}^{i}+\mathbf{A}_{i+1} \eta_{i+1}^{i+1}  \tag{5.2.24b}\\
\tau_{i} & =\sigma_{i}\left(\eta_{i}^{i} \mathbf{z}_{i}^{i}\right)+\left(1-\sigma_{i}\right)\left(\mathbf{f}_{i}^{i} \cdot \mathbf{z}_{i}^{i}\right) \tag{5.2.24c}
\end{align*}
$$

end

The algorithm by Luh,Walker and Paul has $o(n)$ computational complexity and is far more efficient than Algorithm 5.2 which also has $o(n)$ computational complexity, but is derived using the Lagrangian formulation. The difference in the computational complexity of these two algorithms sparked a debate about which of the two formulations, i.e., the Lagrangian or the Newton-Euler, leads to more efficient computational algorithms for solving the IDP. For some time it was believed, due to a lack of deeper understanding of the mathematical representations used to describe the equations of motion, that the algorithms derived from the Newton-Euler formulation were computationally more efficient than those derived using the Lagrangian formulation. Finally, Silver [35] resolved the issue by showing that both formulations are equivalent, in the sense that the Lagrangian formulation will yield a similar algorithm to that obtained using the Newton-Euler formulation, if an equivalent representation of angular velocity is employed.

In the following, we shall briefly review two other methods which are based on Newton-Euler equations but are somehow different from those reviewed so far. The main differences in these two methods, which have been proposed by Featherstone [36] and Rodriguez [37], are that in the kinematic and dynamic analysis of the equations of motion, spatial notation and spatial algebra have been used. The spatial notation is based on the use of 6 -dimensional vectors, called spatial vectors, to represent the combined linear and angular components of physical quantities involved in rigid body dynamics, and $6 \times 6$ matrices to represent the inertia tensors of rigid bodies. The basic advantage of using spatial notation in the dynamic analysis of rigid body systems is that it reduces the number of quantities and the number of equations required to express and solve various problems associated with the motion of such systems. In the following (and only for this section), symbols with a hat ( ${ }^{\wedge}$ ) over them denote spatial quantities. Spatial algebra is based on spatial operations (defined on spatial quantities) which are usually implemented using operations of standard vector and matrix algebra.

In Featherstone's analysis [36], spatial vectors are defined in terms of Plucker coordinates and thus spatial algebra is similar to that of screw and motors. Also, spatial tensors, say the spatial tensor of the $i$-th link about the origin $\mathrm{o}_{i}$ of the $i$-th coordinate system, are defined by an equation of the form

$$
\hat{\mathbf{I}}_{\mathbf{o}_{i}}=\left[\begin{array}{cc}
-m_{i} \tilde{\mathbf{r}}_{i, i} & m_{i} \mathbf{1}  \tag{5.2.25}\\
\mathbf{I}_{\mathbf{c}_{i}}-m_{i} \tilde{\mathbf{r}}_{i, i} \tilde{\mathbf{r}}_{i, i} & m_{i} \tilde{\mathbf{r}}_{i, i}
\end{array}\right]=\left[\begin{array}{cc}
-m_{i} \tilde{\mathbf{r}}_{i, i} & m_{i} 1 \\
\mathbf{I}_{\mathbf{o}} & m_{i} \tilde{\mathbf{r}}_{i, i}
\end{array}\right]
$$

Based on Newton-Euler equations, and using spatial quantities, Featherstone proposed [36] the following algorithm for computing the IDP which has the same structure as that of the ones mentioned so far.

## ALGORITHM 5.4

## Step 0 : Initialization

$$
\hat{\mathbf{v}}_{0}=\hat{\mathbf{a}}_{0}=\hat{\mathbf{f}}_{n+1}^{n+1}=\hat{0}
$$

Step 1 : Forward recursion :- For $\boldsymbol{i}=1, \boldsymbol{n}$ do

$$
\begin{align*}
& \hat{\mathbf{v}}_{i}^{i}=\hat{\mathbf{X}}_{i-1}^{i} \hat{\mathbf{v}}_{i-1}^{i-1}+\hat{\mathbf{s}}_{i}^{i} \dot{q}_{i}  \tag{5.2.26a}\\
& \hat{\mathbf{a}}_{i}^{i}=\hat{\mathbf{X}}_{i-1}^{i} \hat{\mathbf{a}}_{i-1}^{i-1}+\hat{\mathbf{v}}_{i}^{i} \times \hat{\mathbf{s}}_{i}^{i} \dot{q}_{i}+\hat{\mathbf{s}}_{i}^{i} \ddot{q}_{i}  \tag{5.2.26b}\\
& \hat{\mathbf{F}}_{i}^{i}=\hat{\mathbf{I}}_{\mathbf{o}_{i}}^{i} \hat{\mathbf{a}}_{i}^{i}+\hat{\mathbf{v}}_{i}^{i} \times \hat{\mathbf{I}}_{\mathbf{o}_{i}}^{i} \hat{\mathbf{v}}_{i}^{i} \tag{5.2.26c}
\end{align*}
$$

Step 2: Backward recursion :- For $\boldsymbol{i}=\boldsymbol{n}, 1$ do

$$
\begin{align*}
\hat{\mathbf{f}}_{i}^{i} & =\hat{\mathbf{X}}_{i+1}^{i} \hat{\mathbf{f}}_{i+1}^{i+1}+\hat{\mathbf{F}}_{i}^{i}  \tag{5.2.27a}\\
\tau_{i} & =\hat{\mathbf{s}}_{i}^{i} \hat{i} \hat{\mathbf{f}}_{i}^{i} \tag{5.2.27b}
\end{align*}
$$

end

The spatial operations which are involved in this algorithm are defined as follows. The spatial dot and cross product operations are defined by the equations

$$
\begin{align*}
{\left[\begin{array}{l}
a \\
b
\end{array}\right] \hat{[ }\left[\begin{array}{l}
\mathbf{c} \\
d
\end{array}\right] \equiv \mathbf{a} \cdot \mathbf{d}+\mathbf{b} \cdot \mathbf{c} }  \tag{5.2.28}\\
{\left[\begin{array}{l}
\mathbf{a} \\
b
\end{array}\right] \hat{x} \equiv\left[\begin{array}{ll}
\tilde{a} & 0 \\
\tilde{b} & \tilde{a}
\end{array}\right] } \tag{5.2.29}
\end{align*}
$$

respectively, and the spatial rotational transformation $\hat{\mathbf{X}}_{i+1}^{i}$ is defined by the equation

$$
\hat{\mathbf{X}}_{i+1}^{i}=\left[\begin{array}{cc}
\mathbf{A}_{i+1} & 0  \tag{5.2.30}\\
0 & \mathbf{A}_{i+1}
\end{array}\right]
$$

To implement this algorithm, Featherstone used a special spatial arithmetic package and, according to his estimates [36], this algorithm requires $130 n-68$ scalar multiplications and $101 n-56$ scalar additions, so that, for $n=6$ it requires 712 scalar multiplications and 550 scalar additions.

In the approach by Rodriguez [37], spatial vectors are defined from 3dimensional vectors. For example, a spatial acceleration is defined to be a six-dimensional vector formed by an angular acceleration and a linear acceleration. Also, the spatial inertia tensor of the $i$-th link about the origin of the $i$-th coordinate system is defined by the equation

$$
\hat{\mathbf{I}}(i)=\left[\begin{array}{cc}
\mathbf{I}_{0}(i) & m(i) \tilde{\mathbf{r}}(i)  \tag{5.2.31}\\
-m(i) \tilde{\mathbf{r}}(i) & m(i) 1
\end{array}\right]
$$

The differences from Featherstone's definitions have been introduced to simplify the operations of spatial algebra. Note that the differences have been incorporated in the notation. To transfer the new notation to the notation
used so far, one needs to write $m(i) \equiv m_{i}, \mathbf{r}(i) \equiv \mathbf{r}_{i, i}, \mathbf{I}_{c}(i) \equiv \mathbf{I}_{\mathbf{c}_{i}}$ and so on. However, besides the differences in the definitions of spatial quantities and in the spatial notation, the main difference in Rodriguez's approach is to be found in the analysis of the equations of motion. Basic to this analysis, is a spatial quantity of the form

$$
\hat{\boldsymbol{\Phi}}(i, j)=\left[\begin{array}{cc}
1 & \tilde{\mathbf{s}}(i, j)  \tag{5.2.32}\\
0 & 1
\end{array}\right]
$$

where $\tilde{\mathbf{s}}(i, j) \equiv \tilde{\mathbf{s}}_{i j}$. As can be seen, the spatial quantity $\hat{\boldsymbol{\Phi}}(i, j)$ satisfies the properties

$$
\begin{align*}
\hat{\boldsymbol{\Phi}}(i, j) & =\hat{\boldsymbol{\Phi}}(i, k) \hat{\boldsymbol{\Phi}}(k, j)  \tag{5.2.33a}\\
\hat{\boldsymbol{\Phi}}(i, i) & =1  \tag{5.2.33b}\\
\hat{\boldsymbol{\Phi}}^{-1}(i, j) & =\hat{\boldsymbol{\Phi}}(j, i) \tag{5.2.33c}
\end{align*}
$$

which are usually associated with a transition matrix of a (discrete) linear state space system. The idea of the "transition matrix" $\hat{\boldsymbol{\Phi}}(i, j)$ in Rodriguez's approach is not the only one which is associated with the linear system theory. There are other ideas too which are obvious from the following outline.

The equations of translational and rotational motion (derived from Newton and Euler's equations) for each link are written as linear difference equations that allow the spatial force at the proximal joint to be computed from the spatial force at the distal joint and the spatial acceleration of the link. These difference equations are similar to those describing the evolution of the state of a discrete-time state space system. Here the state is defined by the vector of spatial force which is "propagated" in space (instead of time) from link to link. Thus, in this state-space equation, the role of the time interval between discrete-time samples is played by the spatial interval which is defined as the vector from the proximal to the distal joint. An "output"
equation is also associated with this "state" equation in order to generate the scalar joint moments/forces which form the output vector. Also, in Rodriguez's approach, complementary to the state equation is another difference equation which propagates spatial acceleration within the link and across the joint and plays the role of the co-states in his analysis. From the foregoing, in Rodriguez's approach the IDP is formulated as a two-point boundary-value problem, with boundary conditions ensuring that the state (spatial force) vanishes at the tip of the manipulator and the co-state (spatial acceleration) vanishes at the base. These boundary conditions reflect the assumptions that the tip of a manipulator is free while the base is immobile. Obviously, different boundary conditions may also be considered.

Based on these ideas, the following algorithm has been proposed in [38].

## ALGORITHM 5.5

Step 0 : Initialization

$$
\hat{\mathbf{v}}(0)=\hat{\mathbf{a}}(0)=\hat{\mathbf{f}}(n)=\hat{0}
$$

Step 1: Forward recursion :- For $i=0, n-1$ do

$$
\begin{align*}
& \hat{\mathbf{v}}(i+1)=\hat{\boldsymbol{\Phi}}^{T}(i, i+1) \hat{\mathbf{v}}(i)+\hat{\mathbf{z}}^{T}(i+1) \dot{q}_{i+1}  \tag{5.2.34a}\\
& \hat{\mathbf{a}}(i+1)=\hat{\boldsymbol{\Phi}}^{T}(i, i+1) \hat{\mathbf{a}}(i)+\hat{\mathbf{z}}^{T}(i+1) \ddot{q}_{i+1}+\hat{\alpha}(i+1) \tag{5.2.34b}
\end{align*}
$$

Step 2 : Backward recursion :- For $i=n, 1$ do

$$
\begin{align*}
\hat{\mathbf{f}}(i) & =\hat{\boldsymbol{\Phi}}(i, i+1) \hat{\mathbf{f}}(i+1)+\hat{\mathbf{I}}(i) \hat{\mathbf{a}}(i)+\hat{\mathbf{\beta}}(i)  \tag{5.2.35a}\\
\tau(i) & =\hat{\mathbf{z}}^{T}(i) \hat{\mathbf{f}}(i) \tag{5.2.35b}
\end{align*}
$$

end

In this algorithm, the spatial vectors $\hat{\boldsymbol{\alpha}}(i)$ and $\hat{\boldsymbol{\beta}}(i)$, which are not defined here, are "bias" quantities which in the $i$-th iteration can be computed (see [38]) from other known quantities. For the implementation of this algorithm, a computational complexity analysis has not been given in [38]. However, since the spatial algebra used in [38] can be implemented based on straightforward vector-matrix algebra and the structure of Algorithm 5.5 is similar to that of Algorithm 5.4 it should be expected that these two algorithms have similar computational complexity.

### 5.2.3 Formulations Based on Kane's Equations

In Kane's approach, one first describes the generalized active force and the generalized inertia force of a system in terms of generalized coordinates, generalized speeds, partial linear velocities, and partial angular velocities. Then, the dynamic equations of motion (Kane's equations) are obtained by setting the sum of these two forces equal to zero according to the d'Alembert principle. Kane's equations were first introduced for general nonholonomic mechanical systems [39] and were used, as were the Newton-Euler and Euler-Lagrange equations, in rigid multi-body satellite and spacecraft dynamic analysis [40,41]. Huston and Kelly [42], were among the first to apply Kane's equations to robotics. However, they presented neither an explicit algorithm for inverse dynamics nor a complexity analysis of their method. Kane's equations were also used by Faessler [43], who presented a method which led to a closed-form algorithm for evaluating inverse dynamics. Using analytical procedures, Faessler expressed the entries of the coefficient matrices in symbolic form, but did not provide a complexity analysis of his method. Kane and Levinson [44] also presented a customized algorithm for solving inverse dynamics for the Stanford arm. But, although their procedure is conceptually simple, it requires considerable experience with handling complex dynamical systems and involves an extensive manual
analysis for setting up a large number of intermediate variables, which are not defined via recurrence relations.

A recursive algorithm for computing inverse dynamics, based on Kane's equations has been proposed by Angeles, Ma and Rojas [45]. Using analytical procedures, they were able to derive from Kane's equations the following equations for the $i$-th component $(i=1,2, \cdots, n)$ of the generalized force $\tau$ :
i) When the $i$-th joint is revolute,

$$
\begin{equation*}
\tau_{i}=\mathbf{z}_{i}^{i} \cdot\left[\sum_{j=i}^{n}\left[\mathbf{M}_{\mathbf{c}_{j}}^{i}+m_{j} \mathbf{r}_{i, j}^{i} \times \ddot{\mathbf{r}}_{0, j}^{i}\right]\right] \tag{5.2.36}
\end{equation*}
$$

ii) When the $i$-th joint is prismatic,

$$
\begin{equation*}
\tau_{i}=\mathbf{z}_{i}^{i \cdot}\left(\sum_{j=i}^{n} m_{j} \ddot{\mathbf{r}}_{0, j}^{i}\right) \tag{5.2.37}
\end{equation*}
$$

Equations (5.2.36) and (5.2.37) are identical to the equations derived by Silver [35] using the Euler-Lagrange equations and therefore, as Silver has shown, they can also be derived from the Newton-Euler formulation. Based on equations (5.2.36) and (5.2.37) and kinematic and dynamic recurrence relations, like those introduced by Luh, Walker and Paul [33], Angeles, Ma and Rojas proposed a recursive algorithm which is similar in structure to Algorithm 5.4. For a "semi-customized" implementation, this algorithm requires $105 n-109$ scalar multiplications and $90 n-105$ scalar additions (where $n \geq 2$ ).

Finally, we conclude this survey on inverse manipulator dynamics with the following note. In an effort to reduce further the computational 'cost for solving the IDP the particular kinematic and dynamic structures of the manipulator were taken into consideration by some researchers. This effort
resulted in a class of dynamic algorithms which are referred to in the literature as customized algorithms. Customized robot dynamics algorithms, which can be derived based on any formulation (the Lagrangian, the Newton-Euler or Kane's) are usually based on mathematical models of individual manipulators. Hence, customized algorithms can be systematically organized [46-53] and therefore such algorithms exhibit a significant increase in computational efficiency over general-purpose algorithms. Also, some aspects of better manipulator designs for reduced dynamic complexity have been considered $[54,55]$. In this approach, the kinematic structure and mass distribution of a manipulator arm are designed so that the inertia matrix of the manipulator becomes diagonal and/or invariant for an arbitrary arm configuration. However, this approach leads to algorithms which are applicable to particular classes of manipulators with two and three degrees of freedom only. Finally, to facilitate real-time implementation of advanced robot control strategies, parallel processing techniques have been used [56-60] to implement many of the existing algorithms which compute inverse dynamics.

### 5.2.4 Observations Concerning Computational Issues in the IDP

Based on this brief survey, we can make the following observations concerning various computational issues in evaluating manipulator inverse dynamics.

It is clear that for solving manipulator inverse dynamics, recursive algorithms are computationally more efficient than closed-form ones, since in recursive algorithms unnecessary computations (usually duplications) are avoided. Also, it can be shown that the computational efficiency of an algorithm for solving the IDP is independent of the particular equations of motion (Newton-Euler, Euler-Lagrange or Kane's) used to derive it. The computational efficiency of these recursive algorithms, as Silver [35] has pointed out, depends mainly on "the structure of the computation and choice
of representation'' and this survey on inverse dynamics confirms Silver's remark. To emphasize this important remark, we restate it as follows : The computational efficiency of a recursive algorithm for evaluating inverse dynamics depends mainly on the following factors:
(a) the particular representation of various physical quantities appearing in the equations of motion;
(b) the underlying modeling scheme used for the manipulator;
(c) the organization of the computations and the degree of customization involved in its numerical or symbolic implementation.

From the brief survey presented above, one can see that the organization of the computations and the degree of customization is actually the point on which most of the existing recursive algorithms differ. The large number of these algorithms reveals that many alternatives have been considered in reducing the computational cost. However, particular analytical organization procedures and customization are usually used for the implementation of an algorithm and not for deriving it. Our basic objective in this monograph is to improve the computational efficiency of algorithms for solving the IDP through a better understanding of the mathematical representations used to describe the equations of motion and not through better implementations of existing formulations. Therefore, we shall not consider the latter aspect here. More information on organization procedures and customization can be found, for instance, in [47] and in the extensive list of references cited therein.

For the class of robot manipulators we are dealing with, namely, rigidlink, open-chain manipulators, the modeling scheme is simple and common to most of the existing algorithms. Usually, each link is considered to be a rigid body and the manipulator is modeled as an ideally connected (i.e, without friction or any backlash) open-chain of rigid bodies. This chain is assumed to be a rigid structure when static force analysis is required, as in
the case of the Newton-Euler formulation. This modeling scheme, as well as another one which utilizes the ideas of augmented and generalized links, will be used in the next section to demonstrate the effects of the underlying modeling scheme on the structure of a recursive algorithm. In particular, we shall show that the modeling scheme which is based on augmented and generalized links leads to algorithms which have computational advantages, because they allow for some quantities to be computed off-line.

Finally, the choice of representation is the most important factor affecting the computational efficiency of the algorithms we are dealing with. From the survey, it is clear that the debate about the Euler-Lagrange and Newton-Euler formulations, mentioned above, was actually an indirect debate about the proper representation (as far as computational efficiency is concerned) of angular velocity. Theoretically, it is known that the two formulations are equivalent. Therefore, the real question, although never stated explicitly as such, was which representation for angular velocity describes the angular motion of a rigid body more efficiently. As noted by Silver [35], the angular motion of a rigid body can be described equally well by either angular velocity vector, which is used in the Newton-Euler formulation, or the derivative of a rotation tensor which is used in the Lagrangian formulation. At the time that Silver's work was published, the algorithm by Luh, Walker and Paul clearly indicated that the angular motion of a rigid body was described more efficiently by angular velocity vector. Thus, the vector representation of angular velocity became standard in the dynamic analysis of robotic systems. Following the vector representation of angular velocity, all the other quantities which are defined in terms of angular velocity were also represented by vectors. Thus, vector representations and vector analysis have been used almost exclusively for deriving computationally efficient algorithms for solving the IDP.

However, as we have shown in Chapter 4, the angular motion of a rigid body is described more efficiently by using a Cartesian tensor representation
for the angular velocity. Obviously, this provides another possibility for describing efficiently the dynamic equations of a system of rigid bodies, in general, and solving the manipulator IDP in particular. Therefore, the question which arises at this point is the following : Does the tensor representation of the angular velocity lead us to recursive algorithms which compute inverse dynamics more efficiently than those algorithms which are derived using the traditional vector representation of angular velocity?

The answer to this question is in the affirmative as will be shown in the next section.

### 5.3 A Cartesian Tensor Approach for Solving the IDP

As we mentioned in the previous section, the method proposed by Luh, Walker and Paul is the most suitable one for deriving computationally efficient recursive algorithms for solving the IDP. In this section, following this method and using Cartesian tensor analysis, we shall derive recursive algorithms for computing inverse dynamics, which are computationally far more efficient than similar algorithms derived using vector analysis. In particular, employing the methodology and basic theorems introduced in Chapter 4, we shall reformulate Algorithm 5.3, which was presented in Section 5.2. We shall do this by rewriting the basic vector equations of this algorithm in an equivalent, but computationally more efficient, tensor formulation. Moreover, to increase the computational efficiency of this algorithm further, we shall examine the underlying modeling scheme for the class of robot manipulators that we are dealing with. To this end, we shall derive a second algorithm by using a modeling scheme which employs the ideas of augmented and generalized links. Finally, the numerical implementation and computational complexity of these algorithms are considered and compared with similar algorithms that can be found in the literature.

### 5.3.1 New Algorithms for Solving the IDP

In the Newton-Euler formulation, the dynamic equations for robot manipulators are obtained by evaluating recursively the velocities and accelerations for each link and then applying Newton's and Euler's equations to each link. In the first step, the recursions are performed from link 1 to link $n$. Then, in the second step, using static force and torque analysis, the joint actuator forces/torques are computed with the recursions applied from joint $n$ to joint 1 . These recursions can be stated in an algorithmic form as was done for Algorithm 5.3.

In Algorithm 5.3, the absolute linear acceleration of the center of mass of each link is computed following the classical vector approach in which the absolute angular velocity and acceleration are represented by vectors. Also, in this algorithm, the generalized Euler equation is stated in its classical vector formulation in terms of the vector angular velocity and vector angular acceleration. However, as we have seen in Chapter 4, the absolute linear acceleration of a point on a moving rigid body as well as the Euler equation can be described by using the angular acceleration tensor instead of using the vectors of angular velocity and acceleration. Therefore, in an effort to improve the computational efficiency of Algorithm 5.3, we shall use Cartesian tensor analysis to reformulate most of the recurrence relations in this algorithm. The basic tensor-vector identities, proven in Chapters 3 and 4, will make the process here straightforward and simple. We need only to note that the equations of motion in Algorithm 5.3 are written with reference to link coordinate systems as opposed to Chapter 4 where the equations of motion are written with reference to an inertial coordinate system. However, as we mentioned in Chapter 3, Cartesian tensor equations are invariant under orthogonal coordinate transformations. Therefore, all the equations which describe the rigid body motion and which, in Chapter 4, are written relative to an inertial coordinate system, will be written here relative to link coordinate systems by using appropriate orthogonal coordinate transformations.

To derive a tensor formulation for Algorithm 5.3, we obviously have to abandon Gibb's classical vector cross product operation. As was shown in Chapter 4, we have to use the tensors $\tilde{\boldsymbol{\omega}}$ and $\boldsymbol{\Omega}=\dot{\boldsymbol{\omega}}+\tilde{\boldsymbol{\omega}} \tilde{\omega}$ written here with reference to appropriate link coordinate systems. Using these two tensors, the equations of Algorithm 5.3 can be modified as follows :
Equation (5.2.23b) can be expressed as

$$
\begin{equation*}
\dot{\omega}_{i+1}^{i+1}=\mathbf{A}_{i+1}^{T} \dot{\omega}_{i}^{i}+\sigma_{i+1}\left[\tilde{\omega}_{i}^{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i+1} \ddot{q}_{i+1}\right] . \tag{5.3.1}
\end{equation*}
$$

Also, equation (5.2.23c) can be written as

$$
\begin{equation*}
\ddot{\mathbf{s}}_{0, i+1}^{i+1}=\mathbf{A}_{i+1}^{T}\left[\ddot{\mathbf{s}}_{0, i}^{i}+\mathbf{\Omega}_{i}^{i} \mathbf{s}_{i, i+1}^{i}\right]+\left(1-\sigma_{i+1}\right)\left[2 \check{\omega}_{i}^{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i+1} \ddot{q}_{i+1}\right] \tag{5.3.2}
\end{equation*}
$$

and equation (5.2.23d) can be written as

$$
\begin{equation*}
\ddot{\mathbf{r}}_{0, i+1}^{i+1}=\mathbf{\Omega}_{i+1}^{i+1} \mathbf{r}_{i+1, i+1}^{i+1}+\stackrel{\mathbf{s}}{0, i+1}_{i+1} \tag{5.3.3}
\end{equation*}
$$

Newton's equation, i.e., equation (5.2.23e) is very simple in its vector form and therefore we do not modify it. However, Euler's equation, i.e., equation (5.2.23f), assumes a simpler structure when it is written in tensor form and, in particular, when it is expressed in terms of the Euler tensor $\mathbf{J}_{\mathbf{c}_{i+1}}^{i+1}$. Therefore, using equation (4.3.6) to translate the inertia tensor $\mathbf{I}_{\mathbf{c}_{i+1}}^{i+1}$ to the Euler tensor $J_{\mathbf{C}_{i+1}}^{i+1}$, we first write equation (5.2.23f) in the following tensor form

$$
\begin{equation*}
\tilde{\mathbf{M}}_{\mathbf{c}_{i+1}}^{i+1}=\mathbf{\Omega}_{i+1}^{i+1} \mathbf{J}_{\mathbf{C}_{i+1}}^{i+1}-\left[\mathbf{\Omega}_{i+1}^{i+1} \mathbf{J}_{\mathbf{c}_{i+1}}^{i+1}\right]^{T} \tag{5.3.4}
\end{equation*}
$$

and then we recover the vector $\mathbf{M}_{\mathbf{c}_{i+1}}^{i+1}$ from the skew-symmetric tensor $\tilde{\mathbf{M}}_{\mathbf{c}_{\mathbf{i + 1}}}^{i+1}$ by using the dual operator. The dual operator has been introduced in Chapter 3 by equation (3.3.31). Thus, in a tensor formulation the vector $\mathbf{M}_{\mathbf{c}_{\mathbf{i}+1}}^{i+1}$ is computed by the following equations,

$$
\begin{align*}
\mathbf{J}_{\mathbf{C}_{i+1}}^{i+1} & =\frac{1}{2} \operatorname{tr}\left[\mathbf{I}_{\mathbf{C}_{i+1}}^{i+1}\right] 1-\mathbf{I}_{\mathbf{c}_{i+1}}^{i+1}  \tag{5.3.5a}\\
\tilde{\mathbf{M}}_{\mathbf{C}_{i+1}}^{i+1} & =\mathbf{\Omega}_{i+1}^{i+1} \mathbf{J}_{\mathbf{C}_{i+1}}^{i+1}-\left[\mathbf{\Omega}_{i+1}^{i+1} \mathbf{J}_{\mathbf{c}_{i+1}}^{i+1}\right]^{T} \tag{5.3.5b}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}_{i+1}}^{i+1}=\operatorname{dual}\left(\tilde{\mathbf{M}}_{\mathbf{c}_{i+1}}^{i+1}\right) . \tag{5.3.5c}
\end{equation*}
$$

In the second step of Algorithm 5.3, we need only to reformulate equation (5.2.24b) which can be written in the form

$$
\begin{equation*}
\eta_{i}^{i}=\mathbf{M}_{\mathbf{c}_{i}}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i} \mathbf{f}_{i+1}^{i}+\tilde{\mathbf{r}}_{i, i}^{i} \mathbf{F}_{\mathbf{c}_{i}}^{i}+\mathbf{A}_{i+1} \boldsymbol{\eta}_{i+1}^{i+1} . \tag{5.3.6}
\end{equation*}
$$

Now, using equations (5.3.1)-(5.3.6), we can state Algorithm 5.3 in a new formulation as follows :

## ALGORITHM 5.6

## Step 0 : Initialization

$$
\begin{aligned}
& \sigma_{i}=\left\{\begin{array}{c}
1 \text { revolute } i \text {-th joint } \\
0 \text { prismatic } i \text {-th joint }
\end{array}, \quad q_{i}=\left\{\begin{array}{l}
\theta_{i} \text { revolute } i \text {-th joint } \\
d_{i} \text { prismatic } i \text {-th joint }
\end{array}\right.\right. \\
& \boldsymbol{\omega}_{0}^{0}=0, \dot{\omega}_{0}^{0}=0, \Omega_{0}^{0}=0, \ddot{\mathbf{s}}_{0,0}^{0}=-\mathbf{g}, \quad \mathbf{A}_{n+1}=0, \quad \mathbf{z}_{i}^{i}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{T} \\
& \mathbf{J}_{\mathbf{c}_{i+1}}^{i+1}=\frac{1}{2} \operatorname{tr}\left[\mathbf{I}_{\mathbf{c}_{i+1}}^{i+1}\right] 1-\mathbf{I}_{\mathbf{c}_{i+1}}^{i+1}
\end{aligned}
$$

Step 1: Forward recursion :- For $i=0, n-1$ do

$$
\begin{align*}
\boldsymbol{\omega}_{i+1}^{i+1} & =\mathbf{A}_{i+1}^{T} \boldsymbol{\omega}_{i}^{i}+\sigma_{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}  \tag{5.3.7a}\\
\dot{\boldsymbol{\omega}}_{i+1}^{i+1} & =\mathbf{A}_{i+1}^{T} \dot{\omega}_{i}^{i}+\sigma_{i+1}\left[\tilde{\omega}_{i}^{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i+1} \ddot{q}_{i+1}\right]  \tag{5.3.7b}\\
\mathbf{\Omega}_{i+1}^{i+1} & =\tilde{\dot{\omega}}_{i+1}^{i+1}+\tilde{\omega}_{i+1}^{i+1} \tilde{\omega}_{i+1}^{i+1}  \tag{5.3.7c}\\
\ddot{\mathbf{s}}_{0, i+1}^{i+1} & \left.=\mathbf{A}_{i+1}^{T} \stackrel{\mathbf{s}}{0, i}_{i}^{i}+\mathbf{\Omega}_{i}^{i} \mathbf{s}_{i, i+1}^{i}\right]+\left(1-\sigma_{i+1}\right)\left[2 \tilde{\omega}_{i}^{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i+1} \ddot{q}_{i+1}\right](5.3 .7 \mathrm{~d}) \\
\ddot{r}_{0, i+1}^{i+1} & =\mathbf{\Omega}_{i+1}^{i+1} \mathbf{r}_{i+1, i+1}^{i+1}  \tag{5.3.7e}\\
\mathbf{F}_{\mathbf{c}_{i+1}}^{i+1} & =m_{i+1} \ddot{\mathbf{r}}_{0, i+1}^{i+1} \tag{5.3.7f}
\end{align*}
$$

$$
\begin{align*}
& \tilde{\mathbf{M}}_{\mathbf{c}_{i+1}}^{i+1}=\mathbf{\Omega}_{i+1}^{i+1} \mathbf{J}_{\mathbf{c}_{i+1}}^{i+1}-\left[\mathbf{\Omega}_{i+1}^{i+1} \mathbf{J}_{\mathbf{c}_{i+1}}^{i+1}\right]^{T}  \tag{5.3.7~g}\\
& \mathbf{M}_{\mathbf{c}_{i+1}}^{i+1}=\operatorname{dual}\left(\tilde{\mathbf{M}}_{\mathbf{c}_{i+1}}^{i+1}\right) \tag{5.3.7h}
\end{align*}
$$

Step 2 : Backward recursion :- For $\boldsymbol{i}=\boldsymbol{n}, 1$ do

$$
\begin{align*}
\mathbf{f}_{i}^{i} & =\mathbf{A}_{i+1} \mathbf{f}_{i+1}^{i+1}+\mathbf{F}_{\mathbf{c}_{i}}^{i}  \tag{5.3.8a}\\
\boldsymbol{\eta}_{i}^{i} & =\mathbf{M}_{\mathbf{c}_{i}}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i} \mathbf{f}_{i+1}^{i}+\tilde{\mathbf{r}}_{i, i}^{i} \mathbf{F}_{\mathbf{c}_{i}}^{i}+\mathbf{A}_{i+1} \boldsymbol{\eta}_{i+1}^{i+1}  \tag{5.3.8b}\\
\tau_{i} & =\sigma_{i}\left(\boldsymbol{\eta}_{i}^{i} \cdot \mathbf{z}_{i}^{i}\right)+\left(1-\sigma_{i}\right)\left(\mathbf{f}_{i}^{i} \cdot \mathbf{z}_{i}^{i}\right) \tag{5.3.8c}
\end{align*}
$$

end
We shall be concerned with the numerical implementation of Algorithm 5.6 in the next section. However, as we can notice here, the structure of this algorithm reveals that for its implementation all the quantities (with the exception of the Euler tensors) have to be computed on-line. Obviously, from a computational point of view it is desirable to devise algorithms which allow us to compute off-line as many quantities as possible and at the same time, to keep the on-line computations as simple as possible. To see if this is feasible, we have to examine the underlying modeling scheme for the class of robot manipulators we are dealing with, since the structure of an algorithm obviously depends on it.

As we mentioned in Section 5.2, the robot manipulator is modeled, in general, as an ideally connected, open-loop, serial-chain of rigid bodies. When frictional forces at the joints are to be considered we compute them based on the joint velocities and add them directly to the joint generalized forces. This clearly justifies the idealization in the connections of the rigid links. Now, utilizing this modeling scheme, kinematic and dynamic recurrence relations are defined, based on which the recursive Algorithm 5.3 (or Algorithm 5.6) has been derived. As is well known [34], the kinematic recurrence relations are defined by analyzing the velocity "propagation"
from link to link starting from the base of the manipulator to the end-effector. The dynamic recurrence relations are defined based on a static force and moment analysis. In particular, in deriving the dynamic recurrence relations in Algorithm 5.3, or in Algorithm 5.6, it has been assumed that the manipulator is locked at the joints so that it becomes a structure which is "rigid" in static equilibrium, and that static force and moment analysis has been performed for each link. However, in defining these dynamic recurrence relations, the analysis for the static forces and moments can be modified. For the static analysis, as long as we do not disturb the static equilibrium position of the manipulator, we are free to merge links and thus to generate hypothetical "generalized' links or even to assume the presence of "fictitious" links. In the following, using this "unconventional" static analysis, we shall modify the dynamic recurrence relations of Algorithm 5.6. Then, based on these modified dynamic recurrence relations, we shall state a new algorithm which, when applied to most industrial robot manipulators in use today, allows us to compute some quantities off-line.

To proceed, we first need to introduce the concepts of augmented and generalized links, which are shown in Figure 5.1.
Definition 5.1 : An augmented link $i$ is a fictitious link composed of link $i$ and the mass of links $i+1, i+2, \cdots, n$, attached to the origin of the $(i+1)$-th coordinate system.

This definition, which can be applied regardless of the type of joint (i.e., revolute or prismatic), is slightly different from the one presented in [23] in that the mass of the augmented link is not the total mass of the system (here the robot manipulator). Note that an augmented link is "rigid" (i.e., has fixed geometry) if and only if the ( $i+1$ )th joint is revolute because, when the $(i+1)$-th joint is prismatic, the position vector of the origin of the $(i+1)$ th coordinate system relative to the origin of the $i$-th coordinate system, i.e., the vector $s_{i, i+1}^{i}$, is not constant.

Definition 5.2 : A generalized link $i$ is a composite link, consisting of links $i$ through $n$ treated as a single rigid body structure.

In order to modify the dynamic recurrence relations of Algorithm 5.6, we need to define the following moments:
(a) The 0 -th moment or mass of the $i$-th augmented or the $i$-th generalized link:

$$
\begin{equation*}
\bar{m}_{i}=m_{i}+\bar{m}_{i+1} \tag{5.3.9}
\end{equation*}
$$

where $m_{i}$ is the mass of the $i$-th link.


Figure 5.1: (a) The $i$-th generalized link, (b) The $i$-th augmented link .

Also, the first and second moments of the augmented link $i$ with respect to the origin of the $i$-th coordinate system, expressed in the $i$-th link frame, are defined as follows:
(b) First moment of the augmented link $i$ :

$$
\begin{equation*}
\mathbf{u}_{\mathrm{o}_{i}}^{i}=m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1} \mathrm{~s}_{i, i+1}^{i} . \tag{5.3.10}
\end{equation*}
$$

(c) Second moment or inertia tensor of the augmented link $i$ :

$$
\begin{equation*}
\mathbf{K}_{\mathbf{o}_{i}}^{i}=\mathbf{I}_{\mathbf{c}_{\mathbf{i}}}^{i}-m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i}-\bar{m}_{i+1} \tilde{\mathrm{~s}}_{i, i+1}^{i} \tilde{\mathrm{~s}}_{i, i+1}^{i} \tag{5.3.11}
\end{equation*}
$$

where $\mathrm{I}_{\mathrm{c}_{\mathrm{i}}}^{i}$ is the inertia tensor of link $i$ with respect to its center of mass expressed in the $i$-th coordinate frame. Note that when the $(i+1)$-th joint is revolute, the first and second moments are independent of the configuration of the manipulator and can be computed off-line. We also need the first moment about the origin of the $i$-th coordinate frame of the generalized link $i$. This is obtained as
(d) First moment of the generalized link $i$ :

$$
\begin{equation*}
\mathbf{U}_{\mathrm{o}_{i}}^{i}=\sum_{j=i}^{n} m_{j} \mathbf{r}_{i, j}^{i} \tag{5.3.12}
\end{equation*}
$$

In the equation above, $\mathbf{U}_{\mathbf{o}_{\mathbf{i}}}^{i}$, expressed in the $i$-th link frame, is configuration dependent, and therefore must be calculated on-line. However, we can compute $\mathbf{U}_{\mathbf{o}_{\mathbf{i}}}^{i}$ recursively as the following lemma shows:
Lemma 5.1 : The first moment of the $i$-th generalized link satisfies the following recursive equation

$$
\begin{equation*}
\mathbf{U}_{\mathbf{o}_{\mathbf{i}}}^{i}=\mathbf{u}_{\mathbf{o}_{i}}^{i}+\mathbf{A}_{i+1} \mathbf{U}_{\mathbf{o}_{i+1}}^{i+1} . \tag{5.3.13}
\end{equation*}
$$

Proof: From equation (5.3.12) we have

$$
\mathbf{U}_{\mathbf{o}_{\mathbf{i}}}^{i}=\sum_{j=i}^{n} m_{j} \mathbf{r}_{i j}^{i}
$$

$$
=m_{i} \mathbf{r}_{i, i}^{i}+\sum_{j=i+1}^{n} m_{j} \mathbf{r}_{i, j}^{i} .
$$

Since for $j>i, \mathbf{r}_{i, j}^{i}=\mathbf{s}_{i, i+1}^{i}+\mathbf{A}_{i+1} \mathbf{r}_{i+1, j}^{i+1}$, we have

$$
\begin{aligned}
\mathbf{U}_{\mathbf{o}_{i}}^{i} & =m_{i} \mathbf{r}_{i, i}^{i}+\sum_{j=i+1}^{n} m_{j} \mathbf{s}_{i, i+1}^{i}+\sum_{j=i+1}^{n} \mathbf{A}_{i+1} m_{j} \mathbf{r}_{i+1, j}^{i+1} \\
& =m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1} \mathbf{s}_{i, i+1}^{i}+\mathbf{A}_{i+1} \mathbf{U}_{\mathbf{o}_{\mathbf{i + 1}}}^{i+1} \\
& =\mathbf{u}_{\mathbf{o}_{\mathbf{i}}}^{i}+\mathbf{A}_{i+1} \mathbf{U}_{\mathbf{o}_{\mathbf{i}+1}}^{i+1}
\end{aligned}
$$

In the following, we shall analyze the rotational motion of an augmented link, say the $i$-th one. For the sake of simplicity we assume first that the $i$-th augmented link has rigid body characteristics, i.e., the ( $i+1$ )-th joint is assumed to be revolute. Later we shall extend the analysis to include augmented links for which the $(i+1)$-th joint is prismatic. We begin by reviewing the rotational motion of the $i$-th link about the $i$-th joint since both the $i$-th link and the $i$-th augmented link require similar dynamic analysis. In particular, both have the same angular velocity and angular acceleration. However, since the $i$-th augmented link has different mass from the $i$-th link, it has obviously different dynamic characteristics.

When the $i$-th link experiences a rotational motion with center of rotation at the origin of the $i$-th coordinate system and with angular velocity $\omega_{i}^{i}$ and angular acceleration $\dot{\omega}_{i}^{i}$, a resultant torque or moment of force vector $\mathbf{M}_{\mathbf{o}_{\mathbf{i}}}^{i}$ is developed with respect to the center of rotation which, as shown in Chapter 4, satisfies equation (4.3.36). This equation, expressed in link coordinate system orientation, is written here as

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}_{i}}^{i}=\mathbf{M}_{\mathbf{c}_{\mathbf{i}}}^{i}+\mathbf{r}_{i, i}^{i} \times \mathbf{F}_{\mathbf{c}_{\mathbf{i}}}^{i} \tag{5.3.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}_{i}}^{i}=\mathbf{I}_{\mathbf{c}_{\mathbf{i}}}^{i} \dot{\omega}_{i}^{i}+\tilde{\omega}_{i}^{i} \mathbf{I}_{\mathbf{c}_{\mathbf{i}}}^{i} \boldsymbol{\omega}_{i}^{i} \tag{5.3.15}
\end{equation*}
$$

is the resultant torque with respect to the center of mass and

$$
\begin{equation*}
\mathbf{F}_{\mathbf{c}_{i}}^{i}=m_{i} \ddot{\mathbf{r}}_{i, i}^{i} \tag{5.3.16}
\end{equation*}
$$

is the total force caused at the center of mass of the $i$-th link due to its acceleration. Using equation (5.3.16), we can write equation (5.3.14) in the form

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}_{\mathbf{i}}}^{i}=\mathbf{M}_{\mathbf{c}_{\mathbf{i}}}^{i}+m_{i} \dot{\mathbf{r}}_{i, i}^{i} \ddot{\mathbf{r}}_{i, i}^{i} . \tag{5.3.17}
\end{equation*}
$$

Equation (5.3.17) is the basic equation which describes the rotational motion of the $i$-th link. Now, if instead of the $i$-th link, the $i$-th augmented link actually experiences this rotational motion, then equation (5.3.17) needs to be changed to

$$
\begin{equation*}
\mu_{i}^{i}=\mathbf{M}_{\mathbf{c}_{i}}^{i}+m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \ddot{\mathbf{r}}_{i, i}^{i}+\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{s}}_{i, i+1}^{i} \tag{5.3.18}
\end{equation*}
$$

where the term $\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{s}}_{i, i+1}^{i}$ has been added to account for the torque which will be caused due to the presence of a mass equal to $\bar{m}_{i+1}$ at a point which has position vector $\mathrm{s}_{i, i+1}^{i}$ relative to the center of rotation. Obviously, the resultant torque vector is now denoted by a different vector, the vector $\mu_{i}^{i}$. Moreover, as we have shown in Chapter 4, equation (5.3.17), which is actually another formulation for the generalized Euler equation, can be written in terms of the link inertia tensor as follows

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}_{\mathbf{i}}}^{i}=\mathbf{I}_{\mathbf{o}_{i}}^{i} \dot{\mathbf{\omega}}_{i}^{i}+\tilde{\omega}_{i}^{i} \mathbf{I}_{\mathbf{o}_{i}}^{i} \omega_{i}^{i} \tag{5.3.19}
\end{equation*}
$$

where $\mathbf{I}_{\mathbf{o}_{i}}^{i}=\mathbf{I}_{\mathbf{C}_{\mathbf{i}}}^{i}-m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i}$ is the inertia tensor of the $i$-th link with respect to the origin of the $i$-th link coordinate system. Therefore, by analogy, we can say that equation (5.3.18) describes the generalized Euler equation for the $i$ th augmented link, when it is written with respect to the origin of the $i$-th link coordinate system. Obviously, as is the case with the $i$-th link, the generalized Euler equation can be written in terms of the inertia tensor $\mathbf{K}_{\mathrm{o}_{i}}^{i}$ of the $i$-th augmented link and the vectors of the angular velocity $\omega_{i}^{i}$ and
angular acceleration $\dot{\omega}_{i}^{i}$, as follows

$$
\begin{equation*}
\mu_{i}^{i}=\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i} \dot{\omega}_{i}^{i}+\tilde{\omega}_{i}^{i} \mathbf{K}_{\mathbf{o}_{\mathbf{i}}^{i}}^{i} \boldsymbol{\omega}_{i}^{i} \tag{5.3.20}
\end{equation*}
$$

where the inertia tensor $\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}$ of the $i$-th augmented link is defined by equation (5.3.11). To see that equation (5.3.18) is indeed equivalent to equation (5.3.20), we proceed as follows. First we need to prove the following relations

$$
\begin{equation*}
\tilde{\mathbf{r}}_{i, i}^{i} \ddot{r}_{i, i}^{i}=-\left[\tilde{r}_{i, i}^{i} \tilde{r}_{i, i}^{i} \dot{\omega}_{i}^{i}+\tilde{\omega}_{i}^{i} \tilde{r}_{i, i}^{i} \tilde{r}_{i, i}^{i} \omega_{i}^{i}\right] \tag{5.3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{s}}_{i, i+1}^{i}=-\left[\tilde{\mathrm{s}}_{i, i+1}^{i} \tilde{\mathrm{~s}}_{i, i+1}^{i} \dot{\omega}_{i}^{i}+\tilde{\omega}_{i}^{i} \tilde{\mathrm{~s}}_{i, i+1}^{i} \tilde{\mathrm{~s}}_{i, i+1}^{i} \omega_{i}^{i}\right] . \tag{5.3.22}
\end{equation*}
$$

To prove (5.3.21), we note that since $\mathbf{r}_{i, i}^{i}$ is a constant vector, its absolute acceleration satisfies the equation

$$
\begin{equation*}
\ddot{\mathbf{r}}_{i, i}^{i}=\mathbf{\Omega}_{i}^{i} \mathbf{r}_{i, i}^{i} \tag{5.3.23}
\end{equation*}
$$

or

$$
\begin{align*}
\ddot{\mathbf{r}}_{i, i}^{i} & =\left[\tilde{\dot{\omega}}_{i}^{i}+\tilde{\omega}_{i}^{i} \tilde{\omega}_{i}^{i}\right] \mathbf{r}_{i, i}^{i} \\
& =\tilde{\dot{\omega}}_{i}^{i} \mathbf{r}_{i, i}^{i}+\tilde{\omega}_{i}^{i} \tilde{\omega}_{i}^{i} \mathbf{r}_{i, i}^{i} \\
& =-\tilde{\mathbf{r}}_{i, i}^{i} \dot{\omega}_{i}^{i}-\tilde{\omega}_{i}^{i} \tilde{\mathbf{r}}_{i, i}^{i} \omega_{i}^{i} \tag{5.3.24}
\end{align*}
$$

where equation (3.4.6) has been used in the last step. Therefore, we can write

$$
\begin{equation*}
\tilde{\mathbf{r}}_{i, i}^{i} \ddot{\mathbf{r}}_{i, i}^{i}=-\left[\tilde{\mathbf{r}}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i} \dot{\omega}_{i}^{i}+\tilde{\mathbf{r}}_{i, i}^{i} \tilde{\omega}_{i}^{i} \tilde{\mathbf{r}}_{i, i}^{i} \omega_{i}^{i}\right] . \tag{5.3.25}
\end{equation*}
$$

Moreover, using equation (3.4.19b) we can write

$$
\begin{equation*}
\tilde{\mathbf{r}}_{i, i}^{i} \tilde{\omega}_{i}^{i} \tilde{r}_{i, i}^{i}=\tilde{\omega}_{i}^{i} \tilde{r}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i}+\tilde{\mathbf{r}}_{i, i}^{i} \tilde{\tilde{r}}_{i, i}^{i} \tilde{\omega}_{i}^{i}-\frac{1}{2} \operatorname{tr}\left[\tilde{\mathbf{r}}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i}\right] \omega_{i}^{i} . \tag{5.3.26}
\end{equation*}
$$

Then, by substituting equation (5.3.26) into equation (5.3.25) and noting that $\tilde{\omega}_{i}^{i} \omega_{i}^{i}=0$, equation (5.3.25) becomes equation (5.3.21). Also, since the
( $i+1$ )-th joint has been assumed to be revolute, the vector $\mathrm{s}_{i, i+1}^{i}$ is constant, and so we have

$$
\begin{equation*}
\ddot{\mathbf{s}}_{i, i+1}^{i}=\Omega_{i}^{i} \mathbf{s}_{i, i+1}^{i} . \tag{5.3.27}
\end{equation*}
$$

Equation (5.3.22) can then be proved following the same arguments as in the proof of equation (5.3.21). Now, substituting equations (5.3.15), (5.3.21) and (5.3.22) into equation (5.3.18) and using the definition of $\mathbf{K}_{\mathbf{o}_{i}}^{i}$ from equation (5.3.11), we get equation (5.3.20).

In this analysis, the generalized Euler equation for both the $i$-th link and the $i$-th augmented link has been stated in its vector form. However, as we have seen in Chapter 4, the generalized Euler equation can also be stated in a tensor formulation. Moreover, the tensor formulation of the generalized Euler equation assumes a simpler formulation when it is stated in terms of the rigid body Euler tensor. Therefore, for a simple tensor formulation of equation (5.3.20), we need to define the Euler tensor of the $i$-th generalized link. This can be easily done if one uses equation (4.3.6) which transforms the rigid body inertia tensor into the Euler tensor. Thus, we shall use the symbol $\hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i}$ (note: this is not a spatial quantity) to denote the Euler tensor of the $i$-th augmented link and we define it as follows

$$
\begin{equation*}
\hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i}=\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{\mathbf{o}_{i}}^{i}\right] 1-\mathbf{K}_{\mathbf{o}_{i}}^{i} \tag{5.3.28}
\end{equation*}
$$

where $\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}$ is the inertia tensor of the $i$-th augmented link. Using this Euler tensor, we can state the generalized Euler equation of the $i$-th augmented link in a tensor form as follows,

$$
\begin{equation*}
\tilde{\mu}_{i}^{i}=\boldsymbol{\Omega}_{i}^{i} \hat{\mathbf{K}}_{\mathbf{o}_{i}}^{i}-\left[\boldsymbol{\Omega}_{i}^{i} \hat{\mathbf{K}}_{\mathbf{o}_{i}}^{i}\right]^{T} . \tag{5.3.29}
\end{equation*}
$$

where $\Omega_{i}^{i}$ is the angular acceleration of the $i$-th augmented link. Obviously, from the skew-symmetric tensor $\tilde{\mu}_{i}^{i}$, we can recover the vector invariant $\mu_{i}^{i}$ by using the dual operator, i.e., we can write

$$
\mu_{i}^{i}=\operatorname{dual}\left(\tilde{\mu}_{i}^{i}\right) .
$$

From the foregoing, when the $(i+1)$-th joint is revolute, the dynamic analysis for the $i$-th augmented link is very simple. However, this analysis has to be modified when the $(i+1)$-th joint is prismatic because, in this case the $i$-th augmented link is not a rigid body. As we have mentioned above, the vector $\mathrm{s}_{i, i+1}^{i}$ is not constant in this case and therefore, the vector $\ddot{\mathrm{s}}_{i, i+1}^{i}$ is not equal to $\Omega_{i}^{i} \mathbf{s}_{i, i+1}^{i}$. The correct expression for the vector $\ddot{\boldsymbol{s}}_{i, i+1}^{i}$ follows from equation ( 5.3 .7 d ) and is as follows.

$$
\begin{equation*}
\ddot{\mathbf{s}}_{i, i+1}^{i}=\mathbf{\Omega}_{i}^{i} \mathbf{s}_{i, i+1}^{i}+2 \tilde{\omega}_{i}^{i} \mathbf{z}_{i+1}^{i} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i} \ddot{q}_{i+1} \tag{5.3.30}
\end{equation*}
$$

or,

$$
\begin{equation*}
\ddot{\mathrm{s}}_{i, i+1}^{i}=\Omega_{i}^{i} \mathrm{~s}_{i, i+1}^{i}+\left(1-\sigma_{i+1}\right) \zeta_{i, i+1}^{i} \tag{5.3.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{i, i+1}^{i}=2 \tilde{\omega}_{i}^{i} \mathbf{z}_{i+1}^{i} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i} \ddot{q}_{i+1} . \tag{5.3.32}
\end{equation*}
$$

and

$$
\sigma_{i+1}=\left\{\begin{array}{l}
1 \text { if the }(i+1) \text {-th joint is revolute }  \tag{5.3.33}\\
0 \text { if the }(i+1) \text {-th joint is prismatic }
\end{array}\right.
$$

Therefore, when the $(i+1)$-th joint is prismatic we have to modify equation (5.3.20). In this case, we denote the resultant torque by the vector $v_{i}$, i.e., we write equation (5.3.18) as

$$
\begin{equation*}
\mathbf{v}_{i}^{i}=\mathbf{M}_{\mathbf{c}_{i}}^{i}+m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \ddot{\mathbf{r}}_{i, i}^{i}+\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{s}}_{i, i+1}^{i} . \tag{5.3.34}
\end{equation*}
$$

Now, following an analysis similar to that applied to equation (5.3.18) and using equation (5.3.31) instead of equation (5.3.28), we can show that equation (5.3.34) can be written as

$$
\mathbf{v}_{i}^{i}=\mathbf{K}_{\mathbf{o}_{i}}^{i} \dot{\omega}_{i}^{i}+\tilde{\omega}_{i}^{i} \mathbf{K}_{\mathbf{o}_{i}}^{i} \boldsymbol{\omega}_{i}^{i}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \zeta_{i, i+1}^{i} .
$$

$$
\begin{equation*}
=\mu_{i}^{i}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \tilde{1}_{i, i+1}^{i} \zeta_{i, i+1}^{i} \tag{5.3.35}
\end{equation*}
$$

From the foregoing, the resultant torque vector at the origin of the $i$-th coordinate system, due to the rotational motion of the $i$-th augmented link, can be described by a single equation as

$$
\begin{equation*}
\boldsymbol{\mu}_{i}^{i}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \overline{\mathbf{s}}_{i, i+1}^{i} \zeta_{i, i+1}^{i}=\mathbf{M}_{\mathbf{c}_{i}}^{i}+m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \ddot{\mathbf{r}}_{i, i}^{i}+\bar{m}_{i+1} \overline{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{s}}_{i, i+1}^{i} \tag{5.3.36}
\end{equation*}
$$

where $\sigma_{i+1}$ is defined by equation (5.3.33).
With this preliminary result, we now assume that the links are augmented links and we proceed to modify Algorithm 5.6 so as to make it applicable to manipulators whose modeling scheme utilizes the ideas of augmented and generalized links. Since the kinematic analysis of an augmented link is the same as that of the corresponding actual link, only the dynamic recurrence relations need to be modified. Thus we proceed by reformulating the recurrence relation for the moment vector $\boldsymbol{\eta}_{i}^{i}$, which is exerted on link $i$ by link $i-1$. To do this, we first write (5.3.8a) in its expanded form i.e., we write

$$
\begin{equation*}
\mathbf{f}_{i}^{i}=\sum_{j=i}^{n} \mathbf{F}_{\mathrm{c}_{j}}^{i} \tag{5.3.37}
\end{equation*}
$$

where, from (5.3.7e), $\mathbf{F}_{\mathrm{c}_{j}}^{i}=m_{j} \ddot{\mathbf{r}}_{0, j}^{i}$. Now, since $\ddot{\mathrm{r}}_{0, j}^{i}=\ddot{\mathrm{s}}_{0, i}^{i}+\ddot{\mathrm{r}}_{i, j}^{i}$ for $j \geq i$, we have

$$
\begin{align*}
\mathbf{f}_{i}^{i} & =\sum_{j=i}^{n} m_{j}\left(\ddot{\mathbf{s}}_{0, i}^{i}+\ddot{\mathbf{r}}_{i, j}^{i}\right) \\
& =\sum_{j=i}^{n} m_{j} \ddot{\mathbf{s}}_{0, i}^{i}+\sum_{j=i}^{n} m_{j} \ddot{\mathbf{r}}_{i, j}^{i}=\bar{m}_{i} \ddot{\mathbf{s}}_{0, i}^{i}+\ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i}
\end{align*}
$$

where $\bar{m}_{i}$ is defined by (5.3.9) and

$$
\begin{equation*}
\ddot{\mathbf{U}}_{\mathrm{o}_{i}}^{i}=\sum_{i-i}^{n} m_{\dot{r}} \ddot{\mathrm{r}}_{i j}^{i} . \tag{5.3.39}
\end{equation*}
$$

Equation (5.3.39) is a consequence of (5.3.12). However, we do not need to use equation (5.3.39) for computing the vector $\ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i}$. This vector can be computed recursively as the following lemma shows.

Lemma 5.2 : The absolute derivative of the first moment of the $i$-th generalized link satisfies the following recursive relation

$$
\begin{equation*}
\left.\ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i}=\ddot{\mathbf{u}}_{\mathbf{o}_{i}}^{i}+\mathbf{A}_{i+1} \ddot{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i+1}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \zeta_{i, i+1}^{i+1}\right] \tag{5.3.40}
\end{equation*}
$$

where $\sigma_{i+1}$ is defined by equation (5.3.33), $\bar{m}_{i+1}$ is the 0 -th moment of the $(i+1)$-th generalized link and $\zeta_{i, i+1}^{i}$ is defined by equation (5.3.32)
Proof: From equation (5.3.12) we have

$$
\ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i}=m_{i} \ddot{\mathbf{r}}_{i, i}^{i}+\sum_{j=i+1}^{n} m_{j} \ddot{\mathbf{r}}_{i, j}^{i}
$$

Now, since for $j>i, \ddot{\mathbf{r}}_{i, j}^{i}=\ddot{\mathbf{s}}_{i, i+1}^{i}+\mathbf{A}_{i+1} \stackrel{\mathbf{r}}{i+1, j}_{i+1}^{i+1}$, we have

$$
\begin{align*}
\ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i} & =m_{i} \ddot{\mathbf{r}}_{i, i}^{i}+\sum_{j=i+1}^{n} m_{j} \ddot{\mathbf{s}}_{i, i+1}^{i}+\mathbf{A}_{i+1} \sum_{j=i+1}^{n} m_{j} \ddot{\mathbf{r}}_{i+1, j}^{i+1} \\
& =m_{i} \ddot{\mathbf{r}}_{i, i}^{i}+\bar{m}_{i+1} \ddot{\mathbf{s}}_{i, i+1}^{i}+\mathbf{A}_{i+1} \ddot{\mathrm{U}}_{\mathbf{o}_{i+1}}^{i+1} \tag{5.3.41}
\end{align*}
$$

Further, using equations (5.3.23) and (5.3.31) we can write

$$
\begin{align*}
m_{i} \ddot{\mathrm{r}}_{i, i}^{i}+\bar{m}_{i+1} \ddot{\mathrm{~s}}_{i, i+1}^{i} & =\Omega_{i}^{i}\left[m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1} \mathrm{~s}_{i, i+1}^{i}\right]+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \zeta_{i, i+1}^{i} \\
& =\Omega_{i}^{i} \mathbf{u}_{\mathbf{o}_{i}}^{i}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \zeta_{i, i+1}^{i} \\
& =\ddot{u}_{\mathbf{o}_{\mathbf{i}}}^{i}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \mathbf{A}_{i+1} \zeta_{i, i+1}^{i+1} \tag{5.3.42}
\end{align*}
$$

where, in the last step, equation (5.3.10) has been used. Finally, equation (5.3.40) follows on substituting equation (5.3.42) into equation (5.3.41).

Now, for the vector $\eta_{i}^{i}$, we have from (5.3.8b)
$\boldsymbol{\eta}_{i}^{i}=\mathbf{M}_{\mathrm{c}_{\mathrm{i}}}^{i}+\tilde{\mathbf{r}}_{i, i}^{i} \mathbf{F}_{\mathrm{c}_{\mathrm{i}}}^{i}+\tilde{\mathrm{s}}_{i, i+1}^{i} \mathbf{A}_{i+1} \mathbf{f}_{i+1}^{i+1}+\mathbf{A}_{i+1} \boldsymbol{\eta}_{i+1}^{i+1}$

$$
\begin{aligned}
& =\mathbf{M}_{\mathrm{C}_{i}}^{i}+m_{i} \tilde{\mathrm{r}}_{i, i}^{i} \ddot{\mathrm{r}}_{0, i}^{i}+\tilde{\mathrm{s}}_{i, i+1}^{i}\left[\bar{m}_{i+1} \ddot{\mathrm{~s}}_{0, i+1}^{i}+\ddot{\mathrm{U}}_{\mathrm{o}_{i+1}}^{i}\right]+\mathbf{A}_{i+1} \eta_{i+1}^{i+1} \\
& \left.=\mathbf{M}_{\mathbf{c}_{\mathbf{i}}}^{i}+m_{i} \tilde{\mathbf{r}}_{i, i}^{i}\left[\ddot{\mathbf{s}}_{0, i}^{i}+\ddot{\mathbf{r}}_{i, i}^{i}\right]+\bar{m}_{i+1} \ddot{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{s}}_{0, i}^{i}+\ddot{\mathbf{s}}_{i, i+1}^{i}\right]+\tilde{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}+\mathbf{A}_{i+1} \eta_{i+1}^{i+1}
\end{aligned}
$$

$$
\begin{aligned}
& +\mathrm{A}_{i+1} \eta_{i+1}^{i+1} .
\end{aligned}
$$

Further, using (5.3.10) and (5.3.36), we can write

$$
\begin{align*}
\eta_{i}^{i} & =\mu_{i}^{i}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \zeta_{i, i+1}^{i}+\tilde{\mathbf{u}}_{\mathrm{o}_{i}}^{i} \ddot{\mathbf{s}}_{0, i}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}+\mathbf{A}_{i+1} \eta_{i+1}^{i+1} \\
& =\mu_{i}^{i}+\tilde{\mathbf{u}}_{\mathbf{o}_{i}}^{i} \ddot{\mathbf{s}}_{0, i}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i}\left[\ddot{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \zeta_{i, i+1}^{i}\right]+\mathbf{A}_{i+1} \eta_{i+1}^{i+1} \tag{5.3.43}
\end{align*}
$$

We can see from (5.3.43) that in computing the vector $\boldsymbol{\eta}_{i}^{i}$ we do not use the vectors $\mathbf{F}_{\mathrm{c}_{\mathrm{i}}}^{i}$ and $\mathbf{f}_{i}^{i}$. Therefore, we do not need to compute equations (5.3.7e) and (5.3.8a). In their place, we use equation (5.3.40). Also, we do not need to compute the vector $\mathbf{M}_{\mathrm{c}_{i}}^{i}$, since in (5.3.43), we use the vector $\mu_{i}^{i}$.

We are now in a position to formally outline an algorithm which efficiently computes the joint actuator torques for a rigid-link open-chain robot manipulator.

## Algorithm 5.7

## Step 0 : Initialization

$$
\begin{aligned}
& \sigma_{i}=\left\{\begin{array}{l}
1 \text { revolute } i \text {-th joint } \\
0 \text { prismatic } i \text {-th joint }
\end{array}, \quad q_{i}=\left\{\begin{array}{l}
\theta_{i} \text { revolute } i \text {-th joint } \\
d_{i} \text { prismatic } i \text {-th joint }
\end{array}\right.\right. \\
& \boldsymbol{\omega}_{0}^{0}=0, \dot{\omega}_{0}^{0}=0, \mathbf{\Omega}_{0}^{0}, \ddot{\mathbf{s}}_{0,0}^{0}=-\mathbf{g}, \mathbf{A}_{n+1}=0, \mathbf{z}_{i}^{i}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{T}
\end{aligned}
$$

Step 1 : Backward recursion :- For $i=n, 1$ do

$$
\begin{align*}
\bar{m}_{i} & =m_{i}+\bar{m}_{i+1}  \tag{5.3.44a}\\
\tilde{\mathbf{u}}_{\mathbf{o}_{\mathbf{i}}}^{i} & =m_{i} \tilde{\mathbf{r}}_{i, i}^{i}+\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i}  \tag{5.3.44b}\\
\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i} & =\mathbf{I}_{\mathbf{c}_{\mathbf{i}}}^{i}-m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i}-\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}  \tag{5.3.44c}\\
\hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i} & =\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}\right] 1-\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i} \tag{5.3.44d}
\end{align*}
$$

Step 2: Forward recursion :- For $i=0, n-1$ do

$$
\begin{align*}
\boldsymbol{\omega}_{i+1}^{i+1} & =\mathbf{A}_{i+1}^{T} \boldsymbol{\omega}_{i}^{i}+\sigma_{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}  \tag{5.3.45a}\\
\dot{\boldsymbol{\omega}}_{i+1}^{i+1} & =\mathbf{A}_{i+1}^{T} \dot{\boldsymbol{\omega}}_{i}^{i}+\sigma_{i+1}\left[\tilde{\omega}_{i}^{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i+1} \ddot{q}_{i+1}\right]  \tag{5.3.45b}\\
\mathbf{\Omega}_{i+1}^{i+1} & =\tilde{\dot{\omega}}_{i+1}^{i+1}+\tilde{\omega}_{i+1}^{i+1} \tilde{\omega}_{i+1}^{i+1}  \tag{5.3.45c}\\
\zeta_{i, i+1}^{i+1} & =\left(1-\sigma_{i+1}\right)\left[2 \tilde{\omega}_{i}^{i+1} \mathbf{z}_{i+1}^{i+1} \dot{q}_{i+1}+\mathbf{z}_{i+1}^{i+1} \ddot{q}_{i+1}\right]  \tag{5.3.45d}\\
\mathbf{s}_{0, i+1}^{i+1} & \left.=\mathbf{A}_{i+1}^{T} \ddot{\mathbf{s}}_{0, i}^{i}+\mathbf{\Omega}_{i}^{i} \mathbf{s}_{i, i+1}^{i}\right]+\left(1-\sigma_{i+1}\right) \zeta_{i, i+1}^{i+1}  \tag{5.3.45e}\\
\tilde{\mu}_{i+1}^{i+1} & =\mathbf{\Omega}_{i+1}^{i+1} \hat{\mathbf{k}}_{\mathbf{o}_{i+1}+1}^{i+1}-\left[\mathbf{\Omega}_{i+1}^{i+1} \hat{\mathbf{k}}_{\mathbf{o}_{\mathbf{i + 1}}^{i+1} T}^{T} .\right.  \tag{5.3.45f}\\
\mu_{i+1}^{i+1} & =\operatorname{dual}\left(\tilde{\mu}_{i+1}^{i+1}\right) \tag{5.3.45~g}
\end{align*}
$$

Step 3: Backward recursion :- For $i=n, 1$ do

$$
\begin{align*}
\ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i} & =\Omega_{i}^{i} u_{\mathbf{o}_{i}}^{i}+\mathbf{A}_{i+1}\left[\ddot{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i+1}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \zeta_{i, i+1}^{i+1}\right]  \tag{5.3.46a}\\
\eta_{i}^{i} & =\mu_{i}^{i}+\tilde{\mathbf{u}}_{\mathbf{o}_{i}}^{i} \ddot{\mathbf{s}}_{0, i}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i}\left[\ddot{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}+\left(1-\sigma_{i+1}\right) \bar{m}_{i+1} \zeta_{i, i+1}^{i}\right]+\mathbf{A}_{i+1} \boldsymbol{\eta}_{i+1}^{i+1}  \tag{5.3.46b}\\
\tau_{i} & =\sigma_{i}\left(\eta_{i}^{i} \mathbf{z}_{i}^{i}\right)+\left(1-\sigma_{i}\right) \mathbf{z}_{i}^{i} \cdot\left[\bar{m}_{i} \ddot{\mathbf{s}}_{0, i}^{i}+\ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i}\right] \tag{5.3.46c}
\end{align*}
$$

end

As we can see, in Step 1 of Algorithm 5.7, we compute the dynamic parameters for the augmented links. These parameters are configuration independent when the augmented links have rigid body characteristics and in this case can be computed off-line. An augmented link, say the $i$-th, is not a rigid body when the $(i+1)$-th joint is a prismatic joint. Thus, for robot manipulators which have all joints of revolute type, e.g., a PUMA type robot, Step 1 of Algorithm 5.7 can be computed off-line. Even for robot manipulators with one prismatic joint, e.g., a Stanford-arm type robot, Step 1 of Algorithm 5.7 can almost all be computed off-line, because for this type of robot manipulators only minor modifications are needed and these can be easily incorporated in the on-line computations. Therefore, since almost all industrial robot manipulators are either of PUMA or of Stanford-arm type, we can say that Step 1 of Algorithm 5.7 can be computed off-line for almost all industrial robot manipulators in use today.

In the following subsection, we shall consider the numerical implementation of the algorithms derived in this section. In particular, first some observations will be made about the most computationally intensive operations appearing in these algorithms. Then the implementation of Algorithm 5.7 for robot manipulators which have all revolute joints will be examined in more detail. We examine this case in more detail since, as is well known, solving inverse dynamics for robot manipulators of this type is computationally more intensive than for robot manipulators which have some prismatic joints.

### 5.3.2 Implementation and Computational Considerations

In this section, we shall demonstrate how the algorithms developed earlier can be implemented efficiently. We consider two cases; robot manipulators with a general geometric structure and those for which the twist angle is, by design, either 0 or 90 degrees. We consider the latter case since most industrial robots manipulators have this characteristic.

In the following, we are concerned with the numerical implementation of Algorithms 5.6 and 5.7. Therefore, to be technically correct we have to rewrite these Algorithms in terms of the corresponding coordinate matrix equations. However, as we mentioned in Chapter 3, a tensor equation and its corresponding coordinate matrix equation (with respect to a Cartesian coordinate system) are formally the same. Therefore, in a coordinate matrix form these two algorithms have the same structure and appearance and therefore there is no need to actually rewrite these algorithms in a coordinate matrix form. Based on this observation, by a slight abuse of the notation, we shall refer to the computation of the coordinate matrix $\Omega_{i}^{i}$ of the tensor $\Omega_{i}^{i}$ relative to the $i$-th link coordinate system as the computation of the matrix $\Omega_{i}^{i}$.

It is clear from Algorithms 5.6 and 5.7 that the maximum number of operations required to implement them results from various matrix-vector or matrix-matrix multiplications. These matrix operations can be implemented in a straightforward manner by using general purpose standard subroutines. However, the structure of these matrices (e.g., symmetric or skewsymmetric) are standard and common to all robot manipulators that we are concerned with. Therefore, for efficient implementation, the structure of the matrices involved should be taken into account. This approach does not, of course, restrict the applicability of the algorithms to a general robot manipulator.

The matrix-vector multiplications which are involved in Algorithms 5.6 and 5.7 can be categorized as follows:

Class (a) : consists of those operations in which the matrix under consideration is a coordinate transformation matrix;

Class (b) : consists of those operations in which the matrix involved is a skew-symmetric matrix; and

Class (c) : consists of those operations in which the matrix involved is the matrix $\Omega$.

For a general manipulator, in order to implement a matrix-vector multiplication of class (a), we need 8 scalar multiplications and 4 scalar additions. For the case of manipulators with twist angle $\alpha$ equal to 0 or 90 degrees, we need only 4 multiplications and 2 additions. A matrix-vector multiplication of class (b) can be implemented in 6 scalar multiplications and 3 scalar additions; and finally, for the multiplications in class (c), we need 9 scalar multiplications and 6 scalar additions. Also, the following observations are important for an efficient implementation. To compute the matrix $\boldsymbol{\Omega}_{i+1}^{i+1}$, we require a matrix-matrix multiplication. Moreover, since the product $\tilde{\omega}_{i+1}^{i+1} \tilde{\omega}_{i+1}^{i+1}$ is symmetric, and the matrices $\tilde{\omega}_{i+1}^{i+1}$ and $\tilde{\dot{\omega}}_{i+1}^{i+1}$ are skew-symmetric, we can do this with 6 scalar multiplications and 9 scalar additions. Similarly, since the matrix $\tilde{\boldsymbol{\mu}}_{i+1}^{i+1}$ (or $\tilde{\mathbf{M}}_{\mathbf{c}_{i+1}}^{i+1}$ ) is skew-symmetric, only three of its elements need to be computed. Thus, by taking into account the symmetry of $\hat{\mathbf{K}}_{\mathbf{o}_{i+1}}^{i+1}$, we can compute the skew-symmetric matrix $\tilde{\mu}_{i+1}^{i+1}$ with only 15 scalar multiplications and 15 scalar additions. Moreover, for implementing the dual operator, we do not need any computations because of the one-toone correspondence between a skew-symmetric matrix and its dual vector or vector invariant. Finally, since $\mathbf{z}_{i}^{i}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$, evaluating the scalar torque (or force) $\tau_{i}$ does not require any operations in Algorithm 5.6. In Algorithm 5.7 we need only 1 multiplication and 1 addition if the joint is prismatic.

Besides these general observations, for an even more efficient implementation of these algorithms we note the following : For most of the equations, the initial conditions are zero. Therefore, the first cycle (iteration) in Steps 2 and 3 can be computed at almost no computational cost. For example, since $\Omega_{0}^{0}=0$, the functional expression for the vector $\ddot{\mathbf{s}}_{0,1}^{1}$ can be easily defined, especially when the gravity vector has only one non-zero component. Thus, with the proper initial conditions for the recursive equations, the computational cost of implementing these algorithms is reduced considerably. This is obviously also true for other algorithms for solving the inverse dynamics problem. However, for the algorithms proposed here, the
effort for performing the first cycle (or even the second) by hand is tolerable. Also, as we have mentioned above, the general organization of the computations is important for an efficient implementation. Thus, for example in Step 3 , when evaluating $\eta_{i}^{i}$ for $i=1$, only the last component of that vector needs to be evaluated. Finally, knowledge of the geometry (zero components of various vectors or matrices) of a particular class of robot manipulators can considerably reduce the cost of computation.

| $\begin{aligned} & \text { Steps } \\ & 2 \& 3 \end{aligned}$ | General manipulator with revolute joints |  | General manipulator with revolute joints \& $\alpha=0^{\circ}$ or $90^{\circ}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Equation | Multipl. | Additions | Multipl. | Additions |
| 5.3.45a | $8(n-1)$ | 5(n-1) | $4(n-1)$ | 3(n-1) |
| 5.3.45b | $10(n-1)$ | $7(n-1)$ | $6(n-1)$ | $5(n-1)$ |
| 5.3.45c | $6(n-1)+1$ | $9(n-1)$ | $6(n-1)+1$ | $9(n-1)$ |
| 5.3.45e | $17(n-1)+3$ | 13(n-1) | $13(n-1)+2$ | $11(n-1)$ |
| 5.3.45f | $15(n-1)+5$ | $15(n-1)+3$ | $15(n-1)+5$ | $15(n-1)+3$ |
| 5.3 .45 g | 0 | 0 | 0 | 0 |
| 5.3.46a | 17(n-1)+9 | $13(n-1)+6$ | $13(n-1)+9$ | $11(n-1)+6$ |
| 5.3.46b | $20(n-1)+6$ | $19(n-1)+6$ | $16(n-1)+6$ | $17(n-1)+6$ |
| 5.3.46c | 0 | 0 | 0 | 0 |
| Total | $93(n-1)+24$ | $81(n-1)+15$ | $73(n-1)+23$ | $71(n-1)+15$ |
| $n=6$ | 489 | 420 | 388 | 370 |

Table 5.1: Operations counts for implementing Algorithm 5.7.
A breakdown of the number of scalar multiplications and additions required by each equation of Algorithm 5.7, when this algorithm is applied to
a robot manipulator which has all joints of revolute type, is given in Table 5.1. For this implementation of Algorithm 5.7 we have assumed, as is usually the practice, that the equations in the forward and backward recursions for $i=0$ and $i=n$, respectively, are computed outside the main loops. Therefore, there are only $n-1$ cycles to be performed in the actual implementation. For these iterations no effort has been made to reduce further the computations, since we wish to keep customization at a minimum. However,

| Steps <br> $2 \& 3$ | General manipulator <br> with revolute joints |  | General manipulator with <br> revolute joints $\& \alpha=0^{\circ}$ or $90^{\circ}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Equation | Multipl. | Additions | Multipl. | Additions |
| 5.3 .45 a | $8 n-12$ | $5 n-9$ | $4 n-7$ | $3 n-5$ |
| 5.3 .45 b | $10 n-15$ | $7 n-11$ | $6 n-10$ | $5 n-8$ |
| 5.3 .45 c | $6 n-5$ | $9 n-9$ | $6 n-5$ | $9 n-9$ |
| 5.3 .45 e | $17 n-19$ | $13 n-16$ | $13 n-16$ | $11 n-14$ |
| 5.3 .45 f | $15 n-13$ | $15 n-14$ | $15 n-13$ | $15 n-14$ |
| 5.3 .45 g | 0 | 0 | 0 | 0 |
| 5.3 .46 a | $17 n-17$ | $13 n-16$ | $13 n-13$ | $11 n-3$ |
| 5.3 .46 b | $20 n-27$ | $19 n-25$ | $16 n-20$ | $17 n-22$ |
| 5.3 .46 c | 0 | 0 | 0 | 0 |
| Total | $93 n-108$ | $81 n-100$ | $73 n-84$ | $71 n-75$ |
| $n=6$ | 450 | 386 | 354 | 351 |

Table 5.2: Operations counts for implementing Algorithm 5.7 (Valid for $n \geq 2$ ).
some saving in computation is obvious (e.g., when $i=2$ in Step 2 or when $i=1$ in Step 3) and can be easily taken into account for a more efficient
implementation as is shown in Table 5.2.

| Algorithm | Multiplications |  | Additions |  |
| :--- | :---: | :--- | :--- | :--- |
| Hollerbach (4×4) [14] | $830 n-592$ | $(4388) \dagger$ | $675 n-464$ | $(3586)$ |
| Hollerbach (3×3) [14] | $412 n-277$ | $(2195)$ | $320 n-201$ | $(1719)$ |
| Luh et al. [14] | $150 n-48$ | $(852)$ | $131 n-48$ | $(738)$ |
| Craig [34] | $126 n-99$ | $(657)$ | $106 n-92$ | $(544)$ |
| Khosla and Neuman [49] | $123 n-60$ | $(678)$ | $96 n-55$ | $(521)$ |
| Li [26] | $120 n-104$ | $(616)$ | $98 n-94$ | $(494)$ |
| Khalil et al. [50] | $105 n-92$ | $(538)$ | $94 n-86$ | $(478)$ |
| Angeles et al. [45] | $105 n-109$ | $(521) \dagger \dagger$ | $90 n-105$ | $(435)$ |
| Alg. 5.6 in this monograph | $96 n-77$ | $(499)$ | $84 n-70$ | $(434)$ |
| Alg. 5.7 in this monograph | $93 n-69$ | $(489)$ | $81 n-66$ | $(420)$ |
| Alg. 5.7 in this monograph | $93 n-108$ | $(450) \dagger \dagger$ | $81 n-100$ | (386) |

${ }^{\dagger}$ Number of Operations for $n=6,{ }^{\dagger \dagger}$ Implementation Valid for $n \geq 2$

Table 5.3: Comparison of operations counts for solving the IDP.

For this implementation of Algorithm 5.7 we have assumed, as is usually the practice, that the equations in the forward and backward recursions for $i=0$ and $i=n$, respectively, are computed outside the main loops. Therefore, there are only $n-1$ cycles to be performed in the actual implementation. For these iterations no effort has been made to reduce further the computations, since we wish to keep customization at a minimum. However, some saving in computation is obvious (e.g., when $i=2$ in Step 2 or when $i=1$ in Step 3) and can be easily taken into account for an efficient implementation as is shown in Table 5.2.

The figures in Tables 5.1 and 5.2 represent the operations counts for steps 2 and 3 of Algorithm 5.7 for computing all the joint actuator torques for a particular point along a trajectory. For the sake of comparison, in Table 5.3, we have given the operations counts for a number of algorithms reported in the literature for computing the same vector of the joint actuator torques.

The computational effort required for a particular algorithm, shown in Table 5.3 depends on the degree of optimization in the operations involved in its implementation. Therefore, an accurate comparison of the relative performance of these algorithms requires that they be implemented fairly. Thus, for example, the algorithm by Khalil, Kleinfinger and Gautier which is included in Table 5.3, is implemented using a recursive symbolic procedure and is based on an analysis of the inertial parameters of the links. This helps to reduce the number of operations. However, despite such specialized features in some of the other algorithms presented in Table 5.3, the algorithms described in this monograph have a significantly higher computational efficiency. It may be noted that the computational efficiency of these algorithms results, mainly, from the use of the tensor $\Omega$ in evaluating linear accelerations and Euler's equation. For example, the implementation of Euler's equation in Algorithm 5.3, i.e., in its traditional vector formulation, requires $24(n-1)+8$ scalar multiplications and $18(n-1)+6$ scalar additions, whereas the corresponding computations in Algorithms 5.6 and 5.7
where Euler's equation is stated in its tensor formulation, require $15(n-1)+5$ scalar multiplications and $15(n-1)+3$ scalar additions. This clearly indicates that the tensor representation for the angular velocity leads to a description of rigid body angular motion (Euler's equation) which is computationally far more efficient than the classical vector description. Therefore, the question which was raised in the previous section, concerning the computational efficiency of a tensor description of rigid body angular motion has been answered here in the affirmative.

### 5.4 The Use of Euler-Lagrange and Kane's Formulations in Deriving Algorithm 5.7

In this section, we shall demonstrate that the computationally efficient algorithm (Algorithm 5.7) which was in the previous section derived using the Newton-Euler equations, can also be derived using Kane's or the EulerLagrange dynamic equations of motion. This demonstration will make clear that the computational efficiency of an algorithm for solving inverse dynamics is indeed completely independent of the particular procedure of classical mechanics which has been used to derive that algorithm. For the sake of simplicity in this demonstration we consider manipulators with revolute joints only. However, the analysis can be easily extended to also include prismatic joints.

### 5.4.1 The Euler-Lagrange Formulation

As we mentioned in Section 5.2, a number of algorithms for solving inverse dynamics have been derived based on the Euler-Lagrange formulation and among them is the recursive Algorithm 5.2. This algorithm has been devised by Hollerbach [14] in an attempt to implement the following equation efficiently.

$$
\begin{align*}
\tau_{i}=\sum_{j=i}^{n}\left\{\operatorname { t r } \left[m_{j}\right.\right. & \frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}} \ddot{\mathbf{s}}_{0, j}^{T}+m_{j} \frac{\partial \mathbf{s}_{0_{j}}}{\partial q_{i}}\left(\mathbf{r}_{j, j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}+m_{j} \frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j, j}^{j} \ddot{\mathbf{o}}_{0, j}^{T} \\
& \left.\left.+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}^{j}} \ddot{\mathbf{W}}_{j}^{T}\right]-m_{j} \mathbf{g}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{r}_{i, j}^{i}\right\}, i=1, \cdots, n \tag{5.4.1}
\end{align*}
$$

which has been derived from the Euler-Lagrange dynamical equations of motion. However, if we can show that the right-hand side of the equation (5.4.1) is exactly the same as the right-hand side of the equation

$$
\begin{equation*}
\tau_{i}=\mathrm{z}_{i}^{i} \cdot \eta_{i}^{i}, \quad i=1, \cdots, n \tag{5.4.2}
\end{equation*}
$$

which is simply equation (5.3.46c) of Algorithm 5.7 (stated here for revolute joints only), then it is clear that Algorithm 5.7 can also be derived from the Euler-Lagrange equations. Therefore, our aim in this section is to show that equation (5.4.1) can assume the same formulation as equation (5.4.2). We proceed as follows:

Our first objective is to eliminate from equation (5.4.1) the term which contains the effects of gravity. To achieve this, we notice that from a simple comparison of equations (A.7) and (A.10) in Appendix A, we have

$$
\frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{r}_{i, j}^{i}=\frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}}+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j, j}^{j} .
$$

Therefore, using the fact that the dot product of two vectors $\mathbf{a}$ and $\mathbf{b}$ satisfies the equation

$$
\begin{equation*}
\mathbf{a} \cdot \mathbf{b}=\operatorname{tr}\left[\mathbf{a b}^{T}\right] \tag{5.4.3}
\end{equation*}
$$

we can write the term which contains the gravitational effects in equation (5.4.1) as follows,

$$
\begin{equation*}
m_{j} \mathbf{g}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{r}_{i, j}^{i}=\operatorname{tr}\left[m_{j} \frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}} \mathbf{g}^{T}\right]+\operatorname{tr}\left[m_{j} \frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j, j}^{j} \mathbf{g}^{T}\right] \tag{5.4.4}
\end{equation*}
$$

Now, substitution of equation (5.4.4) into (5.4.1) yields

$$
\begin{align*}
& \tau_{i}= \sum_{j=i}^{n} \operatorname{tr}\left[m_{j} \frac{\partial \mathbf{s}_{0_{j}}}{\partial q_{i}}\left(\ddot{\mathbf{s}}_{0_{j}}-\mathbf{g}\right)^{T}+m_{j} \frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}}\left(\mathbf{r}_{j, j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}\right. \\
&\left.+m_{j} \frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j, j}^{j}\left(\ddot{\mathbf{s}}_{0_{j}}-\mathbf{g}\right)^{T}+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right], i=1, \cdots, n \\
&=\sum_{j=i}^{n} \operatorname{tr}\left[m_{j} \frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}} \ddot{\mathbf{s}}_{0_{j}}^{T}+m_{j} \frac{\partial \mathbf{s}_{0_{j}}}{\partial q_{i}}\left(\mathbf{r}_{j, j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}\right.  \tag{5.4.5}\\
&\left.+m_{j} \frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j, j}^{j} \ddot{s}_{0, j}^{T}+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right] i=1, \cdots, n
\end{align*}
$$

where the initial condition $\ddot{\mathbf{s}}_{0,0}$ for the vector $\ddot{\mathbf{s}}_{0, j}$ is now equal to $-\mathbf{g}$, instead of being zero as is usually the case in the Lagrangian formulation. Furthermore, since

$$
\ddot{\mathbf{r}}_{j, j}=\ddot{\mathbf{W}}_{j} \mathbf{r}_{\dot{j}, j}^{j} \quad \text { and } \quad \ddot{\mathbf{r}}_{0, j}=\ddot{\mathbf{s}}_{0, j}+\ddot{\mathbf{r}}_{j, j}
$$

equation (5.4.5) can be simplified to

$$
\begin{equation*}
\tau_{i}=\sum_{j=i}^{n} \operatorname{tr}\left[m_{j} \frac{\partial \mathbf{s}_{0_{j}}}{\partial q_{i}} \ddot{r}_{0_{j}}^{T}+m_{j} \frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j, j}^{j} \ddot{\mathbf{s}}_{0, j}^{T}+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right], i=1, \cdots, n . \tag{5.4.6}
\end{equation*}
$$

Moreover, as we have shown in Appendices B and C, we can write

$$
\begin{align*}
& \frac{\partial \mathbf{s}_{0 j}}{\partial q_{i}}=\tilde{\mathbf{z}}_{i} \mathbf{s}_{i j}  \tag{5.4.7}\\
& \frac{\partial \mathbf{W}_{j}}{\partial q_{i}}=\tilde{\mathbf{z}}_{i} \mathbf{W}_{j} \tag{5.4.8}
\end{align*}
$$

$\operatorname{tr}\left[\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}} \ddot{\mathbf{W}}_{j}^{T}\right]=\mathbf{z}_{i} \cdot \mathbf{M}_{\mathbf{o}_{j}}$

Therefore, using equations (5.4.7)-(5.4.9) and equation (5.4.3), equation (5.4.6) can be simplified further to yield
$\tau_{i}=\sum_{j=i}^{n}\left\{m_{j} \tilde{\mathbf{z}}_{i} \mathbf{s}_{i, j} \cdot \ddot{\mathbf{r}}_{0, j}+m_{j} \tilde{\mathbf{z}}_{i} \mathbf{r}_{j, j} \cdot \ddot{\mathbf{s}}_{0, j}+\mathbf{z}_{i} \cdot \mathbf{M}_{\mathbf{o}_{j}}\right\}, \quad i=1, \cdots, n$.
Finally, since for any vectors a,b and $\mathbf{c}$ we have

$$
\mathbf{a} \mathbf{c} \cdot \mathbf{b}=\mathbf{a} \cdot \tilde{\mathbf{c}} \mathbf{b},
$$

equation (5.4.10) can be written as
$\tau_{i}=\mathbf{z}_{i} \cdot \sum_{j=i}^{n}\left\{m_{j} \tilde{\mathbf{s}}_{i j} \ddot{\mathbf{r}}_{0, j}+m_{j} \tilde{\mathbf{r}}_{j, j} \ddot{\mathbf{s}}_{0, j}+\mathbf{M}_{\mathbf{o}_{j}}\right\}, \quad i=1, \cdots, n$,
from which we get
$\tau_{i}=\mathbf{z}_{i}^{i} \cdot \sum_{j=i}^{n}\left\{m_{j} \ddot{\mathbf{s}}_{i, j}^{i} \ddot{\mathbf{r}}_{0, j}^{i}+m_{j} \dot{\mathbf{r}}_{j, j}^{i} \ddot{\mathbf{s}}_{0_{0, j}}^{i}+\mathbf{M}_{\mathbf{o}_{j}}^{i}\right\}, \quad i=1, \cdots, n$
since the dot product is invariant under coordinate transformations.
Now, for $i=1,2, \cdots, n$, let us define the vectors
$\mathbf{v}_{i}^{i}=\sum_{j=i}^{n}\left\{m_{j} \ddot{\mathbf{s}}_{i, j}^{i} \ddot{\mathbf{r}}_{0, j}^{i}+m_{j} \tilde{\mathbf{r}}_{j, j}^{i} \ddot{\mathbf{s}}_{\mathbf{0}_{0}}^{i}+\mathbf{M}_{\mathbf{o}_{j}}^{i}\right\}$.
We shall show that for $i=1, \cdots, n$, the vector $v_{i}^{i}$ is equal to the following vector

$$
\begin{equation*}
\eta_{i}^{i}=\mu_{i}^{i}+\tilde{\mathbf{u}}_{\mathbf{o}_{i}}^{i} \ddot{\mathbf{s}}_{\mathbf{0}, i}^{i}+\tilde{\mathrm{s}}_{i, i+1}^{i} \ddot{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}+1}}^{i}+\boldsymbol{\eta}_{i+1}^{i} \tag{5.4.13}
\end{equation*}
$$

which results from equation (5.3.46b) of Algorithm 5.7 when the $(i+1)$-th joint is assumed to be of revolute type.

First, since for any $i$ the vector $s_{i, i}^{i}$ is equal to zero by definition, we notice that the vector $v_{i}^{i}$ can also be written as

$$
\begin{align*}
v_{i}^{i} & =m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \ddot{\mathbf{s}}_{0, i}^{i}+\mathbf{M}_{\mathbf{o}_{j}}^{i}+\sum_{j=i+1}^{n}\left(m_{j}\left[\tilde{\mathbf{s}}_{i, i+1}^{i}+\tilde{\mathbf{s}}_{i+1, j}^{i}\right] \ddot{\mathbf{r}}_{0, j}^{i}+m_{j} \ddot{\mathbf{r}}_{j,}^{i} \ddot{\mathbf{s}}_{0, j}^{i}+\mathbf{M}_{\mathbf{o}_{j}}^{i}\right) \\
& =m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \ddot{\mathbf{s}}_{0, i}^{i}+\mathbf{M}_{\mathbf{o}_{j}}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i} \sum_{i=i+1}^{n} m_{j} \ddot{\mathbf{r}}_{0, j}^{i}+v_{i+1}^{i} \tag{5.4.14}
\end{align*}
$$

Moreover, since

$$
\begin{align*}
\sum_{j=i+1}^{n} m_{j} \ddot{\mathbf{r}}_{0, j}^{i} & =\sum_{j=i+1}^{n} m_{i+1}\left(\ddot{\mathbf{s}}_{0, i}^{i}+\ddot{\mathbf{s}}_{i, i+1}^{i}+\ddot{\mathrm{r}}_{i+1, j}^{i}\right) \\
& =\bar{m}_{i+1} \ddot{\mathbf{s}}_{0, i}^{i}+\bar{m}_{i+1} \ddot{\mathbf{s}}_{i, i+1}^{i}+\sum_{j=i+1}^{n} m_{j} \ddot{\mathbf{r}}_{i+1, j}^{i} \\
& =\bar{m}_{i+1} \ddot{\mathbf{s}}_{0, i}^{i}+\bar{m}_{i+1} \ddot{\mathbf{s}}_{i, i+1}^{i}+\ddot{\mathrm{U}}_{\mathbf{o}_{i+1}}^{i} \tag{5.4.15}
\end{align*}
$$

equation (5.4.14) can be written as

$$
\begin{equation*}
v_{i}^{i}=\left(m_{i} \tilde{\mathbf{r}}_{i, i}^{i}+\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i}\right) \ddot{\mathbf{s}}_{0, i}^{i}+\mathbf{M}_{\mathbf{o}_{i}}^{i}+\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{s}}_{i, i+1}^{i}+\tilde{\mathrm{s}}_{i, i+1}^{i} \ddot{\mathrm{U}}_{\mathbf{o}_{i}}^{i}+\mathbf{v}_{i+1}^{i} \tag{5.4.16}
\end{equation*}
$$

Now, using equations (5.3.10), (5.3.17) and (5.3.18), we have

$$
\tilde{\mathbf{u}}_{\mathbf{o}_{i}}^{i}=m_{i} \tilde{\mathbf{r}}_{i, i}^{i}+\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i}
$$

and

$$
\boldsymbol{\mu}_{i}^{i}=\mathbf{M}_{\mathbf{o}_{\mathbf{i}}}^{i}+\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \ddot{\mathbf{s}}_{i, i+1}^{i}
$$

Therefore, equation (5.4.16) can be written in the following form

$$
\begin{equation*}
v_{i}^{i}=\tilde{\mathbf{u}}_{\mathbf{o}_{i}}^{i} \ddot{\mathbf{s}}_{0, i}^{i}+\mu_{i}^{i}+\tilde{\mathrm{s}}_{i, i+1}^{i} \ddot{\mathrm{U}}_{\mathbf{o}_{i+1}}^{i}+v_{i+1}^{i}, \tag{5.4.17}
\end{equation*}
$$

which shows that indeed $v_{i}^{i}=\boldsymbol{\eta}_{i}^{i}$ for $i=1, \cdots, n$. From the foregoing, equations (5.4.1) and (5.4.2) are equivalent and this shows that Algorithm 5.7 can also be derived using the Lagrangian formulation.

### 5.4.2 Kane's Formulation

In this section, we shall show that, as with the Lagrangian formulation, Algorithm 5.7 can also be derived using Kane's equations. As we mentioned in Section 5.2, Angeles et al. have shown [45] that, based on Kane's equations, we can determine the actuator torques $\tau_{i}$ for a robot manipulator with all revolute joints using the following equation:

$$
\begin{equation*}
\tau_{i}=\mathbf{z}_{i}^{i} \cdot \sum_{j=i}^{n}\left\{\mathbf{M}_{\mathbf{c}_{j}}^{i}+m_{j} \ddot{\mathbf{r}}_{i, j}^{i} \ddot{\mathbf{r}}_{0, j}^{i}\right\}, \quad i=1, \cdots, n \tag{5.4.18}
\end{equation*}
$$

To evaluate equation (5.4.18), Angeles et al. [45] proposed an algorithm which has the same structure as Algorithm 5.3. As with the Euler-Lagrange case, we shall show that equation (5.4.18) is equivalent to equation (5.4.2). To do this let us define the following vector for $i=1, \cdots, n$.

$$
\begin{equation*}
\mathbf{h}_{i}^{i}=\sum_{j=i}^{n}\left\{\mathbf{M}_{\mathbf{c}_{j}}^{i}+m_{j} \dot{\mathbf{r}}_{i, j}^{i} \ddot{\mathbf{r}}_{0_{j}}^{i}\right\} \tag{5.4.19}
\end{equation*}
$$

As before, our aim is to show that $\mathbf{h}_{i}^{i}=\boldsymbol{\eta}_{i}^{i}$ for all $i, i=1, \cdots, n$, where $\boldsymbol{\eta}_{i}^{i}$ is defined by equation (5.4.13). By expanding the summation in equation (5.4.19), we obtain the following equation after a few manipulations:

$$
\mathbf{h}_{i}^{i}=\mathbf{M}_{\mathbf{c}_{i}}^{i}+m_{i} \dot{\mathbf{r}}_{i, i}^{i} \ddot{\mathbf{r}}_{0, i}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i} \sum_{j=i+1}^{n} m_{j} \ddot{\mathbf{r}}_{0, j}^{i}+\mathbf{h}_{i+1}^{i}
$$

Furthermore, using equations (5.3.10), (5.3.18) and (5.4.15), we can simplify the above equation to

$$
\begin{equation*}
\mathbf{h}_{i}^{i}=\mu_{i}^{i}+\tilde{\mathbf{u}}_{\mathbf{o}_{i}}^{i} \ddot{\mathbf{s}}_{0, i}^{i}+\tilde{\mathrm{s}}_{i, i+1}^{i} \ddot{\mathbf{u}}_{\mathbf{o}_{\mathbf{i + 1}}}^{i}+\mathbf{h}_{i+1}^{i} \tag{5.4.20}
\end{equation*}
$$

which obviously shows that $\mathbf{h}_{i}^{i}=\eta_{i}^{i}$ for all $i$. Thus, Algorithm 5.7 can also be derived from Kane's equations.

From the foregoing, starting from the Euler-Lagrange or Kane's equations and following an appropriate analysis, we can derive not only equivalent but exactly the same formulations for the vector of the generalized forces, namely, equation (5.4.2). This equation was derived earlier (in Section 5.3) using the Newton-Euler formulation. Therefore, independent of which approach from classical mechanics is used to derive the dynamical equations of motion, we can devise the same computational algorithm for their implementation. This result clearly indicates that apart from personal preference or experience there is nothing to be gained, in terms of computational efficiency, by choosing one approach over another for solving the manipulator IDP. However, it should be noted that the choice of a particular approach is important because it determines the nature of the analysis and the amount of effort needed to devise an algorithm for solving the IDP.

### 5.5 Concluding Remarks

In this chapter, the Cartesian tensor methodology, developed in Chapter 4, has been used to analyze the dynamic equations of motion of rigid-link, open-chain robot manipulators. Also, the ideas of augmented and generalized links have been used in the underlying modeling scheme for this class of robot manipulators. Based on this modeling scheme, we proposed an algorithm for computing manipulator inverse dynamics which allows us to compute off-line several configuration independent parameters of the manipulator. At the same time, the Cartesian tensor formulation for the quantities to be computed on-line enables us to propose implementations for this algorithm which are computationally very efficient. In fact, we have shown, by comparing the computational complexity of this algorithm with that of other existing ones, that the proposed algorithm is computationally the most efficient non-customized algorithm which is available today for solving the problem of manipulator inverse dynamics. The computational efficiency of
this algorithm has been achieved mainly because a tensor representation, instead of a vector one, has been used for the angular velocity. Finally, in this chapter, we have shown that the Newton-Euler, Euler-Lagrange or Kane's formulations of robot dynamics, with appropriate analysis, can lead us to the same computational algorithms. Thus, we have established that from an algorithmic point of view, the solution of the inverse dynamics problem does not depend on which of these formulations is used for deriving the equations of motion. This result clearly indicates that apart from personal preference or experience there is nothing to be gained, in terms of computational efficiency, by choosing one approach over another for solving the problem of inverse dynamics for rigid-link open-chain robot manipulators.
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## Chapter 6

## Manipulator Forward Dynamics

### 6.1 Introduction

The problem of evaluating forward or direct dynamics involves the calculation of joint accelerations (and through integration, joint velocities and positions) given the actuator torques/forces and any external torques/forces exerted on the last link of the manipulator. Forward dynamics computation is used primarily in simulation, so that, it is not so important for this computation to meet the stringent speed requirements of inverse dynamics applications unless real-time simulation is required in which case computational efficiency is an important issue. Real-time simulation is often desirable since it provides more powerful, flexible, and economic ways of developing new robot designs and new control algorithms. Also, as fast 3-D computer graphics is becoming more easily available, robot kinematic motions have begun to be displayed on graphic work stations. However, to study dynamic robot motions completely, real-time dynamics of robot manipulators need to be included in computer simulation of robotic systems.

Mathematically, forward dynamics can be described by a vector differential equation of the form

$$
\ddot{\mathbf{q}}(t)=\mathbf{h}(\mathbf{q}(t), \dot{\mathbf{q}}(t), \tau(t) \text {, manipulator parameters, } \mathbf{f}(t))
$$

where, $\mathbf{q}(t)$ is the vector of generalized coordinates (joint variables), $\dot{\mathbf{q}}(t)$ and $\ddot{\mathbf{q}}(t)$ are its derivatives with respect to time, $\tau(t)$ is the (input) generalized force vector, i.e., the vector of joint torques and/or joint forces, "manipulator parameters' are all those parameters which characterize the particular geometry and dynamics of a robot manipulator, and $\mathbf{f}(t)$ is the vector of the external torques/forces. In general, equation (6.1.1) is not a simple equation for which an analytic solution can be provided easily. For a general robot manipulator equation (6.1.1) is very complex since it is highly nonlinear with strong coupling between the joint variables. Hence, to solve equation (6.1.1) for $\mathbf{q}$, requires complicated procedures for evaluating $h$ and for performing numerical integration. These procedures, as in the case of inverse dynamics, are defined by structured algorithms which are evaluated in stages.

In this chapter, we shall review the basic approaches taken to solve the forward dynamics problem (FDP). By introducing a new algorithm, we shall improve upon the computational efficiency of one of these methods, namely, the composite rigid body method which is currently the most efficient one available for computing forward dynamics. The outline of this chapter is as follows: Section 6.2 contains a review of existing methods for solving the forward dynamics problem. In Section 6.3, a new algorithm is devised for computing efficiently the generalized inertia tensor of a robot manipulator, which is a basic ingredient of the composite rigid body method. In Section 6.4 the computational complexity of this algorithm is analyzed. The computational cost of the composite rigid body method is examined when algorithms derived in this and the previous chapter are used to solve basic subproblems associated with this method. Finally, Section 6.5 concludes this chapter.

### 6.2 Previous Results on Manipulator Forward Dynamics

In the past few years, two basic approaches have been taken for solving the FDP, which may be outlined as follow:
a) Obtain and solve a set of simultaneous equations in the unknown joint accelerations.
b) Calculate, recursively, the coefficients which propagate motion and force constraints along the mechanism allowing the problem to be solved directly.

Most of the published algorithms for solving the FDP adopt the first approach which involves the composite rigid body method. Algorithms which are derived based on this approach may have $o\left(n^{3}\right)$ computational complexity, as oppose to $o(n)$ which results from the second approach. This is so, since in the first approach, a set of $n$ simultaneous equations has to be solved. However, these algorithms can be computationally very efficient for small values of $n$, since the coefficient of $n^{3}$ in the measure of complexity is very small.

In the framework of the first approach, a well defined scheme for deriving algorithms for computing forward dynamics has been proposed by Walker and Orin [1]. To define the algorithms, the dynamic equations of motion of a robot manipulator are written in a vector form as

$$
\begin{equation*}
\tau=\mathbf{D}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})+\mathbf{G}(\mathbf{q})+\mathbf{J}(\mathbf{q})^{T} \mathbf{f} \tag{6.2.1}
\end{equation*}
$$

where $\tau$ is the vector of the applied joint torques/forces, $\mathbf{D}(\mathbf{q})$ is the $n \times n$ positive definite generalized inertia tensor of the robot manipulator, $\mathbf{q}(\dot{\mathbf{q}}, \ddot{\mathbf{q}})$ is the vector of the joint positions (velocities, accelerations), $\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})$ is the vector of Coriolis and centrifugal forces, $\mathbf{G}(\mathbf{q})$ is the vector of the gravitational effects, $\mathbf{J}(\mathbf{q})$ is the $n \times n$ Jacobian tensor and $\mathbf{f}$ is a vector of external forces. Equation (6.2.1) can be written in a more compact form as

$$
\begin{equation*}
\tau=\mathbf{D}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{b}(\mathbf{q}, \dot{\mathbf{q}}, \mathbf{g}, \mathbf{f}) \tag{6.2.2}
\end{equation*}
$$

where $\mathbf{b}$ is a bias vector containing the gravity, centrifugal, Coriolis and external forces, i.e.,

$$
\begin{equation*}
\mathbf{b}=\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})+\mathbf{G}(\mathbf{q})+\mathbf{J}(\mathbf{q})^{T} \mathbf{f} . \tag{6.2.3}
\end{equation*}
$$

Now, based on equation (6.2.2), the solution of the FDP can be derived by solving the following subproblems:
(i) Computation of the generalized inertia tensor: $\mathbf{D}(\mathbf{q})$.
(ii) Computation of the bias vector: $\mathbf{b}(\mathbf{q}, \dot{\mathbf{q}}, \mathbf{g}, \mathbf{f})$
(iii) Solution of the linear system of equations: $\mathbf{D}(\mathbf{q}) \ddot{\mathbf{q}}=(\tau-\mathbf{b})$
(iv) Solution of a set of ordinary differential equations.

From the foregoing, for the dynamic simulation of a robot manipulator one has to solve problems directly related to manipulator dynamics (steps (i) and (ii)) and problems of numerical analysis (steps (iii) and (iv)). Therefore, since from a dynamic analysis point of view, one is concerned with the problems in steps (i) and (ii), we shall review methods for solving these two problems only. The problems of the type (iii) and (iv) have been extensively studied in the numerical analysis literature and efficient methods of solving them exist, e.g. see [18-21].

To solve part (ii), one can use non-recursive inverse dynamics algorithms, which explicitly calculate the terms of the bias vector $\mathbf{b}$ as is shown in equation (6.2.3). However, as it turns out, this approach is not computationally efficient. Walker and Orin [1], have proposed another more efficient method for computing the bias vector $\mathbf{b}$. In this method, a recursive inverse dynamics algorithm is used to solve for the actuator torques/forces, assuming that the accelerations are zero, i.e., $\ddot{\mathbf{q}}=0$. As is obvious from equation (6.2.2), since the vector of the generalized forces $\tau$ is equal to the bias vector b, an inverse dynamics algorithm suffices for solving problem (ii). Moreover, with significant improvements in the computational efficiency of
algorithms for solving the inverse dynamics problem (see Chapter 5), the solution for the bias vector b by this method, can be computed very efficiently. Furthermore, to improve the computational efficiency of this method, we can formulate a specialized version of an inverse dynamics algorithm, with the assumption $\ddot{\mathbf{q}}=0$ built in. Therefore, using inverse dynamics algorithms, this subproblem of forward dynamics can be solved in an efficient manner.

Solving the first problem, i.e., computing the manipulator inertia tensor $\mathbf{D}(\mathbf{q})$ is the point where most of the existing algorithms for solving the FDP using the first approach really differ. Walker and Orin [1] considered three methods for computing the inertia tensor $\mathbf{D}(\mathbf{q})$. The first two methods are based on an algorithm which solves the inverse dynamics problem from which all the velocity terms, the gravitational effects and the effects due to the external forces and torques have been eliminated. In this approach, as we can see from equation (6.2.2), the columns of the inertia matrix $D$, which represent the generalized inertia tensor $\mathbf{D}$ in joint space coordinates, are computed by applying a unit vector acceleration to the joints. That is, for the $i$-th column of D we have

$$
\begin{equation*}
d_{i}=\left.(\tau-\mathbf{b})\right|_{\ddot{\mathbf{q}}=[0, \cdots, 1, \cdots, 0]^{T}} \tag{6.2.4}
\end{equation*}
$$

where the 1 is the $i$-th component of $\ddot{\mathbf{q}}$. By repeating the above process $n$ times (not necessarily recursively), all the components of D may be computed. The first two methods are basically the same, with the exception that in the second method, since D is symmetric, only the diagonal and the bottom half of the off-diagonal elements of D are computed. However, as Walker and Orin have shown in their computational complexity analysis, this approach for computing the manipulator joint space inertia matrix is computational expensive. The third method by Walker and Orin is known as the composite rigid body method and is computationally more efficient than their previous two methods. The basic idea in the composite rigid body method is as follows:

As in the first two methods, we assume that unit acceleration is applied to a joint (for instance at joint i , i.e., $\ddot{q}_{i}=1$ at joint $i$ ) with all joint velocities and other joint accelerations equal to zero. Under this action the manipulator chain is divided into two sets of composite rigid bodies with one degree of freedom between them. The lower composite body, i.e., links 1 to $i-1$, is stationary.


Figure 6.1: The $i$-th composite rigid body link.

The upper composite body, which is shown in Figure 6.1, is composed of links $i$ through $n$ and moves as a single rigid body with a composite mass $\left(\bar{m}_{i}\right)$, composite center of mass $\left(\mathbf{R}_{i, i}^{i}\right)$, relative to the origin of the $i$-th coordinate system, and composite moment of inertia or inertia tensor $\left(\mathbf{E}_{\mathrm{C}_{i}}^{i}\right)$, with respect to the composite center of mass.

Due to the motion of the $i$-th composite rigid body, forces and moments will be developed at the joints $1, \cdots, i$, which can be computed as follows: The force and moment at the $i$-th joint can be computed by applying Newton's and Euler's equations to the $i$-th composite rigid body. Moreover, since the acceleration at the joints $1, \cdots, i-1$, is assumed to be zero, the forces and moments at these joints result only from the propagation down the chain of the forces and moments of the $i$-th joint. Now, having compute these forces or moments, to define the elements of the joint space inertia matrix D , we simply need to consider their projections onto the appropriate joint axes of the manipulator.

From this computational scheme, it is obvious that the computation of $\bar{m}_{i}, \mathbf{R}_{i, i}^{i}$ and $\mathbf{E}_{\mathbf{c}_{i}}^{i}$ is important (as far as computational efficiency is concerned) for the determination of the generalized inertia tensor $\mathbf{D}$. To achieve computational efficiency for these quantities, Walker and Orin proposed linear recurrence relations. These relations, formulated in the notation of this monograph, can be stated as follows:

$$
\begin{align*}
\bar{m}_{i}= & \bar{m}_{i+1}+m_{i}  \tag{6.2.5}\\
\mathbf{R}_{i, i}^{i}= & \frac{1}{\bar{m}_{i}}\left[m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1}\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{A}_{i+1} \mathbf{R}_{i+1, i+1}^{i+1}\right)\right]  \tag{6.2.6}\\
\mathbf{E}_{\mathbf{c}_{i}}^{i}= & \mathbf{I}_{\mathbf{c}_{i}}^{i}+m_{i}\left[\left(\mathbf{r}_{i, i}^{i}-\mathbf{R}_{i, i}^{i}\right) \cdot\left(\mathbf{r}_{i, i}^{i}-\mathbf{R}_{i, i}^{i}\right) 1-\left(\mathbf{r}_{i, i}^{i}-\mathbf{R}_{i, i}^{i}\right)\left(\mathbf{r}_{i, i}^{i}-\mathbf{R}_{i, i}^{i}\right)^{T}\right] \\
& +\bar{m}_{i+1}\left[\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{R}_{i+1, i+1}^{i}-\mathbf{R}_{i, i}^{i}\right) \cdot\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{R}_{i+1, i+1}^{i}-\mathbf{R}_{i, i}^{i}\right) 1\right. \\
& \left.-\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{R}_{i+1, i+1}^{i}-\mathbf{R}_{i, i}^{i}\right)\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{R}_{i+1, i+1}^{i}-\mathbf{R}_{i, i}^{i}\right)^{T}\right]+\mathbf{A}_{i+1} \mathbf{E}_{\mathbf{c}_{i+1}}^{i+1} \mathbf{A}_{i+1}^{T} \tag{6.2.7}
\end{align*}
$$

Based on these equations and using the Newton-Euler equations to analyze the composite rigid body dynamics, Walker and Orin proposed an algorithm for computing the upper triangular part of the symmetric joint space inertia matrix D which, in the notation of this monograph, can be stated as follows:

## ALGORITHM 6.1

## Step 0: Initialization

$$
\begin{aligned}
\bar{m}_{n+1} & =0, \mathbf{R}_{n+1, n+1}^{n}=0, \quad \mathbf{E}_{\mathrm{c}_{n+1}}^{n+1}=0, \quad \mathbf{A}_{n+1}=0, z_{i}^{i}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{T} \\
\sigma_{i} & =\left\{\begin{array}{l}
1 \text { revolute } i-t h \text { joint } \\
0 \text { prismatic } i \text { i-th joint }
\end{array}\right.
\end{aligned}
$$

Step 1: For $i=n, 1$ do

$$
\begin{align*}
\bar{m}_{i} & =\bar{m}_{i+1}+m_{i}  \tag{6.2.8a}\\
\mathbf{R}_{i, i}^{i} & =\frac{1}{\bar{m}_{i}}\left[m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1}\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{A}_{i+1} \mathbf{R}_{i+1, i+1}^{i+1}\right)\right]  \tag{6.2.8b}\\
\mathbf{E}_{\mathbf{c}_{\mathbf{i}}}^{i}= & \mathbf{I}_{\mathbf{c}_{\mathbf{i}}}^{i}+m_{i}\left[\left(\mathbf{r}_{i, i}^{i}-\mathbf{R}_{i, i}^{i}\right) \cdot\left(\mathbf{r}_{i, i}^{i}-\mathbf{R}_{i, i}^{i}\right) 1-\left(\mathbf{r}_{i, i}^{i}-\mathbf{R}_{i, i}^{i}\right)\left(\mathbf{r}_{i, i}^{i}-\mathbf{R}_{i, i}^{i}\right)^{T}\right] \\
& +\bar{m}_{i+1}\left[\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{R}_{i+1, i+1}^{i}-\mathbf{R}_{i, i}^{i}\right) \cdot\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{R}_{i+1, i+1}^{i}-\mathbf{R}_{i, i}^{i}\right) 1\right. \\
& \left.-\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{R}_{i+1, i+1}^{i}-\mathbf{R}_{i, i}^{i}\right)\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{R}_{i+1, i+1}^{i}-\mathbf{R}_{i, i}^{i}\right)^{T}\right]+\mathbf{A}_{i+1} \mathbf{E}_{\mathbf{c}_{i+1}}^{i+1} \mathbf{A}_{i+1}^{T}  \tag{6.2.8c}\\
\mathbf{F}_{\mathbf{c}_{i}}^{i}= & \sigma_{i}\left(\mathbf{z}_{i}^{i} \times \bar{m}_{i} \mathbf{R}_{i, i}^{i}\right)+\left(1-\sigma_{i}\right)\left(\bar{m}_{i} \mathbf{z}_{i}^{i}\right)  \tag{6.2.8d}\\
\mathbf{M}_{\mathbf{c}_{i}}^{i} & =\sigma_{i}\left(\mathbf{E}_{\mathbf{c}_{i}}^{i} \cdot \mathbf{z}_{i}^{i}\right)  \tag{6.2.8e}\\
\mathbf{f}_{i, i}^{i} & =\mathbf{F}_{\mathbf{c}_{\mathbf{i}}}^{i} \tag{6.2.8f}
\end{align*}
$$

$$
\begin{align*}
& \boldsymbol{\eta}_{i, i}^{i}=\mathbf{M}_{\mathrm{c}_{\mathbf{i}}}^{i}+\mathbf{R}_{i, i}^{i} \times \mathbf{F}_{\mathrm{c}_{\boldsymbol{i}}}^{i}  \tag{6.2.8~g}\\
& d_{i, i}=\sigma_{i}\left(\boldsymbol{\eta}_{i, i}^{i} \cdot \mathbf{z}_{i}^{i}\right)+\left(1-\sigma_{i}\right)\left(\mathbf{f}_{i, i}^{i} \cdot \mathbf{z}_{i}^{i}\right) \tag{6.2.8h}
\end{align*}
$$

For $j=i-1,1$ do

$$
\begin{align*}
\mathbf{f}_{j, i}^{j} & =\mathbf{A}_{j+1} \mathbf{f}_{j+1, i}^{j+1}  \tag{6.2.9a}\\
\boldsymbol{\eta}_{j, i}^{j} & =\mathbf{A}_{j+1} \boldsymbol{\eta}_{j+1, i}^{j+1}+\mathbf{s}_{j,+1}^{j} \times \mathbf{f}_{j+1, i}^{j}  \tag{6.2.9b}\\
d_{j, i} & =\sigma_{i}\left(\boldsymbol{\eta}_{j, i}^{j} \cdot \mathbf{z}_{i}^{i}\right)+\left(1-\sigma_{i}\right)\left(\mathbf{f}_{j, i}^{j} \cdot \mathbf{z}_{i}^{i}\right) \tag{6.2.9c}
\end{align*}
$$

end
For its implementation, Algorithm 6.1 requires $12 n^{2}+26 n+27$ scalar multiplications and $7 n^{2}+67 n-56$ scalar additions (see Table 6.2), which for $n=6$ amounts to 741 scalar multiplications and 601 scalar additions, respectively. Featherstone has shown [2] that based on the composite rigid body method and using a spatial notation to combine the representation of rotational and translational quantities, and spatial algebra to manipulate these quantities efficiently, another more efficient algorithm can be devised which requires $10 n^{2}+31 n-41$ scalar multiplications and $6 n^{2}+40 n-46$ scalar additions. For $n=6$, this involves 505 scalar multiplications and 410 scalar additions. However, the computational efficiency of Featherstone's algorithm results from the special purpose spatial arithmetic package which he developed to handle spatial operations efficiently.

Walker and Orin also describe another method for calculating $\ddot{\mathbf{q}}$ which by-passes the need to calculate D explicitly (Method 4 in [1]). This method uses an iterative technique, namely, the conjugate gradient technique for solving the linear system of equations in step (iii). Based on an initial estimate for the joint acceleration the method uses successive adjustments to these variables until they converge to the correct solution. If there are no round-off errors, the solution for $\ddot{\boldsymbol{q}}$ can be achieved in a maximum of $n$
iterations. The complexity of this method is $o\left(n^{2}\right)$, but the coefficient of $n^{2}$ is large enough to make it less efficient for all but very large values of $n$ ( $n \geq 12$ ) than the composite rigid body method, which has $O\left(n^{3}\right)$ computational complexity.

Following a similar decomposition of forward dynamics into subproblems, as suggested by Walker and Orin, Angeles and Ma [3] have proposed a method for computing the generalized inertia tensor $\mathbf{D}$ which in terms of computational efficiency is comparable to the composite rigid body method. The basic idea in Angeles and Ma's approach is as follows:

First the $6 n$-dimensional vector of generalized twist

$$
\begin{equation*}
\mathbf{t} \equiv\left[\mathbf{t}_{1}^{T}, \cdots \mathbf{t}_{n}^{T}\right]^{T} \tag{6.2.10}
\end{equation*}
$$

and the $6 n \times 6 n$ block diagonal tensor of generalized extended mass

$$
\begin{equation*}
\mathbf{M} \equiv \operatorname{diag}\left(\mathbf{M}_{1}, \cdots \mathbf{M}_{n}\right) \tag{6.2.11}
\end{equation*}
$$

are defined, where $t_{i}$ is a 6-dimensional vector representing the twist of the $i$-th link, namely,

$$
\mathbf{t}_{i} \equiv\left[\begin{array}{l}
\omega_{i}  \tag{6.2.12}\\
\dot{\mathbf{r}}_{0, i}
\end{array}\right]
$$

and $M_{i}$ is a $6 \times 6$ tensor defined as

$$
\mathbf{M}_{i} \equiv\left[\begin{array}{cc}
\mathrm{I}_{\mathrm{c}_{i}} & 0  \tag{6.2.13}\\
0 & m_{i} 1
\end{array}\right]
$$

in which 1 is the $3 \times 3$ identity tensor and 0 is the $3 \times 3$ zero tensor. Then, from the linear transformation

$$
\begin{equation*}
\mathbf{t}=\mathbf{T} \dot{\mathbf{q}} \tag{6.2.14}
\end{equation*}
$$

the $6 n \times n$ tensor $\mathbf{T}$ is defined. (The tensor $\mathbf{T}$ is referred to as the natural orthogonal complement since, as shown in [4], it is an orthogonal
complement of the tensor which defines the kinematic constraints of the manipulator). Moreover, from kinetic energy considerations the generalized inertia tensor $\mathbf{D}$ may be defined as

$$
\mathbf{D}(\mathbf{q})=\mathbf{T}^{T} \mathbf{M} \mathbf{T} .
$$

Furthermore, the tensor $\mathbf{M}$ can be factored as $\mathbf{M}=\mathbf{N}^{T} \mathbf{N}$ since it is symmetric and positive definite. From the foregoing, the generalized inertia tensor $\mathbf{D}$ can be decomposed as

$$
\begin{equation*}
\mathbf{D}=\mathbf{P}^{T} \mathbf{P} \tag{6.2.15}
\end{equation*}
$$

where $\mathbf{P} \equiv \mathbf{N} \mathbf{T}$ is a lower block triangular tensor. Based on this analysis, Angeles and Ma [3] proposed an algorithm for computing the generalized inertia tensor $\mathbf{D}$ which, as we mentioned above, (see also Table 6.2) has almost the same computational complexity as Algorithm 6.1. Angeles and Ma also proposed another method which avoids the determination of the generalized inertia tensor D. In this method, based on (6.2.15), the linear system of equations

$$
\begin{equation*}
\mathbf{D} \ddot{\mathbf{q}}=\tau-\mathbf{b} \tag{6.2.16}
\end{equation*}
$$

is decomposed as follows,

$$
\begin{align*}
\mathbf{P}^{T} \mathbf{x} & =\tau-\mathbf{b}  \tag{6.2.17a}\\
\mathbf{P} \ddot{\mathbf{q}} & =\mathbf{x} \tag{6.2.17b}
\end{align*}
$$

where $\mathbf{x}$ is a $6 n$-dimensional vector. Equation (6.2.17a) represents an underdetermined system ( $n$ equations with $6 n$ unknowns) and equation (6.2.17b) represents an overdetermined system ( $6 n$ equations with $n$ unknowns). Based on these equations, Angeles and Ma have shown that the vector $\ddot{\boldsymbol{q}}$ can be computed as the least squares approximation to equation (6.2.17b), if $\mathbf{x}$ is first computed as the minimum norm solution of equation (6.2.17a). The computational efficiency of this second method of Angeles and Ma is comparable (see [3]) to that of their first method.

As we have mentioned above, an approach for solving the forward dynamics problem is to calculate recursively the coefficients which propagate motion and force constraints along the mechanism allowing the problem to be solved directly. However, although it is theoretically more sound, currently few methods adopt this approach. This is because first, it requires an extensive analysis and second, and more important, algorithms derived from this approach are computationally expensive despite the fact that one can usually achieve $o(n)$ computational complexity. This is so, since the coefficient of $n$ in the measure of complexity is quite large.

Probably, the best known method in this approach is the articulatedbody method proposed by Featherstone [2]. The basic idea in this method is to regard the robot as consisting of a base member (whose motion is known), a single joint, and a single moving link which is in fact an articulated body (i.e., a collection of rigid bodies connected by joints) representing the rest of the robot. The forward dynamics problem for this one-joint robot is easily solved once the apparent inertia of the moving link is known. Having found the acceleration of the first joint, the articulated body itself can be treated as a robot and the same process applied to obtain the acceleration of the next joint, and so on. So the articulated-body method consists of the calculation of a series of articulated-body inertias which are used to solve the forward dynamics problem one joint at a time. Thus, this approach leads to algorithms which have $o(n)$ computational complexity. To facilitate the analysis of his method, Featherstone introduced a spatial notation which provides a uniform combined representation of rotational and translational quantities, and he developed a spatial algebra for manipulating these spatial quantities. Also, to implement his algorithm efficiently (see Table 6.3), Featherstone developed a spatial arithmetic package with special-purpose arithmetic functions to operate on these compact spatial representations.

Other examples of methods which solve the FDP by the constraint propagation approach are described by Armstrong [5], Rodriguez [7] and

Rodriguez and Kreutz [8]. In particular, Armstrong's method also achieves $o(n)$ complexity, and uses recursion coefficients playing a similar role to articulated-body inertias. This method, in its basic form, is applicable to robots with spherical joints but a modification applicable for revolute joints is outlined in one of the appendixes in Armstrong's paper. However, this modification increases the computational requirement significantly, although the complexity remains $o(n)$. Rodriguez and Kreutz [8] have developed a two-step algorithm for computing forward dynamics which has $o(n)$ computational complexity. Based on a linear operator approach for formulating and analyzing the manipulator dynamics developed by Rodriguez [6,7], the twostep algorithm by Rodriguez and Kreutz first computes and subtracts out the Coriolis, centrifugal, gravity and contact force bias terms, exactly as in Walker and Orin's approach, to obtain a "bias-free"' robot dynamic equation. Then, in the second step, using techniques for solving linear operator equations by operator factorization, the joint space accelerations are obtained in $o(n)$ iterations. Also, using certain operator identities, they propose alternative algorithms for which the need for a preliminary bias vector computation and subtraction is avoided. The dynamic analysis of these algorithms, as in Featherstone's approach, is based on spatial notation and spatial algebra. The approach by Rodriguez and Kreutz is important because it provides a method to formulate, analyze and understand spatial recursions in multibody dynamics. This analysis leads them to a simple factorization of the generalized inertia tensor $\mathbf{D}$ from which an immediate inversion of $\mathbf{D}$ is readily available. In particular, they established the following factorization for the generalized inertia tensor $\mathbf{D}$ and its inverse:

$$
\begin{equation*}
\mathbf{D}=(1+\mathbf{H} \Psi \mathbf{L}) \hat{\mathbf{D}}(1+\mathbf{H} \Psi \mathbf{L})^{T} \tag{6.2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{D}^{-1}=(1-\mathbf{H} \Phi \mathbf{L})^{T} \hat{\mathbf{D}}^{-1}(1-\mathbf{H} \Phi \mathbf{L}) \tag{6.2.19}
\end{equation*}
$$

where $\mathbf{H}$ and $\Psi$ are given by known geometric link parameters, and $\mathbf{L}, \boldsymbol{\Phi}$
and $\hat{\mathbf{D}}$ are obtained recursively by a spatial discrete-step Kalman filter and by the corresponding Riccati equation associated with this filter. The factors $(1+\mathbf{H} \Psi \mathrm{L})$ and ( $1-\mathbf{H} \Phi \mathrm{L})$ are lower triangular tensors which are inverses of each other, and $\hat{\mathbf{D}}$ is a diagonal tensor. This analytic factorization and inversion is obviously important because it avoids numerical triangular decomposition and inversion, and consequently the problems associated with build-up to numerical round-off errors in such computations. However, a computational complexity analysis of these algorithms has not been included in [8] and this makes a fair comparison of their method with others difficult.

Finally, an approach for solving the FDP which is quite different from those presented above has been proposed by Chou, Baciu and Kesavan [9,10]. Their formulation uses graph-theoretic models for the joints and the open-loop kinematic chains of rigid bodies. Euler parameters are used instead of the conventional direction cosines to describe relative orientations. The final mathematical model derived by this formulation is a large system ( $20 n$ scalar equations with $20 n$ unknowns) of differential and algebraic equations. A complete computational complexity analysis has not been provided for the method. However, because of the large system of equations that has to be solved, the approach is almost certainly very expensive computationally.

Concluding this review on forward dynamics computation, it is worth mentioning that, as with inverse dynamics computation, to improve computational efficiency parallel algorithms and special architectures have been proposed. For example, parallel processing techniques have been proposed by Lee and Chang [11] and systolic architectures have been used by AminJavaheri and Orin [12]. Also in [13], Han has examined possible applications of parallel and pipeline processing as well as VLSI systolic array processors for computing forward dynamics in real-time.

### 6.3 The Generalized Manipulator Inertia Tensor

As we mentioned in section 6.2, one of the methods which may be used for computation of the generalized inertia tensor $\mathbf{D}$ is the composite rigid body method. This method leads to algorithms (e.g., Algorithm 6.1) which compute efficiently the manipulator inertia tensor $\mathbf{D}$ by utilizing recurrence relations for some of its basic equations. However, a drawback of this method is that it leads to algorithms which require all the quantities to be computed online. Moreover, as we shall see in this section, the recurrence relations on which these algorithms are based can be stated in computationally more efficient formulations.

In order to reduce the computational complexity of the above mentioned algorithm, two other methods are proposed in this section. The first method is similar to the third method proposed by Walker and Orin [1]. In particular, a similar decomposition, i.e., a set of stationary and moving links, is used as the underlying modeling scheme and the dynamic analysis is based on the Newton-Euler equations. However, the dynamic analysis of the moving set of links in this method uses the concepts of generalized and augmented links instead of that of the composite rigid body alone. The concepts of augmented and generalized links have been introduced in Chapter 5 to facilitate more efficient solutions of the inverse dynamics problem. Here, as in the case of inverse dynamics, these concepts will allow us to devise an algorithm which is applicable to general robot manipulators and, in almost all cases, its computational burden may be split into computations which can be performed off-line and computations which have to be performed online. Moreover, based on these concepts and using Cartesian tensor analysis, computationally more efficient recurrence relations will be devised to facilitate the online computations. The second method also uses the concepts of augmented and generalized links and Cartesian tensor analysis, but the dynamic analysis is based now on the Euler-Lagrange equations instead of the Newton-Euler ones.

As we shall see, both methods lead to the same algorithm for computing the generalized inertia tensor $\mathbf{D}$ of a robot manipulator. Thus, from an algorithmic point of view, it may seem that this duplication in the analysis is unnecessary, and this is definitely true. However, the main reason for the duplication is to show, as we did with inverse dynamics, that apart from personal preference or experience there is nothing to be gained, in terms of computational efficiency, by choosing one or the other set of dynamic equations in our analysis.

### 6.3.1 Generalized Links and their Inertia Tensor

A generalized link has been defined in Chapter 5 (see Definition 5.2). It is obvious from this definition that a generalized link is simply a composite rigid body as defined by Walker and Orin. However, since the analysis to follow is different from that presented by Walker and Orin, we shall continue to refer to the set of moving links as a generalized link. Basically, the analysis here is different from that of Walker and Orin in that all moments concerning a generalized link are considered about the origin of one of the link coordinate systems instead of its center of mass. This modification allows us to use the inertia tensor of an augmented link (which, can be computed off-line for most industrial robots) for a computationally more efficient formulation of the inertia tensor of a generalized link.

The definition of an augmented link has been given in Chapter 5 (see Definition 5.1). Also, in Chapter 5, the definitions of the first and second moments of an augmented link, as well as, the definition of the first moment of a generalized link have been given. Here these definitions are repeated for quick reference and the list of these definitions is completed with the definition of the second moment (inertia tensor) of a generalized link. These definitions for the $i$-th augmented and the $i$-th generalized link may be stated as follows:
(1) First moment of the $i$-th augmented link about the origin $o_{i}$ of the $i$-th link coordinate system:

$$
\begin{equation*}
\mathbf{u}_{0_{i}}^{i}=m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1} \mathbf{s}_{i, i+1}^{i} \tag{6.3.1}
\end{equation*}
$$

(2) Second moment (inertia matrix) of the $i$-th augmented link about $o_{i}$ :

$$
\begin{equation*}
\mathbf{K}_{\mathbf{o}_{i}}^{i}=\mathbf{I}_{\mathbf{c}_{i}}^{i}-m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i}-\bar{m}_{i+1} \tilde{\mathrm{~s}}_{i, i+1}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i} \tag{6.3.2}
\end{equation*}
$$

(3) First moment of the $i$-th generalized link about $o_{i}$ :

$$
\begin{align*}
\mathbf{U}_{\mathbf{o}_{i}}^{i} & =\sum_{j=i}^{n} m_{j} \mathbf{r}_{i, j}^{i} \\
& =\mathbf{u}_{\mathbf{o}_{\mathbf{i}}}^{i}+A_{i+1} \mathbf{U}_{\mathbf{o}_{i+1}}^{i+1}
\end{align*}
$$

where the last step follows from Lemma 5.1, and
(4) Second moment (inertia matrix) about $\mathrm{o}_{i}$ of the $i$-th generalized link:

$$
\begin{equation*}
\mathbf{E}_{\mathbf{o}_{i}}^{i}=\sum_{k=i}^{n}\left[\mathbf{I}_{\mathbf{c}_{k}}^{i}-m_{k} \tilde{\mathbf{r}}_{i, k}^{i} \tilde{\mathbf{r}}_{i, k}^{i}\right] \tag{6.3.4}
\end{equation*}
$$

Also, as we may recall from Chapter 5, the zero-th moment or mass of the $i$ th augmented link which is equal to the zero-th moment of the $i$-th generalized link is defined as

$$
\begin{equation*}
\bar{m}_{i}=m_{i}+\bar{m}_{i+1} \tag{6.3.5}
\end{equation*}
$$

The formulation of equation (6.3.4), which defines the inertia tensor of the $i$-th generalized link, is important because it provides physical insight into the structure of this inertia tensor. However, this formulation is obviously computationally very expensive for any use in practical applications. Therefore, to be able to use generalized links effectively, we have to define their inertia tensor by using a computationally more efficient equation. This equation is provided by the following lemma [17].

Lemma 6.1: The inertia tensor of the $i$-th generalized link with respect to the origin $\mathrm{o}_{i}$ of the $i$-th link coordinate system may be defined by the following recurrence relation:

$$
\begin{equation*}
\mathbf{E}_{\mathbf{o}_{i}}^{i}=\mathbf{K}_{\mathbf{o}_{i}}^{i}-\left[\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}\right]+\mathbf{A}_{i+1} \mathbf{E}_{\mathbf{o}_{i+1}}^{i+1} \mathbf{A}_{i+1}^{T} \tag{6.3.6}
\end{equation*}
$$

where $\mathbf{K}_{\mathbf{o}_{i}}^{i}$ is the inertia tensor of the $i$-th augmented link with respect to the origin $o_{i}, \tilde{\mathbf{s}}_{i, i+1}^{i}$ is the dual tensor of the position vector of $o_{i+1}$ relative to $o_{i}$ and $\tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}$ is the dual tensor of the first moment about $\mathbf{o}_{i+1}$ of the $(i+1)$-th generalized link.
Proof: Since, for $k>i, \tilde{r}_{i, k}^{i}=\tilde{\mathbf{s}}_{i, i+1}^{i}+\tilde{\mathbf{r}}_{i+1, k}^{i}$, we have

$$
\tilde{\mathbf{r}}_{i, k}^{i} \tilde{\mathbf{r}}_{i, k}^{i}=\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{r}}_{i+1, k}^{i}+\tilde{\mathbf{r}}_{i+1, k}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}+\tilde{\mathbf{r}}_{i+1, \tilde{\mathbf{r}}_{i+1, k}^{i}}^{i} .
$$

Equation (6.3.4) can be written as

$$
\begin{aligned}
& \mathbf{E}_{\mathbf{o}_{i}}^{i}=\mathbf{I}_{\mathbf{c}_{\mathbf{i}}}^{i}-m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \tilde{r}_{i, i}^{i}-{ }^{n} m_{k} \tilde{\mathrm{~s}}_{\mathrm{i}, i+1}^{i} \tilde{\mathrm{~s}}_{i, i+1}^{i} \\
& k=i+1 \\
& -\sum_{k=i+1}^{n}\left[m_{k}\left(\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{r}}_{i+1, k}^{i}+\tilde{\mathbf{r}}_{i+1, k}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}\right)\right]+\sum_{k=i+1}^{n}\left[\mathbf{I}_{\mathrm{c}_{k}}^{i}-m_{k} \tilde{\mathbf{r}}_{i+1, k}^{i} \tilde{\mathbf{r}}_{i+1, k}^{i}\right] \\
& =\mathbf{I}_{\mathbf{c}_{i}}^{i}-m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i}-\bar{m}_{i+1} \tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\tilde{s}}_{i, i+1}^{i}-\left[\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}\right] \\
& +\mathbf{A}_{i+1} \sum^{n}\left[\mathbf{I}_{\mathbf{c}_{k}}^{i+1}-m_{k} \tilde{\mathbf{r}}_{i+1, k}^{i+1} \tilde{\mathbf{r}}_{i+1, k}^{i+1}\right] \mathbf{A}_{i+1}^{T} \\
& k=i+1 \\
& =\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}-\left[\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i + 1}}}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i + 1}}}^{i} \mathbf{s}_{i, i+1}^{i}\right]+\mathbf{A}_{i+1} \mathbf{E}_{\mathbf{o}_{\mathbf{i + 1}}}^{i+1} \mathbf{A}_{i+1}^{\boldsymbol{T}}
\end{aligned}
$$

where the definitions of the inertia tensors for the $i$-th augmented and $i$-th generalized links have been used in the last step. Thus, equation (6:3.6) is valid and this completes the proof.

As we mentioned above, a generalized link is another name for the concept of a composite rigid body. Therefore, it is obvious that equations (6.2.6) and (6.2.7) which define the composite center of mass and the composite inertia tensor, respectively, of the $i$-th composite rigid body are closely related to equations (6.3.3) and (6.3.6) which define the first and second moments, respectively, of the $i$-th generalized link. To see this, by substituting $u_{0_{i}}^{i}$ from equation (6.3.1) into equation (6.3.3), and using equation (6.2.6), we can write the first moment of the $i$-th generalized link as follows:

$$
\begin{equation*}
\mathbf{U}_{\mathbf{o}_{i}}^{i}=\bar{m}_{i} \mathbf{R}_{i, i}^{i} . \tag{6.3.7}
\end{equation*}
$$

where $\mathbf{R}_{i, i}^{i}$ is the position vector of the center of mass of the $i$-th composite rigid body (or the $i$-th generalized link) with respect to the origin $\mathrm{o}_{i}$ of the $i$ th link coordinate system. Note that, based on physical considerations, we could use equation (6.3.7) instead of equation (6.3.3) as the definition of the first moment of the $i$-th generalized link with respect to the origin $\mathrm{o}_{i}$ of the $i$-th link coordinate system. However, the chosen definition provides physical insight which facilitates the analysis of the dynamic equations of motion. Similarly, using the parallel axis theorem, the inertia tensor of the $i$-th generalized link $\mathbf{E}_{\mathbf{o}_{i}}^{i}$ with respect to the origin $\mathbf{o}_{i}$ can be defined by the equation

$$
\begin{equation*}
\mathbf{E}_{\mathbf{o}_{i}}^{i}=\mathbf{E}_{\mathbf{c}_{i}}^{i}-\bar{m}_{i} \tilde{\mathbf{R}}_{i, i}^{i} \tilde{\mathbf{R}}_{i, i}^{i} \tag{6.3.8}
\end{equation*}
$$

where $\mathbf{E}_{\mathrm{c}_{\mathrm{i}}}^{i}$ (see equation (6.2.7)) is the inertia tensor of the $i$-th generalized link with respect to its center of mass, and $\tilde{\mathbf{R}}_{i, i}^{i}$ is the dual tensor of the position vector $\mathbf{R}_{i, i}^{i}$.

Now, using these moments of the augmented and generalized links, we can proceed to derive an algorithm for computing efficiently the joint-space matrix $D$ of the generalized inertia tensor $\mathbf{D}$ of a rigid-link open-chain robot manipulator.

### 6.3.2 The Use of Newton-Euler Equations in Computing the Manipulator Inertia Tensor

To simplify the analysis, we shall assume that all joints are of revolute type. However, the final equations in Algorithm 6.2 have been modified to make the algorithm applicable to both revolute and prismatic joints. These modifications are simple and self explanatory.

Following the approach by Walker and Orin, let us assume that unit acceleration is applied at the $i$-th joint of a robot manipulator with all joint velocities and other joint accelerations equal to zero. Under these assumptions only the $i$-th generalized link moves. To describe the motion of the $i$-th generalized link, we shall use Newton's and Euler's equations.

As is well known, Newton's and Euler's equations describe the motion of a rigid body relative to an inertia frame and are given [14] by

$$
\begin{align*}
\mathbf{F}_{\mathbf{c}} & =m \ddot{\mathbf{r}}_{\mathbf{c}}  \tag{6.3.9}\\
\mathbf{M}_{\mathbf{c}} & =\mathbf{I}_{\mathbf{c}} \cdot \dot{\boldsymbol{\omega}}+\tilde{\boldsymbol{\omega}} \mathbf{I}_{\mathbf{c}} \cdot \boldsymbol{\omega} \tag{6.3.10}
\end{align*}
$$

respectively, where $m$ is the mass, $\ddot{\mathbf{r}}_{\mathbf{c}}$ is the absolute acceleration of the center of mass, $\mathbf{I}_{\mathbf{c}}$ is the inertia tensor of the rigid body about its center of mass and $\omega(\dot{\omega})$ is the absolute angular velocity (acceleration) of the motion.

In the case of the $i$-th composite link, equations (6.3.9) and (6.3.10) take the form

$$
\begin{equation*}
\mathbf{F}_{\mathbf{c}_{i}}=\bar{m}_{i} \ddot{\mathbf{R}}_{0, i} \tag{6.3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}_{i}}=\mathbf{E}_{\mathbf{c}_{\mathbf{i}}} \cdot \dot{\omega}_{i}+\tilde{\omega}_{i} \mathbf{E}_{\mathbf{c}_{\mathrm{i}}} \cdot \boldsymbol{\omega}_{i} \tag{6.3.12}
\end{equation*}
$$

Note that, (6.3.11) and (6.3.12) are expressed in the base frame orientation. However, since by assumption links 1 to $i-1$ are stationary, we can assume that the origin of the inertia frame is at the same position as the origin $o_{i}$ of
the $i$-th link coordinate frame. This implies that $\ddot{\mathbf{R}}_{0, i}=\ddot{\mathbf{R}}_{i, i}$. Therefore, using equations (6.3.7) and (6.3.8) we can rewrite equations (6.3.11) and (6.3.12) in the following form

$$
\begin{equation*}
F_{c_{i}}=\ddot{U}_{o_{i}} \tag{6.3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}_{\mathbf{i}}}=\mathbf{E}_{\mathbf{o}_{i}} \cdot \dot{\boldsymbol{\omega}}_{i}+\tilde{\omega}_{i} \mathbf{E}_{\mathbf{o}_{i}} \cdot \boldsymbol{\omega}_{i}+\frac{1}{\overline{m_{i}}}\left[\tilde{\mathbf{U}}_{\mathbf{o}_{i}} \tilde{\mathbf{U}}_{\mathbf{o}_{i}} \cdot \dot{\boldsymbol{\omega}}_{i}+\tilde{\boldsymbol{\omega}}_{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i}} \tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}} \cdot \boldsymbol{\omega}_{i}\right] \tag{6.3.14}
\end{equation*}
$$

Moreover, under the assumptions made above, we have

$$
\begin{equation*}
\omega_{i}=0 \quad \text { and } \quad \dot{\omega}_{i}=\mathbf{z}_{i} \tag{6.3.15}
\end{equation*}
$$

which implies that $\Omega_{j}=\tilde{\mathbf{z}}_{i}$ for all $j \geq i$. Therefore, using Lemma 5.2, we can show that

$$
\begin{equation*}
\ddot{\mathbf{U}}_{\mathbf{o}_{i}}=\tilde{\mathbf{z}}_{i} \mathrm{U}_{\mathbf{o}_{i}} . \tag{6.3.16}
\end{equation*}
$$

From the foregoing, equations (6.3.13) and (6.3.14) can be written as

$$
\begin{equation*}
\mathbf{F}_{\mathbf{c}_{i}}=\tilde{\mathbf{z}}_{i} \mathbf{U}_{\mathbf{o}_{i}} \tag{6.3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}_{i}}=\mathbf{E}_{\mathbf{o}_{\mathbf{i}}} \cdot \mathbf{z}_{i}+\frac{1}{\bar{m}_{i}} \tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}} \tilde{\mathbf{U}}_{\mathbf{o}_{i}} \mathbf{z}_{i} \tag{6.3.18}
\end{equation*}
$$

respectively. Moreover, equations (6.3.17) and (6.3.18) as tensor equations are invariant under coordinate transformations. Therefore, following the usual approach in the Newton-Euler formulation of robot dynamics, we express them in the $i$-th frame orientation as

$$
\begin{equation*}
\mathbf{F}_{\mathbf{c}_{\boldsymbol{i}}}^{i}=\tilde{\mathbf{z}}_{i}^{i} \mathbf{U}_{\mathbf{o}_{i}}^{i} \tag{6.3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{\mathbf{c}_{i}}^{i}=\mathbf{E}_{\mathbf{o}_{\mathbf{i}}}^{i} \cdot \mathbf{z}_{i}^{i}+\frac{1}{\bar{m}_{i}} \tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \mathbf{z}_{i}^{i} \tag{6.3.20}
\end{equation*}
$$

respectively.
Now, due to the motion of the $i$-th joint, forces $\left(\mathbf{f}_{j, i}^{j}\right)$ and moments $\left(\boldsymbol{\eta}_{j, i}^{j}\right)$ will be developed at all joints $j$ for $j \leq i$. These forces and moments are the inter-link constraints which keep the links in the lower part of the manipulator fixed with respect to each other. Projections of these forces or moments onto the joint axes are just the elements of the desired joint-space inertia matrix $\mathbf{D}$ of the generalized inertia tensor $\mathbf{D}$. To determine these constraint forces and moments we use a backward recursion from joint $i$ through to joint 1. At the initial step of this recursion, i.e., for $j=i, \mathbf{f}_{i, i}^{i}$ and $\boldsymbol{\eta}_{i, i}^{i}$ can be determined by simply resolving $\mathbf{F}_{\mathbf{c}_{\mathbf{i}}}^{i}$ and $\mathbf{M}_{\mathbf{c}_{\boldsymbol{i}}}^{i}$ to the origin of the $i$-th coordinates. Thus, we have

$$
\begin{equation*}
\mathbf{f}_{i, i}^{i}=\mathbf{F}_{\mathbf{c}_{\mathbf{i}}}^{i} \tag{6.3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\eta}_{i, i}^{i}=\mathbf{M}_{\mathbf{c}_{\mathbf{i}}}^{i}+\tilde{\mathbf{R}}_{i, i}^{i} \mathbf{F}_{\mathbf{c}_{\mathbf{i}}}^{i} \tag{6.3.22}
\end{equation*}
$$

Further, by using (6.3.19) and (6.3.20), we can write equation (6.3.22) as

$$
\begin{equation*}
\boldsymbol{\eta}_{i, i}^{i}=\mathbf{E}_{\mathbf{o}_{i}}^{i} \cdot \mathbf{z}_{i}^{i}+\frac{1}{\bar{m}_{i}} \tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \mathbf{z}_{i}^{i}+\tilde{\mathbf{R}}_{i, i}^{i} \tilde{\mathbf{z}}_{i}^{i} \mathbf{U}_{\mathbf{o}_{i}}^{i} \tag{6.3.23}
\end{equation*}
$$

and finally, since $\tilde{\mathbf{z}}_{i}^{i} \mathbf{U}_{\mathbf{o}_{i}}^{i}=-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \mathbf{z}_{i}^{i}$ and $\tilde{\mathbf{R}}_{i, i}^{i}=\frac{1}{\bar{m}_{i}} \tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i}$, we have

$$
\begin{equation*}
\boldsymbol{\eta}_{i, i}^{i}=\mathbf{E}_{\mathrm{o}_{i}}^{i} \cdot \mathbf{z}_{i}^{i} \tag{6.3.24}
\end{equation*}
$$

In the rest of the recursion, i.e., for $j<i$, the constraint forces and moments are computed using the equations

$$
\begin{equation*}
\mathbf{f}_{j, i}^{j}=\mathbf{A}_{j+1} \mathbf{f}_{j+1, i}^{j+1} \tag{6.3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\eta}_{j, i}^{j}=\mathbf{A}_{j+1}\left[\boldsymbol{\eta}_{j+1, i}^{j+1}+\tilde{\mathbf{s}}_{j, j+1}^{j+1} \mathbf{f}_{j+1, i}^{j+1}\right] \tag{6.3.26}
\end{equation*}
$$

Note that these equations can also be derived from a compatible inverse dynamics algorithm, say Algorithm 5.4, when the accelerations at all joints $j$, for $j \neq i$, are assumed to be zero. Finally, the elements of the symmetric joint-space inertia matrix $\mathbf{D}$ of the generalized inertia tensor $\mathbf{D}$ are determined by using the following equation

$$
\begin{equation*}
d_{j, i}=\eta_{j, i}^{j} \cdot \mathbf{z}_{j}^{j} . \tag{6.3.27}
\end{equation*}
$$

Based on the above equations, we can state the following algorithm for computing the elements of the joint-space inertia matrix D .

## ALGORITHM 6.2

Step 0: Initialization:

$$
\begin{aligned}
\bar{m}_{n+1} & =0, \quad \mathbf{A}_{n+1}=0, \quad \mathbf{U}_{\mathbf{o}_{n+1}^{n+1}}=0, \quad z_{i}^{i}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{T} \\
\sigma_{i} & =\left\{\begin{array}{l}
1 \text { revolute } i-\text { th joint } \\
0 \text { prismatic } i \text {-th joint }
\end{array}\right.
\end{aligned}
$$

Step 1: For $\boldsymbol{i}=\boldsymbol{n}$, 1 , do

$$
\begin{align*}
\bar{m}_{i} & =m_{i}+\bar{m}_{i+1}  \tag{6.3.28a}\\
\mathbf{u}_{\mathbf{o}_{\mathbf{i}}}^{i} & =m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1} \mathbf{s}_{i, i+1}^{i}  \tag{6.3.28b}\\
\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i} & =\mathbf{I}_{\mathbf{c}_{\mathbf{i}}}^{i}-m_{i} \tilde{\mathbf{r}}_{i, i}^{i} \tilde{\mathbf{r}}_{i, i}^{i}-\bar{m}_{i+1} \tilde{\mathbf{s}}_{\mathrm{i}}^{i} i+1 \tilde{\mathbf{s}}_{i, i+1}^{i} \tag{6.3.28c}
\end{align*}
$$

Step 2: $\operatorname{For} \boldsymbol{i}=\boldsymbol{n}, 1$, do

$$
\begin{align*}
\mathbf{U}_{\mathbf{o}_{\mathbf{i}}}^{i} & =\mathbf{u}_{\mathbf{o}_{\mathbf{i}}}^{i}+\mathbf{A}_{i+1} \mathbf{U}_{\mathbf{o}_{\mathbf{i + 1}}}^{i+1}  \tag{6.3.29a}\\
\mathbf{s}_{i, i+1}^{i+1} & =\mathbf{A}_{i+1}^{T} \mathbf{s}_{i, i+1}^{i}  \tag{6.3.29b}\\
\mathbf{E}_{\mathbf{o}_{i}}^{i} & =\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}+\mathbf{A}_{i+1}\left\{\mathbf{E}_{\mathbf{o}_{\mathbf{i + 1}}}^{i+1}-\left[\tilde{\mathbf{s}}_{i, i+1}^{i+1} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i+1}+\left(\left(\mathbf{s}_{i, i+1}^{i+1} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i+1}\right)^{T}\right]\right\} \mathbf{A}_{i+1}^{T}\right. \tag{6.3.29c}
\end{align*}
$$

$$
\begin{align*}
\mathbf{f}_{i, i}^{i} & =\sigma_{i} \tilde{\mathbf{z}}_{i}^{i} \mathbf{U}_{\mathbf{o}_{i}}^{i}+\left(1-\sigma_{i}\right) \bar{m}_{i} \mathbf{z}_{i}^{i}  \tag{6.3.29d}\\
\boldsymbol{\eta}_{i, i}^{i} & =\sigma_{i} \mathbf{E}_{\mathbf{o}_{i}}^{i} \cdot \mathbf{z}_{i}^{i}  \tag{6.3.29e}\\
d_{i, i} & =\sigma_{i}\left(\boldsymbol{\eta}_{i, i}^{i} \cdot \mathbf{z}_{i}^{i}\right)+\left(1-\sigma_{i}\right)\left(\mathbf{f}_{i, i}^{i} \cdot \mathbf{z}_{i}^{i}\right) \tag{6.3.29f}
\end{align*}
$$

Step 3: $\operatorname{For} j=i-1,1$, do

$$
\begin{align*}
\mathbf{f}_{j, i}^{j} & =\mathbf{A}_{j+1} \mathbf{f}_{j+1, i}^{j+1}  \tag{6.3.30a}\\
\boldsymbol{\eta}_{j, i}^{j} & =\mathbf{A}_{j+1}\left[\tilde{\mathbf{s}}_{j, j+1}^{j+1} \mathbf{f}_{j+1, i}^{j+1}+\boldsymbol{\eta}_{j+1, i}^{j+1}\right]  \tag{6.3.30b}\\
d_{j, i} & =\sigma_{j}\left(\eta_{j, i}^{j} \cdot \mathbf{z}_{j}^{j}\right)+\left(1-\sigma_{j}\right)\left(\mathbf{f}_{j, i}^{j} \cdot \mathbf{z}_{j}^{j}\right) \tag{6.3.30c}
\end{align*}
$$

end
Note that since the joint-space inertia matrix D is symmetric, Algorithm 6.2 computes only the upper triangular part of it. Also, as we have mentioned above, certain equations of this algorithm have been modified to allow for both revolute and prismatic joints.

### 6.3.3 The Use of Euler-Lagrange Equations in Computing the Manipulator Inertia Tensor

In this section we demonstrate how the Euler-Lagrange equations can be used to derive Algorithm 6.2. To simplify the derivation, we consider revolute joints only. However, with slight modifications the analysis can be extended to include prismatic joints as well.

In the Euler-Lagrange approach, we first compute the Lagrangian of the manipulator, which is defined by

$$
\begin{equation*}
\mathbf{L}=\boldsymbol{\Phi}-\mathbf{P} \tag{6.3.31}
\end{equation*}
$$

where $\boldsymbol{\Phi}$ is the kinetic energy and $\mathbf{P}$ is the potential energy of the manipulator. Then to derive the generalized torques (i.e., forces and torques acting at
the joints), we use the Euler-Lagrange equations

$$
\begin{equation*}
\tau_{i}=\frac{d}{d t} \frac{\partial \mathrm{~L}}{\partial \dot{q}_{i}}-\frac{\partial \mathrm{L}}{\partial q_{i}} \quad i=1,2, \ldots, n \tag{6.3.32}
\end{equation*}
$$

where, $q_{i}\left(\dot{q}_{i}\right)$ are the generalized coordinates (velocities) of the manipulator. Performing the differentiation involved in (6.3.32), we can write the equation for the generalized torques (when there are no external forces acting on the manipulator) in vector form as

$$
\begin{equation*}
\tau=\mathbf{D}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})+\mathbf{G}(\mathbf{q}) \tag{6.3.33}
\end{equation*}
$$

where $\mathbf{D}(\mathbf{q})$ is the generalized inertia tensor of the manipulator, $\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})$ is a vector which contains Coriolis and centrifugal forces and $\mathbf{G}(\mathbf{q})$ is the vector of gravitational forces.

Since potential energy is independent of the joint velocities, it is obvious that the generalized inertia tensor $\mathbf{D}(\mathbf{q})$ results from kinetic energy only. Actually, if we write the kinetic energy of the manipulator in the form

$$
\begin{equation*}
\boldsymbol{\Phi}=\frac{1}{2} \dot{\mathbf{q}}^{T} \mathbf{H}(\mathbf{q}) \dot{\mathbf{q}} \tag{6.3.34}
\end{equation*}
$$

where $\mathbf{H}(\mathbf{q})$ is the kinetic energy tensor, we can compute the generalized inertia tensor $\mathbf{D}(\mathbf{q})$ directly by setting

$$
\begin{equation*}
\mathbf{D}(\mathbf{q})=\mathbf{H}(\mathbf{q}) \tag{6.3.35}
\end{equation*}
$$

i.e., the generalized inertia tensor of a manipulator is simply the kinetic energy tensor. Therefore, to compute the tensor $\mathbf{D}(\mathbf{q})$, we have to derive the kinetic energy of the manipulator in the form given by equation (6.3.34).

Kinetic energy is one of the most important physical quantities in rigid body dynamics and is defined by a number of equivalent equations [14]. Here, to define the kinetic energy of the $k$-th link of a robot manipulator, we use the following equation [14]

$$
\begin{equation*}
\boldsymbol{\Phi}_{k}=\frac{1}{2} m_{k} \dot{\mathbf{r}}_{0, k} \cdot \dot{\mathbf{r}}_{0, k}+\frac{1}{2} \boldsymbol{\omega}_{k} \cdot \mathbf{I}_{\mathbf{c}_{k}} \cdot \boldsymbol{\omega}_{k} \tag{6.3.36}
\end{equation*}
$$

where the first term defines the translational kinetic energy and the second term defines the rotational kinetic energy of the k-th link. Now, using the superposition theorem, we get the total kinetic energy of a robot manipulator as

$$
\begin{equation*}
\boldsymbol{\Phi}=\frac{1}{2} \sum_{k=1}^{n}\left[m_{k} \dot{\mathbf{r}}_{0, k} \cdot \dot{\mathbf{r}}_{0, k}+\boldsymbol{\omega}_{k} \cdot \mathbf{I}_{\mathbf{c}_{k}} \cdot \boldsymbol{\omega}_{k}\right] \tag{6.3.37}
\end{equation*}
$$

The absolute linear and angular velocities of the k -th link can be defined explicitly by the following equations

$$
\begin{align*}
\dot{\mathbf{r}}_{0, k} & =\sum_{i=1}^{k}\left(\mathbf{z}_{i} \times \mathbf{r}_{i, k}\right) \dot{q}_{i} \\
\omega_{k} & =\sum_{i=1}^{k} \mathbf{z}_{i} \dot{q}_{i} \tag{6.3.38}
\end{align*}
$$

Now, by substituting (6.3.38) and (6.3.39) into (6.3.37) and noticing that from equation (3.4.9) we have

$$
\left(\mathbf{z}_{j} \times \mathbf{r}_{j, k}\right) \cdot\left(\mathbf{z}_{i} \times \mathbf{r}_{i, k}\right)=-\mathbf{z}_{j} \cdot \tilde{\mathbf{r}}_{j, k} \tilde{\mathbf{r}}_{i, k} \cdot \mathbf{z}_{i},
$$

we can write (6.3.39) as

$$
\begin{equation*}
\boldsymbol{\Phi}=\frac{1}{2} \sum_{k=1}^{n} \sum_{i, j=1}^{k}\left[\mathbf{z}_{j} \cdot\left(\mathbf{I}_{\mathbf{c}_{k}}-m_{k} \tilde{\mathbf{r}}_{j, k} \tilde{\mathbf{r}}_{i, k}\right) \cdot \mathbf{z}_{i}\right] \dot{q}_{i} \dot{q}_{j} \tag{6.3.40}
\end{equation*}
$$

Finally, the permutation of the two summation symbols in (6.3.40) gives

$$
\begin{equation*}
\boldsymbol{\Phi}=\frac{1}{2} \sum_{i, j=1}^{n} \sum_{k=\max (i, j)}^{n}\left[\mathbf{z}_{j} \cdot\left(\mathbf{I}_{\mathbf{c}_{k}}-m_{k} \tilde{\mathbf{r}}_{j, k} \tilde{\mathbf{r}}_{i, k}\right) \cdot \mathbf{z}_{i}\right] \dot{q}_{i} \dot{q}_{j} \tag{6.3.41}
\end{equation*}
$$

Therefore, from (6.3.34), (6.3.35) and (6.3.41), we have that the elements of the joint-space inertia matrix $\mathbf{D}$ of the generalized inertia tensor $\mathbf{D}(\mathbf{q})$ satisfy the following equation,

$$
\begin{equation*}
d_{j, i}=\mathbf{z}_{j} \cdot\left[\sum_{k=\max (i, j)}^{n}\left(\mathbf{I}_{\mathbf{c}_{k}}-m_{k} \tilde{\mathbf{r}}_{j, k} \tilde{\mathbf{r}}_{i, k}\right)\right] \cdot \mathbf{z}_{i} \tag{6.3.42}
\end{equation*}
$$

Equation (6.3.42) can be simplified if one uses equations (6.3.3) and (6.3.4) and Lemma 6.1. To see this, let us assume that $j \leq i$, then since by definition $\mathbf{r}_{j, k}=\mathbf{s}_{j, i}+\mathbf{r}_{i, k}$, we have

$$
\begin{align*}
\sum_{k=i}^{n}\left[\mathbf{I}_{\mathbf{C}_{k}}-m_{k} \tilde{\mathbf{r}}_{j, k} \tilde{\mathbf{r}}_{i, k}\right] & =\sum_{k=i}^{n}\left[\mathbf{I}_{\mathbf{c}_{k}}-m_{k} \tilde{\mathbf{r}}_{i, k} \tilde{\mathbf{r}}_{i, k}\right]-\sum_{k=i}^{n} m_{k} \tilde{\mathbf{s}}_{j, i} \tilde{\mathbf{r}}_{i, k} \\
& =\mathbf{E}_{\mathbf{o}_{i}}-\tilde{\mathbf{s}}_{j, i} \tilde{\mathbf{U}}_{\mathbf{o}_{i}} \tag{6.3.43}
\end{align*}
$$

Therefore, we can write equation (6.3.42) as

$$
\begin{equation*}
d_{j, i}=\mathbf{z}_{j} \cdot\left[\mathbf{E}_{\mathbf{o}_{i}}-\tilde{\mathbf{s}}_{j, i} \tilde{\mathbf{U}}_{\mathbf{o}_{i}}\right] \cdot \mathbf{z}_{i} \tag{6.3.44}
\end{equation*}
$$

Moreover, equation (6.3.44) as a tensor equation is invariant under coordinate transformations. Therefore, it can be written in the $j$-th frame orientation as

$$
\begin{equation*}
d_{j, i}=\mathbf{z}_{j}^{j} .\left[\mathbf{E}_{\mathbf{o}_{\mathbf{i}}}^{j}-\tilde{\mathbf{s}}_{j, i}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{j}\right] \cdot \mathbf{z}_{i}^{j} \tag{6.3.45}
\end{equation*}
$$

Now, we shall show that (6.3.45) is equivalent to (6.3.27). First we note that the vector $\eta_{j, i}^{j}$, defined by (6.3.26), can also be written as

$$
\begin{equation*}
\boldsymbol{\eta}_{j, i}^{j}=\left[\mathbf{E}_{\mathbf{o}_{\mathbf{i}}}^{j}-\tilde{\mathbf{s}}_{j, i}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{j}\right] \cdot \mathbf{z}_{i}^{j} \tag{6.3.46}
\end{equation*}
$$

To see this, we write equation (6.3.26) in its expanded form as

$$
\begin{aligned}
\boldsymbol{\eta}_{j, i}^{j}= & A_{j+1} \mathbf{\eta}_{j+1, i}^{j+1}+\tilde{\mathbf{s}}_{j, j+1}^{j} \mathbf{f}_{j, i}^{j} \\
& =\tilde{\mathbf{s}}_{j, j+1}^{j} \mathbf{f}_{j, i}^{j}+\tilde{\mathbf{s}}_{j+1, j+2}^{j} \mathbf{f}_{j, i}^{j}+\cdots+\tilde{\mathbf{s}}_{i-1, i}^{j} \mathbf{f}_{j, i}^{j}+\mathbf{E}_{\mathbf{o}_{i}}^{j} \mathbf{z}_{i}^{j} \\
& =\tilde{\mathbf{s}}_{j, i}^{j} \mathbf{f}_{j, i}^{j}+\mathbf{E}_{\mathbf{o}_{i}}^{j} \mathbf{z}_{i}^{j}
\end{aligned}
$$

and since, $\mathbf{f}_{j, i}^{j}=\tilde{\mathbf{z}}_{i}^{j} \mathbf{U}_{\mathbf{o}_{i}}^{j}=-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{j} \mathbf{z}_{i}^{j}$, we get equation (6.3.46).
From the foregoing, equations (6.3.26) and (6.3.46) are equivalent. Moreover, since $\mathrm{s}_{i, i}^{i}=0$ for all $i$, it is obvious that equation (6.3.46) contains
equation (6.3.24). Thus the joint-space inertia matrix of a robot manipulator can be computed using either (6.3.27) or (6.3.45). Therefore, Newton-Euler and Euler-Lagrange formulations both lead to the same equations for obtaining the generalized inertia tensor of a robot manipulator.

### 6.4 Implementation and Computational Considerations

In this section, we shall demonstrate how Algorithm 6.2, can be implemented numerically in an efficient manner. Similar observations to those made in the numerical implementation of Algorithms 5.6 and 5.7 in Chapter 5 , can be made here. Thus, for example, when we talk about the computation of the matrix $\mathbf{E}_{\mathbf{c}_{\mathbf{i}}}^{i}$ we actually mean the computation of the coordinate matrix $E_{\mathrm{C}_{\mathrm{i}}}^{i}$ of the tensor $\mathbf{E}_{\mathrm{C}_{\mathrm{i}}}^{i}$. Moreover, since most robot manipulators have usually one prismatic joint, we shall assume that the moments of an augmented link, i.e., Step 1 of Algorithm 6.2, can be computed off-line. Therefore, in the following, we shall be concerned with the numerical implementation of the second and third steps of Algorithm 6.2, and we shall consider two cases: robot manipulators with a general geometric structure and robot manipulators for which the twist angle is, by design, either 0 or 90 degrees.

From the structure of the equations in these two steps, it is clear that the maximum number of operations required for implementing Algorithm 6.2 results from various matrix-vector and matrix-matrix multiplications. As we mentioned in Section 5.3.2, for a matrix-vector multiplication where the matrix under consideration is a coordinate transformation matrix, we need 8 scalar multiplications and 4 scalar additions. When the twist angle $\alpha$ in the transformation matrix, is either 0 or 90 degrees, we need only 4 scalar multiplications and 2 scalar additions. For a matrix-vector multiplication where the matrix under consideration is a skew-symmetric matrix, we need 6 scalar multiplications and 3 scalar additions. Finally, the implementation of the product of two skew-symmetric matrices requires 9 scalar multiplications
and 3 scalar additions.
Now, as we can see from Algorithm 6.2, the most computationally intensive equation is equation ( 6.3 .29 c ) which computes the inertia tensor of a generalized link. For a computationally efficient implementation of this equation we notice the following: The symmetric matrix $\left[\left(\tilde{\mathbf{s}}_{i, i+1}^{i+1} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i+1}+\left(\tilde{\mathbf{s}}_{i, i+1}^{i+1} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i+1}\right)^{T}\right]\right.$ can be implemented with only 9 scalar multiplications and 9 scalar additions. Moreover, it can be shown that by using the following trigonometric identities
a) $\sin (2 \theta)=2 \sin (\theta) \cos (\theta)$
b) $\cos ^{2}(\theta)=\frac{1+\cos (2 \theta)}{2}$
c) $\sin ^{2}(\theta)=\frac{1-\cos (2 \theta)}{2}$
the transformation of a symmetric matrix from one coordinate system to another can be implemented very efficiently. Thus, it can be shown that when the twist angle of the transformation matrix $\mathbf{A}_{i}$ is different from 0 or 90 degrees, for the transformation of a symmetric matrix we require 21 scalar multiplications and 18 scalar additions. When the twist angle of $\mathbf{A}_{i}$ is equal to 0 or 90 degrees, we need 11 scalar multiplications and 11 scalar additions. Thus, to implement equation (6.3.29c), in the general case, we need 30 scalar multiplications and 39 scalar additions.

Based on these general remarks, we shall now analyze the implementation of Algorithm 6.2, when it is applied to a robot with all revolute joints. We first notice that since $z_{i}^{i}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$, equations (6.3.29d)-(6.3.29f) and ( 6.3 .30 c ) do not require any computations for their implementation. To implement equation (6.3.29b) we can avoid the matrix-vector multiplication, since, as we can see from equations (2.3.3) and (2.3.4), the vector $s_{i, i+1}^{i+1}$ can be defined as

$$
\mathbf{s}_{i, i+1}^{i+1}=\left[\begin{array}{c}
a_{i} \cos \left(q_{i+1}\right) \\
-a_{i} \sin \left(q_{i+1}\right) \\
d_{i}
\end{array}\right]
$$

where $a_{i}$ and $d_{i}$ are known link parameters. Thus, we can implement equation (6.3.29b) with only 2 scalar multiplications. Moreover, for $i=n$, since $\mathbf{A}_{n+1}=0$, we have $\mathbf{U}_{\mathbf{o}_{n}}^{n}=\mathbf{u}_{\mathbf{o}_{n}}^{n}$ and $\mathbf{E}_{\mathbf{o}_{n}}^{n}=\mathbf{K}_{\mathbf{o}_{n}}^{n}$.

| Steps <br> $2 \& 3$ | General manipulator <br> with revolute joints |  | General manipulator with <br> revolute joints $\& \alpha=0^{\circ}$ or $90^{\circ}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Equation | Multipl. | Additions | Multipl. | Additions |
| 6.3 .29 a | $8 n-16$ | $7 n-10$ | $4 n-8$ | $5 n-10$ |
| 6.3 .29 b | $2 n-2$ | 0 | $2 n-2$ | 0 |
| 6.3 .29 c | $30 n-42$ | $39 n-52$ | $20 n-25$ | $32 n-42$ |
| 6.3 .29 d | 0 | 0 | 0 | 0 |
| 6.3 .29 e | 0 | 0 | 0 | 0 |
| 6.3 .29 f | 0 | 0 | 0 | 0 |
| 6.3 .30 a | $4 n^{2}-12 n+8$ | $2 n^{2}-6 n+4$ | $2 n^{2}-6 n+4$ | $n^{2}-3 n+2$ |
| 6.3 .30 b | $7 n^{2}-17 n+10$ | $3.5 n^{2}-7.5 n+4$ | $5 n^{2}-13 n+8$ | $2.5 n^{2}-5.5 n+3$ |
| 6.3 .30 c | 0 | 0 | 0 | 0 |
| Total | $11 n^{2}+11 n-42$ | $5.5 n^{2}+32.5 n-54$ | $7 n^{2}+7 n-23$ | $3.5 n^{2}+28.5 n-47$ |
| $n=6$ | 420 | 339 | 271 | 250 |

Table 6.1: Operations counts for implementing Algorithm 6.2.

From the foregoing, no computations are involved in Step 2, when $i=n$. Also, since $d_{1,1}$ is the $(3,3)$ element of the matrix $\mathbf{E}_{\mathbf{o}_{1}}^{1}$, we need to compute only the $(3,3)$ element of $\mathbf{E}_{\mathbf{o}_{1}}^{1}$ and not the complete matrix when $i=1$. This also implies that $\mathbf{U}_{\mathbf{o}_{1}}^{1}$ need not be computed. In Step 3, equations (6.3.30a) and (6.3.30b) each need to be evaluated $n(n-1) / 2$ times, since there

| Authors | Remarks | Multiplications | Additions |
| :---: | :---: | :---: | :---: |
| Walker and Orin | Composite | $12 n^{2}+56 n-27$ <br> $(741) \dagger$ | $7 n^{2}+67 n-56$ <br> $(601)$ |
| Angeles and Ma bodies | Natural Orthogonal |  |  |
| Complement | $n^{3}+17 n^{2}-15 n+8$ <br> $(746)$ | $n^{3}+14 n^{2}-16 n+5$ <br> $(629)$ |  |
| Featherstone | Composite | $10 n^{2}+31 n-41^{*}$ <br> $(505)$ | $6 n^{2}+40 n-46^{*}$ <br> $(410)$ |
| figid bodies | $11 n^{2}+11 n-42$ <br> Algorithm 6.2 <br> in this monograph | Generalized and <br> augmented links | $(420)$ |

$\dagger$ Number of operations for $n=6$.

* A spatial arithmetic package has been used for this implementation.

Table 6.2: Comparison of computational complexities of several algorithms for computing the joint-space inertia matrix.
are $n(n-1) / 2$ off-diagonal elements in the upper triangular part of the joint space inertia matrix D. However, when $j=1$, there is no need to compute the vector $\mathbf{f}_{1, i}^{1}$ (since it is not used anywhere) and from the vector $\boldsymbol{\eta}_{1, i}^{1}$ we need only compute its last entry. Thus, some saving can be made in computing the $n-1$ elements $d_{1, i}$ of D in Step 3 of the algorithm if these considerations are taken into account.

Following the observations made above, a breakdown of the number of scalar multiplications and additions required for the online implementation of each equation of Algorithm 6.2 is given in Table 6.1. The total figure represents the operations count for computing the inertia matrix (upper triangular part) of a robot manipulator with all joints of revolute type, and is valid for $n \geq 2$. Also, for the sake of comparison, the operations counts for a number of algorithms reported in the literature for computing the inertia matrix of a robot manipulator are given in Table 6.2. From Table 6.2, it is obvious that the proposed algorithm is computationally more efficient than other well known algorithms reported in the literature. The significantly higher computational efficiency of Algorithm 6.2 is obtained primarily through appropriate modeling and use of tensor analysis in the formulation of its basic equations.

As we mentioned in Section 6.2, one of the basic approaches for solving the forward dynamics problem is to obtain and solve a set of simultaneous equations in the unknown joint accelerations, i.e., steps (i)-(iii) in Walker and Orin's approach. Following this approach, one can use Algorithm 6.2 for computing the joint space inertia matrix D in step ( $i$ ), Algorithm 5.7 for computing the bias vector $\mathbf{b}$ in step (ii) and any standard method [18-21] for solving the system of linear equations in step (iii). The total computational cost for solving these three subproblems of forward dynamics is given in Table 6.3. Also, for the sake of comparison, Table 6.3 contains the computational cost of computing the joint accelerations by other
similar methods reported in the literature.

| Authors | Remarks | Multipl. | Additions |
| :---: | :---: | :---: | :---: |
| Kazerounian and Gupta | Zero reference <br> positions | 2468 | 1879 |
| Walker and Orin | Composite bodies | 1627 | 1261 |
| Wang and Ravani | Modified Walker <br> and Orin method | 1659 | 1252 |
| Featherstone | Articulated bodies | 1533 | 1415 |
| Featherstone | Composite bodies | 1303 | 1019 |
| Angeles and Ma | Natural orthogonal <br> complement | 1353 | 1165 |
| (i) Algorithm 6.2 <br> (ii) Algorithm 5.7 <br> (iii) Soln. of linear eq. [19] | Generalized and <br> augmented links | 956 | 790 |

Table 6.3: Computational cost for solving steps (i)-(iii) of the forward dynamics problem for $n=6$.

### 6.5 Concluding Remarks

In this chapter, we have presented a new algorithm for computing the joint space inertia matrix $\mathbf{D}$ of the generalized inertia tensor $\mathbf{D}$ of a robot manipulator. We have shown that this algorithm can be derived using either Newton-Euler or Euler-Lagrange formulations of robot dynamics. Thus, we have established that from an algorithmic point of view, the solution of the forward dynamics problem does not depend on which of these formulations is used. A comparison of the computational complexity of this algorithm with that of other existing ones shows that the proposed algorithm is significantly more efficient. This efficiency is achieved mainly because the underlying modeling scheme used here for the dynamic analysis allows us to compute several quantities off-line. Moreover, the computational efficiency is improved since the tensor formulation for the equations to be computed online is computationally more efficient than the traditional vector formulation. Finally, we have shown that by using inverse dynamics algorithms from Chapter 5 to evaluate the bias vector $\mathbf{b}$, and the proposed algorithm to evaluate the generalized inertia tensor $\mathbf{D}$, the computational cost for solving the forward dynamics problem can be reduced considerably.
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## Chapter 7

## Linearized Dynamic Robot Models

### 7.1 Introduction

As is well known, our modeling approach to the real world is based on idealizations, and usually the working conditions are not the predicted ones. Therefore, in practice, one has to take into account the effects of perturbations on the applications being considered. For example, in the trajectory tracking problem, an important objective is to ensure that the end-effector of a manipulator tracks a desired "nominal" trajectory as closely as possible. Under ideal conditions a dynamic robot model, such as that presented in Chapter 5 , will provide the generalized force $\tau$ which will drive the endeffector of a robot manipulator along the desired trajectory. However, in practice, if only feedforward control signals (calculated from a nonlinear dynamic model) are applied, the end-effector will not necessarily track the nominal trajectory. This is due to factors such as modeling uncertainties, gear backlash and friction, actuator and sensor errors, and payload variations which are not taken into account in the dynamic model. Therefore, a feedback/feedforward control system is needed to remedy this situation.

In general, manipulator control is a challenging problem since, as we showed in Chapter 5, a dynamic robot model is described by equations which are highly nonlinear and dynamically coupled. Obviously, for these inherently nonlinear dynamical systems, much of the well established linear control theory is not directly applicable. However, many proposed solutions to the manipulator control problem [1-6] involve the use of methods from linear control theory. For example, in the aforementioned trajectory tracking problem, a control strategy which allows linear control methods to be used can be outlined as follows: First, feedforward control signals are applied to drive the manipulator along a desired nominal trajectory. Then, a correction term for the feedforward signals is generated by feedback of the perturbations (errors) in the physical state-variables (positions and velocities) from their nominal values. This is done using a control algorithm designed for the linearized dynamic equations of the manipulator -henceforth called the linearized dynamic robot model. Thus, linearized dynamic robot models which can be obtained in a computationally efficient manner are important in manipulator control. Furthermore, linearized dynamic robot models may be used in other aspects of robotics as well. For example, linearized robot models lead naturally to trajectory sensitivity functions [7-9] which characterize the sensitivity of the manipulator motion (along a nominal path) to fixed kinematic or dynamic parameters. Among other applications, these functions can be used $[9,10]$ to describe the variations in a manipulator's trajectory introduced by an unknown payload.

The outline of this chapter is as follows: In Section 7.2 we briefly discuss some basic approaches taken to linearize the dynamic equations of robot manipulators. In Section 7.3 we present a procedure for deriving joint space linearized robot models in a computationally efficient manner. In Section 7.4, we introduce the Cartesian configuration space description for the dynamic equations of robot manipulators and propose a method for their linearization.

### 7.2 Linearization Techniques

In this section, we briefly discuss various linearization techniques that have been employed to linearize the dynamic equations of a robot manipulator. Broadly, these techniques may be categorized as global linearization techniques and local linearization techniques. As the name suggests, in global linearization the resulting linearized dynamic robot model is valid over the whole domain where the nonlinear model itself is valid. In local linearization the resulting linearized dynamic robot model is valid only at a particular point of a given trajectory which is known as the nominal trajectory. In local linearization, if the manipulator does not operate over a small range of its variables, then as the manipulator moves, the operating point changes. Therefore, at each new operating point a new (local) linearization has to be performed. Briefly, global and local linearization can be achieved by using the following methods.

### 7.2.1 Global Linearization

Global linearization resulted from efforts to control nonlinear systems, and can be achieved by using either feedback action alone or feedback action combined with coordinate transformations.

In the first approach, i.e., when feedback action alone is used, the main idea is to "cancel'' the nonlinearities in the nonlinear system by using an appropriate feedback law which makes the overall closed-loop system behave as a linear system. The resolved acceleration technique [5] is probably the simplest and most common technique used for achieving "feedback linearization" of a robotic system. Also, another interesting feedback linearization technique is described in [6]. In these methods, under the feedback action, the closed-loop response of the system (which may be in terms of error signals or end-effector position variables) is described by a linear second order differential equation which is viewed as the linearized dynamic robot model. The computational complexity in this "linearizing control"
approach varies with the method and the particular feedback law. However, in general a large amount of computation is required which in some cases includes matrix inversion in real-time [5]. Moreover, besides the complexity, a practical difficulty with this approach is that inexact cancellation of the nonlinearities can result in a 'linearized' model which gives very poor stability performance for the closed-loop system.

The feedback and coordinate transformation approach for linearizing robot manipulators resulted from advances made in the past few decades in differential geometric system theory. The main idea in this approach, is to use a diffeomorphic $\dagger$ feedback-transformation (which includes a state-space change of coordinates, additive feedback and input space change of coordinates) and transfer the nonlinear dynamic robot model to an equivalent linear and output decoupled system. In general, a diffeomorphic feedback transformation of this type exists under certain necessary and sufficient conditions for a class of nonlinear systems [11-12]. Necessary and sufficient conditions for the existence of a diffeomorphic feedback-transformation applicable to dynamic robot models and a method for constructing it have been given in [13]. At first, this method of linearization is attractive because it guarantees exact linearization. However, it requires an extensive analysis and the feedback transformation law is quite complex. Thus, the algorithms which compute this control law are computationally expensive and, in practical applications, this offsets the advantages gained from the exact linearization.

### 7.2.2 Local Linearization

In this approach, fundamental to linearizing a nonlinear system is the concept of a nominal trajectory which will be denoted here by

[^6]( $\left.\mathbf{q}^{o}(t), \dot{\mathbf{q}}^{o}(t), \ddot{\mathbf{q}}^{o}(t)\right)$. Also, corresponding to the nominal trajectory, there is a nominal generalized force vector $\tau^{o}(t)$ which can be computed by using any of the nonlinear dynamic robot models of Chapter 5. In the following, for the sake of notational simplicity, we shall drop the time parameter $t$ from all the time dependent terms.

Local linearization is based on the Taylor series expansion of the nonlinear dynamic equations about a nominal trajectory. The Taylor series expansion is applicable to these equations since they are analytic functions of their arguments. The approach is conceptually simple. We assume that the perturbations are small and we consider a first order approximation to this expansion. The nominal portion of this expansion is cancelled algebraically and the terms which are linear in the perturbation quantities are retained and define the linearized dynamic equations. Following this procedure, we can express the linearized dynamic equations of a robot manipulator by a closed-form linear vector equation or by a recursive algorithm which has the same structure as the recursive algorithms which solve the inverse dynamics problem.

A closed-form linearized dynamic robot model, which can be derived by applying the Taylor series expansion to one of the recursive dynamic robot models of Chapter 5, can be written in the form

$$
\begin{equation*}
\delta \tau=\mathbf{D}^{o} \delta \ddot{\mathbf{q}}+\mathbf{V}^{o} \delta \dot{\mathbf{q}}+\mathbf{P}^{o} \delta \mathbf{q} \tag{7.2.1}
\end{equation*}
$$

where $\delta \tau, \delta \mathbf{q}, \delta \dot{\mathbf{q}}, \delta \ddot{\mathbf{q}} \in \mathbb{R}^{n}$ are small deviations about some nominal torque and nominal joint space trajectory. The coefficients in equation (7.2.1) are known as the (coefficient) sensitivity matrices of the linearized model. These are functions of the nominal trajectory ( $\mathbf{q}^{0}, \dot{\mathbf{q}}^{o}, \ddot{\mathbf{q}}^{o}$ ) and are independent of the perturbations. Here, following established terminology, we call the coefficients in equation (7.2.1) 'matrices', although actually they are $2 n d$ order tensors. The tensor character of these quantities is obvious from their definitions which are presented next:
$\mathbf{D}^{\boldsymbol{o}}$ The inertial force-acceleration sensitivity matrix is the Jacobian of the generalized force vector $\tau$ with respect to $\ddot{\boldsymbol{q}}$ evaluated about the nominal trajectory i.e., $\left.\mathbf{D}^{o} \equiv \nabla_{\ddot{\mathbf{q}}} \tau\right|_{\left(\mathbf{q}^{0}, \mathbf{q}^{\circ}, \mathbf{q}^{\circ}\right)}$
The centrifugal and Coriolis force-velocity sensitivity matrix is the Jacobian of $\tau$ with respect to $\dot{\mathbf{q}}$ evaluated about the nominal trajectory i.e., $\left.\mathrm{V}^{o} \equiv \nabla_{\dot{\mathbf{q}}} \tau\right|_{\left(\mathbf{q}^{o}, \dot{\mathbf{q}}^{\circ}, \boldsymbol{q}^{\circ}\right)}$
$\mathbf{P}^{\boldsymbol{o}} \quad$ The force-position sensitivity matrix is the Jacobian of $\tau$ with respect to $\mathbf{q}$ evaluated about the nominal trajectory i.e., $\left.\mathbf{P}^{o} \equiv \nabla_{\mathbf{q}} \boldsymbol{\tau}\right|_{\left(\mathbf{q}^{o}, \dot{,}^{o}, \mathbf{q}^{o}\right)}$

To derive a recursive linearized dynamic robot model we again apply the Taylor series expansion to a nonlinear recursive dynamic robot model. But in this case, the joint space perturbations $\delta \tau$ of the generalized force vector $\tau$ are computed component-wise by a recursive algorithm which has the same structure as the recursive algorithm which computes the nonlinear manipulator dynamics. The only difference is that now instead of propagating the actual velocities, accelerations, forces, etc. from link to link we propagate the perturbations of these quantities about the operating point of a nominal trajectory. Thus it can be shown [9] that recursive linearized dynamic robot models retain the $o(n)$ computational complexity of a recursive nonlinear dynamic robot model. However, recursive linearization has limited applications in manipulator control, since it is difficult to derive a state-space representation (which is used for time domain analysis and control) of the linearized dynamics directly from a recursive model. On the other hand, the state-space representation of the linearized dynamics can be derived easily from a closed-form linearized dynamic robot model.

Thus, for example, since the force acceleration matrix $\mathbf{D}^{o} \in \mathbb{R}^{\mathrm{n} \times \mathrm{n}}$ is positive definite [14], its inverse always exists and this allows us to write equation (7.2.1) as

$$
\left[\begin{array}{c}
\delta \dot{\mathbf{q}}  \tag{7.2.2}\\
\delta \ddot{\mathrm{q}}
\end{array}\right]=\left[\begin{array}{cc}
0_{n} & 1_{n} \\
-\left(\mathbf{D}^{o}\right)^{-1} \mathbf{P}^{o} & -\left(\mathbf{D}^{o}\right)^{-1} \mathbf{v}^{o}
\end{array}\right]\left[\begin{array}{c}
\delta \mathbf{q} \\
\delta \dot{\mathbf{q}}
\end{array}\right]+\left[\begin{array}{c}
0 \\
\left(\mathbf{D}^{o}\right)^{-1}
\end{array}\right] \delta \tau
$$

where $0_{n}$ and $1_{n}$ are the zero and unity $n \times n$ matrices, respectively. Equation (7.2.2) is in the standard state-space form

$$
\begin{equation*}
\dot{\mathbf{x}}(\mathbf{t})=\mathbf{A x}(\mathbf{t})+\mathbf{B u}(\mathbf{t}) \tag{7.2.3}
\end{equation*}
$$

where $\mathbf{x}(\mathbf{t})\left(=\left[\delta \mathbf{q}^{T}(t) \delta \dot{\mathbf{q}}^{T}(t)\right]^{T}\right) \in \mathbb{R}^{2 \mathrm{n}}$, and $\mathbf{u}(\mathbf{t})(=\delta \tau(t)) \in \mathbb{R}^{\mathrm{n}}$.
To compute the coefficient sensitivity matrices of a closed-form linearized dynamic robot model, we can use one of the following methods.
a) Parameter identification techniques: In this method, a discrete-time version of the linearized model is considered first and then an iterative scheme, such as the least-squares parameter identification algorithm, is used to evaluate the unknown parameters in the sensitivity matrices. This approach has been used in [4] to calculate directly the coefficient matrices A and $\mathbf{B}$ of the state space linearized robot model (7.2.3). However, it should be noted that identification schemes can be used effectively only when the parameters of the system are slowly time-varying. Also, even in slowly time-varying systems, the convergence of the iterative algorithm may present a problem.
b) Analytic or recursive formulations: In this approach we first obtain analytic or recursive expressions for the elements of the Jacobians, and then devise algorithms which evaluate them numerically or symbolically along points on the nominal trajectory. In this approach, we do not face the aforementioned restrictions of the parameter identification techniques, but this method can lead to computationally expensive algorithms. Linearized robot models based on this approach have been proposed in $[8,15]$. In both cases, the $4 \times 4$ Lagrangian formulation of robot dynamics has been used, and this results in linearized robot models which are computationally inefficient since they inherit the computational complexity associated with the $4 \times 4$
formulation of the Lagrangian dynamic robot model. Also, in [14] the linearization of the Newton-Euler formulation of robot dynamic models has been derived in parallel with the nonlinear dynamic equations. This approach is also computationally inefficient since, as has been estimated in [14], one has to evaluate $n^{3}+2 n^{2}$ terms in order to obtain the coefficient sensitivity matrices.

In the following, using recursive formulations, we propose a new method for deriving the Jacobians which define the coefficient sensitivity matrices of a linearized dynamic robot model, and devise algorithms for evaluating these Jacobians in a computationally efficient manner.

### 7.3 Joint Space Linearized Dynamic Robot Models

Application of the Taylor series expansion to the joint space nonlinear dynamic equations of a robot manipulator, at least in principle, does not present any problems. However, the complexity of these nonlinear equations makes the task challenging, especially if one attempts to derive efficient computational algorithms for determining the coefficient sensitivity matrices of the closed-form linearized dynamic robot model given by equation (7.2.1). In this section we shall address this problem and demonstrate how the various coefficient sensitivity matrices in equation (7.2.1) can be evaluated in a computationally efficient manner.

### 7.3.1 Joint Space Coefficient Sensitivity Matrices

By definition, the coefficient sensitivity matrices $\mathbf{D}^{0}, \mathbf{V}^{0}$ and $\mathbf{P}^{0}$ of a joint space linearized dynamic robot model are the Jacobians of the generalized force vector $\tau$ with respect to the generalized coordinates $\ddot{\mathbf{q}}, \dot{\mathbf{q}}$ and $\mathbf{q}$ respectively, evaluated at a point of a nominal trajectory ( $\mathbf{q}^{0}, \dot{\mathbf{q}}^{0}, \ddot{\mathbf{q}}^{0}$ ). Thus, for example, if the generalized force vector $\tau$ is defined component-wise by equation ( 5.3 .46 c ) of Algorithm 5.7 in Chapter 5 , we can compute the
elements of the sensitivity matrix $\mathbf{D}^{0}$ by using the following equation,

$$
\begin{align*}
d_{i j}^{o} & =\left.\frac{\partial \tau_{i}}{\partial \ddot{q}_{j}}\right|_{\left(\mathbf{q}^{\circ}, \mathbf{q}^{\circ}, \ddot{\mathbf{q}}^{\circ}\right)} \\
& =\left.\sigma_{i}\left(\frac{\partial \eta_{i}^{i}}{\partial \ddot{q}_{j}} \cdot \mathbf{z}_{i}^{i}\right)\right|_{\left(\mathbf{q}^{\circ}, \dot{\mathbf{q}}^{\circ}, \ddot{q}^{\circ}\right)}+\left.\left(1-\sigma_{i}\right)\left(\frac{\partial \mathbf{f}_{i}^{i}}{\partial \ddot{q}_{j}} \cdot \mathbf{z}_{i}^{i}\right)\right|_{\left(\mathbf{q}^{\circ}, \dot{\mathbf{q}}^{\mathrm{o}}, \ddot{q}^{\circ}\right)} \tag{7.3.1}
\end{align*}
$$

where $\sigma_{i}$ is equal to one when the $i$-th joint is revolute and zero when the $i$ th joint is prismatic. The elements of the sensitivity matrices $\mathbf{V}^{0}$ and $\mathbf{P}^{0}$ are defined in an analogous manner. Therefore, it is obvious that if we have available the various partial derivatives of the vector functions $\boldsymbol{\eta}_{i}^{i}$ and $\mathbf{f}_{i}^{i}$, we can easily compute the joint space sensitivity matrices $\mathbf{D}^{o}, \mathbf{V}^{o}$ and $\mathbf{P}^{o}$ for robot manipulators with revolute and/or prismatic joints. In this section, in order to derive a procedure for computing the coefficient sensitivity matrices, we shall consider manipulators with revolute joints only. In the case of manipulators with some prismatic joints, the equations are valid with minor modifications. Moreover, for the sake of continuity, only the main results will be presented in this section. The intermediate steps (such as partial differentiation of various vector functions) for arriving at these results are outlined in Appendix C.

In the following, we shall assume that the generalized force vector $\tau$ is defined by equation ( 5.3 .46 c ) of Algorithm 5.7, and that this algorithm is applied to manipulators with revolute joints only. As we have shown in Chapter 5, the tensor formulation of Algorithm 5.7 makes its implementation computationally very efficient. Therefore, Cartesian tensor analysis will be used here as well and the basic equations will be stated in a tensor formulation.

Based on the definition of the appropriate Jacobians, the expressions for the elements of the sensitivity matrices $\mathbf{D}^{o}, \mathbf{V}^{o}$ and $\mathbf{P}^{o}$ may be determined as given below:
i) Inertial force-acceleration coefficient sensitivity matrix $\mathbf{D}^{0}$ : By definition, we can write the ( $i, j$ )-th element of $\mathbf{D}^{0}$ as

$$
\begin{aligned}
& d_{i j}^{o}=\left.\frac{\partial \tau_{i}}{\partial \ddot{q}_{j}}\right|_{\left(\mathbf{q}^{0}, \dot{q}^{0}, \ddot{q}^{0}\right)} \\
& =\left.\left[\mathbf{z}_{i}^{i} \cdot \frac{\partial \eta_{i}^{i}}{\partial \ddot{q}_{j}}\right)\right|_{\left(\mathbf{q}^{\circ}, \dot{\mathbf{q}}^{\circ}, \ddot{\mathbf{q}}^{\circ}\right)}
\end{aligned}
$$

which may be simplified (see Appendix C) to

$$
\begin{align*}
d_{i j} & =\left\{\begin{array}{cc}
\mathbf{z}_{i}^{i} \cdot\left(\mathbf{E}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right] \cdot \mathbf{z}_{j}^{i} & j \leq i \\
\mathbf{z}_{i}^{i i} \mathbf{W}_{j}\left(\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \mathbf{z}_{j}^{j}\right] & j>i
\end{array}\right. \\
& = \begin{cases}\mathbf{z}_{i}^{j} \cdot\left(\mathbf{E}_{\mathbf{o}_{\mathbf{i}}}^{j}-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{j} \tilde{\mathbf{s}}_{j, i}^{j}\right] \cdot \mathbf{z}_{j}^{j} & j \leq i \\
\mathbf{z}_{i}^{i} \cdot\left(\mathbf{E}_{\mathbf{o}_{j}}^{i}-\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right) \cdot \mathbf{z}_{j}^{i} & j>i\end{cases} \tag{7.3.2}
\end{align*}
$$

where the last step follows from the fact that the dot product is invariant under coordinate transformations.
ii) Centrifugal and Coriolis force-velocity coefficient sensitivity matrix $\mathbf{V}^{0}$ : The elements of the sensitivity matrix $\mathbf{V}^{0}$ are defined by considering the following Jacobian:

$$
v_{i j}^{o}=\left.\frac{\partial \tau_{i}}{\partial \dot{q}_{j}}\right|_{\left(\mathbf{q}^{\circ}, \dot{q}^{o}, \ddot{q}^{\circ}\right)}
$$

$$
=\left.\left(\mathbf{z}_{i}^{i} \cdot \frac{\partial \eta_{i}^{i}}{\partial \dot{q}_{j}}\right)\right|_{\left(\mathbf{q}^{o}, \dot{\mathbf{q}}^{o}, \ddot{q}^{o}\right)}
$$

which on simplification (see Appendix C) gives

$$
\begin{align*}
v_{i j} & =2 \begin{cases}\mathbf{z}_{i}^{i} \cdot\left(\mathbf{E}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right) \cdot \dot{\mathbf{z}}_{j}^{i}-\mathbf{z}_{i}^{i} \cdot\left(\mathbf{L}_{i}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right) \cdot \mathbf{z}_{j}^{i} & j \leq i \\
\mathbf{z}_{i}^{i i} \cdot \mathbf{W}_{j}\left(\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \cdot \dot{\mathbf{z}}_{j}^{j}-\mathbf{z}_{i}^{j} \cdot\left[\mathbf{L}_{j}^{j}+\tilde{\mathbf{s}}_{i, j}^{j} \dot{\mathbf{U}}_{\mathbf{o}_{j}}^{\boldsymbol{j}}\right] \cdot \mathbf{z}_{j}^{j}\right) & j>i\end{cases} \\
& =2\left\{\begin{array}{l}
\mathbf{z}_{i}^{j} \cdot\left(\mathbf{E}_{\mathbf{o}_{i}}^{j}-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{j} \tilde{\mathbf{s}}_{j, i}^{j}\right) \cdot \dot{\mathbf{z}}_{j}^{j}-\mathbf{z}_{i}^{j} \cdot\left(\mathbf{L}_{i}^{j}+\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{j} \tilde{\mathbf{s}}_{j, i}^{j}\right) \cdot \mathbf{z}_{j}^{i} \\
\mathbf{z}_{i}^{i} \cdot\left(\mathbf{E}_{\mathbf{o}_{j}}^{i}-\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right) \cdot \dot{\mathbf{z}}_{j}^{i}-\mathbf{z}_{i}^{i} \cdot\left(\mathbf{L}_{j}^{i}+\tilde{\mathbf{s}}_{i, j}^{i} \dot{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right) \cdot \mathbf{z}_{j}^{i} \\
j \leq i
\end{array}\right. \tag{7.3.3}
\end{align*}
$$

where

$$
\mathbf{L}_{i}^{i}=\tilde{\boldsymbol{\omega}}_{i}^{i} \hat{\mathbf{K}}_{\mathbf{o}_{i}}^{i}+\left[\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}+1}}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i + 1}}}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}\right]+\mathbf{A}_{i+1} \mathbf{L}_{i+1}^{i+1} \mathbf{A}_{i+1}^{T}
$$

and $\hat{\mathbf{K}}_{\mathbf{o}_{i}}^{i}$ is the Euler tensor of the $i$-th augmented link which is defined by equation (5.3.44d).
iii) Force-position coefficient sensitivity matrix $\mathbf{P}^{0}$ : As in the case of the elements of $\mathbf{D}^{\circ}$ and $\mathbf{V}^{\circ}$, we can write

$$
\begin{aligned}
p_{i j}^{o} & =\left.\frac{\partial \tau_{i}}{\partial q_{j}}\right|_{\left(\mathbf{q}^{o}, \dot{\mathbf{q}}^{o}, \ddot{q}^{o}\right)} \\
& =\left.\left(\mathbf{z}_{i}^{i} \cdot \frac{\partial \eta_{i}^{i}}{\partial q_{j}}\right)\right|_{\left(\mathbf{q}^{\circ}, \dot{\mathbf{q}}^{o}, \ddot{\mathbf{q}}^{o}\right)}
\end{aligned}
$$

which may be simplified (see Appendix C) to

$$
\begin{align*}
p_{i j} & =\mathbf{z}_{i}^{i} \cdot\left[\mathbf{E}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{o}}_{\mathbf{i}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right] \cdot \ddot{\mathbf{z}}_{j}^{i}-2 \mathbf{z}_{i}^{i} \cdot\left[\mathbf{L}_{i}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right] \cdot \dot{\mathbf{z}}_{j}^{i}+\mathbf{z}_{i}^{i} \cdot\left[\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \ddot{\mathbf{o}}_{0, j}^{i}\right] \cdot \mathbf{z}_{j}^{i} \\
& =\mathbf{z}_{i}^{j} \cdot\left[\mathbf{E}_{\mathbf{o}_{i}}^{j}-\tilde{\mathbf{U}}_{\mathbf{o}}^{j} \tilde{\mathbf{s}}_{j, i}^{j}\right] \cdot \ddot{\mathbf{z}}_{j}^{j}-2 \mathbf{z}_{i}^{j} \cdot\left[\mathbf{L}_{i}^{j}+\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{j} \tilde{\mathbf{s}}_{j, i}^{j}\right] \cdot \dot{\mathbf{z}}_{j}^{j}+\mathbf{z}_{i}^{j} \cdot\left[\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{j} \ddot{\tilde{\mathbf{s}}}_{0, j}^{j}\right] \cdot \mathbf{z}_{j}^{j} \tag{7.3.4a}
\end{align*}
$$

when $j \leq i$, and

$$
\begin{align*}
& p_{i j}=\mathbf{z}_{i}^{j} \cdot\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{O}}_{\mathbf{o}_{j}}^{j}\right] \ddot{\mathbf{z}}_{j}^{j}-2 \mathbf{z}_{i}^{j} \cdot\left[\mathbf{L}_{j}^{j}+\tilde{\mathbf{s}}_{i, j}^{j}{\stackrel{\tilde{\mathbf{U}}}{\mathbf{o}_{j}}}_{j}^{j}\right] \cdot \dot{\mathbf{z}}_{j}^{j} \\
& +\mathbf{z}_{i}^{j} \cdot\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \ddot{\tilde{s}}_{j, j}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}-\tilde{\boldsymbol{\eta}}_{j}^{j}\right] \cdot \mathbf{z}_{j}^{j} \\
& =\mathbf{z}_{i}^{i}\left[\mathbf{E}_{\mathbf{o}_{j}}^{i}-\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right] \cdot \ddot{\mathbf{z}}_{j}^{i}-2 \mathbf{z}_{i}^{i} \cdot\left[\mathbf{L}_{j}^{i}+\tilde{\mathbf{s}}_{i, j}^{i} \mathbf{U}_{\mathbf{o}_{j}}^{i}\right] \cdot \dot{\mathbf{z}}_{j}^{i} \\
& +\mathbf{z}_{i}^{i} \cdot\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \overline{\mathrm{~s}}_{\mathrm{o}, j}^{i}-\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathrm{U}}_{\mathbf{o}_{\mathbf{j}}}^{i}-\tilde{\boldsymbol{\eta}}_{j}^{i}\right] \cdot \mathbf{z}_{j}^{i} \tag{7.3.4b}
\end{align*}
$$

when $j>i$. Note that for notational convenience, the explicit dependence on the nominal variables has not been shown in equations (7.3.2), (7.3.3) and (7.3.4).

At a first glance, these equations look very complex. However, as we shall show later in this section, all basic terms in equations (7.3.2)-(7.3.4) can be computed recursively. Before we derive the recursive formulations, it is worth examining the above formulations because they provide valuable insight into the structural characteristics and properties of the coefficient sensitivity matrices $\mathbf{D}^{o}, \mathbf{V}^{o}$ and $\mathbf{P}^{o}$.

We notice first that at a point on the nominal trajectory, equation (7.3.2) is equivalent to equation (6.3.45) which defines the joint space generalized inertia tensor of a robot manipulator. This is to be expected, since in a closed form representation of a nonlinear dynamic robot model (such as that in equation (5.2.8)), the generalized force vector $\tau$ is linear in the joint acceleration $\ddot{\mathbf{q}}$, with the generalized inertia tensor $\mathbf{D}$ as the coefficient of
linearity. Therefore, the force-acceleration sensitivity matrix $\mathbf{D}^{0}$ exhibits the properties of the generalized inertia tensor $\mathbf{D}$, i.e., it is symmetric (which can also be seen from equation (7.3.2)) and positive definite. The former property of $\mathbf{D}^{0}$ is obviously important in computational considerations. The latter is important in controller design since it implies that $\mathbf{D}^{0}$ is nonsingular and thus its inverse exists for all the points along a nominal trajectory.

Unfortunately, symmetry is not preserved in the coefficient sensitivity matrices $\mathbf{V}^{\boldsymbol{o}}$ and $\mathbf{P}^{\boldsymbol{o}}$. However, they have other important characteristics which may be used to simplify their evaluation at points along a nominal trajectory. For example, in [8] it has been shown (following a different analysis) that the element $v_{n, n}$ of $\mathbf{V}^{0}$ is zero for any configuration of the manipulator. This also follows from equation (7.3.3), if we note the following: When $i=j=n$, we have,

$$
\begin{aligned}
\mathbf{E}_{\mathbf{o}_{n}}^{n} & =\mathbf{K}_{\mathbf{o}_{n}}^{n} \\
\dot{\mathbf{z}}_{n}^{n} & =\tilde{\omega}_{n}^{n} \mathbf{z}_{n}^{n} \\
\mathbf{s}_{n, n}^{n} & =\dot{\mathbf{s}}_{n, n}^{n}=0
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbf{L}_{n}^{n} & =\tilde{\omega}_{n}^{n} \hat{\mathbf{K}}_{\mathbf{o}_{n}}^{n} \\
& =\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{\mathbf{o}_{n}}^{n}\right] \tilde{\omega}_{n}^{n}-\tilde{\omega}_{n}^{n} \mathbf{K}_{\mathbf{o}_{n}}^{n} .
\end{aligned}
$$

Therefore, for $i=j=n$ equation (7.3.3) implies that

$$
v_{n, n}=\mathbf{z}_{n}^{n} \cdot\left[\mathbf{K}_{\mathrm{o}_{n}}^{n} \tilde{\omega}_{n}^{n}+\tilde{\omega}_{n}^{n} \mathrm{~K}_{\mathrm{o}_{n}}^{n}-\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{\mathrm{o}_{n}}^{n}\right] \tilde{\omega}_{n}^{n}\right] \cdot \mathbf{z}_{n}^{n}
$$

which, by using the tensor equation (3.4.26), can be simplified to

$$
v_{n, n}=-\mathbf{z}_{n}^{n} \cdot d u a l\left(\mathbf{K}_{\mathbf{o}_{n}}^{n} \omega_{n}^{n}\right) \cdot \mathbf{z}_{n}^{n}
$$

$$
\begin{equation*}
=\mathbf{z}_{n}^{n} \cdot \tilde{\mathbf{z}}_{n}^{n} \cdot\left(\mathbf{K}_{\mathbf{o}_{n}}^{n} \omega_{n}^{n}\right)=0 \tag{7.3.5}
\end{equation*}
$$

where the first equality follows from equation (3.4.4) and the last has been derived by applying equation (3.4.7).

Another important observation, concerning the formulation of the elements of the first columns of the sensitivity matrices $\mathbf{V}^{o}$ and $\mathbf{P}^{\boldsymbol{o}}$, is the following: Since the angular velocity vector is always parallel to the first revolute joint of the manipulator, i.e., the vector $\omega_{1}^{1}$ is parallel to $\mathbf{z}_{1}^{1}$ (as is usually the case in practice, we take the first joint to be revolute), then according to equation (3.4.5) we have

$$
\begin{equation*}
\tilde{\omega}_{1}^{1} \cdot \mathbf{z}_{1}^{1}=0 \tag{7.3.6}
\end{equation*}
$$

which implies that

$$
\dot{\mathbf{z}}_{1}^{1}=0
$$

Furthermore, since equation (7.3.6) is invariant under coordinate transformations, we can write

$$
\begin{equation*}
\dot{\mathbf{z}}_{1}^{i}=\tilde{\omega}_{1}^{i} \cdot \mathbf{z}_{1}^{i}=0 \tag{7.3.7}
\end{equation*}
$$

for all $i$. Also, using the same arguments, it can be shown that the vector $\ddot{\mathbf{z}}_{1}^{i}$ is zero for all $i$, i.e., we have

$$
\begin{equation*}
\ddot{\mathbf{z}}_{1}^{i}=\Omega_{1}^{i} \cdot \mathbf{z}_{1}^{i} \equiv\left[\tilde{\dot{\omega}}_{1}^{i}+\tilde{\omega}_{1}^{i} \tilde{\omega}_{1}^{i}\right] \cdot \mathbf{z}_{1}^{i}=0 \tag{7.3.8}
\end{equation*}
$$

Therefore, by using equations (7.3.7) and (7.3.8) in equations (7.3.3) and (7.3.4), we can simplify the formulations for the elements of the first columns of $\mathbf{V}^{o}$ and $\mathbf{P}^{o}$. Moreover, in the case where the first joint of the manipulator rotates about an axis which is parallel to the gravity field, the first column of the sensitivity matrix $\mathbf{P}^{o}$ becomes zero. This is true since, by assuming that the vector $\mathbf{z}_{1}^{1}$ is parallel to the gravity vector $\mathbf{g}=\ddot{\mathbf{s}}_{0,1}^{1}$, it follows from equation (3.4.5) that

$$
\begin{equation*}
\tilde{\boldsymbol{s}}_{0,1}^{1} \cdot \mathbf{z}_{1}^{1}=0 \tag{7.3.9}
\end{equation*}
$$

Now, as with equation (7.3.6), in the $i$-th coordinate system we have

$$
\begin{equation*}
\tilde{\mathbf{s}}_{0,1}^{i} \cdot \mathbf{z}_{1}^{i}=0 \tag{7.3.10}
\end{equation*}
$$

and this, together with equation (7.3.6), implies that the first column of the coefficient sensitivity matrix $\mathbf{P}^{o}$ is zero in the case where the first revolute joint of the manipulator is parallel to the gravity field. An alternative proof of this result can be found in [8].

Based on these observations on the structure of the coefficient sensitivity matrices $\mathbf{D}^{o}, \mathbf{V}^{0}$ and $\mathbf{P}^{0}$, an implementation of equations (7.3.2)(7.3.4) has been proposed in [16] which requires 2186 scalar multiplications and 2040 scalar additions. For more efficient computation of the coefficient sensitivity matrices $\mathbf{D}^{0}, \mathbf{V}^{o}$ and $\mathbf{P}^{0}$, we can modify equations (7.3.2)-(7.3.4) so that the basic terms of these equations take on recursive formulations. These recursive formulations are derived as follows:

Let

$$
\begin{equation*}
\mathbf{B}_{j, i}^{j}=\mathbf{z}_{i}^{j} \cdot\left[\mathbf{E}_{\mathbf{o}_{i}}^{j}-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{j} \tilde{\mathbf{s}}_{j, i}^{j}\right] \quad j \leq i \tag{7.3.11a}
\end{equation*}
$$

Then, using equations (3.4.6)-(3.4.8), we can write

$$
\begin{align*}
\mathbf{B}_{j, i}^{j} & =\mathbf{z}_{i}^{j} \cdot \mathbf{E}_{\mathbf{o}_{i}}^{j}-\tilde{\mathbf{z}}_{i}^{j} \mathbf{U}_{\mathbf{o}_{i}}^{j} \cdot \tilde{\mathbf{s}}_{j, i}^{j} \\
& =\mathbf{z}_{i}^{j} \cdot \mathbf{E}_{\mathbf{o}_{i}}^{j}-\mathbf{f}_{i}^{j} \cdot \tilde{\mathbf{s}}_{j, i}^{j} \tag{7.3.11b}
\end{align*}
$$

where $\mathbf{f}_{i}^{j}=\tilde{\mathbf{z}}_{i}^{j} \mathbf{U}_{\mathbf{o}_{i}}^{j}$. Now, since for $j \leq i$ we have $\tilde{\mathbf{s}}_{j, i}^{j}=\tilde{\mathbf{s}}_{j, j+1}^{j}+\tilde{\mathbf{s}}_{j+1, i}^{j}$ (if $j=i, \mathrm{~s}_{i, i}^{i}=0$ ), we can write (7.3.11b) recursively as

$$
\begin{equation*}
\mathbf{B}_{j, i}^{j}=\mathbf{A}_{j+1} \mathbf{B}_{j+1, i}^{j+1}-\mathbf{f}_{i}^{j} \tilde{\mathbf{s}}_{j, j+1}^{j} \quad j<i \tag{7.3.11c}
\end{equation*}
$$

where $\mathbf{B}_{i, i}^{i}=\mathbf{z}_{i}^{i} \cdot \mathbf{E}_{\mathbf{o}_{i}}^{i}$. Also, let

$$
\begin{equation*}
\mathbf{C}_{j, i}^{j}=\mathbf{z}_{i}^{j} \cdot\left[\mathbf{L}_{i}^{j}+\tilde{\mathbf{U}}_{\mathrm{o}_{i}}^{j} \tilde{\dot{\mathbf{s}}}_{j, i}^{j}\right] \quad j \leq i . \tag{7.3.12a}
\end{equation*}
$$

Then, as equation (7.3.11a) was written in the recursive form (7.3.11c), this equation can be written as

$$
\begin{equation*}
\mathbf{C}_{j, i}^{j}=\mathbf{A}_{j+1} \mathbf{C}_{j+1, i}^{j+1}+\mathbf{f}_{i}^{j} \tilde{\tilde{\mathbf{s}}_{j, 1}^{j}} \quad j<i \tag{7.3.12b}
\end{equation*}
$$

where, $\mathrm{C}_{i, i}^{i}=\mathrm{z}_{i}^{i} \cdot \mathrm{~L}_{i}^{i}$. Moreover, if

$$
\begin{equation*}
\mathbf{H}_{i, j}^{i}=\left[\mathbf{E}_{\mathbf{o}_{j}}^{i}-\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathbf{o}}_{\mathbf{o}}^{i}\right] \mathbf{z}_{j}^{i}-\left[\mathbf{L}_{j}^{i}+\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right] \mathbf{z}_{j}^{i} \quad j>i \tag{7.3.13a}
\end{equation*}
$$

since $\dot{\mathbf{z}}_{j}^{i}=\tilde{\boldsymbol{\omega}}_{j}^{i} \mathbf{z}_{j}^{i}$, we can write

$$
\begin{align*}
\mathbf{H}_{i, j}^{i} & =\left[\mathbf{E}_{\mathbf{o}_{j}}^{i} \tilde{\mathbf{\omega}}_{j}^{i}-\mathbf{L}_{j}^{i}\right] \mathbf{z}_{j}^{i}-\tilde{\mathbf{s}}_{i, j}^{i}\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \tilde{\mathbf{\omega}}_{j}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}}^{i}\right] \mathbf{z}_{j}^{i} \\
& =\left[\mathbf{E}_{\mathbf{o}_{j}}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i}-\mathbf{L}_{j}^{i}\right] \mathbf{z}_{j}^{i}-\tilde{\mathbf{s}}_{i, j}^{i} \hat{\mathbf{f}}_{j}^{i} \tag{7.3.13b}
\end{align*}
$$

where $\hat{\mathbf{f}}_{j}^{i}=\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \tilde{\mathbf{\omega}}_{j}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right] \mathbf{z}_{j}^{i}$. Further, since for $j>i$ we have $\tilde{\mathbf{s}}_{i j}^{i}=\tilde{\mathbf{s}}_{i, i+1}^{i}+\tilde{\mathbf{s}}_{i+1, j}^{i}$, this can be written in the recursive form

$$
\begin{equation*}
\mathbf{H}_{i, j}^{i}=\mathbf{A}_{i+1} \mathbf{H}_{i+1, j}^{i+1}-\tilde{\mathbf{s}}_{i, i+1}^{i} \hat{\mathbf{f}}_{j}^{i} \quad i<j \tag{17.3.13c}
\end{equation*}
$$

with initialization $\mathbf{H}_{j, j}^{j}=\left[\mathbf{E}_{\mathbf{o}_{j}}^{j} \tilde{\boldsymbol{\omega}}_{j}^{j}-\mathbf{L}_{j}^{j}\right] \mathbf{z}_{j}^{j}$. Finally, for $j>i$, let

$$
\begin{gather*}
\mathbf{G}_{i, j}^{i}=\left[\mathbf{E}_{\mathbf{o}_{j}}^{i}-\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right] \ddot{\mathbf{z}}_{j}^{i}-2\left[\mathbf{L}_{j}^{i}+\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right] \dot{\mathbf{z}}_{j}^{i} \\
+\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{\left.i \ddot{\tilde{s}_{0, j}^{i}}-\tilde{\mathbf{s}}_{i, j}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}-\tilde{\boldsymbol{\eta}}_{j}^{i}\right] \mathbf{z}_{j}^{i}}\right. \tag{7.3.14a}
\end{gather*}
$$

or, since $\ddot{\mathbf{z}}_{j}^{i}=\mathbf{\Omega}_{j}^{i} \mathbf{z}_{j}^{i}$,

$$
\begin{align*}
\mathbf{G}_{i, j}^{i} & =\left[\mathbf{E}_{\mathbf{o}_{j}}^{i} \boldsymbol{\Omega}_{j}^{i}-2 \mathbf{L}_{j}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \tilde{\mathbf{s}}_{0, j}^{i}-\tilde{\eta}_{j}^{i}\right] \mathbf{z}_{j}^{i}-\tilde{\mathbf{s}}_{i, j}^{i}\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \boldsymbol{\Omega}_{j}^{i}+2 \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right] \mathbf{z}_{j}^{i} \\
& =\left[\mathbf{E}_{\mathbf{o}_{j}}^{i} \boldsymbol{\Omega}_{j}^{i}-2 \mathbf{L}_{j}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \tilde{\mathbf{s}}_{0, j}^{i}-\tilde{\eta}_{j}^{i}\right] \mathbf{z}_{j}^{i}-\tilde{\mathbf{s}}_{i, j}^{i} \overline{\mathbf{f}}_{j}^{i} \tag{7.3.14b}
\end{align*}
$$

where $\overline{\mathbf{f}}_{j}^{i}=\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \boldsymbol{\Omega}_{j}^{i}+2 \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{i}\right] \mathbf{z}_{j}^{i}$. Then, as before, we can write

$$
\begin{equation*}
\mathbf{G}_{i, j}^{i}=\mathbf{A}_{i+1} \mathbf{G}_{i+1, j}^{i+1}-\tilde{\mathbf{s}}_{i, i+1}^{i} \overline{\mathbf{f}}_{j}^{i} \quad i<j \tag{7.3.14c}
\end{equation*}
$$

where

$$
\mathbf{G}_{j, j}^{j}=\left[\mathbf{E}_{\mathbf{o}_{j}}^{j} \boldsymbol{\Omega}_{j}^{j}-2 \mathbf{L}_{\dot{j}}^{j} \tilde{\omega}_{j}^{j}+\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{j}}_{\mathbf{0}, j}^{j}-\tilde{\eta}_{j}^{j}\right] \cdot \mathbf{z}_{j}^{j}
$$

From the foregoing, we can simplify equations (7.3.2), (7.3.3) and (7.3.4) to get

$$
\begin{align*}
& d_{i j}= \begin{cases}\mathbf{B}_{j, i}^{j} \cdot \mathbf{z}_{j}^{j} & j \leq i \\
\mathbf{z}_{i}^{i} \cdot \mathbf{B}_{i, j}^{i} & j>i\end{cases}  \tag{7.3.15}\\
& v_{i j}=\left\{\begin{array}{cc}
{\left[\mathbf{B}_{j, i}^{j} \cdot \tilde{\omega}_{j}^{j}-\mathbf{C}_{j, i}^{j}\right] \cdot \mathbf{z}_{j}^{j}} & j \leq i \\
\mathbf{z}_{i}^{i} \cdot \mathbf{H}_{i, j}^{i} & j>i
\end{array}\right. \tag{7.3.16}
\end{align*}
$$

and

$$
p_{i j}=\left\{\begin{array}{cc}
{\left[\mathbf{B}_{j, i}^{j} \cdot \mathbf{\Omega}_{j}^{j}-2 \mathbf{C}_{j, i}^{j} \cdot \tilde{\omega}_{j}^{j}+\mathbf{f}_{i}^{j} \cdot \tilde{\mathbf{s}}_{0, j}^{j}\right] \cdot \mathbf{z}_{j}^{j}} & j \leq i  \tag{7.3.17}\\
\mathbf{z}_{i}^{i} \cdot \mathbf{G}_{i, j}^{i} & j>i
\end{array}\right.
$$

In the following, for the implementation of equations (7.3.15)-(7.3.17), we shall assume that the nonlinear dynamic robot model which is described by Algorithm 5.7 is available. This assumption is justified since in control applications, the generalized force vector $\tau$ is an integral part of most control laws. Thus, quantities such as: $\mathbf{u}_{\mathbf{o}_{\mathbf{i}}}^{i}, \tilde{\omega}_{i}^{i}, \mathbf{\Omega}_{j}^{j}, \ddot{\mathbf{s}}_{0, j}^{j}, \mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}$ and $\hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i}$ are assumed to be available from Algorithm 5.7. Also, to simplify the structure of Algorithm
7.1, we shall assume that the simple equation $\dot{\mathbf{s}}_{i, i+1}^{i}=\tilde{\boldsymbol{\omega}}_{i}^{i} \mathbf{s}_{i, i+1}^{i}$ has been included in Algorithm 5.7, and thus the vectors $\dot{\mathbf{s}}_{i, i+1}^{i}$ are assumed to be available. From the foregoing, to compute the elements of the joint space coefficient sensitivity matrices $\mathbf{D}^{o}, \mathbf{V}^{o}$ and $\mathbf{P}^{o}$ of a linearized robot dynamic model, we can use the following algorithm.

## ALGORITHM 7.1

## Step 0 : Initialization

$$
\mathbf{A}_{n+1}=\mathbf{I}, \quad \mathbf{U}_{\mathbf{o}_{n+1}}^{n+1}=\dot{\mathbf{U}}_{\mathbf{o}_{n+1}}^{n+1}=\mathbf{E}_{\mathbf{o}_{n+1}}^{n+1}=\mathbf{L}_{n+1}^{n+1}=\mathbf{0}
$$

Step 1: Backward Recursion :- $i=n, 1$

$$
\begin{align*}
& \mathbf{U}_{\mathbf{o}_{i}}^{i}=\mathbf{u}_{\mathbf{o}_{\mathbf{i}}}^{i}+\mathbf{A}_{i+1} \mathbf{U}_{\mathbf{o}_{\mathrm{i}+1}}^{i+1}  \tag{7.3.18a}\\
& \dot{\mathbf{U}}_{\mathbf{o}_{i}}^{i}=\tilde{\omega}_{i}^{i} \mathbf{u}_{\mathbf{o}_{i}}^{i}+\mathbf{A}_{i+1} \dot{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i+1}  \tag{7.3.18b}\\
& \mathbf{E}_{\mathbf{o}_{i}}^{i}=\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}-\left[\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}+\left(\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{\mathrm{i}+1}}^{i}\right)^{T}\right]+\mathbf{A}_{i+1} \mathbf{E}_{\mathbf{o}_{i+1}}^{i+1} \mathbf{A}_{i+1}^{T}  \tag{7.3.18c}\\
& \mathbf{L}_{i}^{i}=\tilde{\boldsymbol{\omega}}_{i}^{i} \hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i}+\left[\tilde{\mathbf{S}}_{i, i+1}^{i} \tilde{\mathrm{U}}_{\mathbf{i}+1}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}+1}}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}\right]+\mathbf{A}_{i+1} \mathbf{L}_{i+1}^{i+1} \mathbf{A}_{i+1}^{T}  \tag{7.3.18d}\\
& \mathbf{f}_{i}^{i}=\tilde{\mathbf{z}}_{i}^{i} \mathrm{U}_{\mathrm{o}_{i}}^{i}  \tag{7.3.18e}\\
& \hat{\mathbf{f}}_{i}^{i}=\left[\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} \tilde{\boldsymbol{\omega}}_{i}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i}\right] \cdot \mathbf{z}_{i}^{i}  \tag{7.3.18f}\\
& \overline{\mathbf{f}}_{i}^{i}=\left(\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} \mathbf{\Omega}_{i}^{i}+2 \tilde{\dot{\mathbf{U}}}_{\mathbf{o}_{\mathbf{i}}}^{i} \tilde{\boldsymbol{\omega}}_{i}^{i}+\tilde{\mathrm{U}}_{\mathbf{o}_{\mathrm{i}}}^{i}\right) \cdot \mathbf{z}_{i}^{i}  \tag{7.3.18g}\\
& \mathbf{B}_{i, i}^{i}=\mathbf{z}_{\boldsymbol{i}}^{i} \cdot \mathbf{E}_{\mathbf{o}_{\mathbf{i}}}^{i}  \tag{7.3.18h}\\
& \mathbf{C}_{i, i}^{i}=\mathrm{z}_{i}^{i} \cdot \mathbf{L}_{i}^{i}  \tag{7.3.18i}\\
& \mathbf{H}_{i, i}^{i}=\left(\mathbf{E}_{\mathbf{o}_{i}}^{i} \bar{\omega}_{i}^{i}-\mathbf{L}_{i}^{i}\right) \cdot \mathbf{z}_{i}^{i}  \tag{7.3.18j}\\
& \mathbf{G}_{i, i}^{i}=\left[\mathbf{E}_{\mathbf{o}_{i}}^{i} \mathbf{\Omega}_{i}^{i}-2 \mathbf{L}_{i}^{i} \tilde{\boldsymbol{\omega}}_{i}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{\mathrm{i}}}^{i} \tilde{\mathrm{~s}}_{0, i}^{i}-\tilde{\boldsymbol{\eta}}_{i}^{i}\right) \cdot \mathbf{z}_{i}^{i} \tag{7.3.18k}
\end{align*}
$$

$$
\begin{align*}
& d_{i i}=\mathbf{B}_{i, i}^{i} \cdot \mathbf{z}_{i}^{i}  \tag{7.3.181}\\
& v_{i i}=2\left[\mathbf{B}_{i, i}^{i} \cdot \tilde{\omega}_{i}^{i}-\mathbf{C}_{i, i}^{i}\right] \cdot \mathbf{z}_{i}^{i}  \tag{7.3.18m}\\
& p_{i i}=\left[\mathbf{B}_{i, i}^{i} \cdot \mathbf{\Omega}_{i}^{i}-2 \mathbf{C}_{i, i}^{i} \cdot \tilde{\boldsymbol{\omega}}_{i}^{i}+\mathbf{f}_{i}^{i \cdot \tilde{\mathbf{s}}_{0, i}^{i}}\right] \cdot \mathbf{z}_{i}^{i} \tag{7.3.18n}
\end{align*}
$$

Step 2: Backward Recursion :- $j=i-1,1$

$$
\begin{align*}
\mathbf{f}_{i}^{j} & =\mathbf{A}_{j+1} \mathbf{f}_{i}^{j+1}  \tag{7.3.19a}\\
\hat{\mathbf{f}}_{i}^{j} & =\mathbf{A}_{j+1} \hat{\mathbf{f}}_{i}^{j+1}  \tag{7.3.19b}\\
\overline{\mathbf{f}}_{i}^{j} & =\mathbf{A}_{j+1} \overline{\mathbf{f}}_{i}^{j+1}  \tag{7.3.19c}\\
\mathbf{B}_{j, i}^{j} & =\mathbf{A}_{j+1} \mathbf{B}_{j+1, i}^{j+1}-\mathbf{f}_{i}^{j} \cdot \tilde{\mathbf{s}}_{j, j+1}^{j}  \tag{7.3.19d}\\
\mathbf{C}_{j, i}^{j} & =\mathbf{A}_{j+1} \mathbf{C}_{j+1, i}^{j+1}+\mathbf{f}_{i}^{j \cdot} \cdot \tilde{\mathbf{s}}_{j, j+1}^{j}  \tag{7.3.19e}\\
\mathbf{H}_{j, i}^{j} & =\mathbf{A}_{j+1} \mathbf{H}_{j+1, i}^{j+1}-\tilde{\mathbf{s}}_{j, j+1}^{j} \hat{\mathbf{f}}_{i}^{j}  \tag{7.3.19f}\\
\mathbf{G}_{j, i}^{j} & =\mathbf{A}_{j+1} \mathbf{G}_{j+1, i}^{j+1}-\tilde{\mathbf{s}}_{j, j+1}^{j} \overline{\mathbf{f}}_{i}^{j}  \tag{7.3.19~g}\\
d_{i j} & =\mathbf{B}_{j, i}^{j} \cdot \mathbf{z}_{j}^{j}  \tag{7.3.19h}\\
d_{j i} & =d_{i j}  \tag{7.3.19i}\\
v_{i j} & =2\left[\mathbf{B}_{j, i}^{j} \cdot \tilde{\mathbf{\omega}}_{j}^{j}-\mathbf{C}_{j, i}^{j}\right] \cdot \mathbf{z}_{j}^{j}  \tag{7.3.19j}\\
v_{j i} & =2 \mathbf{z}_{j}^{j} \cdot \mathbf{H}_{j, i}^{j}  \tag{7.3.19k}\\
p_{i j} & =\left[\mathbf{B}_{j, i}^{j} \cdot \mathbf{\Omega}_{j}^{j}-2 \mathbf{C}_{j, i}^{j} \cdot \tilde{\omega}_{j}^{j}+\mathbf{f}_{i}^{j} \cdot \tilde{\mathbf{s}}_{0, j}^{j}\right] \cdot \mathbf{z}_{j}^{j}  \tag{7.3.191}\\
p_{j i} & =\mathbf{z}_{j}^{j} \cdot \mathbf{G}_{j, i}^{j} \tag{7.3.19m}
\end{align*}
$$

end

### 7.3.2 Implementation and Computational Considerations

The computational complexity of Algorithm 7.1 is of course $o\left(n^{2}\right)$ since many of its equations need to be evaluated $n(n-1) / 2$ times. However, the total number of scalar operations which are required for its numerical implementation can be reduced considerably with proper organization. As we can see, the structure of the equations in Algorithm 7.1 is the same as that of the equations in Algorithm 6.2. Therefore, observations made in Section 6.4 can also be used here. For example, since $\mathbf{z}_{i}^{i}$ is a unit coordinate vector, all the dot product operations with the vector $\mathbf{z}_{i}^{i}$ ( $\operatorname{or} \mathbf{z}_{j}^{j}$ ) can be implemented with no computational cost. Also, in Step 1, for $i=1$ most equations either need not be computed or only certain of their entries are needed for evaluating the quantities $d_{11}, v_{11}$ and $p_{11}$. Moreover, in Step 2, for $j=1$ only the last entry of the vectors $\mathbf{C}_{j, i}^{j}, \mathbf{H}_{j, i}^{j}$ and $\mathbf{G}_{j, i}^{j}$ needs to be computed since, this is the only entry in these vectors which is actually used in the evaluation of the first column and the first row of the sensitivity matrices $D, V$ and $P$. Therefore, these vectors need to be evaluated completely (i.e., all three components) $(n-1)(n-2) / 2$ times. Obviously, all the other equations in Step 2 need to be evaluated $n(n-1) / 2$ times.

Following the observations made above, a breakdown of the number of scalar multiplications and additions required for the implementation of each equation in Step 1 of Algorithm 7.1 is given in Table 7.1 and of each equation in Step 2 is given in Table 7.2. The total figure in each table represents the operations count for computing the corresponding equations when all the joints of a robot manipulator are of revolute type. Thus, based on these figures, to implement Algorithm 7.1 for a general 6 degrees-of-freedom revolute joint manipulator, one needs approximately 2056 scalar multiplications and 1762 scalar additions. When the twist angles of the manipulator are 0 or 90 degrees, the above numbers reduce to 1516 scalar multiplications and 1472 scalar additions, since in this case the coordinate transformations $\mathbf{A}_{i}$ are simpler. Note that these figures can be reduced further when the
transformation matrix $\mathbf{A}_{n+1}$ is equal to I (as is usually the case in practice) or when the first revolute joint of the manipulator is assumed to be parallel to the gravity field.

| Step 1 | General manipulator <br> with revolute joints |  | General manipulator with <br> revolute joints $\& \alpha=0^{\circ}$ or $90^{\circ}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Equation | Multipl. | Additions | Multipl. | Additions |
| 7.3 .18 a | $8(n-1)$ | $7(n-1)$ | $4(n-1)$ | $5(n-1)$ |
| 7.3 .18 b | $14(n-1)$ | $10(n-1)$ | $10(n-1)$ | $8(n-1)$ |
| 7.3 .18 c | $30(n-1)+18$ | $39(n-1)+8$ | $20(n-1)+18$ | $32(n-1)+8$ |
| 7.3 .18 d | $69(n-1)+18$ | $74(n-1)+14$ | $51(n-1)+18$ | $63(n-1)+14$ |
| 7.3 .18 e | 0 | 0 | 0 | 0 |
| 7.3 .18 f | $4(n-1)$ | $n-1$ | $4(n-1)$ | $n-1$ |
| 7.3 .18 g | $9(n-1)$ | $12(n-1)$ | $9(n-1)$ | $12(n-1)$ |
| 7.3 .18 h | 0 | 0 | 0 | 0 |
| 7.3 .18 i | 0 | 0 | 0 | 0 |
| 7.3 .18 j | $6(n-1)$ | $6(n-1)$ | $6(n-1)$ | $6(n-1)$ |
| 7.3 .18 k | $18(n-1)$ | $21(n-1)$ | $18(n-1)$ | $21(n-1)$ |
| 7.3 .181 | 0 | 0 | 0 | 0 |
| 7.3 .18 m | $2(n-1)$ | $3(n-1)$ | $2(n-1)$ | $3(n-1)$ |
| 7.3 .18 n | $7(n-1)$ | $7 n-1)$ | $7(n-1)$ | $7(n-1)$ |
| Total | $167 n-131$ | $180 n-158$ | $131 n-95$ | $158 n-136$ |
|  |  | 871 | 922 | 691 |
| $n=6$ |  |  | 812 |  |

Table 7.1: Operations counts for implementing Step 1 of Algorithm 7.1.

It is worth noting that the procedure which is proposed here for obtaining the coefficient sensitivity matrices of a joint space linearized dynamic robot model has significantly higher computational efficiency than most approaches available today.

| Step 2 | General manipulator <br> with revolute joints |  | General manipulator with <br> revolute joints $\& \alpha=0^{\circ}$ or $90^{\circ}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Equation | Multipl. | Additions | Multipl. | Additions |
| 7.3 .19 a | $4 n(n-1)$ | $2 n(n-1)$ | $2 n(n-1)$ | $n(n-1)$ |
| 7.3 .19 b | $4 n(n-1)$ | $2 n(n-1)$ | $2 n(n-1)$ | $n(n-1)$ |
| 7.3 .19 c | $4 n(n-1)$ | $2 n(n-1)$ | $2 n(n-1)$ | $n(n-1)$ |
| 7.3 .19 d | $7 n(n-1)$ | $5 n(n-1)$ | $5 n(n-1)$ | $4 n(n-1)$ |
| 7.3 .19 e | $7 n^{2}-16 n+9$ | $5 n^{2}-11 n+6$ | $5 n^{2}-10+5$ | $4 n^{2}-8 n+4$ |
| 7.3 .19 f | $7 n^{2}-16 n+9$ | $5 n^{2}-11 n+6$ | $5 n^{2}-10+5$ | $4 n^{2}-8 n+4$ |
| 7.3 .19 g | $7 n^{2}-16 n+9$ | $5 n^{2}-11 n+6$ | $5 n^{2}-10+5$ | $4 n^{2}-8 n+4$ |
| 7.3 .19 h | 0 | 0 | 0 | 0 |
| 7.3 .19 i | 0 | 0 | 0 | 0 |
| 7.3 .19 j | $n(n-1)$ | $1.5 n(n-1)$ | $n(n-1)$ | $1.5 n(n-1)$ |
| 7.3 .19 k | 0 | $0.5 n(n-1)$ | 0 | $0.5 n(n-1)$ |
| 7.3 .191 | $3 n(n-1)$ | $3 n(n-1)$ | $3 n(n-1)$ | $3 n(n-1)$ |
| 7.3 .19 m | 0 | 0 | 0 | 0 |
| Total | $44 n^{2}-71 n+27$ | $31 n^{2}-49 n+18$ | $30 n^{2}-45 n+15$ | $24 n^{2}-36 n+12$ |
| $n=6$ | 1185 | 840 | 825 | 660 |

Table 7.2: Operations counts for implementing Step 2 of Algorithm 7.1.

### 7.4 Cartesian Space Robot Dynamic Models and their Linearization

As is well known [18], it is possible to describe the dynamics of a robot manipulator by using other sets of variables besides joint space variables. These variables are known as operational space variables, and among them, the Cartesian configuration space variables or simply Cartesian space variables are probably the most important. For example, in many cases, such as for end-effector motion and force control it may be desirable to express the dynamics of a manipulator in terms of "external" variables for direct, and thus better, measurements. In these cases, Cartesian space variables are obviously appropriate. Briefly, dynamic robot models described in terms of Cartesian space variables - henceforth called Cartesian space dynamic robot models can be introduced as follows.

### 7.4.1 Cartesian Space Dynamic Robot Models

As we mentioned in Chapter 2, the Cartesian space variables $\chi$ are defined to be the independent configuration parameters which specify the position and orientation of the end-effector relative to the inertia coordinate system. These Cartesian variables are functions of the joint space coordinates and this relationship is usually expressed by a "geometric" equation of the form

$$
\begin{equation*}
\chi=h(q) . \tag{7.4.1}
\end{equation*}
$$

In general, the vector function $\mathbf{h}$ is not one-to-one. However, for nonredundant manipulators in a restricted domain of the joint space, $\mathbf{h}$ can be assumed to be one-to-one. In this case the Cartesian space dynamic model of a manipulator can be defined $[1,18]$ by the following equation

$$
\begin{equation*}
\mathbf{f}=\mathbf{D}_{\chi}(\mathbf{q}) \ddot{\chi}+\mathbf{C}_{\chi}(\mathbf{q}, \dot{\mathbf{q}})+\mathbf{G}_{\chi}(\mathbf{q}) \tag{7.4.2}
\end{equation*}
$$

where $\mathbf{f}$ is an $n \times 1$ force-torque vector acting on the end-effector of the
robot, and $\chi$ is a Cartesian space vector which describes the position and the orientation of the end-effector. The other terms in equation (7.4.2) are defined as follows: $\mathbf{D}_{\chi}(\mathbf{q})$ is the $n \times n$ Cartesian space generalized inertia tensor, $\mathbf{C}_{\chi}(\mathbf{q}, \dot{\mathbf{q}})$ is the $n \times 1$ Cartesian space vector of centrifugal and Coriolis terms, and $\mathbf{G}_{\chi}(\mathbf{q})$ is the $n \times 1$ Cartesian space vector of gravity terms. Obviously, all these Cartesian terms are implicit functions of the joint space coordinates. Actually, it can be shown [18] that if a closed-form joint space dynamic robot model is given by the equation

$$
\begin{equation*}
\tau=\mathbf{D}(\mathbf{q}) \ddot{\mathbf{q}}+\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})+\mathbf{G}(\mathbf{q}) \tag{7.4.3}
\end{equation*}
$$

where $\mathbf{D}(\mathbf{q})$ is the $n \times n$ joint space generalized inertia tensor of the manipulator, $\mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})$ is the $n \times 1$ joint space vector of centrifugal and Coriolis terms, and $\mathbf{G}(\mathbf{q})$ is the $n \times 1$ joint space vector of gravity terms, then the aforementioned Cartesian space quantities are related to their joint space counterparts by the following equations:

$$
\begin{align*}
\mathbf{D}_{\chi}(\mathbf{q}) & =\mathbf{J}^{-T}(\mathbf{q}) \mathbf{D}(\mathbf{q}) \mathbf{J}^{-1}(\mathbf{q})  \tag{7.4.4a}\\
\mathbf{C}_{\chi}(\mathbf{q}, \dot{\mathbf{q}}) & \left.=\mathbf{J}^{-T}(\mathbf{q}) \int \mathbf{C}(\mathbf{q}, \dot{\mathbf{q}})-\mathbf{D}(\mathbf{q}) \mathbf{J}^{-1}(\mathbf{q}) \dot{\mathbf{J}}(\mathbf{q}) \dot{\mathbf{q}}\right)  \tag{7.4.4b}\\
\mathbf{G}_{\chi}(\mathbf{q}) & =\mathbf{J}^{-T}(\mathbf{q}) \mathbf{G}(\mathbf{q})  \tag{7.4.4c}\\
\mathbf{f} & =\mathbf{J}^{-T}(\mathbf{q}) \tau \tag{7.4.4d}
\end{align*}
$$

where $\mathbf{J}(\mathbf{q})$ is the manipulator Jacobian which has been assumed here to be nonsingular. When the Jacobian is locally singular, it is still possible [18] to define equation (7.4.2) by considering the manipulator to be a redundant manipulator locally. However, since in this monograph we are dealing with nonredundant manipulators, we shall assume that the manipulator Jacobian is nonsingular.

Now, since in practical applications we cannot actually cause a Cartesian force to be applied to the end-effector of a manipulator, we use equation (7.4.4d) to transfer the Cartesian force vector $f$ to an equivalent joint torque
vector $\tau$ which effectively will cause the end-effector to follow the required motion. Therefore, instead of first computing the force vector $\mathbf{f}$ and then transferring it to $\tau$, we can compute directly the joint torque vector $\tau$. To achieve this, we combine equations (7.4.2) and (7.4.4d) and write the following Cartesian configuration space torque equation.

$$
\begin{equation*}
\tau=\hat{\mathbf{D}}_{\chi}(\mathbf{q}) \ddot{\chi}+\hat{\mathbf{C}}_{\chi}(\mathbf{q}, \dot{\mathbf{q}})+\hat{\mathbf{G}}_{\chi}(\mathbf{q}) \tag{7.4.5}
\end{equation*}
$$

which defines directly the vector of the joint torques $\tau$ when the dynamics of a robot are expressed in terms of the Cartesian space variables $\chi$.

From the foregoing, it is possible to define the generalized force vector $\tau$ in terms of either joint or Cartesian space variables. Therefore, it may be required in practice (e.g., for Cartesian based control applications) to define the perturbations $\delta \tau$ of $\tau$ in terms of perturbations of the Cartesian space variables, i.e., to define Cartesian (configuration) space linearized dynamic robot models.

### 7.4.2 Cartesian Space Linearized Dynamic Robot Models

Direct application of the Taylor series expansion to the nonlinear equations of a robot manipulator written in terms of the Cartesian space variables, as in equations (7.4.2) or (7.4.5), is rather difficult because it involves implicit differentiation in terms of the joint space variables. To avoid this complex differentiation, we can follow a similar approach to that used to derive Cartesian space nonlinear dynamic models from the joint space ones. In particular, in this approach, to define Cartesian space linearized dynamic robot models we first define a joint space linearized dynamic robot model and then, by expressing the joint space perturbations in terms of the Cartesian space perturbations, we algebraically manipulate the joint space linearized dynamic robot model to a Cartesian space one. Therefore, in order to derive a Cartesian space linearized dynamic robot model, we shall assume that the joint space linearized dynamic robot model of equation (7.2.1) is available.

As we mentioned in Section 7.4.1, the end-effector Cartesian space coordinates $\boldsymbol{\chi}$ of a nonredundant manipulator can be considered as (Cartesian space) generalized coordinates which are related to the joint space generalized coordinates $\mathbf{q}$ by the nonlinear equation (7.4.1). As is well known, the time derivatives of these two sets of generalized coordinates are related by the equation

$$
\begin{equation*}
\dot{\chi}=\mathbf{J}(\mathbf{q}) \dot{\mathbf{q}} \tag{7.4.6}
\end{equation*}
$$

where $\mathbf{J}(\mathbf{q})$ is the manipulator Jacobian. For general operational spaces, the manipulator Jacobian is defined by the equation

$$
\begin{equation*}
J(\mathbf{q})=\frac{\partial \mathbf{h}(\mathbf{q})}{\partial \mathbf{q}} \tag{7.4.7}
\end{equation*}
$$

where $h$ is defined by equation (7.4.2). Unfortunately, this is not true for the Cartesian space variables (i.e., the linear and angular velocities) since there is no $3 \times 1$ orientation vector whose derivative is the vector of the angular velocity. However, in the case of Cartesian space variables, the manipulator Jacobian can be easily extracted from the equations which define the linear and angular velocity of the end-effector. Based on these equations, several methods for defining the manipulator Jacobian have been proposed in [19].

Equation (7.4.6) implies that infinitesimal Cartesian displacements or small perturbations of the end-effector Cartesian vector $\chi$ are related to the joint space perturbations $\delta q$ by the equation

$$
\begin{equation*}
\delta \chi=\mathbf{J}(\mathbf{q}) \delta \mathbf{q} . \tag{7.4.8}
\end{equation*}
$$

Furthermore, by differentiating equation (7.4.8), we get

$$
\begin{equation*}
\delta \dot{\chi}=\dot{\mathbf{J}}(\mathbf{q}) \delta \mathbf{q}+\mathbf{J}(\mathbf{q}) \delta \dot{\mathbf{q}} \tag{7.4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta \ddot{\chi}=\ddot{\mathbf{J}}(\mathbf{q}) \delta \mathbf{q}+2 \dot{\mathbf{J}}(\mathbf{q}) \delta \dot{\mathbf{q}}+\mathbf{J}(\mathbf{q}) \delta \ddot{\mathbf{q}} . \tag{7.4.10}
\end{equation*}
$$

Now, since in the definition of the Cartesian space nonlinear dynamic
equations, we have assumed $\mathbf{J}(\mathbf{q})$ to be nonsingular, $\mathbf{J}^{-1}$ exists and therefore we can solve equations (7.4.8)-(7.4.10) for $\delta \mathbf{q}, \delta \dot{\mathbf{q}}$ and $\delta \ddot{\mathbf{q}}$ to get

$$
\begin{align*}
& \delta \mathbf{q}=\mathbf{J}^{-1} \delta \chi  \tag{7.4.11}\\
& \delta \dot{\mathbf{q}}=\mathbf{J}^{-1} \delta \dot{\chi}-\mathbf{J}^{-1} \mathbf{J} \mathbf{J}^{-1} \delta \chi  \tag{7.4.12}\\
& \delta \ddot{q}=\mathbf{J}^{-1} \delta \ddot{\chi}-2 \mathbf{J}^{-1} \mathbf{J} \mathbf{J}^{-1} \delta \dot{\chi}-\left[\mathbf{J}^{-1} \mathbf{j} \mathbf{J}^{-1}-2 \mathbf{J}^{-1} \mathbf{j} \mathbf{J}^{-1} \mathbf{j} \mathbf{J}^{-1}\right] \delta \chi . \tag{7.4.13}
\end{align*}
$$

Expressions (7.4.11)-(7.4.13) can be used in (7.2.1) to yield

$$
\begin{aligned}
\delta \tau & =\left[\mathbf{D}^{o} \mathbf{J}^{-1}\right] \delta \ddot{\chi}+\left[\mathbf{V}^{o} \mathbf{J}^{-1}-2 \mathbf{D}^{o} \mathbf{J}^{-1} \mathbf{J} \mathbf{J}^{-1}\right] \delta \dot{\chi} \\
& +\left[\mathbf{P}^{o} \mathbf{J}^{-1}-\mathbf{V}^{o} \mathbf{J}^{-1} \mathbf{J} \mathbf{J}^{-1}-\mathbf{D}^{o}\left(\mathbf{J}^{-1} \dot{\mathbf{J}} \mathbf{J}^{-1}-2 \mathbf{J}^{-1} \mathbf{J} \mathbf{J}^{-1} \dot{\mathbf{J}} \mathbf{J}^{-1}\right)\right] \delta \chi . \text { (7.4.14) }
\end{aligned}
$$

or, if we define

$$
\begin{align*}
& \hat{\mathbf{D}}_{\chi}^{o}=\mathbf{D}^{o} \mathbf{J}^{-1}  \tag{7.4.15}\\
& \hat{\mathbf{V}}_{\chi}^{o}=\left(\mathbf{v}^{o}-2 \hat{\mathbf{D}}_{\chi}^{o} \dot{\mathbf{J}}\right) \mathbf{J}^{-1} \tag{7.4.16}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\mathbf{P}}_{\chi}^{o}=\left(\mathbf{P}^{o}-\hat{\mathbf{V}}_{\chi}^{o} \mathbf{J}-\hat{\mathbf{D}}_{\chi}^{o} \mathbf{J}\right) \mathbf{J}^{-1} \tag{7.4.17}
\end{equation*}
$$

equation (7.4.14) can be written in a compact form as

$$
\begin{equation*}
\delta \tau=\hat{\mathbf{D}}_{\chi}^{o} \delta \ddot{\chi}+\hat{\mathbf{V}}_{\chi}^{o} \delta \dot{\chi}+\hat{\mathbf{P}}_{\chi}^{o} \delta \chi . \tag{7.4.18}
\end{equation*}
$$

Equation (7.4.18) defines the perturbation in the vector of joint torques $\tau$ as a result of perturbations in the vectors of Cartesian space positions, velocities and accelerations, i.e., it defines a Cartesian space linearized dynamic robot model. Moreover, by analogy with joint space linearized dynamic robot models, we may refer to the matrix coefficients of equations (7.4.18) as the Cartesian space coefficient sensitivity matrices.

Now, as we can see from equations (7.4.15)-(7.4.17), most of the quantities which are involved in the definitions of the Cartesian space coefficient sensitivity matrices $\hat{\mathbf{D}}_{\chi}^{o}, \hat{\mathbf{V}}_{\chi}^{o}$ and $\hat{\mathbf{P}}_{\chi}^{o}$ may be considered to be known, since they are available either from the joint space linearized dynamic robot model or from the Cartesian space nonlinear dynamic equations (e.g., see equation (7.4.4)). Therefore, the implementation of equation (7.4.18) is similar to that of equation (7.4.2).

### 7.5 Concluding Remarks

In this chapter, the linearization of the dynamic equations of rigid-link serial-type robot manipulators has been considered. Based on the Taylor series expansion and using Cartesian tensor analysis, we have proposed a procedure for obtaining the elements of the joint space coefficient sensitivity matrices. Also, we have shown that this procedure leads to a recursive algorithm which can be implemented numerically more efficiently than other similar algorithms existing in the literature.

The problem of obtaining Cartesian space linearized dynamic robot models has also been addressed in this chapter and, to the best of our knowledge, this is the first time where Cartesian space linearized dynamic robot models have been considered. To simplify our analysis, we have assumed that the manipulator is operating in a region of the work space where the Jacobian is nonsingular. We have shown that in these singularity free Cartesian configuration space, linearized dynamic robot models can be readily obtained using the joint space linearized models and the manipulator Jacobian.
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## Appendix A

## Recursive Lagrangian Formulation

In a dynamical system, the Lagrangian $\mathbf{L}$ is defined as the difference between the total kinetic energy of the system, $\boldsymbol{\Phi}$, and the total potential energy of the system, $\mathbf{P}$, assuming no dissipation of energy, i.e.,

$$
\begin{equation*}
\mathbf{L}=\boldsymbol{\Phi}-\mathbf{P} \tag{A.1}
\end{equation*}
$$

The corresponding Euler-Lagrange equations are written as

$$
\begin{equation*}
\tau_{i}=\frac{d}{d t}\left(\frac{\partial \mathrm{~L}}{\partial \dot{q}_{i}}\right)-\frac{\partial \mathrm{L}}{\partial q_{i}}, \quad i=1, \cdots, n, \tag{A.2}
\end{equation*}
$$

where $\tau_{i}$ are the generalized forces, $q_{i}$ are the generalized coordinates, and $\dot{q}_{i}$ is the generalized velocity.

Now, following an analysis similar to that used by Hollerbach in [14] (see references in Chapter 5), we can show that the total kinetic energy of the manipulator is given by the equation

$$
\begin{equation*}
\Phi=\frac{1}{2} \sum_{j=1}^{n} \operatorname{tr}\left\{m_{j} \dot{\mathbf{s}}_{0, j} \dot{\mathbf{s}}_{0_{j}}^{T}+2\left(\dot{\mathbf{W}}_{j} \mathbf{n}_{j}^{j}\right) \dot{\mathbf{s}}_{0_{j}}^{T}+\dot{\mathbf{W}}_{j} \mathbf{J}_{\mathbf{o}_{j}}^{j} \dot{\mathbf{W}}_{j}^{T}\right\} \tag{A.3}
\end{equation*}
$$

where $m_{j}$ is the mass of the $j$-th link, $\dot{s}_{0 j}$ is the absolute velocity of the origin $\mathbf{o}_{j}$ of the $j$-th link coordinate system, $\mathbf{n}_{j}^{j}=m_{j} \mathbf{r}_{j, j}^{j}$ is the first moment of the $j$-th link about $\mathrm{o}_{j}$ expressed in the link coordinate system orientation, $\dot{\mathbf{W}}_{j}$ is the absolute derivative of the orientation tensor of the $j$-th link coordinate system and $\mathbf{J}_{\mathbf{o}_{j}}^{j}$ is the Euler tensor of the $j$-th link about $\mathbf{o}_{j}$, expressed in the link coordinate system orientation.

The total potential energy $\mathbf{P}$ is equal to the sum of the work required to transport the mass center of each link from a reference plane, i.e.,

$$
\begin{align*}
\mathbf{P} & =\text { constant }-\sum_{j=1}^{n} m_{j} \mathbf{g}^{T} \mathbf{r}_{0, j} \\
& =\text { constant }-\sum_{j=1}^{n} m_{j} \mathbf{g}^{T}\left(\mathbf{s}_{0, j}+\mathbf{W}_{j} \mathbf{r}_{j, j}^{j}\right)
\end{align*}
$$

where $\mathbf{g}$ is the acceleration due to gravity with reference to the base coordinate system. This form for potential energy is different from equation (A.6) in [14] and leads to the modified analysis which is presented in this appendix. Since potential energy is only position dependent, equation (A.2) can be written as

$$
\begin{equation*}
\tau_{i}=\frac{d}{d t}\left(\frac{\partial \Phi}{\partial \dot{q}_{i}}\right)-\frac{\partial \Phi}{\partial q_{i}}+\frac{\partial \mathbf{P}}{\partial q_{i}}, \quad i=1, \cdots, n \tag{A.5}
\end{equation*}
$$

Moreover, as in [14], we can write

$$
\begin{align*}
\frac{d}{d t}\left(\frac{\partial \Phi}{\partial \dot{q}_{i}}\right)-\frac{\partial \Phi}{\partial q_{i}}= & \sum_{j=1}^{n} \operatorname{tr}\left[m_{j} \frac{\partial \mathbf{s}_{0_{j}}}{\partial q_{i}} \ddot{s}_{0_{j}}^{T}+\frac{\partial \mathbf{s}_{0_{j}}}{\partial q_{i}}\left(\mathbf{n}_{j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}\right. \\
& \left.+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{n}_{j}^{j} \ddot{\mathbf{s}}_{0, j}^{T}+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right] \tag{A.6}
\end{align*}
$$

For the partial derivative of the potential energy we have from equation (A.4)

$$
\begin{align*}
\frac{\partial \mathbf{P}}{\partial q_{i}} & =-\sum_{j=1}^{n} m_{j} \mathbf{g}^{T} \frac{\partial \mathbf{r}_{0 j}}{\partial q_{i}} \\
& =-\sum_{j=1}^{n} m_{j} \mathbf{g}^{T}\left(\frac{\partial s_{0, j}}{\partial q_{i}}+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{r}_{j, j}^{j}\right) \tag{A.7}
\end{align*}
$$

Moreover, since for $j \geq i$ we have

$$
\begin{equation*}
\frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}}=\frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{s}_{i j}^{i} \tag{A.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \mathbf{W}_{j}}{\partial q_{i}}=\frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{W}_{j} \tag{A.9}
\end{equation*}
$$

equation (A.7) can be written as

$$
\begin{align*}
\frac{\partial \mathbf{P}}{\partial q_{i}} & =-\mathbf{g}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \sum_{j=1}^{n} m_{j}\left(\mathbf{s}_{i, j}^{i}+{ }^{i} \mathbf{W}_{j} \mathbf{r}_{j, j}^{j}\right) \\
& =-\mathbf{g}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \sum_{j=1}^{n} m_{j} \mathbf{r}_{i, j}^{i} \tag{A.10}
\end{align*}
$$

Now, using (A.6) and (A.10) we can write equation (A.5) as follows :

$$
\begin{align*}
\tau_{i}= & \sum_{j=1}^{n}\left\{\operatorname { t r } \left[m_{j} \frac{\partial \mathbf{s}_{0,}}{\partial q_{i}} \ddot{\mathbf{s}}_{0, j}+\frac{\partial \mathbf{s}_{0, j}}{\partial q_{i}}\left(\mathbf{n}_{j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{n}_{j}^{j} \ddot{\mathbf{s}}_{0, j}^{T}\right.\right. \\
& \left.\left.+\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right]-m_{j} \mathbf{g}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{r}_{i, j}^{i}\right\}, \quad i=1, \cdots, n . \tag{A.11}
\end{align*}
$$

Moreover, if we use equations (A.8) and (A.9), we can simplify equation (A.11) as follows

$$
\begin{align*}
\tau_{i}= & \operatorname{tr}\left\{\frac { \partial \mathbf { W } _ { i } } { \partial q _ { i } } \sum _ { j = 1 } ^ { n } \left[m_{j} \mathbf{s}_{i j}^{i} \ddot{\mathbf{s}}_{0, j}^{T}+\mathbf{s}_{i, j}^{i}\left(\mathbf{n}_{j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}+{ }^{i} \mathbf{W}_{j} \mathbf{n}_{j}^{j} \ddot{\mathbf{s}}_{0, j}^{T}\right.\right. \\
& \left.\left.+{ }^{i} \mathbf{W}_{j} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right]\right\}-\mathbf{g}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \sum_{j=1}^{n} m_{j} \mathbf{r}_{i, j}^{i}, \quad i=1, \cdots, n . \tag{A.12}
\end{align*}
$$

Now, following Hollerbach's approach [14], the first summation term on the right-hand side of (A.12) can be computed by the recurrence relations

$$
\begin{align*}
\mathbf{D}_{i} & =\sum_{j=1}^{n}\left[m_{j} \mathbf{s}_{i, j}^{i} \ddot{\mathbf{s}}_{0, j}^{T}+\mathbf{s}_{i, j}^{i}\left(\mathbf{n}_{j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}+{ }^{i} \mathbf{W}_{j} \mathbf{n}_{j}^{j} \ddot{\mathbf{s}}_{0, j}^{T}+{ }^{i} \mathbf{W}_{j} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right] \\
& =\mathbf{A}_{i+1} \mathbf{D}_{i+1}+\mathrm{s}_{i, i+1}^{i} \mathbf{e}_{i+1}+\mathbf{n}_{i}^{i} \ddot{\mathbf{s}}_{0, i}^{T}+\mathbf{J}_{\mathbf{o}_{i}}^{i} \ddot{\mathbf{W}}_{i}^{T} \tag{A.13}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{e}_{i} & =\sum_{j=1}^{n}\left[m_{j} \ddot{\mathbf{s}}_{0, j}^{T}+\left(\mathrm{n}_{j}^{j}\right)^{T} \ddot{\mathbf{W}}_{j}^{T}\right] \\
& =m_{i} \ddot{\mathrm{~s}}_{0, i}^{T}+\left(\mathrm{n}_{i}^{i}\right)^{T} \ddot{\mathbf{W}}_{i}^{T}+\mathbf{e}_{i+1} .
\end{align*}
$$

Similarly, the second summation term can also be computed by a recurrence relation. However, the recurrence relation presented here is different from equation (13) derived by Hollerbach in [14]. We proceed as follows :

$$
\begin{aligned}
\mathbf{c}_{i}^{i} & =\sum_{j=1}^{n} m_{j} \mathbf{r}_{i, j}^{i} \\
& =m_{i} \mathbf{r}_{i, i}^{i}+\sum_{j=1+1}^{n} m_{j}\left(\mathbf{s}_{i, i+1}^{i}+\mathbf{A}_{i+1} \mathbf{r}_{i+1, j}^{i+1}\right) \\
& =m_{i} \mathbf{r}_{i, i}^{i}+\mathbf{s}_{i, i+1}^{i} \sum_{j=1+1}^{n} m_{j}+\mathbf{A}_{i+1} \sum_{j=1+1}^{n} m_{j} \mathbf{r}_{i+1, j}^{i+1}
\end{aligned}
$$

$$
\begin{equation*}
=m_{i} \mathbf{r}_{i, i}^{i}+\bar{m}_{i+1} \mathbf{s}_{i, i+1}^{i}+\mathbf{A}_{i+1} \mathbf{c}_{i+1}^{i+1} \tag{A.15}
\end{equation*}
$$

Substituting equations (A.13) and (A.15) into equation (A.12), we finally get Hollerbach's recurrence equation

$$
\begin{equation*}
\tau_{i}=\operatorname{tr}\left(\frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{D}_{i}\right)-\mathbf{g}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{i}} \mathbf{c}_{i}^{i}, \quad i=1, \cdots, n \tag{A.16}
\end{equation*}
$$

## Appendix B

## On Moment Vectors and Generalized Forces

As is well known, due to the rotational motion of a manipulator link, say the $j$-th one, forces and moments will be developed at all joints $i$ for $i \leq j$. In this appendix we analyze the contribution of these moment vectors on the generalized force vector $\tau$.

From the Newton-Euler formulation of the equations of motion of a robot manipulator, it is known that when the $j$-th joint is of revolute type, then as a result of the rotation of the $j$-th link, a moment vector $\mathbf{M}_{\mathbf{o}_{j}}$ is developed with respect to the center of rotation. This vector is defined by the equation

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}_{j}}=\mathbf{I}_{\mathbf{o}_{j}} \cdot \dot{\omega}_{j}+\tilde{\omega}_{j} \mathbf{I}_{\mathbf{o}_{j}} \cdot \boldsymbol{\omega}_{j} \tag{B.1}
\end{equation*}
$$

where $\mathbf{I}_{\mathbf{o}_{j}}$ is the inertia tensor of the $j$-th link with respect to the origin $\mathbf{o}_{j}$, expressed in base frame orientation, and $\omega_{j}\left(\dot{\omega}_{j}\right)$ is the angular velocity (acceleration) of the $j$-th link. The contribution of this vector on the $j$-th component of the generalized force vector is defined by the equation

$$
\begin{equation*}
\tau_{\bar{j}}=\mathbf{z}_{j} \cdot \mathbf{M}_{\mathbf{o}_{j}} \tag{B.2}
\end{equation*}
$$

where $\mathbf{z}_{j}$ is the unit vector which is parallel to the $j$-th axis of rotation. Moreover, from the structure of the recurrence equation (5.3.8b) of Algorithm 5.4 (or equation (5.3.46b) of Algorithm 5.5), the moment vector $\mathbf{M}_{\mathbf{o}_{j}}$ will also contribute to all components $\tau_{i}$, for $i \leq j$, of the generalized force vector $\tau$ and this contribution is given by

$$
\begin{equation*}
\hat{\tau}_{i}=\mathbf{z}_{i} \cdot \mathbf{M}_{\mathbf{o}_{j}} \tag{B.3}
\end{equation*}
$$

From the foregoing, in the Newton-Euler formulation, the contribution of the moment vector $\mathbf{M}_{\mathbf{o}_{j}}$ on the generalized force vector $\tau$ is explicitly defined by equations (B.2) and (B.3). However, this is not explicit or obvious, in the Lagrangian formulation of the dynamic equations of motion of a robot manipulator. In the following we shall show that

$$
\begin{equation*}
\mathbf{M}_{\mathbf{o}_{j}} \cdot \mathbf{z}_{i}=\operatorname{tr}\left[\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right] \tag{B.4}
\end{equation*}
$$

where $\mathbf{W}_{j}$ is the rotation tensor which specifies the orientation of the $j$-th link with reference to the base frame and $\mathbf{J}_{\mathbf{o}_{j}}^{j}$ is the pseudo-inertia tensor of the $j$-th link with reference to $\mathbf{o}_{j}$. Equation (B.4) is important since, by using the physical interpretation of the left-hand side of equation (B.4), we can gain valuable insight into the structure of the Lagrangian formulation. To derive equation (B.4) we proceed as follows.

First we notice from equation (4.2.11) that the rotation tensor $\mathbf{W}_{j}$ satisfies the equation

$$
\begin{align*}
\ddot{\mathbf{W}}_{j} & =\Omega_{j} \mathbf{W}_{j} \\
& =\left(\tilde{\dot{\omega}}_{j}+\tilde{\omega}_{j} \tilde{\omega}_{j}\right) \mathbf{W}_{j} . \tag{B.5}
\end{align*}
$$

Moreover, for the partial derivative of the rotation tensor $\mathbf{W}_{j}$, we can write

$$
\begin{equation*}
\frac{\partial \mathbf{W}_{j}}{\partial q_{i}}=\tilde{\mathbf{z}}_{i} \mathbf{W}_{j} \tag{B.6}
\end{equation*}
$$

Now, using equations (B.5) and (B.6) we can manipulate the right-hand side of equation (B.4) as follows

$$
\begin{align*}
\operatorname{tr}\left[\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right] & =\operatorname{tr}\left[\ddot{\mathbf{W}}_{j} \mathbf{J}_{\mathbf{o}_{j}}^{j} \frac{\partial \mathbf{W}_{j}^{T}}{\partial q_{i}}\right] \\
& =\operatorname{tr}\left[\left(\tilde{\boldsymbol{\omega}}_{j}+\tilde{\omega}_{j} \tilde{\omega}_{j}\right] \mathbf{W}_{j} \mathbf{J}_{\mathbf{o}_{j}}^{j} \mathbf{W}_{j}^{T} \tilde{\mathbf{z}}_{i}^{T}\right] \\
& =\operatorname{tr}\left[\tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}} \tilde{\mathbf{z}}_{i}^{T}\right]+\operatorname{tr}\left[\tilde{\omega}_{j} \tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}} \tilde{\mathbf{z}}_{i}^{T}\right] . \tag{B.7}
\end{align*}
$$

Furthermore, since the inertia and the pseudo-inertia tensors of a link satisfy equation (4.3.6), i.e., they satisfy the equation

$$
\mathbf{J}_{\mathbf{o}_{j}}=-\mathbf{I}_{\mathbf{o}_{j}}+\frac{1}{2} \operatorname{tr}\left[\mathbf{I}_{\mathbf{o}_{j}}\right] \mathbf{1},
$$

we can use Proposition 3.12 of Chapter 3 to write

$$
\begin{equation*}
\operatorname{tr}\left[\tilde{\dot{\omega}}_{j} \mathbf{J}_{\mathbf{o}_{j}} \tilde{\mathbf{z}}_{i}^{T}\right]=\dot{\boldsymbol{\omega}}_{j} \cdot \mathbf{I}_{\mathbf{o}_{j}} \cdot \mathbf{z}_{i} \tag{B.8}
\end{equation*}
$$

Also, since from equation (4.3.19) we can write

$$
\tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}}=\dot{\mathbf{J}}_{\mathbf{o}_{j}}+\mathbf{J}_{\mathbf{o}_{j}} \tilde{\omega}_{j},
$$

the second term on the right-hand side of (B.7) becomes

$$
\operatorname{tr}\left[\tilde{\omega}_{j} \tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}} \tilde{\mathbf{z}}_{i}^{T}\right]=\operatorname{tr}\left[\tilde{\omega}_{j} \dot{\mathbf{J}}_{\mathbf{o}_{j}} \tilde{\mathbf{z}}_{i}^{T}\right]+\operatorname{tr}\left[\tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}} \tilde{\boldsymbol{\omega}}_{j} \tilde{\mathbf{z}}_{i}^{T}\right] .
$$

However, the tensor $\tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}} \tilde{\omega}_{j}$ is a symmetric tensor and therefore, by Proposition 3.17 we have

$$
\operatorname{tr}\left[\tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}} \tilde{\boldsymbol{\omega}}_{j} \tilde{\mathbf{z}}_{i}^{T}\right]=0 .
$$

Thus, we can write

$$
\operatorname{tr}\left[\tilde{\omega}_{j} \tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}}^{T} \tilde{\mathbf{z}}_{i}^{T}\right]=\operatorname{tr}\left[\tilde{\omega}_{j} \dot{\mathbf{J}}_{\mathbf{o}_{j}} \tilde{\mathbf{z}}_{i}^{T}\right]
$$

which, on using Proposition 3.12, may be simplified to yield

$$
\begin{equation*}
\operatorname{tr}\left[\tilde{\omega}_{j} \tilde{\omega}_{j} \mathbf{J}_{\mathbf{o}_{j}} \tilde{\mathbf{z}}_{i}^{T}\right]=\omega_{j} \cdot \dot{\mathbf{I}}_{\mathbf{o}_{j}} \cdot \mathbf{z}_{i} \tag{B.9}
\end{equation*}
$$

Therefore, by substituting equations (B.8) and (B.9) into (B.7), we get

$$
\begin{equation*}
\operatorname{tr}\left[\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right]=\left[\dot{\mathbf{\omega}}_{j} \cdot \mathbf{I}_{\mathbf{o}_{j}}+\boldsymbol{\omega}_{j} \cdot \dot{\mathbf{I}}_{\mathbf{o}_{j}}\right] \cdot \mathbf{z}_{i} \tag{B.10}
\end{equation*}
$$

Moreover, since $\mathbf{I}_{\mathbf{o}_{\mathbf{j}}}$ and $\dot{\mathbf{I}}_{\mathbf{o}_{\mathbf{j}}}$ are symmetric, by using equations (3.2.24) and (4.3.17) we can write equation (B.10) as follows

$$
\begin{aligned}
\operatorname{tr}\left[\frac{\partial \mathbf{W}_{j}}{\partial q_{i}} \mathbf{J}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{W}}_{j}^{T}\right] & =\left[\mathbf{I}_{\mathbf{o}_{j}} \cdot \dot{\omega}_{j}+\dot{\mathbf{I}}_{\mathbf{o}_{j}} \cdot \boldsymbol{\omega}_{j}\right] \cdot \mathbf{z}_{i} \\
& =\left[\mathbf{I}_{\mathbf{o}_{j}} \cdot \dot{\omega}_{j}+\left[\tilde{\omega}_{j} \mathbf{I}_{\mathbf{o}_{j}}-\mathbf{I}_{\mathbf{o}_{j}} \tilde{\boldsymbol{\omega}}_{j}\right] \cdot \boldsymbol{\omega}_{j}\right] \cdot \mathbf{z}_{i} \\
& =\left[\mathbf{I}_{\mathbf{o}_{j}} \cdot \dot{\boldsymbol{\omega}}_{j}+\tilde{\omega}_{j} \mathbf{I}_{\mathbf{o}_{j}} \cdot \boldsymbol{\omega}_{j}\right] \cdot \mathbf{z}_{i} \\
& =\mathbf{M}_{\mathbf{o}_{j}} \cdot \mathbf{z}_{i}
\end{aligned}
$$

which is equation (B.4).

## Appendix C

## On Partial Differentiation

To derive the Jacobians which define the joint space coefficient sensitivity matrices $\mathbf{D}^{o}, \mathbf{V}^{o}$ and $\mathbf{P}^{o}$ of a linearized robot model, we need to compute the partial derivatives of a number of tensor and vector functions involved in the definition of the nonlinear robot model. In this appendix, the partial derivatives of the tensor and vector functions appearing in Algorithm 5.5 are defined and some important lemmas are proved.

First to compute the partial derivatives of the angular velocity and angular acceleration tensors $\tilde{\omega}_{i}^{i}$ and $\Omega_{i}^{i}$, we can use either the recursive equations (5.3.45a)-(5.3.45c) or the following equations

$$
\begin{equation*}
\tilde{\omega}_{i}^{i}=\mathbf{W}_{i}^{T} \dot{\mathbf{W}}_{i} \tag{C.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{i}^{i}=\mathbf{W}_{i}^{T} \ddot{\mathbf{W}}_{i} \tag{C.2}
\end{equation*}
$$

which define these tensors (see Chapter IV) in terms of the orientation (transformation) tensor $\mathbf{W}_{i}=\mathbf{A}_{1} \mathbf{A}_{2} \cdots \mathbf{A}_{i}$. Here we shall use equations (C.1) and (C.2). Before we proceed to define these partial derivatives we need to state the following simple facts. First, for $j \leq i$, the following
equations are obviously true:

$$
\begin{align*}
& \mathbf{W}_{i}=\mathbf{W}_{j}^{j} \mathbf{W}_{i}  \tag{C.3}\\
& \dot{\mathbf{W}}_{i}=\dot{\mathbf{W}}_{j}^{j} \mathbf{W}_{i}+\mathbf{W}_{j}^{j} \dot{\mathbf{W}}_{i}  \tag{C.4}\\
& \ddot{\mathbf{W}}_{i}=\ddot{\mathbf{W}}_{j}^{j} \mathbf{W}_{i}+2 \dot{\mathbf{W}}_{j}^{j} \dot{\mathbf{W}}_{i}+\mathbf{W}_{j}^{j} \ddot{\mathbf{W}}_{i} \tag{C.5}
\end{align*}
$$

where ${ }^{j} \mathbf{W}_{i}=\mathbf{A}_{j+1} \mathbf{A}_{j+2} \cdots \mathbf{A}_{i}$. Furthermore, from (C.1), (C.3) and (C.4) we have

$$
\begin{aligned}
\tilde{\mathbf{\omega}}_{i}^{i} & =\mathbf{W}_{i}^{T}\left(\dot{\mathbf{W}}_{j}^{j} \mathbf{W}_{i}+\mathbf{W}_{j}{ }^{j} \dot{\mathbf{W}}_{i}\right) \\
& ={ }^{j} \mathbf{W}_{i}^{T}\left(\mathbf{W}_{j}^{T} \dot{\mathbf{W}}_{j}\right)^{j} \mathbf{W}_{i}+{ }^{j} \mathbf{W}_{i}^{T j} \dot{\mathbf{W}}_{i} \\
& ={ }^{j} \mathbf{W}_{i}^{T} \tilde{\mathbf{\omega}}_{j}^{j j} \mathbf{W}_{i}+{ }^{j} \mathbf{W}_{i}^{T j} \dot{\mathbf{W}}_{i} \\
& =\tilde{\boldsymbol{\omega}}_{j}^{i}+{ }^{j} \mathbf{W}_{i}^{T j} \dot{\mathbf{W}}_{i}
\end{aligned}
$$

which implies that for $j \leq i$ we can write

$$
\begin{equation*}
{ }^{j} \mathbf{W}_{i}^{T j} \dot{\mathbf{W}}_{i}=\tilde{\omega}_{i}^{i}-\tilde{\omega}_{j}^{i} \tag{C.6}
\end{equation*}
$$

Similarly, from (C.2), (C.3) and (C.5), for $j \leq i$, we have

$$
\begin{aligned}
\mathbf{\Omega}_{i}^{i} & =\mathbf{W}_{i}^{T}\left(\ddot{\mathbf{W}}_{j}^{j} \mathbf{W}_{i}+2 \dot{\mathbf{W}}_{j}^{j} \dot{\mathbf{W}}_{i}+\mathbf{W}_{j}{ }^{j} \ddot{\mathbf{W}}_{i}\right) \\
& ={ }^{j} \mathbf{W}_{i}^{T}\left(\mathbf{W}_{j}^{T} \ddot{\mathbf{W}}_{j}\right)^{j} \mathbf{W}_{i}+2^{j} \mathbf{W}_{i}^{T}\left(\mathbf{W}_{j}^{T} \dot{\mathbf{W}}_{j}\right)^{j} \mathbf{W}_{i}\left(^{j} \mathbf{W}_{i}^{T j} \dot{\mathbf{W}}_{i}\right)+{ }^{j} \mathbf{W}_{i}^{T j} \ddot{\mathbf{W}}_{i} \\
& =\tilde{\dot{\omega}}_{j}^{i}+\tilde{\omega}_{j}^{i} \tilde{\omega}_{j}^{i}+2 \tilde{\omega}_{j}^{i}\left(\tilde{\omega}_{i}^{i}-\tilde{\omega}_{j}^{i}\right)+{ }^{j} \mathbf{W}_{i}^{T j} \ddot{\mathbf{W}}_{i} \\
& =\tilde{\dot{\omega}}_{j}^{i}-\tilde{\omega}_{j}^{i} \tilde{\omega}_{j}^{i}+2 \tilde{\omega}_{j}^{i} \tilde{\omega}_{i}^{i}+{ }^{j} \mathbf{W}_{i}^{T j} \ddot{\mathbf{W}}_{i} \\
& =-\mathbf{\Omega}_{j}^{i}+2 \tilde{\omega}_{j}^{i} \tilde{\omega}_{i}^{i}+{ }^{j} \mathbf{W}_{i}^{T j} \ddot{\mathbf{W}}_{i},
\end{aligned}
$$

which finally gives,

$$
\begin{equation*}
{ }^{j} \mathbf{W}_{i}^{T j} \ddot{\mathbf{W}}_{i}=\boldsymbol{\Omega}_{i}^{i}+\boldsymbol{\Omega}_{j}^{i^{T}}-2 \tilde{\omega}_{j}^{i} \tilde{\omega}_{i}^{i} \tag{C.7}
\end{equation*}
$$

Furthermore, since $\mathbf{z}_{j}^{j}$ is constant relative to the $j$-th frame, its absolute derivative satisfies the equation

$$
\dot{\mathbf{z}}_{j}^{j}=\tilde{\boldsymbol{\omega}}_{j}^{j} \mathbf{z}_{j}^{j},
$$

which in the $i$-th frame orientation is simply written as

$$
\begin{equation*}
\dot{\mathbf{z}}_{j}^{i}=\tilde{\boldsymbol{\omega}}_{j}^{i} \mathbf{z}_{j}^{i} \tag{C.8}
\end{equation*}
$$

Similarly, the absolute acceleration $\ddot{\mathbf{z}}_{j}^{j}$ of $\mathbf{z}_{j}^{j}$, written in the $i$-th frame orientation, satisfies the following equation

$$
\begin{aligned}
\ddot{\mathbf{z}}_{j}^{i} & =\mathbf{\Omega}_{j}^{i} \mathbf{z}_{j}^{i} \\
& =\tilde{\dot{\omega}}_{j}^{i} \mathbf{z}_{j}^{i}+\tilde{\omega}_{j}^{i} \tilde{\omega}_{j}^{i} \mathbf{z}_{j}^{i}
\end{aligned}
$$

Moreover, the dual tensors $\tilde{\dot{\mathbf{z}}}_{j}^{i}$ and $\tilde{\mathbf{z}}_{j}^{i}$ can be computed from

$$
\begin{align*}
\tilde{\mathbf{z}}_{j}^{i} & =\operatorname{dual}\left(\tilde{\boldsymbol{\omega}}_{j}^{i} \mathbf{z}_{j}^{i}\right) \\
& =\tilde{\boldsymbol{\omega}}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}-\tilde{\mathbf{z}}_{j}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i} \tag{C.9}
\end{align*}
$$

and

$$
\begin{equation*}
\ddot{\mathbf{z}}_{j}^{i}=\operatorname{dual}\left(\tilde{\dot{\omega}}_{j}^{i} \mathbf{z}_{j}^{i}\right)+\operatorname{dual}\left(\tilde{\boldsymbol{\omega}}_{j}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i} \mathbf{z}_{j}^{i}\right) . \tag{C.10}
\end{equation*}
$$

Now, using equation (3.4.15) and (3.4.25) and some algebraic manipulations, equation (C.10) can be simplified as follows:

$$
\begin{align*}
\tilde{\mathbf{z}}_{j}^{i} & =\left[\tilde{\dot{\omega}}_{j}^{i}-\tilde{\boldsymbol{\omega}}_{j}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i}\right] \tilde{\mathbf{z}}_{j}^{i}-\tilde{\mathbf{z}}_{j}^{i}\left[\tilde{\dot{\omega}}_{j}^{i}+\tilde{\boldsymbol{\omega}}_{j}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i}\right]+\operatorname{tr}\left[\tilde{\boldsymbol{\omega}}_{j}^{i} \tilde{\boldsymbol{\omega}}_{j}^{i}\right] \tilde{\mathbf{z}}_{j}^{i} \\
& =-\mathbf{\Omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}-\tilde{\mathbf{z}}_{j}^{i} \mathbf{\Omega}_{j}^{i}+\operatorname{tr}\left[\mathbf{\Omega}_{j}^{i}\right] \tilde{\mathbf{z}}_{j}^{i} \tag{C.11}
\end{align*}
$$

since $\operatorname{tr}\left[\mathbf{\Omega}_{j}^{i}\right]=\operatorname{tr}\left[\tilde{\omega}_{j}^{i} \tilde{\omega}_{j}^{i}\right]$.
After these preliminaries, we are in a position to prove the following lemmas. First, due to the nature of the transformation tensors $A_{i}$ and $\mathbf{W}_{i}$, the following two results can be easily shown:
Lemma C-1: The partial derivatives of $\mathbf{A}_{i}, \dot{\mathbf{A}}_{i}$ and $\ddot{\mathbf{A}}_{i}$, with respect to the generalized coordinate $q_{i}$ and its time derivatives $\dot{q}_{i}, \ddot{q}_{i}$ satisfy the following
equations:

$$
\begin{aligned}
& \text { i) } \frac{\partial \mathbf{A}_{i}}{\partial q_{i}}=\frac{\partial \dot{\mathbf{A}}_{i}}{\partial \dot{q}_{i}}=\frac{\partial \ddot{\mathbf{A}}_{i}}{\partial \ddot{q}_{i}}=\mathbf{A}_{i} \tilde{\mathbf{z}}_{i}^{i} \\
& \text { ii) } \frac{\partial \dot{\mathbf{A}}_{i}}{\partial q_{i}}=\dot{\mathbf{A}}_{i} \tilde{\mathbf{z}}_{i}^{i}, \quad \frac{\partial \ddot{\mathbf{A}}_{i}}{\partial q_{i}}=\ddot{\mathbf{A}}_{i} \tilde{\mathbf{z}}_{i}^{i} \\
& \text { iii) } \frac{\partial \ddot{\mathbf{A}}_{i}}{\partial \dot{q}_{i}}=2 \frac{\partial \dot{\mathbf{A}}_{i}}{\partial q_{i}} .
\end{aligned}
$$

Lemma C-2: The partial derivatives of $\mathbf{W}_{i}$ and its time derivatives $\dot{\mathbf{W}}_{i}$ and $\ddot{\mathbf{W}}_{i}$, with respect to the generalized coordinate $q_{j}$ and its time derivatives $\dot{q}_{j}, \ddot{q}_{j}$ satisfy the following equations:

$$
\begin{aligned}
& \text { i) } \frac{\partial \mathbf{W}_{i}}{\partial \dot{q}_{j}}=\frac{\partial \mathbf{W}_{i}}{\partial \ddot{q}_{j}}=\frac{\partial \dot{\mathbf{W}}_{i}}{\partial \ddot{q}_{j}}=0 \\
& \text { ii) } \frac{\partial \mathbf{W}_{i}}{\partial q_{j}}=\frac{\partial \dot{\mathbf{W}}_{i}}{\partial \dot{q}_{j}}=\frac{\partial \ddot{\mathbf{W}}_{i}}{\partial \ddot{q}_{j}} \\
& \text { iii) } \frac{\partial \ddot{\mathbf{W}}_{i}}{\partial \dot{q}_{j}}=2 \frac{\partial \dot{\mathbf{W}}_{i}}{\partial q_{j}} .
\end{aligned}
$$

The proofs of these two lemmas are straightforward and are therefore omitted.

Lemma C-3 The partial derivatives of the transformation matrix $\mathbf{W}_{i}$ and its time derivatives $\dot{\mathbf{W}}_{i}$ and $\ddot{\mathbf{W}}_{i}$, with respect to the generalized coordinate $q_{j}$, satisfy the following tensor equations:

$$
\begin{aligned}
& \text { i) } \frac{\partial \mathbf{W}_{i}}{\partial q_{j}}= \begin{cases}\mathbf{W}_{i} \tilde{\mathbf{z}}_{j}^{i} & j \leq i \\
0 & j>i\end{cases} \\
& \text { ii) } \frac{\partial \dot{\mathbf{W}}_{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\mathbf{W}_{i}\left[\tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}\right] & j \leq i \\
0 & j>i
\end{array}\right. \\
& \text { iii) } \frac{\partial \ddot{\mathbf{W}}_{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\mathbf{W}_{i}\left[\ddot{\mathbf{z}}_{j}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}+\tilde{\mathbf{z}}_{j}^{i} \mathbf{\Omega}_{i}^{i}\right] \\
0 & j \leq i
\end{array}\right.
\end{aligned}
$$

Proof:
i) For $j \leq i$, since $\mathbf{W}_{i}=\mathbf{W}_{j}{ }^{j} \mathbf{W}_{i}$ and ${ }^{j} \mathbf{W}_{i}$ is independent of $q_{j}$, we have

$$
\begin{aligned}
\frac{\partial \mathbf{W}_{i}}{\partial q_{j}} & =\frac{\partial \mathbf{W}_{j}}{\partial q_{j}} \mathbf{W}_{i} \\
& =\mathbf{W}_{j-1} \frac{\partial \mathbf{A}_{j}}{\partial q_{j}} \mathbf{W}_{i} \\
& =\mathbf{W}_{j} \tilde{\mathbf{z}}_{j}^{j j} \mathbf{W}_{i} \\
& =\mathbf{W}_{i} \tilde{\mathbf{z}}_{j}^{i}
\end{aligned}
$$

ii) For $j \leq i$, from $\dot{\mathbf{W}}_{i}=\dot{\mathbf{W}}_{j}{ }^{j} \mathbf{W}_{i}+\mathbf{W}_{j}{ }^{j} \dot{\mathbf{W}}_{i}$, and since

$$
\begin{aligned}
\frac{\partial \dot{\mathbf{W}}_{j}}{\partial q_{j}} & =\dot{\mathbf{W}}_{j-1} \frac{\partial \mathbf{A}_{j}}{\partial q_{j}}+\mathbf{W}_{j-1} \frac{\partial \dot{\mathbf{A}}_{j}}{\partial q_{j}} \\
& =\dot{\mathbf{W}}_{j} \tilde{\tilde{j}}_{j}^{j},
\end{aligned}
$$

we have

$$
\begin{aligned}
\frac{\partial \dot{\mathbf{W}}_{i}}{\partial q_{j}} & =\dot{\mathbf{W}}_{j} \tilde{\mathbf{z}}_{j}^{j j} \mathbf{W}_{i}+\mathbf{W}_{j} \tilde{\mathbf{z}}_{j}^{j j} \dot{\mathbf{W}}_{i} \\
& =\dot{\mathbf{W}}_{j}^{j} \mathbf{W}_{i} \tilde{\mathbf{z}}_{j}^{i}+\mathbf{W}_{i} \tilde{\mathbf{z}}_{j}^{i j} \mathbf{W}_{i}^{T j} \dot{\mathbf{W}}_{i} .
\end{aligned}
$$

Now since $\dot{\mathbf{W}}_{j}=\mathbf{W}_{j} \tilde{\omega}_{j}^{j}$, using (C.6) we can write

$$
\begin{aligned}
\frac{\partial \dot{\mathbf{W}}_{i}}{\partial q_{j}}= & \mathbf{W}_{j} \tilde{\omega}_{j}^{j j} \mathbf{W}_{i} \tilde{\mathbf{z}}_{j}^{i}+\mathbf{W}_{i} \tilde{\mathbf{z}}_{j}^{i}\left(\tilde{\omega}_{i}^{i}-\tilde{\omega}_{j}^{i}\right] \\
& =\mathbf{W}_{i}\left[\tilde{\omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}\right] \\
& =\mathbf{W}_{i}\left[\operatorname{dual}\left(\tilde{\omega}_{j}^{i} \mathbf{z}_{j}^{i}\right)+\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}\right] \\
& =\mathbf{W}_{i}\left[\tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}\right] .
\end{aligned}
$$

iii) For $j \leq i$, from equation $\ddot{\mathbf{W}}_{i}=\ddot{\mathbf{W}}_{j}{ }^{j} \mathbf{W}_{i}+2 \dot{\mathbf{W}}_{j}{ }^{j} \dot{\mathbf{W}}_{i}+\mathbf{W}_{j}{ }^{j} \ddot{\mathbf{W}}_{i}$, since

$$
\frac{\partial \ddot{\mathbf{W}}_{j}}{\partial q_{j}}=\ddot{\mathbf{W}}_{j} \tilde{\mathbf{z}}_{j}^{j},
$$

we have

$$
\frac{\partial \ddot{\mathbf{W}}_{i}}{\partial q_{j}}=\ddot{\mathbf{W}}_{j} \tilde{\mathbf{z}}_{j}^{j j} \mathbf{W}_{i}+2 \dot{\mathbf{W}}_{j} \tilde{\mathbf{z}}_{j}^{j j} \dot{\mathbf{W}}_{i}+\mathbf{W}_{j} \tilde{\mathbf{z}}_{j}^{j j} \ddot{\mathbf{W}}_{i} .
$$

Also, since $\ddot{\mathbf{W}}_{j}=\mathbf{W}_{j} \boldsymbol{\Omega}_{j}^{j}$ and $\dot{\mathbf{W}}_{j}=\mathbf{W}_{j} \tilde{\boldsymbol{\omega}}_{j}^{j}$, the above expression becomes

$$
\begin{aligned}
\frac{\partial \ddot{\mathbf{W}}_{i}}{\partial q_{j}} & =\mathbf{W}_{j}\left[\boldsymbol{\Omega}_{j}^{j} \tilde{\mathbf{z}}_{j}^{j j} \mathbf{W}_{i}+2 \tilde{\omega}_{j}^{j} \tilde{\mathbf{z}}_{j}^{j j} \dot{\mathbf{W}}_{i}+\tilde{\mathbf{z}}_{j}^{j j} \ddot{\mathbf{W}}_{i}\right] \\
& =\mathbf{W}_{i}\left[\boldsymbol{\Omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}+2 \tilde{\omega}_{j}^{i} \tilde{z}_{j}^{i j} \mathbf{W}_{i}^{T j} \dot{\mathbf{W}}_{i}+\tilde{\mathbf{z}}_{j}^{i j} \mathbf{W}_{i}^{T j} \ddot{\mathbf{W}}_{i}\right] .
\end{aligned}
$$

Moreover, using (C.6) , (C.7), we have

$$
\begin{align*}
\frac{\partial \ddot{\mathbf{W}}_{i}}{\partial q_{j}} & =\mathbf{W}_{i}\left[\Omega_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}+2 \tilde{\omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}\left[\tilde{\omega}_{i}^{i}-\tilde{\omega}_{j}^{i}\right]+\tilde{\mathbf{z}}_{j}^{i}\left[\Omega_{i}^{i}+\boldsymbol{\Omega}_{j}^{i^{T}}-2 \tilde{\omega}_{j}^{i} \tilde{\omega}_{i}^{i}\right]\right] \\
& =\mathbf{W}_{i}\left[\Omega_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \Omega_{j}^{i^{T}}-2 \tilde{\omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{j}^{i}+2\left[\tilde{\omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}-\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{j}^{i}\right] \tilde{\omega}_{i}^{i}+\tilde{\mathbf{z}}_{j}^{i} \Omega_{i}^{i}\right] . \tag{C.12}
\end{align*}
$$

Now, the term $\boldsymbol{\Omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \boldsymbol{\Omega}_{j}^{i^{T}}-2 \tilde{\omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{j}^{i}$ may be simplified as follows: Using the relation $\Omega_{j}^{i}=\tilde{\tilde{\omega}}_{j}^{i}+\tilde{\omega}_{j}^{i} \tilde{\omega}_{j}^{i}$ and equation (3.4.19b), we have

$$
\begin{align*}
\mathbf{\Omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \mathbf{\Omega}_{j}^{i^{T}}-2 \tilde{\omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{j}^{i} & =\tilde{\tilde{\omega}}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}-\tilde{\omega}_{j}^{i} \tilde{\omega}_{j}^{i} \tilde{\mathbf{z}}_{j}^{i}-\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{j}^{i}-\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{j}^{i} \tilde{\omega}_{i}^{i}+\operatorname{tr}\left[\tilde{\omega}_{j}^{i} \tilde{\omega}_{j}^{i}\right] \tilde{\mathbf{z}}_{j}^{i} \\
& =-\mathbf{\Omega}_{j}^{i^{i} \tilde{\mathbf{z}}_{j}^{i}-\tilde{\mathbf{z}}_{j}^{i} \mathbf{\Omega}_{j}^{i}+\operatorname{tr}\left[\mathbf{\Omega}_{j}^{i} \tilde{\mathbf{z}_{j}^{i}}\right.} \\
& =\tilde{\mathbf{z}}_{j}^{i} \tag{C.13}
\end{align*}
$$

where the last step follows from (C.11). Therefore, using (C.9) and (C.13), equation (C.12) can be written as

$$
\left.\frac{\partial \ddot{\mathbf{W}}_{i}}{\partial q_{j}}=\mathbf{W}_{i} \tilde{\tilde{\mathbf{z}}}_{j}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}+\tilde{\mathbf{z}}_{j}^{i} \boldsymbol{\Omega}_{i}^{i}\right]
$$

and this completes the proof.

## Lemma C-4

$$
\begin{aligned}
& \text { i) } \mathbf{W}_{i}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{j}}= \begin{cases}\tilde{\mathbf{z}}_{j}^{i} & j \leq i \\
0 & j>i\end{cases} \\
& \text { ii) } \mathbf{W}_{i}^{T} \frac{\partial \dot{\mathbf{W}}_{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i} & j \leq i \\
0 & j>i
\end{array}\right. \\
& \text { iii) } \mathbf{W}_{i}^{T} \frac{\partial \ddot{\mathbf{W}}_{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\tilde{\mathbf{z}}_{j}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}+\tilde{\mathbf{z}}_{j}^{i} \mathbf{\Omega}_{i}^{i} & j \leq i \\
0 & j>i
\end{array}\right.
\end{aligned}
$$

## Proof: Follows from Lemma C-3.

Now, we can evaluate the partial derivatives of the angular velocity and angular acceleration tensors $\tilde{\omega}_{i}^{i}$ and $\Omega_{i}^{i}$ with respect to the generalized coordinates.
Lemma C-5 The partial derivatives of the angular velocity tensor $\tilde{\omega}_{i}^{i}$, with respect to the generalized coordinates $q_{j}, \dot{q}_{j}$ and $\ddot{q}_{j}$, are given by
i) $\frac{\partial \tilde{\omega}_{i}^{i}}{\partial q_{j}}= \begin{cases}\tilde{\mathbf{z}}_{j}^{i} & j \leq i \\ 0 & j>i\end{cases}$

$$
\begin{aligned}
& \text { ii) } \frac{\partial \tilde{\omega}_{i}^{i}}{\partial \dot{q}_{j}}= \begin{cases}\tilde{\mathbf{z}}_{j}^{i} & j \leq i \\
0 & j>i\end{cases} \\
& \text { iii) } \frac{\partial \tilde{\omega}_{i}^{i}}{\partial \ddot{q}_{j}}=0 \quad \text { for } \text { all } j
\end{aligned}
$$

## Proof:

i) For $j \leq i$, since $\tilde{\omega}_{i}^{i}=\mathbf{W}_{i}^{T} \dot{\mathbf{W}}_{i}$, we have

$$
\begin{aligned}
\frac{\partial \tilde{\omega}_{i}^{i}}{\partial q_{j}} & =\left(\frac{\partial \mathbf{W}_{i}}{\partial q_{j}}\right)^{T} \dot{\mathbf{W}}_{i}+\mathbf{W}_{i}^{T} \frac{\partial \dot{\mathbf{W}}_{i}}{\partial q_{j}} \\
& =\left(\mathbf{W}_{i}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{j}}\right)^{T} \mathbf{W}_{i}^{T} \dot{\mathbf{W}}_{i}+\mathbf{W}_{i}^{T} \frac{\partial \dot{\mathbf{W}}_{i}}{\partial q_{j}} \\
& =-\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}+\tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i} \\
& =\tilde{\mathbf{z}}_{j}^{i}
\end{aligned}
$$

ii) For $j \leq i$, we have

$$
\begin{aligned}
\frac{\partial \tilde{\omega}_{i}^{i}}{\partial \dot{q}_{j}} & =\mathbf{W}_{i}^{T} \frac{\partial \dot{\mathbf{W}}_{i}}{\partial \dot{q}_{j}} \\
& =\mathbf{W}_{i}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{j}} \\
& =\tilde{\mathbf{z}}_{j}^{i}
\end{aligned}
$$

Lemma C-6: The partial derivatives of the angular acceleration tensor $\boldsymbol{\Omega}_{i}^{i}$ with respect to the generalized coordinates $q_{j}, \dot{q}_{j}$ and $\ddot{q}_{j}$ are given by

$$
\begin{aligned}
& \text { i) } \frac{\partial \Omega_{i}^{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\tilde{\mathbf{z}}_{j}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i} & j \leq i \\
0 & j>i
\end{array}\right. \\
& \text { ii) } \frac{\partial \Omega_{i}^{i}}{\partial \dot{q}_{j}}=\left\{\begin{array}{cc}
2\left[\tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}\right] & j \leq i \\
0 & j>i
\end{array}\right. \\
& \text { iii) } \frac{\partial \Omega_{i}^{i}}{\partial \ddot{q}_{j}}=\left\{\begin{array}{cc}
\tilde{\mathbf{z}}_{j}^{i} & j \leq i \\
0 & j>i
\end{array}\right.
\end{aligned}
$$

Proof:
i) for $j \leq i$, since $\Omega_{i}^{i}=\mathbf{W}_{i}^{T} \ddot{\mathbf{W}}_{i}$, we have

$$
\begin{aligned}
\frac{\partial \Omega_{i}^{i}}{\partial q_{j}} & =\left(\frac{\partial \mathbf{W}_{i}}{\partial q_{j}}\right)^{T} \ddot{\mathbf{W}}_{i}+\mathbf{W}_{i}^{T} \frac{\partial \ddot{\mathbf{W}}_{i}}{\partial q_{j}} \\
& =\left(\mathbf{W}_{i}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{j}}\right)^{T} \mathbf{W}_{i}^{T} \ddot{\mathbf{W}}_{i}+\mathbf{W}_{i}^{T} \frac{\partial \ddot{\mathbf{W}}_{i}}{\partial q_{j}} \\
& =-\tilde{\mathbf{z}}_{j}^{i} \mathbf{\Omega}_{i}^{i}+\tilde{\mathbf{z}}_{j}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i}+\tilde{\mathbf{z}}_{j}^{i} \mathbf{\Omega}_{i}^{i} \\
& =\tilde{\mathbf{z}}_{j}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \tilde{\omega}_{i}^{i} .
\end{aligned}
$$

ii) for $j \leq i$, we have

$$
\begin{aligned}
\frac{\partial \Omega_{i}^{i}}{\partial \dot{q}_{j}} & =\mathbf{W}_{i}^{T} \frac{\partial \ddot{\mathbf{W}}_{i}}{\partial \dot{q}_{j}} \\
& =2 \mathbf{W}_{i}^{T} \frac{\partial \dot{\mathbf{W}}_{i}}{\partial q_{j}} \\
& =2\left[\tilde{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{z}}_{j}^{i} \tilde{\mathbf{\omega}}_{i}^{i}\right] .
\end{aligned}
$$

iii) for $j \leq i$, we have

$$
\begin{aligned}
\frac{\partial \Omega_{i}^{i}}{\partial \ddot{q}_{j}} & =\mathbf{W}_{i}^{T} \frac{\partial \ddot{\mathbf{W}}_{i}}{\partial \ddot{q}_{j}} \\
& =\mathbf{W}_{i}^{T} \frac{\partial \mathbf{W}_{i}}{\partial q_{j}} \\
& =\tilde{\mathbf{z}}_{j}^{i}
\end{aligned}
$$

Furthermore, by using Lemma C-6, we can derive formulas for computing the partial derivatives of the dual tensor of the angular acceleration vector $\dot{\boldsymbol{\omega}}_{i}^{i}$ with respect to the generalized coordinates.

## Lemma C-7

$$
\begin{aligned}
& \text { i) } \frac{\partial \tilde{\dot{\omega}}_{i}^{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\tilde{\mathbf{z}}_{j}^{i}+\operatorname{dual}\left(\tilde{\mathbf{z}}_{j}^{i} \omega_{i}^{i}\right) & j \leq i \\
0 & j>i
\end{array}\right. \\
& \text { ii) } \frac{\partial \tilde{\dot{\omega}}_{i}^{i}}{\partial \dot{q}_{j}}=\left\{\begin{array}{cc}
2 \tilde{\mathbf{z}}_{j}^{i}+\operatorname{dual}\left(\tilde{\mathbf{z}}_{j}^{i} \omega_{i}^{i}\right) & j \leq i \\
0 & j>i
\end{array}\right.
\end{aligned}
$$

$$
\text { iii) } \frac{\partial \dot{\dot{\omega}}_{i}^{i}}{\partial \ddot{q}_{j}}= \begin{cases}\tilde{\mathbf{z}}_{j}^{i} & j \leq i \\ 0 & j>i\end{cases}
$$

Proof: Follows from the equation

$$
\tilde{\dot{\omega}}_{i}^{i}=\frac{\Omega_{i}^{i}-\Omega_{i}^{i^{T}}}{2}
$$

and Lemma C-6.
Note that the partial derivatives with respect to the generalized coordinates of the angular velocity and angular acceleration vectors are readily available from Lemmas C-5 and C-7.

Now, from Algorithm 5.5, it is obvious that to compute the Jacobians which define the coefficient sensitivity matrices $\mathbf{D}^{o}, \mathbf{V}^{0}$ and $\mathbf{P}^{o}$, we need to compute the partial derivatives (with respect to the generalized coordinates $\ddot{q}_{j}, \dot{q}_{j}$ and $q_{j}$ ) of the vectors $\eta_{i}^{i}$ (for revolute joints) which are defined by (5.3.46b). Equation (5.3.46b), for $i \leq j \leq n$, can also be written as

$$
\begin{equation*}
\boldsymbol{\eta}_{i}^{i}=\sum_{k=i}^{j-1} \mathbf{W}_{k}\left[\mu_{k}^{k}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \ddot{\mathbf{s}}_{0, k}^{k}+\tilde{\mathbf{s}}_{k, k+1}^{k} \ddot{\mathbf{U}}_{\mathbf{o}_{k+1}^{k}}^{k}\right]+{ }^{i} \mathbf{W}_{j} \boldsymbol{\eta}_{j}^{j} \tag{C.14}
\end{equation*}
$$

Therefore, to compute the partial derivatives of the vectors $\boldsymbol{\eta}_{i}^{i}$, we need to compute the partial derivatives of various vector functions which appear in equation (C.14). These partial derivatives are obtained as follows.

Lemma C-8: The partial derivatives, with respect to the generalized coordinates, of the vector function $\mu_{i}^{i}$ are given by:

$$
\begin{aligned}
& \text { i) } \frac{\partial \mu_{i}^{i}}{\partial \ddot{q}_{j}}=\left\{\begin{array}{cc}
\mathbf{K}_{\mathbf{o}_{i}^{i} \mathbf{z}_{j}^{i}} \quad j \leq i \\
0 & j>i
\end{array}\right. \\
& \text { ii) } \frac{\partial \mu_{i}^{i}}{\partial \dot{q}_{j}}=\left\{\begin{array}{cc}
2\left[\mathbf{K}_{\mathbf{o}_{i}}^{i} \dot{\mathbf{z}}_{j}^{i}-\hat{\mathbf{L}}_{\mathbf{0}_{i}}^{i} \mathbf{z}_{j}^{i}\right] & j \leq i \\
0 & j>i
\end{array}\right. \\
& \text { iii) } \frac{\partial \mu_{i}^{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\mathbf{K}_{\mathbf{o}_{\mathbf{i}}^{i} \ddot{\mathbf{z}}_{j}^{i}-2 \hat{\mathbf{L}}_{\mathbf{o}_{i}}^{i} \dot{\mathbf{z}}_{j}^{i}} \quad j \leq i \\
0 & j>i
\end{array}\right.
\end{aligned}
$$

where $\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}$ is the inertia tensor of the $i$-th augmented link, $\hat{\mathbf{L}}_{\mathbf{o}_{i}}^{i}=\tilde{\boldsymbol{\omega}}_{i}^{i} \hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i}$ and $\hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i}=\frac{1}{2} \operatorname{tr}\left[\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}\right] 1-\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}$.
Proof: As we have shown in Chapter 4, the vector function $\mu_{i}^{i}$ may be defined by the equation

$$
\boldsymbol{\mu}_{i}^{i}=\mathbf{K}_{\mathbf{o}_{i}}^{i} \dot{\boldsymbol{\omega}}_{i}^{i}+\tilde{\boldsymbol{\omega}}_{i}^{i} \mathbf{K}_{\mathbf{o}_{i}}^{i} \boldsymbol{\omega}_{i}^{i}
$$

Now, since the inertia tensor of the $i$-th augmented link $\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}$ is independent of the generalized coordinates, for the case of revolute joints we have that i) follows from Lemmas (C-5) and (C-7).
$i i$ ) is obvious for $j>i$. For $j \leq i$, by using Lemmas (C-5), (C-7) and the tensor equations (3.4.4) and (3.4.25), we get

$$
\left.\frac{\partial \mu_{i}^{i}}{\partial \dot{q}_{j}}=\mathbf{K}_{\mathbf{o}_{i}}^{i}\left[2 \dot{\mathbf{z}}_{j}^{i}+\left(\tilde{\mathbf{z}}_{j}^{i} \omega_{i}^{i}\right)\right]+\tilde{\mathbf{z}}_{j}^{i} \mathbf{K}_{\mathbf{o}_{\mathrm{i}}}^{i} \boldsymbol{\omega}_{i}^{i}\right)+\tilde{\omega}_{i}^{i} \mathbf{K}_{\mathrm{o}_{\mathrm{i}}}^{i} \mathbf{z}_{j}^{i}
$$

$$
\begin{aligned}
& =2 \mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i} \dot{\mathbf{z}}_{j}^{i}-\mathbf{K}_{\mathbf{o}_{i}}^{i} \tilde{\omega}_{i}^{i} \mathbf{z}_{j}^{i}-\operatorname{dual}\left(\mathbf{K}_{\mathbf{o}_{i}}^{i} \boldsymbol{\omega}_{i}^{i}\right) \mathbf{z}_{j}^{i}+\tilde{\omega}_{i}^{i} \mathbf{K}_{\mathbf{o}_{i}}^{i} \mathbf{z}_{j}^{i} \quad \text { by (3.4.4) } \\
& =2 \mathbf{K}_{\mathbf{o}_{i}}^{i} \dot{\mathbf{z}}_{j}^{i}+\left[-\mathbf{K}_{\mathbf{o}_{i}}^{i} \tilde{\omega}_{i}^{i}-\operatorname{dual}\left(\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i} \boldsymbol{\omega}_{i}^{i}\right)+\tilde{\omega}_{i}^{i} \mathbf{K}_{\mathbf{o}_{i}}^{i}\right] \mathbf{z}_{j}^{i} \\
& =2 \mathbf{K}_{\mathbf{o}_{i}}^{i} \dot{\mathbf{z}}_{j}^{i}+\left[2 \tilde{\omega}_{i}^{i} \mathbf{K}_{\mathbf{o}_{i}}^{i}-\operatorname{tr}\left(\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}\right) \tilde{\omega}_{i}^{i} \mathbf{z}_{j}^{i}\right. \\
& =2 \mathbf{K}_{\mathbf{o}_{i}}^{i} \dot{\mathbf{z}}_{j}^{i}-2 \tilde{\omega}_{i}^{i} \hat{\mathbf{K}}_{\mathbf{o}_{i}}^{i} \mathbf{z}_{j}^{i} \\
& =2\left[\mathbf{K}_{\mathbf{o}_{i}}^{i} \dot{\mathbf{z}}_{j}^{i}-\hat{\mathbf{L}}_{\mathbf{o}_{i}}^{i} \mathbf{z}_{j}^{i}\right]
\end{aligned}
$$

where, $\hat{\mathbf{L}}_{\mathbf{o}_{\mathbf{i}}}^{i}=\tilde{\boldsymbol{\omega}}_{i}^{i} \hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i}$ and $\hat{\mathbf{K}}_{\mathbf{o}_{\mathbf{i}}}^{i}=\frac{1}{2} \operatorname{tr}\left(\mathbf{K}_{\mathbf{o}_{\mathbf{i}}}^{i}\right) 1-\mathbf{K}_{\mathbf{o}_{i}}^{i}$.
iii) the proof is similar to that of $i i$ ).

Lemma C-9: The partial derivatives with respect to the generalized coordinates of the vector function $\ddot{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i}$ are given by:

$$
\begin{aligned}
& i) \frac{\partial \ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\tilde{\mathbf{z}}_{j}^{i} \mathbf{U}_{\mathbf{o}_{\mathbf{i}}}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} & j \leq i \\
\tilde{\mathbf{z}}_{j}^{i} \mathbf{U}_{\mathbf{o}_{j}}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{U}}_{\mathbf{o}_{j}}^{i}+\tilde{\mathbf{z}}_{j}^{i} \ddot{\mathbf{U}}_{\mathbf{o}_{j}}^{i} & j>i
\end{array}\right. \\
& \text { ii) } \frac{\partial \ddot{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i}}{\partial \dot{q}_{j}}= \begin{cases}\left.2 \tilde{\tilde{\mathbf{z}}}_{j}^{i} \mathbf{U}_{\mathbf{o}_{\mathbf{i}}}^{i}+\tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i}\right] & j \leq i \\
\left.2 \tilde{\mathbf{z}}_{j}^{i} \mathbf{U}_{\mathbf{o}_{j}}^{i}+\tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{U}}_{\mathbf{o}_{\mathbf{j}}}^{i}\right] & j>i\end{cases} \\
& \text { iii) } \frac{\partial \ddot{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i}}{\partial \ddot{q}_{j}}= \begin{cases}\tilde{\mathbf{z}}_{j}^{i} \mathbf{U}_{\mathbf{o}_{\mathbf{i}}}^{i} & j \leq i \\
\tilde{\mathbf{z}}_{j}^{i} \mathbf{U}_{\mathbf{o}_{j}}^{i} & j>i\end{cases}
\end{aligned}
$$

Proof: From equation (5.3.46a), we have $\ddot{\mathbf{U}}_{\mathbf{o}_{i}}^{i}=\sum_{k=i}^{n} \mathbf{W}_{k} \mathbf{\Omega}_{k}^{k} \mathbf{u}_{\mathbf{o}_{k}}^{k}$, which, for
$i<j$, can be written as $\ddot{\mathrm{U}}_{\mathrm{o}_{i}}^{i}=\sum_{k=i}^{j-1} \mathbf{W}_{k} \mathbf{\Omega}_{k}^{k} \mathbf{u}_{\mathbf{o}_{k}}^{k}+{ }^{i} \mathbf{W}_{j} \ddot{\mathrm{U}}_{\mathrm{o}_{j}}^{j}$. Then, we proceed as follows:
$i$ ) From Lemma C-6 and the fact that $\mathbf{u}_{\mathrm{o}_{i}}^{i}$ is independent of the generalized coordinates (for revolute joints), we have

$$
\frac{\partial \ddot{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
\sum_{k=i}^{n} \mathbf{W}_{k} \frac{\partial \mathbf{\Omega}_{k}^{k}}{\partial q_{j}} \mathbf{u}_{\mathbf{o}_{k}}^{k} & j \leq i \\
\frac{\partial^{i} \mathbf{W}_{j}}{\partial q_{j}} \ddot{\mathbf{U}}_{\mathbf{o}_{j}}^{j}+{ }^{i} \mathbf{W}_{j} \frac{\partial \ddot{\mathbf{U}}_{\mathbf{o}_{j}}^{j}}{\partial q_{j}} & j>i
\end{array}\right.
$$


ii) and iii) can be proved in a similar manner.

To compute the partial derivatives of $\ddot{\mathbf{s}}_{0, i}^{i}$, we need the following results.

## Lemma C-10:

i) $\frac{\partial \ddot{\mathbf{s}}_{i, i+1}^{i}}{\partial q_{j}}=\left\{\begin{array}{cc}\ddot{\mathbf{z}}_{j}^{i} \mathbf{s}_{i, i+1}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{s}}_{i, i+1}^{i} & j \leq i \\ 0 & j>i\end{array}\right.$
$i i) \frac{\partial \dot{\mathbf{s}}_{i, i+1}^{i}}{\partial \dot{q}_{j}}=\left\{\begin{array}{cc}2\left[\tilde{\mathbf{z}}_{j}^{i} \mathbf{s}_{i, i+1}^{i}+\tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{s}}_{i, i+1}^{i}\right] & j \leq i \\ 0 & j>i\end{array}\right.$
iii) $\frac{\partial \ddot{\mathbf{s}}_{i, i+1}^{i}}{\partial \ddot{q}_{j}}=\left\{\begin{array}{cc}\tilde{\mathbf{z}}_{j}^{i} \mathbf{s}_{i, i+1}^{i} & j \leq i \\ 0 & j>i\end{array}\right.$

Proof: The results follow from the relation $\ddot{\mathbf{s}}_{i, i+1}^{i}=\mathbf{\Omega}_{i}^{i} \mathbf{s}_{i, i+1}^{i}$ and the partial derivatives of $\boldsymbol{\Omega}_{i}^{i}$.

Lemma C-11: The partial derivatives with respect to the generalized coordinates of the vector function $\ddot{\mathrm{s}}_{0, i}^{i}$ are given by:
i) $\frac{\partial \dot{\mathbf{s}}_{0, i}^{i}}{\partial q_{j}}=\left\{\begin{array}{cc}\tilde{\mathbf{z}}_{j}^{i} \mathbf{s}_{j, i}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{s}}_{j, i}^{i}-\tilde{\mathbf{z}}_{j}^{i} \ddot{\mathbf{s}}_{0, j}^{i} & j \leq i \\ 0 & j>i\end{array}\right.$
ii) $\frac{\partial \ddot{\mathbf{s}}_{0, i}^{i}}{\partial \dot{q}_{j}}=\left\{\begin{array}{cc}2\left[\tilde{\mathbf{z}}_{j}^{i} \mathbf{s}_{j, i}^{i}+\tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{s}}_{j, i}^{i}\right] & j \leq i \\ 0 & j>i\end{array}\right.$
iii) $\frac{\partial \ddot{\mathbf{s}}_{0, i}^{i}}{\partial \ddot{q}_{j}}=\left\{\begin{array}{cc}\tilde{\mathbf{z}}_{j}^{i} \mathbf{s}_{j, i}^{i} & j \leq i \\ 0 & j>i\end{array}\right.$

Proof: For $j \leq i$ we can write

$$
\ddot{\mathbf{s}}_{0, i}^{i}=\ddot{\mathbf{s}}_{0, j}^{i}+\ddot{\mathbf{s}}_{j, i}^{i}={ }^{(j-1)} \mathbf{W}_{i}^{T} \ddot{\mathbf{s}}_{0, j}^{j-1}+\sum_{k=j}^{k} \mathbf{W}_{i}^{T} \ddot{\mathbf{s}}_{k, k+1}^{k}
$$

i) From Lemmas $\mathrm{C}-1$ and $\mathrm{C}-8$, we get

$$
\begin{aligned}
\frac{\partial \ddot{\mathbf{s}}_{0, i}^{i}}{\partial q_{j}} & ={ }^{j} \mathbf{W}_{i}{ }^{T} \tilde{\mathbf{z}}_{j}^{j} \mathbf{A}_{j}^{T} \ddot{\mathbf{s}}_{0, j}^{j-1}+\sum_{k=j}^{k-1} \mathbf{W}_{i}^{T}\left[\tilde{\mathbf{z}}_{j}^{k} \mathbf{s}_{k, k+1}^{k}+2 \tilde{\mathbf{z}}_{j}^{k} \dot{\mathbf{s}}_{k, k+1}^{k}\right] \\
& =-\tilde{\mathbf{z}}_{j}^{i} \ddot{\mathbf{s}}_{0, j}^{i}+2 \tilde{\mathbf{z}}_{j}^{i} \dot{\mathbf{s}}_{j, i}^{i}+\ddot{\mathbf{z}}_{j}^{i} \mathbf{s}_{j, i}^{i}
\end{aligned}
$$

$i i)$ and $i i i$ ) can be proved similarly.
Now, we are in a position to derive the partial derivatives with respect to the generalized coordinates of the vector $\boldsymbol{\eta}_{i}^{i}$ defined by equation (C.14).

Lemma C-12: The partial derivatives with respect to the generalized coordinates of the vector function $\eta_{i}^{i}$ are given by:
i) $\frac{\partial \eta_{i}^{i}}{\partial \ddot{q}_{j}}=\left\{\begin{array}{cc}{\left[\mathbf{E}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right] \mathbf{z}_{j}^{i}} & j \leq i \\ { }^{i} \mathbf{W}_{j}\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \mathbf{z}_{j}^{j} & j>i\end{array}\right.$
ii) $\frac{\partial \eta_{i}^{i}}{\partial \dot{q}_{j}}=2\left\{\begin{array}{cc}{\left[\mathbf{E}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right] \dot{\mathbf{z}}_{j}^{i}-\left[\mathbf{L}_{i}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\dot{\mathbf{s}}}_{j, i}^{i}\right] \mathbf{z}_{j}^{i}} & j \leq i \\ { }^{i} \mathbf{W}_{j}\left(\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \overline{\mathbf{z}}_{j}^{j}-\left[\mathbf{L}_{j}^{j}+\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathrm{U}}_{\mathbf{o}_{j}}^{j}\right] \mathbf{z}_{j}^{j}\right] & j>i\end{array}\right.$
and iii)

$$
\frac{\partial \eta_{i}^{i}}{\partial q_{j}}=\left\{\begin{array}{cc}
{\left[\mathbf{E}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{s}}_{j, i}^{i} \ddot{\mathbf{z}}_{j}^{i}-2\left[\mathbf{L}_{i}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\dot{\mathbf{s}}}_{j, i}^{i}\right] \dot{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\mathbf{s}}_{0, j}^{i} \mathbf{z}_{j}^{i}\right.} & j \leq i \\
{ }^{i} \mathbf{W}_{j}\left(\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{z}_{j}^{j}}-2\left[\mathbf{L}_{j}^{j}+\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \dot{\mathbf{z}}_{j}^{j}+\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \tilde{\mathbf{s}}_{0, j}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}-\tilde{\eta}_{j}^{j}\right] \mathbf{z}_{j}^{j}\right) j>i\right.
\end{array}\right.
$$

where $\mathbf{E}_{\mathrm{o}_{i}}^{i}\left(\mathbf{U}_{\mathrm{o}_{i}}^{i}\right)$ is the second (first) moment of the $i$-th generalized link and the tensor $\mathrm{L}_{i}^{i}$ satisfies the equation

$$
\begin{equation*}
\mathbf{L}_{i}^{i}=\hat{\mathbf{L}}_{\mathbf{0}_{i}}^{i}+\left[\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}\right]+\mathbf{A}_{i+1} \mathbf{L}_{i+1}^{i+1} \mathbf{A}_{i+1}^{T} \tag{C.15}
\end{equation*}
$$

Proof: Using Lemmas C-8, C-9 and C-11, the partial derivatives of $\boldsymbol{\eta}_{i}^{i}$ can be derived as follows:
i) There are two cases:
a) For $j \leq i$, we have

$$
\begin{aligned}
\frac{\partial \eta_{i}^{i}}{\partial \ddot{q}_{j}} & =\sum_{k=i}^{n} \mathbf{W}_{k}\left(\frac{\partial \mu_{k}^{k}}{\partial \ddot{q}_{j}}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \frac{\partial \ddot{\mathbf{s}}_{0, k}^{k}}{\partial \ddot{q}_{j}}+\tilde{\mathbf{s}}_{k, k+1}^{k} \frac{\partial \ddot{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}}{\partial \ddot{q}_{j}}\right) \\
& =\sum_{k=i}^{n} \mathbf{W}_{k}\left(\mathbf{K}_{\mathbf{o}_{k}}^{k} \mathbf{z}_{j}^{k}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{z}}_{j}^{k} \mathbf{s}_{j, k}^{k}+\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{z}}_{j}^{k} \mathbf{U}_{\mathbf{o}_{k+1}}^{k}\right) \\
& =\sum_{k=i}^{n} \mathbf{W}_{k}\left(\mathbf{K}_{\mathbf{o}_{k}}^{k}-\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{j, k}^{k}-\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}\right)^{i} \mathbf{W}_{k}^{T} \mathbf{z}_{j}^{i} \quad \text { by (C-3). }
\end{aligned}
$$

Now, for $j \leq i \leq k, \quad \tilde{\mathbf{s}}_{j, k}^{k}=\tilde{\mathbf{s}}_{j, i}^{k}+\tilde{\mathbf{s}}_{i, k}^{k}$. Therefore, we have

$$
\begin{aligned}
\frac{\partial \eta_{i}^{i}}{\partial \ddot{q}_{j}} & =\sum_{k=i}^{n} \mathbf{W}_{k}\left(\mathbf{K}_{\mathbf{o}_{k}}^{k}-\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{i, k}^{k}-\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}\right)^{i} \mathbf{W}_{k}^{T} \mathbf{z}_{j}^{i}-\sum_{k=i}^{n} \mathbf{W}_{k}\left[\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{j, i}^{k}\right]^{i} \mathbf{W}_{k}^{T} \mathbf{z}_{j}^{i} \\
& =\left[\mathbf{E}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} \tilde{\mathbf{s}}_{j, i}^{i} \mathbf{z}_{j}^{i}\right.
\end{aligned}
$$

where

$$
\begin{equation*}
\mathbf{E}_{\mathbf{o}_{i}}^{i}=\sum_{k=i}^{n} \mathbf{W}_{k}\left[\mathbf{K}_{\mathbf{o}_{k}}^{k}-\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{i, k}^{k}-\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}\right]^{i} \mathbf{W}_{k}^{T} \tag{C.16}
\end{equation*}
$$

is the inertia tensor of the $i$-th generalized link and

$$
\begin{equation*}
\tilde{\mathbf{U}}_{\mathrm{o}_{i}}^{i}=\sum^{n} \mathbf{W}_{k} \tilde{\mathbf{u}}_{\mathrm{o}_{k}}^{k i} \mathbf{W}_{k}^{T} \tag{C.17}
\end{equation*}
$$

is the dual tensor of the first moment of the $i$-th generalized link. To see that $\mathbf{E}_{\mathbf{o}_{i}}^{i}$ is the inertia tensor of the $i$-th generalized link, we shall show that equation (C.16) is equivalent to equation (6.3.6). Since $\tilde{\mathbf{s}}_{i, i}^{i}=0$, we have

$$
\begin{aligned}
\mathbf{E}_{\mathbf{o}_{i}}^{i} & =\mathbf{K}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i} \\
& +\sum_{k=i+1}^{n}{ }^{i} \mathbf{W}_{k}\left(\mathbf{K}_{\mathbf{o}_{k}}^{k}-\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k}\left(\tilde{\mathbf{s}}_{i, i+1}^{k}+\tilde{\mathbf{s}}_{i+1, k}^{k}\right)-\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}\right){ }^{i} \mathbf{W}_{k}^{T} \\
& =\mathbf{K}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}-\sum_{k=i+1}^{n}{ }^{i} \mathbf{W}_{k} \tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{i, i+1}^{k}{ }^{i} \mathbf{W}_{k}^{T}+\mathbf{A}_{i+1} \mathbf{E}_{\mathbf{o}_{i+1}}^{i+1} \mathbf{A}_{i+1}^{T} \\
& =\mathbf{K}_{\mathbf{o}_{i}}^{i}-\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i}-\tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}+\mathbf{A}_{i+1} \mathbf{E}_{\mathbf{o}_{i+1}}^{i+1} \mathbf{A}_{i+1}^{T} .
\end{aligned}
$$

which implies that indeed equation (C.16) is equivalent to equation (6.3.6). Thus case a) of part $i$ ) has been proved.
b) For $j>i$, we have

$$
\begin{aligned}
\frac{\partial \eta_{i}^{i}}{\partial \ddot{q}_{j}} & =\sum_{k=i}^{j-1} \mathbf{W}_{k}\left(\frac{\partial \mu_{k}^{k}}{\partial \ddot{q}_{j}}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \frac{\partial \ddot{\mathbf{s}}_{0, k}^{k}}{\partial \ddot{q}_{j}}+\tilde{\mathbf{s}}_{k, k+1}^{k} \frac{\partial \ddot{\mathrm{U}}_{\mathbf{o}_{k+1}^{k}}}{\partial \ddot{q}_{j}}\right){ }^{i} \mathbf{W}_{j} \frac{\partial \eta_{j}^{j}}{\partial \ddot{q}_{j}} \\
& =\sum_{k=i}^{j-1} \mathbf{W}_{k}\left[\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{z}}_{j}^{k} \mathrm{U}_{\mathbf{o}_{j}}^{k}\right]+{ }^{i} \mathbf{W}_{j} \frac{\partial \eta_{j}^{j}}{\partial \ddot{q}_{j}}
\end{aligned}
$$

$$
={ }^{i} \mathbf{W}_{j}\left[-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \mathbf{z}_{j}^{j}\right]+{ }^{i} \mathbf{W}_{j}\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \tilde{\mathbf{s}}_{j, j}^{j}\right] \mathbf{z}_{j}^{j} \quad \text { (by part a) }
$$

$$
={ }^{i} \mathbf{W}_{j}\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \mathbf{z}_{j}^{j}, \quad \text { since } \tilde{\mathbf{s}}_{j, j}^{j}=0
$$

ii) As in part $i$ ), we have two cases:
a) For $j \leq i$, from Lemmas C-8, C-9 and C-11 we get

$$
\begin{aligned}
& \frac{\partial \eta_{i}^{i}}{\partial \dot{q}_{j}}=\sum_{k=i}^{n} \mathbf{W}_{k}\left\{2\left[\mathbf{K}_{\mathrm{o}_{k}}^{k} \dot{\mathbf{z}}_{j}^{k}-\hat{\mathbf{L}}_{\mathrm{o}_{i+1}}^{i+1} \mathbf{z}_{j}^{k}\right]+2 \tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{z}}_{j}^{k} \mathbf{s}_{j, k}^{k}+\tilde{\mathbf{z}}_{j}^{k} \dot{\mathbf{s}}_{j, k}^{k}\right] \\
& \left.+2 \tilde{\mathbf{s}}_{k, k+1}^{k}\left[\tilde{\mathbf{z}}_{j}^{k} \mathbf{U}_{\mathbf{o}_{k+1}}^{k}+\tilde{\mathbf{z}}_{j}^{k} \dot{\mathrm{U}}_{\mathbf{o}_{k+1}}^{k}\right]\right\} \\
& =2 \sum_{k=i}^{n} \mathbf{W}_{k}\left[\mathbf{K}_{\mathbf{o}_{k}}^{k}-\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\tilde{s}}_{j, k}^{k}-\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}\right]^{i} \mathbf{W}_{k}^{T} \dot{\mathbf{z}}_{j}^{i} \\
& -2 \sum_{k=i}^{n} \mathbf{W}_{k}\left[\hat{\mathbf{L}}_{\mathbf{b}_{i+1}}^{i+1}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{i, k}^{k}+\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}\right]^{i} \mathbf{W}_{k}^{T} \mathbf{z}_{j}^{i}-2 \sum_{k=i}^{n} \mathbf{W}_{k}\left[\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{j, i}^{k}\right]^{i} \mathbf{W}_{k}^{T} \mathbf{z}_{j}^{i} \\
& =2\left[\left[\mathbf{E}_{\mathbf{o}_{\mathbf{i}}}^{i}-\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} \tilde{\mathbf{s}}_{j, i}^{i} \dot{\mathbf{z}}_{j}^{i}-\left[\mathbf{L}_{i}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right] \mathbf{z}_{j}^{i}\right]\right.
\end{aligned}
$$

where

$$
\mathbf{L}_{i}^{i}=\sum_{k=i}^{n} \mathbf{W}_{k}\left[\hat{\mathbf{L}}_{\mathbf{o}_{i+1}}^{i+1}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{j}}_{i, k}^{k}+\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathrm{U}}_{\mathbf{o}_{\mathbf{k}+1}^{k}}^{i}\right]^{i} \mathbf{W}_{k}^{T}
$$

To see that $L_{i}^{i}$ satisfies equation (C.15) we proceed as follows:

Since $\tilde{\tilde{\mathbf{s}}}_{i, i}^{i}=0$, we have

$$
\begin{aligned}
& \mathbf{L}_{i}^{i}=\hat{\mathbf{L}}_{\mathrm{o}_{\mathrm{i}}}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i} \dot{\mathrm{U}}_{\mathrm{o}_{\mathrm{i}+1}}^{i} \\
& +\sum_{k=i+1}^{n}{ }^{i} \mathbf{W}_{k}\left(\hat{\mathbf{L}}_{\mathbf{0}_{\mathrm{i}+1}}^{i+1}+\tilde{\mathbf{u}}_{\mathrm{o}_{k}}^{k}\left(\tilde{\mathbf{s}}_{i, i+1}^{k}+\tilde{\mathbf{s}}_{i+1, k}^{k}\right)+\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{U}}_{\mathrm{o}_{k+1}}^{k}\right)^{i} \mathbf{W}_{k}^{T} \\
& =\hat{\mathbf{L}}_{\mathbf{o}_{i}}^{i}+\tilde{\mathbf{s}}_{i, i+1}^{i}{\stackrel{\tilde{U}}{\mathbf{o}_{i+1}} i}_{i}+\sum_{k=i+1}^{n}{ }^{i} \mathbf{W}_{k} \tilde{\mathbf{u}}_{\mathrm{o}_{k}}^{k} \tilde{\mathbf{s}}_{i, i+1}^{k}{ }^{i} \mathbf{W}_{k}^{T}+\mathbf{A}_{i+1} \mathbf{L}_{i+1}^{i+1} \mathbf{A}_{i+1}^{T} \\
& =\hat{\mathbf{L}}_{\mathbf{o}_{i}}^{i}+\left[\tilde{\mathbf{s}}_{i, i+1}^{i} \tilde{\mathrm{U}}_{\mathbf{o}_{i+1}^{i}}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i+1}}^{i} \tilde{\mathbf{s}}_{i, i+1}^{i}\right]+\mathbf{A}_{i+1} \mathbf{L}_{i+1}^{i+1} \mathbf{A}_{i+1}^{T}
\end{aligned}
$$

Therefore, case a) of part $i i$ ) has been proved.
b) For $j>i$, using (C.14) we get

$$
\begin{aligned}
\frac{\partial \eta_{i}^{i}}{\partial \dot{q}_{j}} & =2 \sum_{k=i}^{j-1} \mathbf{W}_{k} \tilde{\mathbf{s}}_{k, k+1}^{k}\left(\tilde{\mathbf{z}}_{j}^{k} \mathbf{U}_{\mathbf{o}_{j}}^{k}+\tilde{\mathbf{z}}_{j}^{k} \dot{\mathbf{U}}_{\mathbf{o}_{j}}^{k}\right)+{ }^{i} \mathbf{W}_{j} \frac{\partial \eta_{j}^{j}}{\partial \dot{q}_{j}} \\
& =2^{i} \mathbf{W}_{j}\left[-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \dot{\mathbf{z}}_{j}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \mathbf{z}_{j}^{j}\right]+2^{i} \mathbf{W}_{j}\left[\mathbf{E}_{\mathbf{o}_{j}}^{j} \dot{\mathbf{z}}_{j}^{j}-\mathbf{L}_{j}^{j} \mathbf{z}_{j}^{j}\right] \\
& =2^{i} \mathbf{W}_{j}\left(\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \dot{\mathbf{z}}_{j}^{j}-\left[\mathbf{L}_{j}^{j}+\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right]_{j}^{j}\right)
\end{aligned}
$$

which completes the proof of part $i i$ ).
iii) As before using Lemmas C-8, C-9 and C-11, we have
a) for $j \leq i$,

$$
\begin{aligned}
& \frac{\partial \eta_{i}^{i}}{\partial q_{j}}=\sum_{k=i}^{n} \mathbf{W}_{k}\left(\frac{\partial \mu_{k}^{k}}{\partial q_{j}}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \frac{\partial \dot{\mathbf{s}}_{0, k}^{k}}{\partial q_{j}}+\tilde{\mathbf{s}}_{k, k+1}^{k} \frac{\partial \ddot{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}}{\partial q_{j}}\right) \\
& =\sum_{k=i}^{n} \mathbf{W}_{k}\left[\mathbf{K}_{\mathbf{o}_{k}}^{k}-\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{j, k}^{k}-\tilde{\mathbf{s}}_{k, k+1}^{k} \tilde{\mathbf{U}}_{\mathbf{o}_{k+1}}^{k}\right]^{i} \mathbf{W}_{k}^{T} \ddot{\mathbf{z}}{ }_{j}^{i} \\
& -2 \sum_{k=i}^{n} \mathbf{W}_{k}\left[\hat{\mathbf{L}}_{\mathbf{0}_{i+1}}^{i+1}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{j, k}^{k}+\tilde{\mathbf{s}}_{k, k+1}^{k}{\stackrel{\tilde{\mathbf{U}}}{\mathbf{o}_{k+1}}}_{k}\right]^{i} \mathbf{W}_{k}^{T} \dot{\mathbf{z}}_{j}^{i}+\sum_{k=i}^{n} \mathbf{W}_{k}\left[\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \tilde{\mathbf{s}}_{0, j}^{k}\right]^{i} \mathbf{W}_{k}^{T} \mathbf{z}_{j}^{i} \\
& =\left[\mathbf{E}_{\mathbf{o}_{\mathbf{i}}}^{i}-\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} \tilde{\mathbf{s}}_{j, i}^{i}\right] \ddot{\mathbf{z}}_{j}^{i}-2\left[\mathbf{L}_{i}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{i}}^{i} \tilde{\dot{\mathbf{s}}}_{j, i}^{i}\right] \overline{\mathbf{z}}_{j}^{i}+\tilde{\mathbf{U}}_{\mathbf{o}_{\mathbf{i}}}^{i} \underset{\tilde{\mathbf{s}}_{0, j}^{i}}{\mathbf{z}_{j}^{i}}
\end{aligned}
$$

b) for $j>i$,

$$
\begin{aligned}
& \frac{\partial \eta_{i}^{i}}{\partial q_{j}}=\sum_{k=i}^{j-1} \mathbf{W}_{k}\left[\frac{\partial \boldsymbol{\mu}_{k}^{k}}{\partial q_{j}}+\tilde{\mathbf{u}}_{\mathbf{o}_{k}}^{k} \frac{\partial \ddot{\mathbf{s}}_{0, k}^{k}}{\partial q_{j}}+\tilde{\mathbf{s}}_{k, k+1}^{k} \frac{\partial \ddot{\mathrm{U}}_{\mathbf{o}_{k+1}^{k}}}{\partial q_{j}}\right]+\frac{\partial^{i} \mathbf{W}_{j}}{\partial q_{j}} \boldsymbol{\eta}_{j}^{j}+{ }^{i} \mathbf{W}_{j} \frac{\partial \boldsymbol{\eta}_{j}^{j}}{\partial q_{j}} \\
& ={ }^{i} \mathbf{W}_{j}\left[-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{z}}_{j}^{j}-2 \tilde{\mathbf{s}}_{i, j}^{j} \stackrel{\tilde{\mathbf{U}}}{\mathbf{o}}_{j}^{j} \dot{\mathbf{z}}_{j}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \mathbf{z}_{j}^{i}\right] \\
& +{ }^{i} \mathbf{W}_{j} \tilde{\mathbf{z}}_{j}^{j} \boldsymbol{\eta}_{j}^{j}+{ }^{i} \mathbf{W}_{j}\left[\mathbf{E}_{\mathbf{o}_{j}}^{j} \ddot{\mathbf{z}}_{j}^{j}-2 \mathbf{L}_{j}^{j} \mathbf{z}_{j}^{j}+\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \underset{\tilde{\mathbf{s}}_{0, j}}{j} \mathbf{z}_{j}^{j}\right] \\
& ={ }^{i} \mathbf{W}_{j}\left(\left[\mathbf{E}_{\mathbf{o}_{j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \ddot{\mathbf{z}}_{j}^{j}-2\left[\mathbf{L}_{j}^{j}+\tilde{\mathbf{s}}_{i, j}^{j} \dot{\mathbf{U}}_{\mathbf{o}_{j}}^{j}\right] \dot{\mathbf{z}}_{j}^{j}+\left[\tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j} \tilde{\mathbf{s}}_{\mathbf{0}_{0, j}}^{j}-\tilde{\mathbf{s}}_{i, j}^{j} \tilde{\mathbf{U}}_{\mathbf{o}_{j}}^{j}-\tilde{\eta}_{j}^{j}\right] \mathbf{z}_{j}^{j}\right)
\end{aligned}
$$

and this complete the proof of Lemma C-12.

## Appendix D

## List of Symbols and Abbreviations

$n \quad$ Number of degrees-of-freedom of a manipulator
$m_{i} \quad$ Mass of the $i$-th link
$\bar{m}_{i} \quad$ Composite mass of links $i$ to $n$
$\mathrm{o}_{i} \quad$ Point denoting the origin of the $i$-th link coordinate system
$\mathrm{c}_{i} \quad$ Point denoting the center of mass (c.m.) of the $i$-th link
1 The unity (identity) tensor
The inertia tensor of the $i$-th link about $\mathrm{c}_{i}$ expressed in the $k$-th coordinate system orientation

Euler's inertia tensor of the $i$-th link about $\mathrm{c}_{i}$ expressed in the $k$ th coordinate system orientation
$\mathbf{K}_{\mathrm{o}_{i}}^{k} \quad$ The inertia tensor of the $i$-th augmented link about $\mathrm{o}_{i}$ expressed in the $k$-th coordinate system orientation
$\hat{\mathbf{K}}_{\mathrm{o}_{i}}^{k} \quad$ Euler's inertia tensor of the $i$-th augmented link about $\mathrm{o}_{i}$ expressed in the $k$-th coordinate system orientation
$\mathbf{E}_{\mathrm{o}_{i}}^{k} \quad$ The inertia tensor of the $i$-th generalized link about $\mathbf{o}_{i}$ expressed in the $k$-th coordinate system orientation

D The joint space generalized inertia tensor of a robot manipulator
$\mathbf{u}_{\mathbf{o}_{i}}^{i} \quad$ The first moment of the $i$-th augmented link about $o_{i}$, expressed in the $i$-th coordinate system orientation
$\mathbf{U}_{\mathrm{a}_{i}}^{i} \quad$ The first moment of the $i$-th generalized link about $\mathrm{o}_{i}$, expressed in the $i$-th coordinate system orientation
$\mathbf{F}_{\mathrm{c}_{i}}^{i} \quad$ Force vector acting on $\mathrm{c}_{i}$ expressed in the $i$-th coordinate system orientation
$\mathbf{M}_{\mathbf{c}_{\mathbf{q}}}^{i} \quad$ Moment vector about $\mathrm{c}_{i}$ expressed in the $i$-th coordinate system orientation

Position vector from $\mathrm{o}_{i}$ to $\mathrm{c}_{j}$ expressed in the $i$-th coordinate system orientation
$\mathbf{s}_{i, j}^{i} \quad$ Position vector from $\mathbf{o}_{i}$ to $\mathbf{o}_{j}$ expressed in the $i$-th coordinate system orientation
$\dot{\mathbf{r}}(\ddot{\mathbf{r}}) \quad$ The absolute velocity (acceleration) of vector $\mathbf{r}$
$\omega_{i}^{i}\left(\dot{\omega}_{i}^{i}\right) \quad$ Absolute angular velocity (acceleration) of the $i$-th coordinate system expressed in the $i$-th coordinate system orientation
$\tilde{\omega}_{i}^{i} \quad$ The angular velocity tensor of the $i$-th link, expressed in the $i$-th coordinate system orientation
$\boldsymbol{\Omega}_{i}^{i} \quad$ The angular acceleration tensor of the $i$-th link, expressed in the $i$-th coordinate system orientation
$\mathbf{q}(\dot{\mathbf{q}}, \ddot{\mathbf{q}})$ Joint space position (velocity, acceleration) vector
$\boldsymbol{\chi}(\dot{\chi}, \ddot{\chi}) \quad$ Cartesian space position (velocity, acceleration) vector
$\tau \quad$ Joint space generalized force vector
$A_{i} \quad$ The $3 \times 3$ coordinate (or the $4 \times 4$ homogeneous) transformation matrix relating the $i$-th frame to the ( $i-1$ )-th frame
$W_{i} \quad$ The $3 \times 3$ coordinate (or the $4 \times 4$ homogeneous) transformation matrix relating the $i$-th frame to the base frame
dual $(\cdot) \quad$ A tensor-valued vector operator (or a vector-valued tensor operator)
$\tilde{\mathbf{v}}$
Skew-symmetric tensor which denotes the action of the dual operator on a vector $v$
$\mathbf{D}^{0} \quad$ The inertia force-acceleration sensitivity tensor of a linearized robot dynamic model
$\mathbf{V}^{0} \quad$ The centrifugal and Coriolis force-velocity sensitivity tensor of a linearized robot dynamic model
$\mathbf{P}^{o} \quad$ The force-position sensitivity tensor of a linearized robot dynamic modelDenotes the end of a proof
IDP The Inverse Dynamics Problem
FDP The Forward Dynamics Problem

## Index

## A

absolute
configuration of a link 41
configuration of a manipulator 42
linear acceleration 95
linear velocity 95
time derivative 88
actuating mechanisms 2
algorithms
closed-form 119
customized 140
recursive 119
alternating tensor 61
angle of a tensor 59
angular
acceleration tensor 92,93
acceleration vector 85,93
momentum tensor 106
momentum vector 85,105
rates $11,85,90$
velocity tensor $11,89,90$
velocity vector $9,85,90$
articulated-body 194
articulated-body method 194
augmented link 129,149
axial vector 59,71
axis of rotation 28

## B

base frame 34
bias vector 186
body coordinate system 22,94

## C

canonical form 65
Cartesian space
coefficient sensitivity matrices 246
configuration vector 25
description 42
dynamic robot model 241
linearized robot model 243,246
torque equation 243
variables 241
Cartesian
configuration space 25,220
configuration space variables 241
decomposition 63,92
tensor analysis 12,47
tensors $11,47,48$
vector 25,42
centrifugal vector 8
Chasles' theorem 28
Christoffel symbols 130
closed-form
algorithms 119
dynamic robot model 124
formulation 8
linearized robot model 223
coefficient sensitivity matrices 223
coefficient sensitivity matrix
force-acceleration 224,228
force-position 224,229
force-velocity 224,228
commutator 76
composite
body 188
center of mass 189
inertia tensor 189
mass 189
moment of inertia 189
rigid body 198
rigid body method $184,185,187$
configuration
analysis 3
kinematic analysis 88
of a point 21
of a rigid body 19,22
of a robot manipulator 35
of an object 20
space 11,22
transformation 39
contracted multiplications 57
contraction 56
control
feedback 220
feedforward 219
manipulator 220
controller 2
coordinates
generalized 21
homogeneous 29,121
Coriolis 8
customized algorithms 140

## D

D-H
convention 37
description 37
parameters 38
decomposition
Cartesian 63
spectral 65
degrees-of-freedom 21
delta tensor 61
description
external 42
internal 42
diffeomorphic transformation 222
direct dynamics 4,183
direction cosines 23,51
displacement
elementary 39
general 27
distal joint 36
dot product 58
left 57
right 57
double 58
dual
operator 69
tensor 68,70
vector $59,68,70$
dyad 52
dynamics
direct 4,183
forward 4,183
inverse 5,117

## E

elementary displacements 39
end-effector 2
Euler's
acceleration 93
axiom 108
equation 97
Euler
angles 24
generalized equation 109,111
tensor 99
Euler-Lagrange
equations $97,121,206$
formulation 168
exterior product 64

## F

feedback control 220
feedforward control 219
finite
displacement 25
rotation 25
forward
dynamics (FDP) 4,183
kinematics 43
frame 34
Frobenius norm 59

## G

generalized
coordinates 4,21,33
extended mass 192
force vector 4
inertia tensor $8,184,187,197$
link $129,149,198$
twist 192
geometric invariant 68
global linearization 221

## H

homogeneous
coordinate matrix 29,40
coordinate transformation 40
coordinates 29,121
transformation 29,41
vector 122

## I

industrial robots $1,2,33$
inertia tensor 98
inner product 58
inner product space 59
invariant
geometric 68
principal 66
scalar 66
vector 68
inverse
dynamics 5,117
dynamics problem (IDP) 118
kinematics 43
isotropic tensor 61

## J

Jacobian 224,228
joint space
description 42
linearized robot model 226
vector 42
joint
axis 35
coordinates 40

## K

Kane's
approach 139
equations 139,173
kinematic analysis
of rigid body motion 88
kinematic
chain 32
pair 33
kinematics
forward 43
inverse 43
kinetic energy
of a manipulator 122,206
Kronecker tensor 61

## L

Lagrangian 121,206
Lagrangian approach 7,121
Levi-Civita tensor 61
Lie bracket 76
linear
algebra 60
space 54
transformation 51,52,60
linearization
global 221
local 221,222
techniques 221
linearized dynamic robot models
Cartesian space 243,246
joint space 7,220,226
link
augmented 129,149
composite 149
coordinate system 34
fictitious 149
frame 34
generalized 129,149,198
length 36
linkage 32

## M

manifold 12,48
manipulability measures 117
moment of force 108
moment of momentum 105
moments of inertia 101
motion analysis 3
motion kinematic analysis 88
motion
rotational 33
translational 33

## N

natural orthogonal complement 192
Newton's second law 97
Newton-Euler
approach 7,131
equations 97,131,202
formulation 134
procedure 97
nominal
generalized force 223
trajectory $6,221,223$
norm
Frobenius 59
of a tensor 59

## 0

operational space variables 241
operator
dual 69
vect 68
order of a tensor 51
orientation vector 24
orthogonal complement 64
outer product 64

## P

pair
kinematic 33
prismatic 33
revolute 33
parallel axis theorem 100
physical space 21
Poisson's equation 90
potential energy
of a manipulator 122,206
principal invariants 66
prismatic pair 33
product
dot 58
double dot 58
exterior 64
inner 58
left dot 57
outer 64
right dot 57
wedge 64
products of inertia 101
projection tensor 64
proximal joint 36
pseudo tensors 61
pseudo-inertia tensor 121

## R

rank of a tensor 51,53
recurrence relations 8,125
recursive
algorithms 119,125
formulation 8
redundant arm 34
relative configuration of a link 41
relatively oriented tensors 71
resultant torque 108
revolute pair 33
Riemanian space 12
right dot product 57
rotation tensor $9,27,88$
rotational momentum 105
rotational motion 33

## S

scalar invariant 66
sensors 2
simulation 4,183
space
Cartesian configuration 25
Euclidean 48
inner product 59
joint 42
linear 54
spatial
algebra 134
notation 134
vectors 134,136
spectral decomposition 65
spin tensor 90
static force analysis 142

## T

Taylor series expansion 6,223
tensor
alternating 61
angular acceleration 92
angular momentum 106
angular velocity 11,90
Cartesian 47,49,51
delta 61
dual 68,70
Euler 99
generalized inertia $8,184,197$
inertia 98
invariants 66
isotropic 61
Kronecker 61
Levi-Civita 61
order one 53
order zero 53
orthogonal 89
product 52,56
product space 51
projection 64
pseudo 61
pseudo-inertia 121
relatively oriented 71
rotation 9,88
second order 48,49,51,86
spin 90
torque 110
tool frame 34
torque tensor 110
trajectory sensitivity functions 220
translation 27
translational motion 33
twist angle 36

## V

vect operator 68
vector
axial 71
bias 186
dual 68,70
invariant 68


[^0]:    $\dagger$ Note that sometimes in robotics, more general spaces (e.g. the operational space [31]) are used to describe the configuration of a robot manipulator.

[^1]:    $\dagger$ In Einstein's notation any expression in which two or more indices $i, j \cdots$ are each

[^2]:    $\dagger$ The terminology "dual vector" or "dual tensor" is not standard in the literature. For example, to define the same idea, the term dual vector has been used in [9] and the older terminology "axial vector" has been used in [7,8,10]. Here this terminology has been introduced to express the particular $1_{(-1)}$ relationship which exists between vectors in $\mathrm{E}_{3}$ and skew-symmetric tensors in $\mathrm{E}_{3}$.

[^3]:    $\dagger$ A tensor $\mathbf{Q}$, defined in an inner-product space, is orthogonal if it preserves the inner product, i.e., if $\mathbf{Q}(\mathbf{u}) \cdot \mathbf{Q}(\mathbf{v})=\mathbf{u} \cdot \mathbf{v}$ for all vector $\mathbf{u}$ and $\mathbf{v}$.

[^4]:    $\dagger$ This form is different from equation (15) in Hollerbach's formulation [14] and leads to a slightly modified analysis which is given in Appendix A. A consequence of this is that equation (5.2.16c) in Algorithm 5.2 is different from the corresponding equation (equation (13)) in Ref. [14].

[^5]:    $\dagger$ Note that the difference in equation (5.2.16c) does not change the computational requirements of the original equation (equation (13) in Ref. [14]) when the $(i+1)$-th joint is revolute. When the $(i+1)$-th joint is prismatic the implementation of equation $(5.2 .16 \mathrm{c})$ requires a few extra computations.

[^6]:    $\dagger$ A diffeomorphic transformation is a one-to-one onto $C^{\infty}$ transformation between two manifolds such that its inverse exists and is also $C^{\infty}$.

