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Section 1
Technology

This section includes chapters that describe existing digital technology capabilities, limitations, and 
methods for protecting digital products. It provides background information necessary for understand-
ing the issues discussed in the other sections.

Chapter 1
Digital Technology: Capabilities and Limitations .................................................................................. 1

Philip A. Houle, Drake University, USA

A review of existing digital technology capabilities and limitations. Historical evolution and current 
standards are discussed for digital representation of text, numbers, images, audio, and video, as well as 
telecommunications. This chapter provides sufficient background for understanding the digital product 
management issues addressed by each of the chapters that follow.

Chapter 2
DRM Protection Technologies .............................................................................................................. 19

Gary Hackbarth, Northern Kentucky University, USA

An overview of issues related to protecting digital products. Digital rights management (DRM) is dis-
cussed along with the important issue of balancing user access and owner rights. Other technical and 
non-technical protections are also discussed.
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Section 2
Business Functions

In this second section the focus is on how the unique characteristics of digital products impact tactical 
level management (business functions) for all digital product industries. The business functions encom-
passed in this section include legal, marketing, finance, and accounting.

Chapter 3
Legal Issues Facing Companies with Products in a Digital Format ..................................................... 32

J. Royce Fichtner, Drake University, USA
Lou Ann Simpson, Drake University, USA

A survey of legal issues relevant to digital products. Historical developments and the current legal 
environment relevant to digital product managers are discussed. Topics include four categories of intel-
lectual property law: patents, trade secrets, trademarks, and copyrights.

Chapter 4
Pricing in the Digital Age ..................................................................................................................... 53

Chip E. Miller, Drake University, USA

Focus is on the unique issues faced when pricing digital products. Digital product pricing is complex 
because online customers can easily price compare and they know that digital products have low mar-
ginal costs, while sellers realize that digital products are easily pirated. Traditional pricing strategies 
are discussed along with how they may be incorporated into the appropriate pricing of digital products.

Chapter 5
Financing Digital Product Companies .................................................................................................. 73

Richard B. Carter, Iowa State University, USA
Frederick H. Dark, Iowa State University, USA

Identifies financing issues facing digital product companies. The focus is on one financing option—ini-
tial public offerings (IPOs)—and how digital product fixed and marginal costs at different points in a 
company’s life cycle may impact the appropriate timing for IPOs. Empirical findings and case studies 
are analyzed and managerial and research implications are discussed. 

Chapter 6
Accounting for Digital Products ........................................................................................................... 85

Yasemin Zengin Karaibrahimoğlu, Izmir University of Economics, Turkey

An overview of accounting issues facing digital product companies. Traditional accounting topics are 
surveyed along with how they may apply to accounting for digital products. The chapter addresses digi-
tal product accounting issues for recognition, measurement, valuation, reporting, and taxation. 



Section 3
Issues and Strategies

This section includes chapters focusing on other issues that are relevant to digital product managers. 
Some of the digital product management issues addressed are: the impact of social media, the range of 
strategic integration strategies available to digital product companies, changes in the regional news-
paper industry, the software as a service model, a European view of copyright issues, and similarities 
between managing digital products and managing a healthcare service system in Taiwan.

Chapter 7
It’s All about the Relationship: Interviews with the Experts on How Digital Product Companies 
Can Use Social Media ........................................................................................................................... 96

Delaney J. Kirk, University of South Florida - Sarasota-Manatee, USA

Provides insights from interviews with several social media experts. Suggestions for how social media 
may be used in support of digital products are discussed along with specific techniques that work, and 
do not work.

Chapter 8
Digital Convergence and Horizontal Integration Strategies ............................................................... 113

Troy J. Strader, Drake University, USA

Describes the concept of digital convergence and how it provides opportunities for digital product com-
panies. A wide range of strategic alternatives are discussed along with their associated benefits and risks 
for companies in each of the digital product industries.

Chapter 9
The Role of the Internet in the Decline and Future of Regional Newspapers .................................... 142

Gary Graham, University of Manchester, UK

Discusses the role of the Internet in the decline of regional newspaper influence. The chapter suggests 
ways that new technology may be utilized for co-creating content with readers. Insights are provided 
from interviews with management from several different newspapers.

Chapter 10
Software as a Service and the Pricing Strategy for Vendors ............................................................... 154

Nizar Abdat, Utrecht University, The Netherlands
Marco Spruit, Utrecht University, The Netherlands
Menne Bos, Accenture, The Netherlands

Provides an introduction to the concept of Software as a Service (SaaS). The chapter discusses scien-
tific and business perspectives on this issue. An in-depth discussion of the benefits and risks associated 
with SaaS is provided from the perspectives of all potential participating organizations. The chapter 
concludes with a review of issues related to vendor pricing strategies.
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Pedro Pina, Polytechnic Institute of Coimbra, Portugal

Provides a European perspective on copyright issues. The chapter describes the conflicts between the 
exclusive right of the owner to exploit a digital product and the user’s private copy issues. The chapter 
provides suggestions for how to balance the rights of digital product providers and consumers.

Chapter 12
Service Systems as Digital Products ................................................................................................... 206

Hsin-Lu Chang, National Chengchi University, Taiwan
Michael Shaw, University of Illinois at Urbana-Champaign, USA
Feipei Lai, National Taiwan University, Taiwan

Presents the concept of services as digital products. The chapter discusses issues such as development 
of service value models, development of service metrics, and management of service systems, based on 
a remote healthcare platform in Taiwan.

Section 4
Visions for the Future

The final section provides views of the future. It includes insights from a software company case study, 
ideas for future digital product research themes, and a survey of future digital technologies.

Chapter 13
Transitioning to Software as a Service: A Case Study ........................................................................ 218

Dave Sly, Proplanner.com, USA

A case study that provides an executive’s perspective on benefits, challenges, and lessons learned dur-
ing an engineering software company’s transition from a software as product model to software as a 
service. Technical issues and recommendations are also discussed based on real-world experiences at 
Proplanner.

Chapter 14
Digital Media: Future Research Directions ........................................................................................ 225

Anthony Hendrickson, Creighton University, USA
Trent Wachner, Creighton University, USA
Brook Matthews, Creighton University, USA

Identifies directions for future digital product management research. The chapter presents several 
themes for future research that address issues for how technological innovations will impact the global 
workplace. These themes include digital products as operant resources, issues for user-generated con-
tent and data quality, impact of network externalities, and challenges for digital product business mod-
els.
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Foreword

The emergence and rapid growth in digital technologies, particularly over the past twenty years, have 
led to greater concentration within industries, performance differentiation within industries, and market 
turbulence (McAfee & Brynjolfsson, 2008). Digital Technologies (DT) have fundamentally changed 
the competitive landscape and will continue to do so. This is the landscape in which an organization 
lives and moves as it strives to survive, while staying true to its mission. The unceasing DT innova-
tions disrupt environments, presenting both daunting challenges and unprecedented opportunities for 
the organizations that inhabit them. Relative to the industry in which it operates, such disruption results 
in an organization being more or less productive, more or less agile, more or less innovative, and more 
or less reputable than its competitors. Mastery of DT, including cleverly applying it, is one key to an 
organization’s quest for not only survival in a hypercompetitive world, but also sustained excellence.

Here, we have a book that is a substantial contribution to cutting-edge mastery of DT. Digital Product 
Management, Technology, and Practice: Interdisciplinary Perspectives offers a state-of-the-art treatment 
of digital technologies. This well-organized, clearly written book is packed with information and in-
sights for researchers, practitioners, educators, students, and vendors – not only in the DT field, but also 
relevant to such topic areas as competition strategies, knowledge management, process management, 
and organizational networking. Its coverage ranges from what digital technologies are and encompass, 
to how DT work, to identification and resolution of emergent DT issues that need to be resolved, to DT 
applications, to new directions for DT management.

There is a particular emphasis on digital products, including both goods and services. The digital 
goods are comprised of knowledge representations that a processor (human or computer-based) regards 
as being useful. The digital services are computer-based actions performed at the request of, or on behalf 
of, a client processor (human or computer-based). Digital products flesh out an ever more pervasive 
virtual world that shadows our actual world. In some dimensions, this virtual world is replacing facets of 
the actual world. In other ways, digital products complement the actual world. In some cases, the digital 
product is quite novel in the sense of having no actual world counterpart. This book helps us understand 
nature, scope, and prospects the world of digital products enabled by DT.

The DT issues explored include societal (e.g., environment effects on use of DT and vice versa), 
legal/ethical (e.g., consumer and producer rights), financial (e.g., financing and accounting for digital 
products), and marketing (e.g., product pricing) issues. Resolving such issues is of great practical im-
portance for effectively harnessing the potential of digital products. The book considers a nice variety 
of DT applications that illustrates the richness of digital product possibilities. These range from news 
delivery to software delivery to service delivery systems. The book also addresses management topics 
such as limitation of DT, strategies for using DT, digital convergence, leveraging social media to enhance 
digital product success, and creating value via digital products.
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In my first read of the book, I was repeatedly struck by the way in which its content aligns with prin-
ciples of Knowledge Management (KM) and concepts in the fledgling Science of Competitiveness (SoC). 
In perusing the book’s content, I found chapter after chapter provoking new and interesting questions 
about linkages between knowledge management and DT (Holsapple, 2005). Moreover, I found multiple 
chapters of high relevance to further developing the SoC, within which DT form an integral component 
(Holsapple & Jin, 2007). Within the SoC, DT foster the convergence of an organization’s knowledge, 
networks, and processors for undertaking advantageous competitive moves within a turbulent environ-
ment. Thus, I recommend the book not only to those interested in DT advances in general, and digital 
products in particular, but also to those interested in pushing forward KM and SoC research and practice.

In all, Digital Product Management, Technology, and Practice is a welcome and unique addition to 
the scholarly literature – furnishing timely coverage of an important phenomenon that is an essential 
ingredient for business success. 
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Preface

For centuries, products have been tangible and physical items. They could be viewed and touched at a 
market prior to purchase, and the creation of these products required some combination of raw materi-
als, people, machines, time and money. It took a great deal of effort to move products from where they 
were created to where they were sold and consumed. Sellers and buyers knew that the price paid had 
to cover all of the fixed and marginal costs to make the product or the producer would not survive for 
very long. The economics and operational decision-making associated with these tangible goods have 
been extensively studied which resulted in a pretty good understanding of how these products should 
be managed. Today, traditional products are not gone; in fact they still make up most of the products 
sold worldwide. But a few decades ago something changed. An array of computer and information tech-
nologies created a world where some products could be digitized. Most impacted by this change were 
industries where the product was information content, multimedia, or software. Newspapers, magazines, 
book publishers, music, movies, games, and all forms of software have all been dramatically affected 
by digital technologies and this transformation will continue in the future.

Digital product managers are not able to rely on the same rules that would have been used to man-
age traditional products. Digital products can be stored on a computer or other digital device for very 
little cost, new units can be easily and cheaply produced by using a computer to make another copy of 
the product, and the digital product can be quickly and cheaply distributed to consumers worldwide. 
Digital products typically have high fixed development costs, but their marginal costs are near zero. 
These differences impact most business functions (accounting, finance, legal, marketing, manufacturing, 
logistics, customer service, and so forth) and strategies (operations, tactical, and strategic-level) because 
they introduce new opportunities and challenges. Companies found that they could get some benefits 
from translating their product into a digital form, but the best companies knew that this was just the be-
ginning. Digital products can be delivered in many different ways to many different devices. They may 
also be extended by combining existing digital products with other digital products or services. Digital 
product companies can cross over into other digital product industries, and they can also create entirely 
new industries and business models. Further, the explosion of activity surrounding digital products will 
also have a profound impact on individuals and our global society today and in the future.

Digital Product Management, Technology, and Practice: Interdisciplinary Perspectives covers a wide 
range of digital product management issues and offers some insight into real-world practice and research 
findings. Experts in several disciplines from around the world offer their views on the technical, opera-
tional, and strategic challenges that face digital product managers and researchers now and in the next 
several decades. The following are some of the broad questions addressed in this book:
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• What is digital technology? What are its capabilities and limitations?
• How can digital assets be protected?
• What are the legal issues associated with digital products?
• How does a company determine the appropriate price for a digital product?
• What are the unique financing issues facing digital product companies?
• How is accounting for digital products different from accounting for traditional products?
• How should social media technology be used by digital product managers?
• What is digital convergence? How does digital convergence enable digital product horizontal inte-

gration strategies? What are some of the other strategic alternatives that may lead to a competitive 
advantage?

• How has digital technology affected the role of regional newspapers?
• Should software be offered as a service? How should software as a service be priced?
• How can the rights of digital product producers and consumers be balanced?
• Can service systems be managed like digital products?
• What are some of the lessons learned from running a software company that uses a “software-as-

a-service” business model?
• What are the important digital product research issues that need to be addressed in the future?
• How will new digital technologies impact businesses, people, and society, in the 21st century? 

What are the digital technology trends for the 21st century?

The following describes how the chapters in this book are organized and what topic is covered in 
each chapter. The topics and sections are shown in Figure 1.

The foundation for all digital product companies is the digital technology itself. This first book section 
is about the characteristics of digital technology and how digital products can be protected.

In Chapter 1, Digital Technology: Capabilities and Limitations, Philip Houle from Drake Univer-
sity provides a survey of digital technology capabilities including how they can be used to represent 
simple informational forms such as text and numbers, and how they are also capable of representing 

Figure 1. Book sections and chapter topics
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more complex multimedia such as still images, moving images, and sounds. The chapter also identifies 
some of the limitations for current digital technology. This chapter provides the background necessary 
to understand the issues and challenges discussed throughout the remainder of the book.

In Chapter 2, DRM Protection Technologies, Gary Hackbarth from Northern Kentucky University 
provides a review of issues associated with protecting digital products. Digital rights management (DRM) 
is concerned with ownership and access to information. Methods used for securing digital products are 
discussed along with the important issue of balancing access and security. The chapter discusses current 
protection issues and future directions for digital security. 

Digital products have an impact on all business functions. The second book section includes chapters 
about digital product business functional issues from four perspectives: legal, marketing, finance, and 
accounting.

In Chapter 3 entitled Legal Issues Facing Companies with Products in a Digital Format, J. Royce 
Fichtner and Lou Ann Simpson from Drake University provide a survey of legal issues associated with 
digital products and technology. Digital product companies face unique legal challenges as they sell 
or license products that are in an informational, multimedia, or software form and can be easily copied 
and reproduced. This chapter surveys four categories of intellectual property law: patents, trade secrets, 
trademarks, and copyrights, and describes how laws in these areas apply to digital products. The chapter 
concludes with a discussion of how views of copyright infringement are changing and directions for 
future research.

Chapter 4, Pricing in the Digital Age, by Chip Miller from Drake University, focuses on the unique 
issues faced when pricing digital products. Online markets provide vast amounts of information to 
consumers and this has increased their ability to do price comparisons. Consumers also know that the 
cost of each additional digital product is very low which may impact the price they feel they should pay. 
From the seller perspective, pricing strategies must take into account these issues, but also they must 
factor in the ease with which their digital products may be pirated. The chapter begins with an overview 
of traditional pricing strategies. This is followed by a discussion of versioning, windowing, bundling, 
and unbundling, with examples of pricing strategies used by digital product companies. Novel digital 
product pricing strategies are also identified.

In Chapter 5, Financing Digital Product Companies, Richard Carter and Frederick Dark from Iowa 
State University discuss some of the financing issues associated with managing a digital product com-
pany. The unique cost structure of a digital product company impacts their financing decisions in both 
the short-term and long-term. The primary focus of this chapter is on one financing option – the initial 
public offering (IPO) – and the factors that impact timing for IPOs. They utilize an empirical and case 
study methodology to identify the results produced by IPOs that were too early in a company’s life 
cycle, and those that were too late. These are important issues because many digital product companies 
require financing early in the life cycle to cover their large fixed cost expenditures. A successful IPO 
can provide funding through the turbulent early days and give them a chance to survive and prosper in 
the marketplace.

In Chapter 6, Accounting for Digital Products, Yasemin Zengin Karaibrahimoğlu from Izmir Uni-
versity of Economics in Turkey provides an overview of accounting issues faced by digital product 
companies. One issue addressed in this chapter is the accounting treatment for digital products including 
regulations for recognition, measurement, valuation, reporting and taxation. Suggestions are proposed 
for how to properly account for digital products given their differences from traditional physical goods. 
The chapter concludes with implications and directions for future research.
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Moving beyond the functional issues addressed in the previous section, the third section encompasses 
a set of chapters for other important digital product issues and overall strategies.

In Chapter 7, It’s all About the Relationship: Interviews with the Experts on How Digital Product 
Companies Can Use Social Media, Delaney Kirk from the University of South Florida at Sarasota-
Manatee provides insights from several interviews with social media experts. The lessons they have 
learned are discussed along with ideas for how social media may best be utilized in support of a digital 
product. Techniques that work, and do not work, are discussed. The chapter concludes with a discussion 
of managerial implications and directions for future research.

Chapter 8, titled Digital Convergence and Horizontal Integration Strategies, describes the concept 
of digital convergence. The unique characteristics of digital technology enable three forms of digital 
convergence: technological convergence, content convergence, and industry convergence. The strategic 
management process is briefly reviewed in the chapter and digital convergence is shown to be both a 
potential external threat and an external opportunity for digital product companies as they strive to achieve 
some form of competitive advantage. Many companies have determined that horizontal integration is the 
best strategy for taking advantage of digital convergence opportunities. Real-world horizontal integra-
tion strategy examples from several digital product industries are discussed including the rationale for 
why these strategies were chosen. In addition, a wide range of other potential digital product strategic 
alternatives are discussed along with their associated benefits and risks.

In Chapter 9, The Role of the Internet in the Decline and Future of Regional Newspapers, Gary 
Graham from the Manchester Business School in the UK discusses the impact of digital technology on 
the newspaper industry. The chapter discusses the role of the Internet in the declining social and busi-
ness influence of regional newspapers. It then provides an assessment of the impact of new technology 
developments, such as Web 2.0, on the future of regional newspapers. The chapter concludes with 
suggestions for how new technology may be utilized by news media organizations to co-create content 
with their readers. 

Chapter 10 is titled Software as a Service and the Pricing Strategy for Vendors. In this chapter Nizar 
Abdat and Marco Spruit from Utrecht University in the Netherlands, and Menne Bos from Accenture in 
the Netherlands, provide an in-depth description of the phenomenon called Software as a Service (SaaS) 
where software is installed in data centers and delivered as a service instead of selling software like a 
traditional product. The chapter discusses the scientific and business perspectives on SaaS and identifies 
managerial and research implications. It discusses the benefits and risks associated with SaaS from the 
perspectives of all of the organizations that could be involved. The chapter concludes with a framework 
that can be used by vendors to identify appropriate prices for their SaaS services.

In Chapter 11, Piracy, Copyright and Consumers’ Rights: A European Perspective on the Private 
Copy Issue, Pedro Pina from the Polytechnic Institute of Coimbra in Portugal provides a European 
perspective on digital copyright issues. The chapter describes the conflicts between the exclusive right 
to exploit a digital product and the private copy issues. The chapter concludes with suggestions for how 
the rights of digital product developers and consumers can be balanced.

In Chapter 12, Service Systems as Digital Products, Hsin-Lu Chang from the National Chengchi 
University in Taiwan, Michael Shaw from the University of Illinois, and Feipei Lai from the National 
Taiwan University present the concept of services as digital products. In the chapter they focus on a 
remote healthcare platform developed at National Taiwan University Hospital. The chapter identifies 
several important issues in this area including the development of service value models, the development 
of service metrics, and the management of service systems.
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The fourth and final section in this book includes visions for digital product management, research, 
and technology in the future.

Chapter 13 by Dave Sly, President of Proplanner.com, is titled Transitioning to Software as a Service: 
A Case Study. The chapter provides an executive’s perspective on the benefits, challenges and lessons 
learned from managing a digital product (software) company. The case describes the transformation of 
the company from a traditional “software as a product” engineering software company into a company 
that utilizes a “software as a service” business model. Technology issues and recommendations are 
discussed based on actual company experiences.

In Chapter 14, Digital Media: Future Research Directions, Anthony Hendrickson, Trent Wachner 
and Brook Matthews from Creighton University provide some directions for the future of digital me-
dia research. They explore how digital technologies are challenging business models and processes. 
They conclude by identifying several themes for future research that address important issues for how 
technological innovations will impact the global workplace. These themes include digital products as 
operant resources, issues for user-generated content and data quality, impact of network externalities, 
and challenges for digital product business models.

Chapter 15, titled Digital Technology in the 21st Century, provides a vision for the future of digital 
technology. The chapter begins with a review of current digital technology used for basic input, process, 
output, storage, and wide-scale networking (Internet and Web) tasks. A number of new digital technolo-
gies that are currently under development are identified and their potential benefits are discussed. These 
new technologies will create opportunities and threats for digital product managers in the coming decades 
and several possible impacts on digital product industries are discussed. These technologies will also 
impact societal issues such as healthcare, government services, higher education, political campaigns, 
cybercrime law enforcement, and life at home. The chapter concludes with several research issues and 
philosophical questions that must be addressed to determine the best uses for the relative advantages of 
technology and humans in the future. 

Technology’s future is exciting and scary. Digital product companies are operating in a hypercom-
petitive world where everyone has access to the same technology, differentiation is becoming more dif-
ficult, consumers have increasingly high expectations, and the lines between industry sectors is blurring 
because digital technology enables companies to grow by crossing traditional boundaries. I hope that 
this book can provide some insights and suggestions for how to manage digital products in the future. 
I also hope that the book has generated ideas for digital product management research so that answers 
can be found for important technical, business and social science questions.

Troy J. Strader
Drake University, USA
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Chapter 1

Digital Technology:
Capabilities and Limitations

Philip A. Houle
Drake University, USA

IntRoductIon

The first purpose of this chapter is to introduce 
the fundamental ideas about how information is 
represented when using digital technologies. The 
second purpose is to identify the capabilities and 
limitations of these representations and to suggest 
avenues for future research and development as 
well as implications for a manager working with, 
and dependent on, digital technologies.

Digital technologies have become the core 
building block of all modern information and com-

munication systems. Digital computer systems 
use databases and processing algorithms to store 
and deliver digital information on a vast array of 
applications. Networks, most notably the Internet, 
interconnect these computer systems across the 
world enabling the exchange of data and informa-
tion. More importantly, perhaps, these networks 
allow applications to be created that are resident 
on multiple computers in the network facilitating 
distributed applications with processing power of 
enormous magnitude.

The importance of digital technologies sug-
gests that an understanding of what makes a system 
digital is critical to assessing its capabilities and 

AbstRAct

Digital technologies are at the heart of all modern communication and information systems. The tech-
nologies have evolved from expensive component devices to current inexpensive systems used by every-
one. This chapter examines digital technology in terms of its capabilities and limitations. It attempts 
to answer the following questions: What is digital technology? How does digital technology represent 
characters, symbols, and language? How does digital technology represent sound, images, and video? 
How does digital technology store and transmit these types of information? Finally, this chapter explores 
limitations of digital technology.
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limitations. The natural world is not digital. Yet 
much of what modern consumers and businesses 
do to conduct the activities of daily commerce is 
based on digital technologies. One purpose of this 
chapter is to show how the digital world represents 
the natural world.

To explore how information is represented 
in digital systems, we start with basic idea how 
information arises in natural systems. We then 
look at the evolution of symbols, alphabets, and 
other representations of information. The advent 
of digital representation of information starts with 
binary digits and the organization of these digits 
to represent numeric values, alphabets, and sym-
bols. The basic ideas of such representations are 
outlined and specific standards are then presented.

We next examine how images can also be 
represented using combinations of binary digits. 
The evolution of the standards for representations 
of images is presented ending with a discussion 
of modern standards.

The objective of this chapter is paint a picture 
of how binary digits are used to represent infor-
mation, whether the information is in the form of 
language or in the form of images. At the same 
time, the goal is to show how these representa-
tions facilitate and limit what modern processing 
systems do.

RepResentIng InfoRmAtIon

Each of us gets information through the use of 
our five basic senses: hearing, sight, smell, touch, 
and taste. First-hand information comes from 
what each of us personally experiences via these 
basic senses. Each of us interacts with humans 
via these same senses, which allows us to obtain 
information from others. We do this using images 
and language. Language can be spoken or it may 
be written alphabetic representations of the words 
used in the language.

Memory allows each of us to retain informa-
tion obtained from experience and from others. 

Memory is part of the human experience. However, 
memory also exists when pictures, symbols and 
alphabetic representations are placed where they 
persist through time. For example, pictures can be 
draw in the sand or painted on a canvas. Memory 
allows us to retrieve information that relates to 
events that have occurred the past.

In this chapter we will focus primarily on infor-
mation represented by language and images. This 
means we are primarily interested in the senses 
of sight and hearing. As we shall see, the use of 
digital representations is almost entirely limited 
to these two senses.

In the following sections we start with an ex-
amination of natural systems and representations 
of information in these systems. We then examine 
the nature of digital systems and representations. 
Then we look at how these ideas are applied to 
represent sound, images, and languages.

Analog vs. digital

The starting point for thinking about what digital 
means is to explore the contrasts between rep-
resentations that are analog and those that are 
digital. Analog representations are measures that 
are natural and continuous. Digital representations 
are measures that are invented and discrete.

Analog measures vary over a span of char-
acteristics where the values are continuous. For 
example, consider a glass containing some amount 
of water. How much water is in the glass? It may 
be full or it may be empty. Or it may be somewhere 
between. The possible states ranging between 
empty and full are infinite in number. The amount 
of water in the glass is an analog measure.

Digital measures are representations with 
discrete values. Some digital representations 
are exact. For example, the number of coins in 
a purse would be an exact measure. However, 
other digital representations are approximations. 
For example water in a one-cup measuring cup 
with a graduated scale showing popular fractions 
would be both analog, the amount of water, and 
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digital, the closest fraction for the portion of the 
cup filled with water.

Automobiles typically have speedometers, 
which show the speed of the car as it moves. The 
speed of the car is inherently analog in that it can 
range continuously over a range of values. Some 
speedometers show the speed with a needle that 
moves across a scale of values, such as 30, 40, 50, 
etc. Other speedometers use a digital display to 
show the speed. If the digital display is an integer, 
then the actual speed must be approximated to the 
nearest integer value. Some digital speedometers 
might display fractions, making the approximation 
more accurate. However, in either case, the range 
of values displayed is discrete while that actual 
speed is continuous.

In order to have digital systems, all information 
must be represented by discrete values. This means 
that natural things must be approximated with 
representations that are discrete. These representa-
tions must be “good enough” so that the results 
are acceptable to the users of the digital systems. 
Music can be digitized. This is acceptable if the 
digital system can play back the music to satisfy 
the human ear. Photographs can be digitized. This 
is acceptable if the digital system can display the 
image to satisfy the human eye.

symbols and Alphabets

Probably the most fundamental types of repre-
sentations used by humans involve symbols that 
make up alphabets that can be used to represent 
written language. For example, the English lan-
guage contains words all of which can be spelled 
using a combination of letters from the alphabet A 
through Z. Alphabets also contain other symbols 
that can be used for punctuation and for other nota-
tions. Examples of punctuation symbols include 
the period (.), the comma (,), the semicolon (;), 
etc. Examples of other symbols include the dollar 
sign ($), the ampersand (@), etc.

In addition to letters and special symbols, al-
phabets include digits that can be used to represent 

numeric values. For example the standard decimal 
number system includes the digits 0, 1, through 9.

Information can be classified as numeric or 
non-numeric. Numeric information is the same 
as numbers. Non-numeric information can be 
considered text. A text is a sequence of symbols 
from an alphabet that cannot necessarily interpret 
as a number.

In the following sections we consider how 
digital technologies represent both numeric values 
and text.

numbers and digits

Numbers are represented by using the symbols 
for the digits. Implicit in the representation is a 
base for expressing larger values. For example, 
the decimal number system uses the base of ten. 
Integer values represented in the decimal system 
have a units digit, a tens digit, a hundreds digit, 
etc. Fractional values in the decimal system have 
a tenth digit, a hundredth digit, etc. Algebraically, 
a numeric value in the decimal systems can be 
expressed as

… dn10n+ … +d2102+d1101+d0100+d-110-1+d-210-2+ … d-m10-m+ …

The values of di above are the symbols for 
digits; 0, 1, etc. In the above, the implication is 
that the sequence of digits di extends infinitely in 
both the left and right directions. However, the 
digits will be zero to the left at some point and 
convention is to not write them. The digits to the 
right may also be zero at some point, which means 
we need not write them. However, many values 
have infinitely extending sequences of digits to 
the right, which means we are approximating 
the actual value when we stop writing the digits. 
Examples of such values are pi = 3.14159… and 
1/3, which in the decimal system, is 0.33333….

The above discussion has assumed decimal as 
the base of the number system. Other bases can be 
and are used. If a base different than ten is used, 
then the occurrences of ten in the above algebraic 
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equation would be replaced with the alternative 
base. In addition, the number of different symbols 
used for digits would be restricted such that it 
matched the base. For example, if the base was 
three, then only three digit symbols would be used.

Common bases other than ten that are used 
include two, eight, and sixteen. The following table 
summarizes the characteristics of each of these 
bases and compares each to the decimal system 
in terms of representing the decimal value 43.

Modern digital processing systems use base 2, 
or binary, number systems. That is, all information 
is stored in terms of the digits 0 and 1. The reason 
for this is because it is easiest to build electronic 
devices that represent two states, which then can 
be associated with the digits 0 and 1. An electro-
magnetic switch can be either on or off.

As is evident from Table 1, values stored in 
binary are relatively inefficient in terms of no-
tational space. Therefore it is common practice 
to use groupings of binary digits as values. For 
example, a group of eight binary digits is com-
monly called a byte. Eight binary digits can be 
divided into two parts, each with four binary digits. 
Each part can be considered a hexadecimal digit. 
Thus a value stored in a byte can be expressed as 
two hexadecimal digits. The decimal value in the 
above table can be stored in a byte as 00101011. 
This value can be represented as 2B in base 16.

codes

The idea behind codes is to represent the symbols 
in the alphabet of interest in terms of sequences 
of things that can be physically stored and trans-
mitted. The Morse code is an early example of 
such coding. The physical things used in Morse 
code were dots and dashes. Given that modern 
processing systems use binary system, the next 
type of code is to use numeric values that can be 
represented in terms of ones and zeros, where the 
ones and zero can be embedded into a physical 
medium.

In modern computers, a standard has evolved 
leading to something called a universal character 
set. Each alphabetic character is assigned a code 
that corresponds to its symbolic value. These 
symbolic values are assigned to keys on keyboards 
for manual input. Pressing a key generates the cor-
responding code value. In the reverse, a display 
system uses the code to look up the appropriate 
font value from a table, which is then placed in 
the display device.

Standard coding schemes have evolved. Two 
important schemes in the English language are 
ASCII and EBCDIC, which are discussed in the 
following section. ASCII uses seven-bit codes 
and EBCDIC uses eight-bit code values. ASCII 
limits the number of different codes to 127 and 
EBCDIC limits the number of different codes to 
255. Because non-English languages may require 
more code values, the Unicode standard as also 
evolved. Unicode code values are sixteen bits in 
size, which dramatically expands the number of 
possible values.

AscII and ebcdIc

Early developments of code schemes for rep-
resenting alphabets used only six bits per code. 
This limited the number of values to 64, which 
was too small to allow both upper and lower case 
representations of the English alphabetic letters. 
For example, the early code scheme used six bits 
and all letters were upper case only.

The early six-bit scheme was replaced with 
the ASCII code standard, which used seven bits 

Table 1. A comparison of differing base systems 
for numeric values 

Base Digits Used Decimal 43

Binary (2) 0 and 1 101011

Octal (8) 0, 1, 2, …, 6, and 7 53

Decimal (10) 0, 1, 2, …, 8, and 9 43

Hexadecimal (16) 0, 1, …, 9, A, B, …, F 2B
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per code value. IBM extended the six-bit code 
scheme to eight bits per code with the introduction 
of the extended binary coded decimal interchange 
code, or EBCDIC. Examples of the code values 
for a subset of the English symbol set are show 
in Table 2 (Haralambous, 2007).

Both ASCII and EBCDIC became important 
standards. Standards organizations and most 
vendors embraced the ASCII code schedule. 
However, IBM dominated its markets during the 
decades of the 1970’s and 1980’s, which meant 
that the EBCDIC also became a de facto standard.

extended Alphabets

As stated above, Unicode uses sixteen-bit codes 
and, therefore, expands the number of codes avail-
able to represent alphabetic symbols. However, 
it does more than that. Quoting from the www.
unicode.org web site (Unicode Consortium, 2009),

“Unicode provides a unique number of every 
character no matter what the platform no matter 
what the program no matter what the language”

The Unicode standard has been used by most 
important software systems. Most modern operat-

ing systems and all modern web browsers know 
about and work with Unicode. The key idea 
behind Unicode is a standardization process that 
is embraced by a large number of users. Once 
the standardization is developed and adopted by 
most users, things work the way we expect them 
to do so. In addition, the standard makes things 
easier for the software system developers, since 
they can achieve systems that recognize a wide 
range of alphabets and languages within that 
single standard.

digital systems and Representations

In our discussion thus far, we have looked at al-
phabets with letters or symbols or digits that can 
be used to express written language. We have also 
explored the case of digits, which can be combined 
to produce numeric values. However, modern 
digital systems go beyond the representation of 
symbols, words, sentences, and numeric values.

Modern digital systems include representations 
of sound, images, and video. In what follows, we 
explore how digital ideas can be applied to these 
types of media.

Table 2. Values for ASCII and EBCDIC coding for selected symbols 

Code Values Code Values Code Values

Char ASCII EBCDIC Char ASCII EBCDIC Char ASCII EBCDIC

(sp) 32 64 A 65 193 a 97 129

( 40 77 B 66 194 b 98 130

) 41 93 C 67 195 c 99 131

+ 43 78 D 68 196 d 100 132

- 45 96 E 69 197 e 101 133

. 46 75 F 70 198 f 102 134

0 48 240 G 71 199 g 103 135

1 49 241 H 72 200 h 104 136

2 50 242 I 73 201 i 105 137

3 51 243 J 74 209 j 106 145

4 52 244 K 75 210 k 107 146
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Sound

Sound is what we hear. Sound occurs in nature 
and as a product of human action. It is speech as 
produced humans. It is noise and it is music. It is 
alarms, sirens, and the rushing wind.

Sound in nature is propagated by pressure 
waves in the atmosphere. The waves travel 
through air at a speed of approximately 1,125 
feet per second. The actual speed depends on the 
temperature and pressure of the air.

Sound can also travel though other mediums 
such as water and certain solids. However, humans 
hear sounds via the ear, which senses the pressure 
waves in air. Thus our discussion will focus on 
sound in air.

All modern technology depends on devices 
known as microphones to convert the air pressure 
waves representing sound into electrical signals. 
The wave forms represented in the pressure waves 
are converted into matching wave forms in the 
electrical signals. Since the pressure waves in 
air vary in a continuous manner in amplitude and 
frequency, the resulting wave forms are analog.

Modern technology has lead to devices that 
can synthesize sound. That is, electrical signals 
can be created that correspond to sound without 
having the sound starting as air pressure waves. 
For example, such devices can create synthesized 
music and computer voices.

The electrical signals representing sound are 
converted back to air pressure waves using speak-
ers. Modern speaker technologies create pressure 
waves as sound in the air in wide variety of systems.

Using representations of sound as electrical 
signals allows creation of systems to transmit 
sound across long distances not possible with air 
pressure waves. For example, telephone systems 
allow sound to be transmitted across the world 
using electrical connections such as physical 
telephone lines. Radio technologies can be used 
to transmit sound without the need for physical 
wires. However, both telephone and radio trans-
mit sound in real time. That is, the source of the 

sound is connected in time with the hearer of the 
sound. The need to store sound as it is produced 
so that it can be heard at a later time will lead us 
to recording technologies.

Analog Representation

As mentioned earlier, sound is, by nature, analog 
phenomena. This means that pressure waves 
and the corresponding electrical signals vary in 
frequency and amplitude in a continuous manner 
as a function of time. In order to record sound, 
technologies were needed to find a way to store 
the continuous signal characteristics in a physical 
medium such that the signal could be retrieved 
at a later time.

Two early technologies were invented that 
could store sound. The first was the phonograph 
or gramophone. The second was magnetic tape.

The history of the phonograph starts with the 
work of Thomas Edison and leads up to more 
modern high quality systems (Gelatt, 1955). The 
earliest devices were mechanical rather than 
electrical. Edison used a physical diaphragm that 
vibrated from sound waves that “dented” tin foil. 
The dents in the tin foil represented the wave forms 
of the sound. Later devices used wax cylinders 
instead of tin foil. As phonographs developed, the 
cylinder was replaced with disc shapes, which 
ultimately lead to the LP record industry.

While early phonographic devices where me-
chanical, later devices replaced the mechanical 
linkages with electronic circuitry. However, the 
recording of sound was ultimately accomplished 
by embedding the wave forms into the medium 
of the LP disc.

Magnetic tape is created by coating a thin strip 
of plastic with an iron oxide material that can be 
magnetized by passing it near a magnet. If the 
magnet is created via electrical signals, then the 
magnetism imparted into the passing oxide ma-
terial will match the signal characteristics of the 
electrical signals. To retrieve magnetized signal, 
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the oxide material can be passed near a wire result-
ing in electrical signal in the wire (Begun, 1949).

Digital Representation

Digital representation of sound involves a pro-
cess of converting the time dependent analog 
representation into a stream of binary bits. This 
is accomplished by using a sampling technique 
where the amplitude of the analog signal is mea-
sured at regular intervals and the resulting digital 
values are used to approximate the actual signal. 
Suppose we choose to sample the analog signal 
amplitude 8000 times a second. Also assume that 
each sample produces a number in the range 0 
to 255, which is a byte of data or eight bits. This 
process replaces the analog curve with a series of 
rectangular boxes where the width of each box 
is 1/8000 of a second and the height of each box 
ranges from 0 to 255.

It turns out that a sample rate of 8000 per 
second is a standard used by the telephone system 
for converting voice signals to digital values. 
Since there are eight bits per sample, this sample 
rate produces a bit rate of 64,000 bits per second. 
This rate is the standard for the transmission of 
telephone traffic across the digital trunk network. 
However, the question must be asked, why 8000 
samples per second?

The telephone system has traditionally used 
bypass filtering to limit the input into the sys-
tem. Human speech contains frequencies from 
zero to approximately 20,000 cycles per second. 
However, the filter used by the phone company 
blocks frequencies lower than 300 cycles per 
second and higher than 3,400 cycles per second. 
Experience has taught us that the human ear hears 
this range and considers the quality acceptable 
for telephone use.

Nyquist and Shannon have shown that using a 
sample rate that is twice the highest frequency will 
produce a quality signal when the digital values 

are changed back into analog signals for the hu-
man ear (Jerri, 1977). Since the highest frequency 
allowed in the telephone system is 3,400 cycles 
per second, the sample rate of 8000 is justified.

What if we want to sample such that the qual-
ity is acceptable to the ear that can hear the full 
spectrum of frequencies? Most human ears can 
hear frequencies as high as 20 to 22 thousand 
cycles per second. Because of this, the standard for 
digitizing CD-quality music is to sample at 44.1 
thousand times per second. The other factor that 
changes in digital music is the number of levels 
of amplitude that result from the sample. In the 
telephone system, the number of levels was 255. In 
CD-quality music, the number of bits per sample 
used is 16, which allows over 65,000 different 
levels to be represented.

The device or process that creates digital rep-
resentation of analog sound and then returns it to 
analog sound is called a CODEC. Most modern 
CODEC processes involve digital processors 
that execute the algorithms to do the sampling. 
There are a wide variety of standards for CODECs 
depending on their application. These standards 
determine the sample rates and the number of bits 
produced for each sample.

An additional function of CODECs is to 
compress digital information that is produced by 
the sampling process. Engineers have noticed 
that there is significant redundancy in the digital 
values that represent the sound. For example, if 
the tone remains the same for some length of time, 
then the values produced over that interval will all 
be the same. An important example of one such 
compression standard is MP3.

The MP3 standard is used in many modern 
devices to store and play music. The MP3 rep-
resentation of a piece of music may require only 
10 percent of the bits as the original CD-quality 
recording. However, the quality of the music 
may be somewhat reduced from the CD-quality 
original.
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Images

Images are two-dimensional objects that can be 
seen and interpreted by the human eye. Images are 
typically represented on paper or other materials 
where colors can be applied. If the image is black 
and white only, then the only color is black since 
white is the absence of black.

Images have historically been captured by 
cameras using film. The lens of the camera focused 
the image on a material that had chemicals that 
reacted to the wavelengths of the incoming light, 
which gives color. However, modern cameras use 
digital representations to record images.

The representation of color is achieved through 
the use of primary colors. Primary colors are those 
colors that can be combined to create a range of 
colors. The combining process can be either sub-
tractive or additive. For example, when mixing 
paint, the process is subtractive. This is because 
the color seen by the human eye is a reflection of 
the environmental light from the painted surface 
and the color is determined by which parts of the 
color spectrum are absorbed. On the other hand, 
when using a computer monitor, the process is 
additive. This is because the color is determined 
by the light sources within in the monitor.

The primary colors commonly used differ 
by application. Early photographic process used 
orange, green, and violet. Cyan, magenta, and 
yellow are used when pigments or dyes are mixed, 
such as with painting or printing. The traditional 
set of primary colors used in art and design are 
red, yellow, and blue. As we will see below, when 
digital images are used, the primary colors are 
red, green, and blue.

There are two major methods for representing 
graphic information (images) using digital ideas. 
These are bitmap images and vector images. Since 
bitmap images are used in displays, printers, and 
standard digital photography, this presentation 
will deal only with bitmap graphics.

The fundamental idea behind bitmap images 
is to consider the image as a rectangular grid of 

pixels. Each pixel in the grid has data associated 
with it that determines which color it displays. All 
of the pixels together create the image.

The number of pixels in the grid determines 
the quality of the image. For example, most com-
puter monitors display 70 to 100 pixels per inch. 
Obviously, the size of the grid and the number 
of pixels in the grid determine the density of the 
pixels. For example, HDTV has a standard grid 
of pixels of 1920 by 1080. This means a larger 
HDTV screen will have fewer pixels per inch on 
the screen than a smaller HDTV screen.

The number of color levels encoded also de-
termines quality. Each pixel is made of variable 
intensity of three colors: red, blue, and green. If 
all three colors are intense, the result is black. If 
all are absent, then the color is white. The full 
color palette is defined by the varying levels of 
intensity of the three colors.

A modern digital camera might produce a 
grid of pixels such as 3648 by 2736. This would 
amount to slightly under 10 million pixels, hence 
a 10 mega-pixel camera. Each pixel would require 
multiple bytes to represent the color values of 
that pixel. Yet images from such a camera are 
typically much smaller than 10 megabytes in 
size. This occurs because most pictures have 
significant redundancy, which allows compres-
sion to reduce the actual size needed to store the 
picture. For example, many adjacent pixels may 
have identical color values.

There are many different standards for repre-
senting images. Examples include: GIF, JPEG, 
JPG, PICT, TIFF, among others.

Video

We use the term video to refer to images that show 
moving pictures. Video images had a beginning 
with analog representation of images both in the 
motion picture theater and with the development 
of television. In the following sections, we visit 
each of these ideas and show how digital repre-
sentations are used.
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Moving Pictures

Perhaps, one of the earliest and easiest forms of 
a moving picture was achieved by sketching a 
sequence of images on sheets of paper such that 
when the sheets were fanned across one’s field of 
vision, the sequence of images was transformed 
into a single moving image. This idea is inherent 
all forms of moving images or pictures. It exploits 
a property of the human eye and brain that converts 
the sequence of images into apparent motion.

The idea of creating a moving image, or an 
animation, depends on having a way to present the 
sequence of images at an appropriate speed. This 
speed is called the frame rate. What constitutes an 
appropriate frame rate is complex. Determining 
the appropriate frame rate depends on the human 
eye and brain. It also depends on the rate at which 
elements of the image change. If there are objects 
in the image that are changing position at rates 
that resonate with the rate, undesirable effects 
may result. For example, wheels may appear to 
rotate the wrong direction or portions of the im-
age will be blurry.

The film industry used cameras and projectors 
that create and display individual frames at the 
appropriate rate using colloid film technologies. 
Television used an analog scanning process to 
transfer the images on to a cathode ray tube. Black 
and white television used light and dark with a 
single beam. Color television used three beams, 
one for each or the three colors, red, blue, and 
green. For many years, both the film and televi-
sion industries used analog technologies to create, 
record, and display the images used on the frames 
created. More recently, both have adopted digital 
technologies.

Digital Representations for Video

The basic concepts for representing images or 
graphics have been presented in an earlier section. 
To obtain digital representations for video, which 
are moving images or graphics, these ideas have 

to be extended to include the concept of frames 
and frame rates, which creates the appearance of 
motion. If audio is to be part of the video presenta-
tion, then the concepts must include standards for 
representing both audio and images.

The ideas of a pixel and codes for presenting 
the color attribute of each pixel explained for im-
ages above extend into the realm of video coding 
standards. What is added is the idea of representing 
the sequence of frames that must be presented to 
create the moving picture. Frame rate standards 
have evolved in television and in the film industry. 
Both use a frame rate of approximately 30 frames 
per second. This rate creates an acceptable moving 
picture for the human eye.

An important issue involved in the evolution 
of standards for digital video is the issue of com-
pression. This is important for two reasons. If we 
visualize a scene in a moving picture and consider 
the frame sequences that create the scene, many, if 
not most, of the pixels from one frame to the next 
remain unchanged. This means there is enormous 
opportunity for compression techniques that ex-
ploit this redundancy, which dramatically reduces 
the number of bits required to represent the video 
presentation. The second reason that compression 
is important is that digital video requires, without 
compression, a very large number of bits, which 
translates into a very demanding storage require-
ment and a very high bit rate to sustain the frame 
rates for the video presentation. For example, if 
each frame of a video required a megabyte of 
data and the video frame rate was 25 frames per 
second, then each second of video would require 
25 megabytes of data. Each minute would require 
1,500 megabytes, or 1.5 gigabytes. Each hour 
would require 90 gigabytes. A standard DVD 
only has a capacity of approximately 4 gigabytes. 
From this example, the need for compression is 
very evident.

There are many different formats for represent-
ing digital video with compression in computer 
applications. Examples include AVI, QuickTime, 
Flash, MPEG, etc. There are many other standards 
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for representing audio/video materials. A complete 
treatment of these standards is beyond the scope 
of this work.

stoRIng And tRAnsmIttIng 
InfoRmAtIon

Our discussion thus far in this chapter has cen-
tered on digital representations of information. 
The discussion has focused on the techniques 
used to create representations that can be seen 
and heard. In this section, we will move to how 
technology system can be used to remember or 
store information and how to transmit information 
from one location to another.

If someone hears or sees, the information 
content is observed at an instance of time. If the 
information content was created at an earlier time, 
then there must be some sort of memory device 
that recorded the information and replayed the 
information at the time it was heard or seen. If 
distance is involved, then there must also be some 
sort of transmission facility to move the informa-
tion from one place to the next.

In the following sections, we first look at how 
digital systems store information. We will examine 
this starting with a historical view and moving to 
contemporary technologies. Early technologies 
combined the idea of storage and moving infor-
mation. Finally, we look at how digital systems 
move information from one place to the next.

paper and printing

The very oldest forms of storing information 
go back to men making images on objects or 
on surfaces. Early techniques included carving, 
sculpture, and painting. The media were wood, 
clay, stone, etc. Later the idea of ink and sheets 
of material upon which ink could be placed ar-
rived. These types of techniques were very labor 
intensive and not very efficient. For example, 
duplication of materials was slow and prone to 

errors. However, all of this changed with the inven-
tion of the printing press by Gutenberg in 1440.

The printing press, along with its successors, 
became the backbone technology for recording 
information. In addition, printed materials could 
easily be transported from place to place, which 
enable transmission of information. Books were 
distributed and sold. Mail delivery systems were 
established to move printed materials (letters) 
from one place to the next. Perhaps one of the 
more famous examples of this in the history of the 
United States is the Pony Express of the Old West.

The typewriter came along in 1867. This ma-
chine enabled individual writers to create docu-
ments with characters similar to those produced 
by the printing press. This invention led to the 
mass adoption of the keyboard as the primary 
mode of writing, which has continued even into 
modern times.

There are several limitations with the use of 
printing technologies such as the printing press and 
typewriters. First, the medium is paper, or similar 
materials, which are subject to deterioration with 
time. Secondly, information on a printed medium 
is not readily available for machine input.

computer storage

Materials created by the printing presses and 
typewriters are available to the human eye. The 
materials are stored such that they can be read 
at later times. However, the advent of the digital 
processing systems required that the materials 
stored be accessible to machines. This leads us to 
the ideas of digital storage techniques.

punch cards

Perhaps the most significant invention in the world 
of digital processing system came from Herman 
Hollerith. Hollerith conceived the use of the punch 
card for storing and processing information. He 
conceived and built machines that created, sorted, 
and used punch cards to process information 
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digitally. His ideas were used in processing the 
1890 census, which reduced an estimated ten-
year task into on that took three months (Herman 
Hollerith, 2009).

The use of punch cards as the medium for 
recording data and programs for digital machines 
lasted into the decade of the 1970’s. Data were 
recorded using keypunch machines. Early digi-
tal computers read the punch cards, performed 
processing, and created reports and new punch 
cards, which became part of the input to be read 
into the next processing cycle.

Early programs were created by Hollerith using 
wiring panels. Later, even after the advent of the 
digital computer, programs were recorded using 
punch cards. Even with the advent of magnetic 
storage technologies, punch cards continued to be 
the manner in which many programs and dataset 
were prepared for input into digital computer 
systems.

magnetic memory, tape 
and disc memories

The invention of the digital computer required that 
there be some type of memory connected with the 
processor from which program instructions could 
be retrieved and where data could be retrieved and 
replaced. This memory was constructed using ar-
rays of iron cores that could be magnetized in one 
of two states, each state representing either a one 
or a zero in the binary number system.

Memories used within digital computer sys-
tems for storage of program instructions and data 
used directly by the processing elements of the 
systems are considered primary memories. Pri-
mary memories had to be fast enough to supply 
instructions and data at processor speeds. The 
contents of primary memory are transitory in that 
it is not saved for long periods of time. In contrast, 
secondary memories are used to save content for 
later use, the example being the punched cards 
described above.

Magnetic tape was first developed in 1928 and 
allowed digital content to be stored on the tape 
and retrieved by electro-mechanical methods. 
The tape material was coated with an iron oxide 
material that could be magnetized to record bits. 
The bits could then be read later by moving the 
magnetized spots past a device where electrical 
signals were produced by induction. Magnetic 
tape allowed digital systems to process sequential 
data files. Algorithms were developed for sorting 
large data sets stored on tape. Old master files 
were read from an input tape, updated with new 
transactions read either from tape or punch cards, 
and then written to a new master file stored on 
an output tape.

Magnetic tape was used by the earliest digital 
computers as the secondary storage device of 
choice until early in the 1960’s when disk stor-
age units were introduced into the commercial 
marketplace. Disk storage units used the same 
magnetic principles, but had the advantage that 
the read/write mechanism could retrieve and write 
bits in randomly addressable locations. This was 
in contrast to magnetic tape where the bits were 
arrayed sequentially on the tape and it was not 
possible to write into the middle of a tape. Disk 
storage created the concept of random access 
storage.

Modern digital computer systems use the idea 
of random access storage pioneered by early disk 
storage systems to create automated file systems 
managed by sophisticated operating systems. 
Modern operating system software provides utili-
tarian functions to define files and to allocate and 
record location of the file content on the physical 
storage device.

cd and dVd media

The alternative to using magnetic materials as the 
medium for storing bits was first developed in the 
late 1960’s. The alternative was to use light and 
materials that were photosensitive to store data. 
This technology became important in the market-



12

Digital Technology

place during the 1980’s with the introduction of 
the compact disk (CD) format for storing digital 
audio materials.

Beginning during the 1990’s, an alternative 
format for the optical disk emerged called digital 
versatile disc (DVD). This format was more versa-
tile than the CD and allowed for more information 
to be stored on a single disk.

CD and DVD technologies are optical media. 
Digital information is stored as bits encoded by 
dark and light spots on the photosensitive surface 
of the disk. The bits are written and read using a 
laser. The advantages of the use of optical and the 
photosensitive medium are multiple. The density 
of bits that can be placed on the disk per unit of 
area is much higher with optical technologies 
than with magnetic technologies. Secondly, the 
span of time during which an optical disk remains 
readable is much longer. Lastly, the optical disk 
is not erased by the presence of magnetic fields.

A CD has capacity to store approximately 
700 megabits. A DVD has capacity to store ap-
proximately 4.7 gigabits, which almost seven times 
more than a CD. However, the actual capacity of 
both technologies depends on the formatting used 
and other factors. Newer encoding technologies 
are emerging that will increase the capacity of 
these devices. One such technology is the Blu-
Ray disk, which increases the capacity of a single 
disk to as high as 50 gigabits (Fast Guide to CD/
DVD, 2009).

The major disadvantage of optical devices 
for storage is that the speed for reading and writ-
ing is much lower than with magnetic devices. 
Therefore, the use of optical devices is limited to 
applications and situations where the lower speed 
does not hinder the application.

flash memory devices

Both types of technology described above, mag-
netic and optical, require mechanical devices 
to move tape, to spin disks, and to move read/
write mechanisms in order to work. During the 

1980’s a new type of memory device emerged. 
It is based on the use of semi-conductor devices 
capable of storing bits of information and that were 
non-volatile. Non-volatile means that the stored 
contents are preserved even when the device is 
without electrical power. This type of memory is 
often called flash memory.

There are two important advantages with 
storage devices based on flash memory. The first 
is that there are no moving parts. Secondly, the 
devices are much more tolerant of shocks and 
environmental hazards, which make them more 
idea for mobile uses. Modern mobile devices, 
such as cell phones, employ flash memories to 
store system programs and user data.

An important development using flash memory 
technologies has been the USB flash drive. USB, or 
universal serial bus, is a standard that has emerged 
to connect devices to digital computers in a manner 
that is recognized by current operation systems. 
USB memory devices combine the technologies of 
flash storage with the USB standard in a way that 
creates “disk drives” that can be plugged into any 
computer and used because they are recognized 
by all popular operating systems. They are called 
disk drives because they function in a manner 
which is the same as the legacy disk drives based 
on magnetic technologies. But there no disks or 
moving parts in flash memory devices.

USB flash memory technologies support data 
transfer rates that are much faster than are possible 
with optical technologies. Therefore, as prices of 
flash memory devices drop, their use as storage 
devices will more and more replace the use of 
optical devices. We could expect future mobile 
computers systems to replace the rotating magnetic 
disk drives with a flash memory store devices.

data transmission

In this section we look at how information can 
be moved from one location to another. Histori-
cally, movement of information was accomplished 
by move the physical medium upon which the 
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information was recorded. For example, books 
must be physically transported. Letters containing 
messages were carried from sender to receiver. 
Postal systems were established to move physical 
media with messages.

telegraph

One of the earliest systems that facilitated the 
movement of information from place to place 
was the telegraph. The basic ideas involved in 
the telegraph were evolving starting around 
1800, but the first commercial successful device 
was invented by Samuel Morse in 1835. Morse 
introduced the idea of the Morse code and the use 
of electro-magnetic devices to transmit the codes 
using wires strung from one location to another. 
The Morse code defined a sequence of dots and 
dashes corresponding to each letter in the English 
alphabet. The electrical connection across the 
wires could then be used to transmit the sequences 
of dots and dashes. This enabled messages to be 
sent electronically rather than physically.

Even though the early telegraph system trans-
mitted messages electronically, it was dependent 
on human operators are each end to create the codes 
to be sent and to convert the received codes back 
to letters, words, and messages. Later improve-
ments include the development of the teletype in 
approximately 1870, which allowed messages to 
be keyed via a keyboard, sent across the electrical 
network, and typed on paper. Paper tape was also 
used by these devices to record messages that 
would be sent at times other than when keyed.

public telephone networks

In 1874, Alexander Graham Bell invented the 
telephone as an improvement to the existing 
telegraph system. The telephone system enabled 
the transmission of human voice using the wires 
connection places. Using a microphone to create 
modulated electrical signals to represent the sound 

of voice and a speaker to take the transmitted 
electrical signal back into sound, the telephone 
system allowed people to talk across distance.

As the telephone became a commercial suc-
cess, more and more people had telephones that 
needed to be connected in some fashion to other 
telephones. This required switching networks to 
make these connections. Early implementations 
of switching networks involved the use of human 
operators that talked with callers to obtain informa-
tion about the desired connection and then manu-
ally made the connection using a switchboard. 
Later, human operators were replaced with phone 
numbers, rotary dials, and electromechanical 
switching devices that established circuit con-
nections between the caller and the party called.

circuit switching

As the telephone system grew, networks of con-
nections were developed to provide pathways to 
establish connections between telephones. These 
connections were established as calls were placed 
and were maintained for the duration of the call. 
When the call was completed, the connections 
were released. The concept of dedicating circuits 
for the connection during the phone call is circuit 
switching. Circuit switching required that the sys-
tem be able to locate and to dedicate resources in 
the network to connect the phones. If the resources 
could not be located, then a busy signal resulted.

As the use of the telephone system grew, the 
demand for resources also grew. The demand 
grew for connections from one city to the next, 
commonly called “long distance” service. The 
network resources required for long distance 
connections were expensive, given the need to 
dedicated circuits for the duration of calls. This 
led to the development of digital technologies that 
could be used to transmit voice across distance. 
We have explained how voice can be converted 
to digits in an earlier section. Now we need to 
explore how digits can be transmitted.
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Analog vs. digital transmission

Early phone systems transmitted voice across dis-
tance by converting the sound waves into electrical 
waves using a microphone placing the electrical 
waves on wires connected to a speaker device at 
the other end of the wires. The information going 
across the wires was analog in the same way sound 
is analog. Using the technologies described above 
to convert audio signals into bits using a CODEC, 
newer networks were developed that transmitted 
bits across distance rather than analog signals. 
Transmitting bits is digital communication.

The simplest way to visualize how bits can 
be represented in an electrical transmission is 
to visualize two distinct levels of voltage. These 
two distinct voltage levels can then be used to 
encode ones and zeros. As the stream of bits is 
transmitted, the voltage level is changed as the bit 
values change. This example is simplistic in that 
modern encodings are much more sophisticated, 
the basic idea applies. If signal amplitudes are 
used to encode the bits, then the transmission is 
considered amplitude modulation (AM). However, 
a different type of modulations can be used. For 
example, if the frequency of the transmitted signal 
is varied to represent bits, then the transmission 
is considered frequency modulation (FM). Mod-
ern digital communication channels use various 
methods of encoding that represent bits that are 
beyond the scope of this discussion.

packet switching

As described above, telephone systems use circuit 
switching to build connection between one tele-
phone and the other. The process of converting 
voice signals to bits generates a stream of bits that 
then can be sent across the dedicated circuit. In 
order to provide a quality connection, the channel 
capacity must be reserved for the call. However, 
when computers are used in place of telephones 

at each end, the bits that must be transmitted are 
different: First, there may be relatively long pe-
riods of time during which no traffic is present. 
Secondly, computer to computer communication 
may be able to tolerate delays or variations in the 
effective transmission rate. These differences 
make using circuits designed for voice transmis-
sion for data transmission somewhat inefficient 
and expensive.

Rather than using circuit switching, digital 
communication channels use packet switching. A 
message is to be sent from one computer to another. 
The message is a string of bits. The process splits 
the message into smaller parts and each part is 
called a packet. Each packet is then sent across 
the network. Other users of the network are also 
sending packets. All packets contain addressing 
information so that they can be correctly carried 
across the network to the appropriate destination. 
When the packets arrive, they can be combined 
by the receiving computer to recreate the original 
message. Packets share the core communication 
channels. This allows the trunk lines, the core 
channels, to multiplex the transmission. This 
means that cost of the core channel connecting 
computers to computers is much lower than with 
circuit switched systems.

the Internet

The purpose of this section is to explain how digital 
information and digital computers can interact via 
the world-wide connection called the Internet. We 
start with basic descriptions of digital networks 
and how connections occur. We then character-
ize in simple terms how the Internet works. The 
idea of protocol is developed. Finally, we brief 
describe typical applications used on the Internet.

A network is formed when two or more digital 
computers are connected. The connection may be 
wired or wireless. Wired connections use tech-
nologies commonly associated with local area 
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networks (LAN) and interconnected local area 
networks, commonly called internets. Wireless 
connections use radio signals to replace wires, 
but the transmission of bits in wireless networks 
is fundamentally similar as with wired networks.

Any computer connected to a network is a 
host and must have an address that can be used to 
identify the computer in the network. The address 
used in internets is called an IP address. Any host 
can communicate with, that is exchange messages 
with, another host if the address of the other host 
is known. The Internet is the world-wide connec-
tion of networks made up of hosts identified by 
unique IP addresses.

An important resource in the Internet is the 
Domain Name System (DNS). The idea behind 
the DNS is to provide directory services to hosts 
that need to find IP addresses of services in the 
Internet. Applications normally use uniform re-
source locators (URL) to link to services in the 
Internet. DNS provides a distributed database of 
conversions from URL to IP addresses.

Most applications using the Internet typically 
operate as client/server applications. The client 
is a computer where a person is the user. The 
server is a computer that responds to messages 
from clients by returning messages or materials 
stored at the server. However, from the Internet 
point-of-view, any host can function as a client 
or as a server. This means messages arriving at a 
server may, in fact, originate at from another host 
that is really not a client, but a computer program.

The power and symmetry of the Internet in 
terms of hosts communicating and determining 
roles creates both an opportunity and a limitation. 
The opportunity is that applications systems can 
be devised with create architectures with little 
constraint to accomplish novel things. The limi-
tation is that hosts operated by individuals with 
intent on disruption and exploitation can do the 
same thing.

dIgItIzIng the otheR senses: 
smell, touch, And tAste

In this section, we consider what the possibilities 
might be for using digital technologies to interact 
with the human senses of smell, touch, and taste.

All of the discussion thus far has centered on 
the senses of sight and hearing. The sense of sight 
deals with the transmission of light and its inter-
action with the human eye. The sense of hearing 
deals with the transmission of sound in air and 
its interaction with the human ear. Both of these 
transmissions are propagated via the medium. 
That is, they travel through distance at a velocity 
that is relatively fast by human standards. The 
senses of smell, touch, and taste rely on delivery 
mechanisms that are very different.

In order to smell something, the human nose 
must encounter air containing molecules that 
stimulate the organs in the nose that smell. This 
means air must move into the nose. In order to 
taste something, the human taste buds, located 
in the mouth, must encounter molecules, in air 
or in other material, that stimulate the organs in 
the mouth that taste. Both of these senses depend 
on the delivery of molecules into the appropriate 
areas of the human body.

In order to touch or feel something, some part 
of the human body must physically be in contact 
with the thing felt. If we assume that a physical 
contact exists, then digital system could be created 
to exploit that contact. The digital system could 
create pressure, temperature, motion, vibration, 
or similar things that could then be sensed by the 
part of the body in physical contact. For example, 
a person without sight can read material by sensing 
the Braille codes placed on surfaces.

conclusIon

This chapter has outlined what it means to use digi-
tal representations for things. We have examined 
representation of characters, words, and language. 
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We have examined the use of digits in number 
systems. We have examined how audio can be 
sampled and changed into digits. We have exam-
ined how images can be approximated by arrays 
of pixels, each with a set of digits encoding color 
information. We have examined digital memories 
and the transmission of digital information.

The most positive aspect of digital representa-
tion of information is that representations remain 
intact when stored and when transmitted. This is 
in contrast to non-digital representations where 
deterioration and distortions alter that representa-
tion. While deterioration and distortions do occur 
in digital systems, these systems are designed with 
sufficient redundancy to prevent loss of the basic 
unit of representation, the one and the zero. This 
means copies of original material are exactly the 
same in terms of quality.

There are two limitations in the continued 
development of digital technologies. The first 
has to do with the media used to store digital 
representations. The second has to do with the 
standards for representing digital materials.

The different types of media used to store digital 
representations have been described earlier. In all 
cases, these media have limited life expectancies. 
That is, after some length of time, the recorded 
bits will no longer be viable to be read by a 
digital input device. For example, the life span 
of magnetic tape, CD, and DVD technologies is 
estimated by various sources to be as short as a few 
years to as long, perhaps, as 100 years. However, 
these technologies are relatively recent and the 
actual life span may differ from estimates. When 
compared with information taken from artifacts 
thousands of years in age, the life span of digital 
media seems rather short.

However digital materials are stored, it must 
be encoded and organized using standards that 
comply with the software that records and reads 
the materials. Suppose we discover a CD material 
that last hundreds of years and we use this media 
to record our digital content. A problem will arise 
when, hundreds of years in the future, the stan-

dards have moved beyond what exists today and 
software cannot be located to read the materials.

Both of the above limitations mean that a 
fundamental limitation of digital technology is 
permanent retention of the information involved. 
In the real world, we have come to expect that 
great manuscripts and works of art can be retained 
indefinitely. This is due, in part, to the media used 
to represent the works. In the age of digital rep-
resentations, the problem of indefinite retention 
becomes more difficult.
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KeY teRms And defInItons

Analog Representation: A method where 
information can be transmitted as a continuous 
wave signal that is varied by changing the wave’s 
amplitude and frequency. For example, sound is 
an analog signal that is transmitted by waves.

American National Standard Code for 
Information Interchange (ASCII): A coding 
scheme for representing characters in a digital 
computer. It is commonly used in microcomputers.

Binary Number Base: The base 2 number 
system that represents values using the digits 0 
and 1. It is commonly used to represent data stored 
and processed in digital computers because of 
its relationship with the electromagnetic on-off 
switches used in digital technology.

Digital Representation: A method where 
information can be stored and transmitted using 
discrete on-off values to represent characters, 
numbers, images, sound, and moving images.

Graphics Interchange Format (GIF): An 
image format that uses 8-bit color representations 
to display up to 256 unique colors.

Hexadecimal Number Base: The base 16 
number system that represents values using the 
sixteen unique digits 0-9 and A-F. It is commonly 
used as a simplified representation of binary values 
because it can represent four binary digits in one 
hexadecimal digit.

Joint Photographic Experts Group (JPEG): 
An image format that uses 24-bit color representa-
tions to display up to approximately 16.7 million 
unique colors.

Moving Pictures Experts Group (MPEG): 
A common format for storing and playing videos 
on digital devices.

Uniform Resource Locator (URL): The 
addressing scheme used to uniquely identify 
locations on the World Wide Web. For example, 
www.drake.edu is a URL used for Drake Univer-
sity’s website.
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IntRoductIon

Information or data security is the general means 
of protecting information and information systems 
from unauthorized access, use, disclosure, disrup-
tion, modification or destruction. Organizations 
develop security policies to clearly articulate the 
specific rights and responsibilities of individual 
users, and to communicate these rights success-
fully to each employee so that there is an effec-
tive approach to information security across the 

organization (Doherty et al., 2009). The terms 
information security, computer security and in-
formation assurance are used interchangeably by 
the public because they share the common goals 
of protecting the confidentiality, integrity and 
availability of information. More specifically, 
(1) Information security is concerned with the 
confidentiality, integrity and availability of data 
regardless of the form the data may take: electronic, 
print, or other forms; (2) Computer security can 
focus on ensuring the availability and correct 
operation of a computer system without concern 
for the information stored or processed by the 

AbstRAct

Digital Rights Management (DRM) is concerned with the ownership of digital information and access to 
that information. Organizations and individuals increasingly seek to prevent unauthorized or inadvertent 
release of owned, proprietary, or sensitive information. A variety of technologies are available to prevent 
the piracy and verify the true owners of digital content, unfortunately specifics of these technologies are 
often proprietary. Content can be protected by a variety of encryption techniques for the storage and 
transmission of digital information yet; these same techniques can limit access and usability of digital 
content. This chapter discusses the general state of digital security and technologies in use followed by 
a discussion of future directions for digital security research and practice.

DOI: 10.4018/978-1-61692-877-3.ch002



20

DRM Protection Technologies

computer; and (3) Information Assurance (IA) 
is the practice of managing information-related 
risks (Alexei, 2006; D’Aubeterre, et al., 2008; 
Jean-Noel, et al., 2007).

It is important to understand that these fields 
overlap in that they confront the same issues but 
use different methodologies and techniques to 
address security issues from a different perspec-
tive. More specifically, a related issue to all three 
sub-disciplines is the issue of Digital Rights 
Management (DRM). DRM is a generic term for 
access control technologies that can be used by 
hardware manufacturers, publishers, copyright 
holders and individuals to try to impose limita-
tions on the usage of digital content and devices 
(Fetscherin, (2002). The term is used to describe 
any technology which inhibits uses (legitimate or 
otherwise) of digital content that were not desired 
or foreseen by the content provider.

In reality, for most people, digital security just 
exists. There exists an expectation that digital 
content will arrive at a computer, be delivered 
to their TV, or heard on their radio. There is an 
expectation that personal information will be 
protected by financial institutions, business enti-
ties, educational institutions, the government, and 
others trusted with the responsibility of guarding 
intellectual and personal information. There is 
little thought given to the hackers who seek to 
capture and reuse digital content for their own 
profit. For most of us, safeguards that protect or 
help deliver digital content are something that 
happens in the background. Furthermore, many 
users assume the digital content downloaded to 
their personal device (TV, iPod, Computer, etc,) 
is free. The reasons for this assumption are com-
plex but relevant to businesses trying to develop 
pricing schemes/strategies and product delivery 
models needed to sell digital content.

When we hear about identity theft, digital 
piracy, illegal copying of songs or other instances 
of digital abuse of protected information, we 
consider it an issue for law enforcement, security 
experts, or the businesses and people involved. 

Many IT professionals feel the same way. Digital 
security is about complicated algorithms, high-
tech hardware, and complex communication 
configurations. The purpose of this chapter is not 
to convince you that digital security is important 
but rather to inform and instruct readers about 
the available technologies and issues required in 
managing digital rights.

bAcKgRound

Digital media is replacing analog media as the 
primary technique in the way data or information 
is stored, transmitted, and used. The advantage 
of traditional analog information or other forms 
of traditional informational content (books, 
taped video, microfilm, records, etc.) is that it is 
relatively difficult and expensive to create high 
quality copies of the original materials. To this 
extent, traditional copyright law worked (Bates, 
2008). As media shifted toward digital formats, the 
cost of reproduction declined and the capability 
to create exact high quality duplicates evolved. 
Under these circumstances, the protections given 
to authors under traditional copyright law begin 
to breakdown.

Copyright in the context of this chapter is 
intellectual property that gives the author of that 
intellectual property, exclusive right for a certain 
period of time to control publication, distribu-
tion, and adaptation of the original work, after 
which time the original work is released to enter 
the public domain (Crane, 2009). In general, 
copyright law applies to any expressible form 
of an idea or information that is substantial, is 
discreet in that it has a beginning and an end, 
and is complete in some final form. Complicat-
ing copyright law is that while there are some 
international standards, copyright law does vary 
by country. Internationally, copyright standards 
exist for the author between 50 and 100 years from 
the author’s death or for a shorter period of time. 
Further, some international jurisdictions require 
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administrative action to establish copyright, but 
most countries recognize any completed work. 
In general, copyright is a civil matter, although, 
copyright infringement may be a criminal action 
in some cases (Bates, 2008).

The key point is that in a digital society, it is 
relatively easy and inexpensive to make exact high 
quality copies of original intellectual property that 
exists or is transmitted in a digital format. The 
ease by which digital material can be copied has 
created opportunities for those who would pirate 
intellectual property. Piracy is the concept of 
copying digital material and using it or selling it 
without paying for it. Encryption has long been 
used to compress digital material into more ef-
ficient formats for transmission and storage but it 
has also been used to protect intellectual property 
from those who would pirate it. Hackers are those 
individuals who find ways to illegally decrypt 
digital information with the intent to use or sell 
the digital information. Copy protection helps 
prevent piracy by either making it impossible 
to duplicate a piece of content, or by inserting a 
watermark or other unique identifier, such as a 
digital fingerprint, that allows copyright holders 
to track down pirates (Glen, 2008).

protection technologies

The protection of intellectual property and per-
sonal communication has long been an important 
consideration of the business community as well 
as the artistic community. It is not the protection 
of personal communications so much but rather 
being able to identify one’s own intellectual prop-
erty in digital form. In today’s modern society, the 
growing use of digital media has made the security 
of digital media files of utmost concern against 
those users with malevolent intentions, especially 
on the Internet. In this context, security takes on a 
broader meaning. Intellectual property should be 
shared rather than being isolated and hidden away. 
The issue is to make intellectual property avail-

able yet be able to identify the originator so that 
proper acknowledgment and begin the originator.

To protect digital media files, industry and 
academic researchers propose and improve upon 
many data-hiding algorithms, which are known 
as steganographic algorithms, watermarking al-
gorithms, and other data-embedding algorithms. 
There is much interest in these technologies. 
For instance, it is thought that the terrorists who 
planned the bombing of the World Trade Center in 
September 2001 used steganographic techniques 
to plan the bombing (Schmurr & Crawley, 2003). 
Steganography is meant to be a secure form of 
communication that hides objects in multimedia 
files and should not to be confused with watermark-
ing techniques even though their main objectives 
are similar. Steganographic techniques have been 
used concurrently with anonymous remailers that 
strip off the headers of e-mail messages to hide 
the identity of the sender as well as padding the 
message with random data to conceal the true size 
of the transmitted file (Schmurr & Crawley, 2003).

Watermarking techniques are used to protect 
improper reproduction of digital media by protect-
ing the integrity and copyright of images (Chang 
& Lin, 2008). Whereas steganography is used to 
transfer the hidden encrypted data to intended 
parties thereby preventing third parties from 
noticing the presence of hidden data and without 
anyone else except the intended recipient of the 
communication being able to decode the content 
of the hidden data. Both techniques are opposite 
sides in the battle between law enforcement and 
those individuals practicing cyber-terrorism 
and cyber-crime. On one hand you are trying to 
protect people and digital property, while on the 
other hand, you are trying to conceal illegal and 
harmful activities.

Industry uses two types of watermarking tech-
niques: visible (perceptible) and invisible (imper-
ceptible) (Samtani, 2009). Visible watermarking 
techniques are similar to the background printing 
of “DRAFT” in word processing documents when 
submitting documents for publication. One could 
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also print the image of “Copyright protected” on 
case studies downloaded for instructor review 
prior to purchase. Watermarking techniques are 
used to protect multimedia contents over Internet 
trading so that ownership of the contents can be 
determined in copyright disputes (Cheung, Chiu, 
& Ho, 2008). Once the case studies for purchase 
are complete, then the visible watermark can be 
removed or a file without the watermark can be 
downloaded. There still could be an invisible 
watermark hidden in the document confirming 
the origin of the document and its successful 
purchase. Kodak (www.kodak.com) through its 
expertise in materials science and digital imag-
ing provides an extensive portfolio of products 
and services designed to help companies protect 
against the growing problem of counterfeiting 
and piracy (Anonymous, 2008b).

Watermarking is not just for documents. Wa-
termarking can be used for videos and other types 
of graphic material but, there are limitations. Ac-
cording to recent research from the United States, 
most video watermarking algorithms embed the 
watermark in I-frames, but refrain from embedding 
in P- and B-frames, which are highly compressed 
by motion compensation (Anonymous, 2008a). 
The problem is being able to find room within a 
complex algorithm to embed the watermark that 
does not interfere with the algorithm.

This sounds all well and nice but doesn’t seem 
to be something practical that everyday people 
should be concerned with. As an example, wit-
nesses see a crime or view an accident and take 
pictures to prove and document what they saw. 
Currently, digital camera images are not readily 
accepted as evidence because it is difficult for 
law enforcement, insurance, news, and other such 
agencies to authenticate the integrity, origin, and 
authorship of digital pictures (Blythe, 2005). The 
integrity of the evidence rests depends on the 
ability of the lawyer or witness to prove who did 
what when. Proof must exist and be verifiable 
that the digital camera image was not damaged or 
tampered with. Further, there must be confirmation 

when the picture was taken, what camera took the 
digital image, and who the digital photographer 
was (Blythe, 2005). One possible solution is to 
embed a biometric identifier (the photographer’s 
iris), with cryptographic hashes, and other forensic 
data, concurrently into the original scene image 
(Blythe, 2005).

This problem affects the television industry. 
A variety of graphical content is now available 
on television or downloaded through the Internet. 
Movies, concerts, movies made-for-TV, home 
movies, etc. can be downloaded wirelessly or 
through cable to your TV or computer. As this 
diverse television content migrates to an increasing 
number of digital platforms like iPods, MP3 play-
ers, and the light, the need for content protection 
becomes paramount and it’s an issue that will only 
get more important as high-value content continues 
to make its way onto the Web. Two major types 
of cross-platform content protection technology 
currently exist and are used together. Conditional 
access, or scrambling technology, blocks unau-
thorized viewers from watching premium content 
like HBO, pay-for-view TV etc (Glen, 2008).

Conditional Access (CA) protects content by 
requiring certain criteria to be met before granting 
access to premium content. CA is commonly used 
in relation to digital satellite television systems. 
Under the Digital Video Broadcasting Project 
(DVB), conditional access system standards 
are defined in the specification documents for 
DVB-CA (Conditional Access), DVB-CSA (the 
Common Scrambling Algorithm) and DVB-CI 
(the Common Interface). There are also standards 
for DVB-S2 for satellite networks, DVB-C2 for 
cable networks and DVB-T2 for terrestrial net-
works. In addition to these, a range of support-
ing standards exists such as service information 
(DVB-SI), subtitling (DVB-SUB), interfacing 
(e.g. DVB-ASI), etc. Further, Interactive TV, one 
of the key advances enabled by the switch from 
analogue to digital, required the creation of a set 
of return channel standards and the Multimedia 
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Home Platform (MHP), DVB’s open middleware 
specification (www.dvb.org).

Currently, DVB embraces a broader network 
convergence by developing standards for innova-
tive technologies that allow the delivery of ser-
vices over fixed and wireless telecommunications 
networks (e.g. DVB-H and DVB-SH for mobile 
TV), content protection and copy management 
(DVB-CPCM), and looking at developing stan-
dards for IPTV, Internet TV and Home Networks. 
DVB is dedicated to constant innovation to keep 
up with both technological developments and 
market requirements.

The Digital Video Broadcasting Project 
(DVB) is an industry-led consortium of over 250 
broadcasters, manufacturers, network operators, 
software developers, regulatory bodies and oth-
ers in over 35 countries committed to designing 
open technical standards for the global delivery 
of more than 100 million DVB receivers for digi-
tal television and data services (www.dvb.org). 
These standards define an encryption scheme by 
which a digital television stream can be provided 
to those with valid decryption smart cards. This 
is achieved by a combination of scrambling and 
encryption where the data stream is scrambled 
with an 8-byte secret key, called the control word. 
Knowing the value of the control word at a given 
moment is of relatively little value, because it 
changes every few seconds and must be known 
slightly in advance of the data stream to prevent 
viewing interruption. The control word is gener-
ated automatically and randomly by a physical 
process, in such a way that successive values are 
not predictable. Encryption is used to protect the 
control word as an entitlement control message 
(ECM) during transmission to the receiver. The 
CA subsystem in the receiver will decrypt the 
control word when authorized to do so in the 
form of an entitlement management message 
(EMM). EMMs are specific to each subscriber 
smart card in each receiver and are issued about 
every 12 minutes or less. The contents of ECMs 
and EMMs are not standardized as they depend on 

the conditional access system being used. Several 
companies provide competing CA systems such as 
VideoGuard, Irdeto Access, Nagravision, Conax, 
Viaccess, Latens, Verimatrix and Mediaguard (also 
known as SECA) (Project, 2009).

The system is designed so that the control word 
can be transmitted through different ECMs at once 
allowing several conditional access systems access 
at the same time using a feature called simulcrypt, 
which saves bandwidth and encourages multiplex 
operators to cooperate. DVB Simulcrypt is wide-
spread in Europe; some channels, like the CNN 
International Europe from the Hot Bird satellites, 
can use seven different CA systems in parallel.

There is a difference between Content Protec-
tion and Copy Management (CPCM) and CA. 
CPCM is concerned with content after it has 
been acquired and is separate from the CA or 
DRM (Digital Rights Management) systems that 
protected the content on its way to the consumer. 
The fundamental CPCM boundaries are the local 
environment and the Authorized Domain (AD). 
The AD is defined as a distinguishable set of 
DVB-CPCM compliant devices, which are owned, 
rented or otherwise controlled by each user. Each 
user specifies in their Usage State Information 
(USI) contract how the content is to be used. This 
concept is fundamentally different to today’s CA 
and DRM techniques, which normally operate on 
a single device basis. Current mechanisms for 
protecting content within the home environment 
do not reflect the desires of consumer who use 
multifaceted devices in networked homes to down-
load data so that the idea is that different devices 
exist to protect information rather than having 
one decryption device do it all (Project, 2009).

Issues, controversies, problems

The primary problem of interest concerning digi-
tal media is economic. The information industry 
sells information content to users. They use cable, 
wireless, telephone lines, and other channels to 
deliver content to these same users. Users pay for 
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the content as well as the secret decryption code 
or hardware device that decrypts the informa-
tion prior to its use. This process can be timely, 
inconvenient, or costly to users. Thus, hackers 
and media pirates have incentive to circumvent 
communication channels, encryption codes, hard-
ware devices, etc. to provide free or lower-cost 
content to users. The interesting part of this story 
is that the sellers of digital materials influence the 
degree of piracy.

The idea is that the more encryption that is im-
posed by the seller of digital media actually reduces 
or fails to create a viable market for the product. 
On one hand, software and hardware encryption 
technologies are expensive to build, maintain, 
and update and are costly to the consumer. The 
more costly the protection technologies are, the 
more incentive for the hacker or the video pirate 
to overcome these technologies. At some point, 
it may become prohibitively expensive to build, 
maintain and update these technologies. This is 
based on the assumption that hackers can ulti-
mately circumvent any encryption (Dejean, 2009).

Another perspective is that as the quality 
of pirated goods increases, the seller of digital 
materials must lower prices and reduce profits 
as the total amount of informational product 
grows. The idea is that as price goes down there 
will be more buyers. As hackers make more 
products available, users will elect a less costly 
alternative because they would then be legal and 
have access to customer service. At this point the 
seller makes the most profit (Arun, 2004). That 
is, there is equilibrium point where spending to 
protect information versus the number of users is 
either too much or too little. If the digital rights 
management technologies weaken over time due 
to the underlying technology being weakened, the 
seller’s choice is either to increase or decrease the 
level of technology based protection. The seller 
must consider the cost of effective protection 
technologies versus the value of the product in 
terms of profitability in order to align the effec-
tiveness of the solution in preserving the ballot of 

the information provided to the legal users. For 
corporate customers the value of the informa-
tion is a determining factor in growing profits. 
It is this reality that sellers of digital information 
must understand the technologies they’re using 
both in terms of cost and user accessibility before 
they respond to threats from hackers were media 
pirates (Arun, 2004).

solutIons, RecommendAtIons, 
And futuRe dIRectIons

Grappling with how much to expand protecting 
your digital information is a complex issue. Ven-
dors are hesitant to release details of encryption, 
watermarking, and other protective applications 
for fear of giving away trade secrets to hackers 
and pirates. Companies like Digimarc, Inc. (http://
www.digimarc.com) provide general descriptions 
of the technologies they use but fail to provide 
real specifics. Even standards organizations are 
hesitant to discuss developing standards until 
they are agreed upon in the technology is mature 
and ranting information providers a window to 
optimize profits before actors force changes or 
adaptations to the technology. There have been 
some clues suggesting the direction that some 
researchers are following.

How to implement more successful water-
marking techniques is a fruitful area of research. 
Some researchers have proposed the addition 
of computer code for which the topology of the 
control-flow graph encodes the watermark (Col-
lberg, et al., 2009). Cheung et al. (2008) makes 
use of intelligenct user certificates to embed the 
identity of the users into the intelligence docu-
ments that are distributed. In particular, keeping 
the identity secrecy between document providers 
and users (but yet traceable upon disputes) is a key 
contribution of this protocol in order to support 
for intelligence applications (Cheung et al., 2008). 
El-Affendi (2008) suggests it is possible to design 
and build simple light watermarking protocols 
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for placing authentic hand signatures and stamps 
on remote documents that is secure and reliable 
(El-Affendi, 2008). Another interesting process 
is the two-phase watermarking scheme extracts 
both the grayscale watermark and the binary one 
from the protected images to achieve the copyright 
protection goal (Ming-Chiang, et al., 2007).

Researchers looking at difficult three di-
mensional (3D) computer graphics models and 
digitally-controlled manufacturing have come 
together to enable the design, visualization, simu-
lation, and automated creation of complex 3D 
objects. Aliaga and Atallah (2009) have proposed 
a framework for the designing and manufacturing 
of computer graphics objects such that no hacker 
or pirate can make imitations or counterfeit copies 
of the physical object, even if the adversary has 
a large number of original copies of the object, 
knowledge of the original object design, and has 
manufacturing precision that is comparable to or 
superior to that of the legitimate creator of the 
object (Aliaga & Atallah, 2009). The approach 
is to design and embed a signature on the surface 
of the object which acts as a certificate of genu-
inity of the object which is only detectable by a 
signature-reading device which contains some of 
the secret information that was used when marking 
the physical object. Further, the compromise of a 
signature-reading device by an adversary who is 
able to extract all its secrets, does not enable the 
adversary to create counterfeit objects that fool 
other readers, thereby still enabling reliable copy 
detection (Aliaga & Atallah, 2009).

In the United States, cable system operators use 
Cable Cards whose specifications were developed 
by the cable company consortium (CableLabs, 
http://www.cablelabs.com) and are mandated by 
the Federal Communications Commission but 
standards exist only for one way communication 
and do not apply to satellite television. The next 
generation approach is to eliminate physical cards 
develop hardware where downloadable software 
for conditional access is the norm. The main ap-
peal of the software approach is that the access 

control may be upgraded dynamically in response 
to security breaches without requiring expensive 
exchanges of hardware. Another appeal is that 
it may be inexpensively incorporated into non-
traditional media display devices such as Portable 
media players. Additionally, biometrics and Public 
key Infrastructure techniques may be used to 
identify and authenticate individuals accurately 
within a secure communication and transactional 
environment (Wagner, 2007).

Teaching ethics is another approach to pro-
tecting intellectual property. Unfortunately, 
ethics and morality differ widely across cultures 
and countries. This is proven to be largely inef-
fective. It had been thought that the public that 
used hacked or pirated digital media was costing 
jobs from those engaged in creating intellectual 
property (Ram & Sanders, 2000). Yet, many users 
felt slighted or overwhelmed by the high cost of 
intellectual property access. Thus they turned to 
lower-cost alternatives. Public libraries, universi-
ties, schools, and local governments pay for public 
access to digital information that further distorts 
how the creators of intellectual property intend 
to share, transmit, and sell their digital property 
(Dörte, 2008).

Times may be changing. The concept of 
digital rights management which this article 
has described as those technologies that control 
the copying and use of digital media has in fact 
infuriated consumers since its inception in the 
mid-1990s (Tekla, 2007). Consumer advocacy 
groups argue that preventing access to digital 
content not only prevents illegal use but legal use 
as well. The customary argument from the record 
and movie industries is that protection of an art-
ists’ intellectual property is vital to their creative 
efforts. Illegal coping of movies reduces income 
from that movie and prevents those in involved 
in the creation, distribution, and viewing of those 
movies from receiving the full compensation for 
their efforts. In fact, unlocking or circumventing 
digital locks on digital media is illegal and is en-
forceable through the 1998 passage of the Digital 
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Millennium Copyright Act, even if no copyright 
violation followed. Yet, DRM has been removed 
from some content.

Consumers who pay for content or download 
free content feel they have the right to shift con-
tent from one digital platform to another. Some 
business models are experimenting with alternate 
revenue models. Users can download movies and 
TV shows from websites like Hulu (http://www.
hulu.com) and view them on iPods, computers 
and their TV’s. Consumers are enticed with lim-
ited access which stimulates their desire to pay 
to see the TV or movie again in a higher quality 
definition or given access to previous episodes 
for a small fee. As these new business models 
evolve we may or may not see changes in DRM.

futuRe ReseARch dIRectIons

Digital products take many forms. Newspapers, 
magazines, and book publishers have text and 
image content. Music and movie companies have 
multimedia files. And game and software com-
panies have source code and an executable soft-
ware product. Each of these products has unique 
characteristics, but the commonality is that they 
are all in a digital format which requires unique 
protection schemes. Future research on protecting 
digital products will involve an interdisciplinary 
approach involving the best solutions from scien-
tists and engineers, business managers, and social 
scientists. Digital asset protection technologies 
continue to improve and there will be a continual 
battle to stay ahead of people who work to find 
ways around technical protections. Business 
management researchers will continue to work on 
answering questions about why people use digital 
products without authorization or without paying 
for it. Some relevant questions include: (1) What 
factors impact the behavior of individuals when 
they use digital products without authorization? 
(2) What can be done to change this behavior? 
and (3) What business strategies and models can 

be used to reduce this problem? These issues can 
also be addressed by the broader social sciences 
to look at the psychology, sociology, economics, 
and ethics issues involved in digital products and 
their protection. These are important issues for 
the future because the number of digital products 
and their impact on the global economy continues 
to increase.

conclusIon

Protection of intellectual property can be a com-
plex topic. We have avoided in this chapter article 
any discussion of the legal debate concerning 
intellectual property (Herman, 2008). This legal 
debate is a topic of its own and is global in its depth 
and breadth of content. And, there is the issue of 
the technology battle between those protecting 
intellectual property and those seeking to hack 
both the content and the means of communication 
for that content.

At a high level of understanding it is easy to 
understand that there is a trade-off between how 
much we spend to protect digital information 
versus accessibility to digital information. Com-
panies and organizations who profit from digital 
information seek the highest profit margin based 
on the largest number of users of their content. 
Users seek digital information for free or at the 
lowest cost. One must remember that intellectual 
property has a single supplier. The creator of the 
intellectual property can sell to multiple buyers 
directly or for redistribution. It is control of the 
value chain from the creator to the user that is 
being fought over.

It is important to understand the process of 
delivering digital media and economic consid-
erations of the parties involved more than the 
actual technologies involved for the typical reader. 
Individual organizations must calculate return 
on investment (ROI) based on the cost of digital 
protection versus the number of subscribers of 
their content (Miller & Wells, 2007). Govern-
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ment involvement in mandating standardization 
of hardware to protect consumers from high 
switching costs further complicates the issues 
for profit making firms but makes it easier for 
the user. The user must recognize that intellectual 
property is not free because if no one pays for 
it then who would invest the time and effort to 
create it (Cronan & Al-Rafee, 2008). Plus, users 
must have expectation of paying something for 
access to digital materials but at not too high a 
cost (Hoffman, 2009).
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KeY teRms And defInItIons

Conditional Access: Protects content by re-
quiring certain criteria to be met before granting 

access to premium content in systems such as 
digital satellite television.

Digital Millennium Copyright Act (DMCA): 
A US copyright law, enacted in 1998, that crimi-
nalizes technologies or services that are meant 
to circumvent digital content protections such as 
digital rights management systems.

Digital Rights Management (DRM): Tech-
nologies used to control access to digital assets.

Digital Video Broadcasting Project (DVB): 
An industry-led consortium of over 250 organi-
zations committed to designing open technical 
standards for digital television and data services.

Digital Watermarking: A security method that 
embeds unique identifying data in a multimedia 
file. For example, a digital watermark could be 
added to an image file to indicate who owns the 
copyright.

Steganography: A method used to protect 
secret digital communications by hiding objects 
inside multimedia files.
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IntRoductIon

Digital products are content, multimedia, or soft-
ware products that are in a digital format when 
possession is passed to the consumer. Examples 
include newspaper content, magazine content, 
e-books, music, movies, games, and all types of 
software. If the one who creates or develops a 
digital product cannot profit from his or her work 
by selling the product to someone else, then there 
is little incentive to invest the time and resources 
to develop new creative works. The framers of the 

U.S. Constitution recognized the importance of 
promoting this creative and expressive process and 
gave Congress the power to “promote the Progress 
of Science and useful Arts, by securing for limited 
Times to Authors and Inventors the exclusive right 
to their respective writings and discoveries” (U.S. 
Constitution, Art. I, § 8). The U.S. Congress and 
the individual state governments have used this 
power to create a series of intellectual property 
laws to protect inventive and artistic creativity.

Beyond the protections afforded by law, there 
has always been a second, more practical constraint 
on the unauthorized reproduction and distribution 
of creative works. This second constraint can 

AbstRAct

Companies that deal in products in a digital format, such as magazines, newspapers, e-books, music, 
movies, games, or software, face unique legal challenges because they attempt to earn a profit by selling 
or licensing material that is easily copied and inexpensive to reproduce. This chapter discusses the four 
general categories of intellectual property law—patents, trade secrets, trademarks, and copyrights—and 
describes how each applies to products in a digital format. This chapter ends with a brief discussion of 
the changing societal norms toward copyright infringement for digital products and possible directions 
for future research.
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be loosely classified as the technological and 
mechanical impediments to the physical process 
of reproducing the creative work (Menell, 2002). 
Stated more succinctly, unauthorized reproduc-
tions are encumbered because it is difficult to 
produce an identical copy of the original work in 
an economical fashion. However, recent advances 
in digital technology have virtually eliminated this 
constraint for many creative works.

Prior to the late 1980s, many creative works 
were reproduced using analog technologies. 
Analog technologies reproduce a creative work 
by deforming a physical object (such as paper or 
film) in such a manner to convey an image, audio 
frequency, or light intensity (Menell, 2002). Ana-
log technology platforms impede unauthorized 
reproduction and distribution because the second 
comer must copy the creative work from an exist-
ing copy (a process which inevitably results in a 
work of lesser quality) and reproduce the copied 
work onto another physical object (which must 
be purchased or created). Digital technology 
eliminates both the cost of purchasing the physi-
cal media and the innate quality degradations that 
arise when copying from a physical media. By 
encoding creative works in binary form, digital 
computers allow for perfect reproductions across 
unlimited generations of reproductions (Menell, 
2002). Also, because the work may be transmitted 
without transferring it to a physical media, there 
is little or no additional cost for each additional 
copy and such copies can be distributed without 
cost via the Internet.

Because there are no technological or mechani-
cal impediments to the unauthorized reproduction 
and distribution of creative works which have been 
converted into digital products, there is increased 
pressure to limit such unauthorized reproductions 
through legal constraints. This chapter will discuss 
the existing legal constraints by introducing the 
four categories of intellectual property law—pat-
ents, trade secrets, trademarks, and copyrights. 
This chapter will describe each category of intel-
lectual property law and describe how these laws 

apply to products in a digital format. This chapter 
also includes a brief discussion of the changing 
societal norms toward copyright infringement of 
digital products and possible directions for future 
research.

patents

A patent is a grant from the U.S. federal govern-
ment that gives the inventor the exclusive right to 
make, use, or sell an invention for a limited period 
of time. A patent holder can prohibit others from 
using any product that is substantially similar 
and recover damages from anyone who uses the 
product without permission. Patents for inventions 
are valid for twenty years. Design patents (a patent 
granted on the ornamental design of a functional 
item) are valid for fourteen years. Once the pat-
ent period expires, the invention or design enters 
the public domain, which means that anyone can 
produce or sell the invention without paying the 
prior patent holder.

Unlike some other forms of intellectual prop-
erty, patent rights do not arise once the invention 
is created. A patent is only acquired by filing an 
application and receiving approval from the U.S. 
Patent and Trademark Office. According to the 
U.S. Code, the patent application must “contain 
a written description of the invention, and of the 
manner and process of making and using it, in such 
full, clear, concise, and exact terms to enable any 
person skilled in the art to which it pertains... to 
make and use the same” (35 U.S.C. §112). Once 
approved, the patent owner can earn a profit by 
making, using, and selling the invention or by 
selling the patent or by licensing others to use 
the patent.

Patent holders own the exclusive rights to 
use and exploit their patents. A party who makes 
unauthorized use of a patented invention is li-
able for infringement. The holder of the patent 
must prove that the infringement occurred. If 
successful, the patent holder can recover mon-
etary damages equal to a reasonable royalty on 
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the sale of the infringed articles as well as other 
damages associated with a loss of customers. The 
successful plaintiff can also obtain a court order 
requiring the destruction of the infringing article 
and an injunction preventing the infringing party 
from infringing again. If the court determines the 
infringement was intentional, the court has the 
discretion to triple the amount of actual damages. 
Monetary damages in patent infringement lawsuits 
can be substantial. For example, in 1990, NTP 
Inc. developed and patented a method to deliver 
email wirelessly, but never released a product 
utilizing the technology. Later, when Research 
in Motion’s (RIM) BlackBerry device utilized 
a similar technology, NTP notified RIM of its 
patent and requested a licensing fee. When RIM 
failed to meet NTP’s demands, NTP filed suit to 
protect its patent rights. After years of litigation, 
RIM eventually paid NTP $612.5 million to settle 
the suit (Heinzel, 2006; Ewalt, 2005). In another 
case, Microsoft was sued for patent infringement 
for allegedly implementing another company’s 
patented digital rights management technology. 
Microsoft eventually settled the case for approxi-
mately $440 million (Clark, 2004).

In order to be approved, a patent applicant 
must demonstrate that the subject matter of the 
proposed patent is novel, useful, and not obvi-
ous (35 U.S.C. §§ 102, 103). Patentable subject 
matters may include mechanical, electrical, or 
chemical inventions, processes, compositions of 
matter, or improvements to existing machines, 
processes, or compositions of matter. It may also 
include things such as designs for an article of 
manufacture, certain forms of plants, and living 
material invented by a person. Absent from the 
list of patentable matters are most of the more 
traditional forms of digital products such as 
newspaper content, magazine content, e-books, 
music, and movies. However, patents are available 
for one key digital product—software (Delta & 
Matsuura, 2009: § 7.02).

Years ago, it was difficult for developers and 
manufacturers of software to obtain patent pro-

tection because the basis for software was often 
mathematical equations or formulas, which are 
not patentable. Therefore, there was some doubt 
as to whether computer programs were novel and 
not obvious. However, in 1981 the U.S. Supreme 
Court decided that it was possible to obtain a 
patent for a process that incorporates a computer 
program (Diamond v. Diehr, 1981). As a result 
of this key decision, patents for software-related 
inventions are now allowed so long as the equa-
tions or formulas within the software are applied 
in a useful manner. As discussed below, software 
may also be protected under copyright law.

Recently, the rapid expansion of patentable 
subject matter has come under judicial scrutiny. 
In one recent case, an inventor filed an unsuc-
cessful application to patent a method of encod-
ing additional information on electronic signals 
emitted from digital audio files. Even though the 
process was very useful, the court ruled that it 
was not patentable because the signal was not a 
mechanical, electrical, or chemical invention or 
a process, a machine, or composition of matter 
(In re Nuijten, 2007). In another case, the Federal 
Circuit cut back on the scope of patentable subject 
matter by limiting process patents to either physical 
transformations or use tied to a particular machine. 
The U.S. Supreme Court recently agreed to review 
the Federal Circuit’s decision in this case. If the 
Supreme Court decides to address the limits of 
patentable subject matter, it will be its first decision 
on the scope of patentable subject matter in more 
than 28 years. This decision could have profound 
implications for patent law, and in particular for 
process and software patents (Webster, 2009).

trade secrets

The Uniform Trade Secrets Act defines a trade 
secret as information that derives actual or inde-
pendent economic value because it is not generally 
known to others and is the subject of reasonable 
efforts to maintain its secrecy (National Confer-
ence of Commissioners on Uniform State Laws, 
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1985: § 1(4)). Stated another way, a trade secret 
is valuable secret information that makes an indi-
vidual company unique and would have value to 
a competitor. Under this broad definition, a trade 
secret could be anything from a customer list, to 
a marketing technique, to the secret formula for 
Coca-Cola. Other common examples of trade se-
crets include processes, plans, or procedures that 
make a product more desirable to the consumer.

For digital technology companies, several 
different software techniques classify as trade 
secrets. This could include methods of data analy-
sis and data storage as well as graphics display 
and encryption techniques. For example, some 
software companies operate under a proprietary 
business model in which their commercial prod-
ucts are provided only in binary form. They treat 
their source code as a valuable trade secret and 
resist disclosing it to any customer or outsider 
(Landy, 2008).

A company could chose to patent some types 
of trade secrets. However, the company may be 
reluctant to do so because patent registration 
requires that the trade secret be disclosed pub-
licly. Also, patent protection expires after twenty 
years. Because there is no set time limit on the 
protection available for trade secrets and there is 
no requirement to reveal the secret to the public, 
computer software producers have an incentive 
to treat their works as trade secrets (Scott, 2007).

Trade secret law protects against wrongful 
appropriation, disclosure, or use of trade secrets. 
The owner of a trade secret can obtain a court 
order mandating that another party stop using 
the trade secret and receive civil damages if the 
trade secret was acquired by improper means. 
Examples of improper means could include blatant 
acquisitions through theft, trespass, wiretapping, 
or fraud. Acquisition by improper means could also 
include situations where the other party acquired 
it from a party who is known or should be known 
to have obtained it by improper means. This could 
include inducing an employee or former employee 
of another company to reveal trade secrets (Scott, 

2007). Wrongful appropriation does not include 
the act of replicating a trade secret by independent 
invention or reverse engineering. Reverse engi-
neering is the process where an individual takes a 
known product and works backward to determine 
how the product was made. Contracts for the sale 
or license of software and hardware often contain 
broad prohibitions against reverse engineering. 
Therefore, while technically permitted under trade 
secret law, reverse engineering could lead to civil 
liability under contract law.

Anyone who misappropriates a trade secret 
is liable to the owner for actual damages (lost 
profits) or a reasonable royalty for the improperly 
obtained profits. In addition, if the misappro-
priation was willful or malicious, the court may 
award attorney’s fees and double the damages. In 
1996, Congress passed the Economic Espionage 
Act (EEA) which makes it a criminal offense to 
steal trade secrets “related to or included in a 
product that is produced for or placed in inter-
state or foreign commerce” (18 U.S.C. §1832). 
The act broadly defines theft to include all types 
of conversion of trade secrets. This includes: (1) 
stealing, obtaining by fraud, or concealing such 
information; (2) copying, duplicating, sketching, 
drawing, photographing, downloading, upload-
ing, photocopying, mailing, or conveying such 
information without authorization; (3) purchasing 
or possessing a trade secret with knowledge that 
it has been stolen.

Criminal punishment for thefts of trade secrets, 
attempts to steal trade secrets, or conspiracies 
to steal trades secrets includes fines and impris-
onment for up to ten years. Organizations that 
violate the EEA are subject to fines of up to $5 
million. In a recent case, a former employee of 
Coca-Cola was convicted and sentenced to eight 
years in prison for conspiring to steal Coca-Cola 
trade secrets and sell them to PepsiCo for $1.5 
million. The employee was caught when PepsiCo 
notified Coca-Cola that it had received a letter of-
fering to sell the trade secrets. Coca-Cola notified 
federal authorities, who eventually instituted a 
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sting operation to catch the former employee and 
her accomplice (United States v. Williams, 2008). 
Absent such compelling evidence of a conspiracy 
to steal a trade secret, prosecutors are much more 
likely to pursue a violation of the EEA if the theft 
of trade secrets was coupled with other criminal 
activity such as an illegal wiretap, a break-in, or 
a theft of physical property (Landy, 2008).

trademarks

A trademark, according to the Lanham Trade-
Mark Act, is any word, name, symbol, or device 
or combination thereof adopted and used by a 
manufacturer or merchant to identify his or her 
goods and distinguish them from goods manu-
factured or sold by others. A trademark could 
be, among other things, an advertising slogan, a 
jingle, a specific package design, or a logo. Simi-
larly, the screen display and website containing a 
company’s products in a digital format are covered 
by trademark law (Scott, 2007).

Trademarks are valuable assets for a business. 
A distinctive trademark allows a business to build 
a reputation in the goods and services it sells be-
cause trademarks enable the public to recognize 
that particular goods or services originated from 
a particular company. A distinctive trademark 
ensures that the trademark owner, and not an 
imitating competitor, will profit from the sale of 
a desirable product or service. If another party 
attempts to use confusingly similar elements and 
causes market confusion, a trademark infringe-
ment occurs.

Trademarks come into being through actual 
use, not necessarily registration. By using a “mark” 
on goods or displaying it in connection with of-
fered goods or services, a company can acquire 
trademark rights. The first person to use a mark in 
commerce owns it. Once the seller of a product or 
service uses a mark in commerce or forms or has a 
bona fide intention to do so in the next six months, 
he or she may apply to register the mark with the 
U.S. Patents and Trademark Office (PTO). The 

PTO will review the application for distinctive-
ness. If the PTO denies the application, the denial 
may be challenged in a court of law. Likewise, 
the PTO’s decision to grant an application may 
be challenged by a third party who believes that 
it would be injured by the registration of the mark 
(Scott, 2007: § 4.17).

Registered trademarks are placed on the Princi-
pal Register of the PTO. This registration provides 
the registrant with several benefits:

1.  It gives the registrant the exclusive right to 
use the mark nationwide;

2.  It provides constructive notice to the public 
of the registrant’s claim of ownership of the 
mark and serves as a public record putting 
later users on notice of the registrant’s su-
perior rights;

3.  The PTO will refuse to register closely related 
marks used in connection with similar goods 
or services;

4.  The holder of a registered trademark gen-
erally has the right to use it as an Internet 
domain name;

5.  It gives the holder the ability to prevent 
importation of infringing foreign goods.

Trademarks, like patents, should be registered 
in each country where protection is sought. In 
the U.S., priority is given to the first party to use 
the trademark. In most other countries, priority 
is given to the first party who files an applica-
tion to register the trademark. Therefore, early 
registration is crucial for companies planning to 
offer products or services abroad.

A trademark registration is initially valid for 
ten years. The owner can renew the trademark for 
an unlimited number of ten year terms so long as 
the mark is still in use. Once a trademark has been 
obtained, the owner must take additional steps to 
ensure that the rights to the trademark are not lost. 
Trademarks may be “abandoned” if they are not 
used for three years.
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Companies must be diligent to keep their 
trademarks from becoming generic because trade-
mark protection will be lost if a trademark loses 
its distinctiveness and can no longer be used to 
distinguish one product from another. The terms 
“yo-yo,” “escalator,” “trampoline,” “nylon,” and 
“mimeograph” were once trademarks, but the 
widespread and generic use of these terms led to 
an environment where there was no way to dis-
tinguish one product from another. When people 
begin to use a trademark in a generic fashion, the 
trademark owner should take affirmative steps 
to retain exclusive rights to the trademark. For 
example, the Xerox Corporation has successfully 
protected its trademark of the word “Xerox” in 
the United States through an aggressive public 
relations campaign stressing that the term is an 
adjective describing its products and services, 
rather than a verb.

Courts have also extended trademark protec-
tions to include the packaging or dressing of a 
product. The “trade dress” of a product relates 
to the total image of the product and can include 
the color of the packaging, the configuration of 
the goods, and even the overall appearance of a 
business. In one case, the Supreme Court held that 
a Mexican restaurant was entitled to protection 
under the Lanham Act for the shape and general 
appearance of the exterior of its building as well 
as for the other features reflecting the total im-
age of the restaurant such as its décor, menu, and 
server’s uniforms (Two Peso, Inc. v. Taca Cabana, 
Inc., 1992).

A trademark is infringed when, without the 
owner’s consent, another party uses the same or 
substantially similar mark in connection with the 
sale of goods or services. The test for trademark 
infringement asks whether an ordinary buyer 
would believe that both products or services 
came from the same source. The key element is 
the “likelihood of confusion” of the product or 
service. The court will determine whether the two 
marks are sufficiently alike to cause consumers to 
be confused as to their source or origin. The two 

marks do not have to be exactly alike, just close 
enough to be confusingly similar. For example, 
in 2009 a jury awarded Adidas nearly $305 mil-
lion in damages for Payless Shoesource Inc.’s 
violation of Adidas’s trademark for three-stripe 
shoes. Payless Shoesource Inc.’s claim that it did 
not violate the trademark because its shoes had 
two or four stripes, rather than three stripes, was 
unsuccessful (Ford & Ratoza, 2008).

Under the Federal Trademark Dilution Act of 
1995 (FTDA), trademark owners can successfully 
sue to prevent others from using a trademark in a 
way that dilutes its value, even though consumers 
would not be confused about the origin of the prod-
uct. The FTDA also prevents others from using a 
trademark in a way that tarnishes the trademark by 
association with unwholesome goods or services. 
For example, Toys “R” Us successfully sued a 
company that was selling sexual devices and 
clothing on the Internet under the domain name 
Adults “R” Us. The court found that Toys “R” 
Us family of marks were famous and distinctive 
and were established well before the defendants 
began identifying themselves as Adults “R” Us 
(Toys “R” Us, Inc. v. Akkaoui, 1996).

Courts protect trademarks against infringement 
by issuing injunctions, compensating the owner 
for damages, taking away the infringer’s profits, 
and in some cases ordering the infringing party 
to pay the trademark owner’s attorney fees. In the 
above mentioned case, the court awarded a pre-
liminary injunction to stop the use of Adults “R” 
Us and ordered that the defendants immediately 
discontinue use of any Internet web site address 
or domain name that would infer any connection 
to Toys “R” Us.

trademarks as domain names

Domain names are not expressly reserved for a 
company that owns a trademark similar to the 
domain name. Instead, domain names are granted 
on a first-requested, first-served basis. Not surpris-
ingly, conflicts arise between one party’s claim 



38

Legal Issues Facing Companies with Products in a Digital Format

of trademark rights and another party’s claim of 
right over a domain name. Many of these conflicts 
are covered by the Anticybersquatting Consumer 
Protection Act of 1999 (ACPA).

The ACPA authorizes a trademark owner to 
institute civil action against any party who, hav-
ing a “bad faith intent to profit” from the owner’s 
mark, registers, sells, purchases, licenses, or 
otherwise uses a domain name that is identical 
or confusingly similar to the owner’s mark. The 
ACPA does not define what constitutes “bad faith 
intent.” Instead it lists several factors that courts 
can consider when deciding whether “bad faith 
intent” exists. Proof of this “bad faith intent” 
could be a defendant’s intent to divert consumers 
from the trademark owner’s online location to a 
site that could harm the mark owner’s reputation. 
Proof of “bad faith intent” could also be that the 
defendant offered to sell the domain name to the 
mark owner without having used, or intended to 
use, the domain name in the offering of goods 
or services. If the trademark owner successfully 
proves its cybersquatting claim, the court may 
order the domain name transferred to the trademark 
owner. The court may also order the defendant to 
pay the trademark owner’s actual damages plus 
profits attributable to the defendant’s use of the 
domain name (Delta & Matsuura, 2009).

In one prominent case, the wine maker Ernest 
and Julio Gallo requested that Spider Webs Ltd., 
a domain-name speculator that owned numerous 
domain names consisting of famous company 
names, release or transfer the domain name “er-
nestandjuliogallo.com” to Gallo. When Spider 
Webs refused to do so, the winery filed suit under 
the ACPA claiming the domain name blurred or 
devalued its trademark in the name “Ernest & 
Julio Gallo.” The court agreed, finding that Spider 
Webs operated with a “bad faith intent” to profit 
because it knew Gallo had a famous mark in which 
it had built up goodwill and Spider Webs hoped to 
profit from this by registering the domain name 
and waiting for Gallo to inquire about its use. The 
court ordered Spider Webs to transfer the domain 

name to the winemaker and enjoined Spider Webs 
from using any domain name containing the word 
“Gallo” or the words “Ernest” and “Julio” in 
combination. The court also ordered Spider Webs 
to pay Ernest and Julie Gallo $25,000 in statutory 
damages for its bad faith use of the domain name 
(E. & J. Gallo Winery v. Spider Webs Ltd., 2002).

copyrights

The area of intellectual property law that has 
the most pervasive impact on digital products is 
copyright law. Copyright law governs distribut-
ing and selling copies, preparing works based on 
earlier works, and public display and performance 
of works. The recording industry, publishers, 
broadcasters, video game developers, and the 
software industry rely on copyright law to protect 
their core products and services. The following 
section details the basic principles of copyright 
law and its impact on companies that sell, license, 
or distribute products in a digital format.

The Copyright Act of 1976 is the primary 
source of copyright law in the U.S. The Copyright 
Act protects the authors of original work from 
the unauthorized use of their copyrighted mate-
rial. It protects a wide range of original works 
of authorship including books, articles, musical 
works, works of art, motion pictures, audiovisual 
works, architectural plans, sound recordings, 
lectures, and computer programs. This list is not 
exhaustive as the Copyright Act extends protection 
to “original works of authorship in any tangible 
medium of expression, now known or later devel-
oped” (Copyright Act, 1976: §102(a)). Because 
a motion picture, photograph, sound recording, 
or book can be distributed and copied in digital 
form, these digital products are controlled by 
copyright law. Copyright law also protects written 
words on a website and software programs run-
ning on a website. In 1980, Congress amended 
the original Copyright Act to specifically include 
computer programs in the list of items protected 
by copyright law. A computer program, whether 
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in object code or source code, is protected from 
unauthorized copying whether from its object 
or source code version (Apple Computer Inc. v. 
Franklin Computer Corp., 1983).

The Copyright Act gives the owner of a copy-
right the exclusive right to do and to authorize 
others to (1) reproduce and make copies of the 
work, (2) distribute copies of the work to the public 
by sale, rental, lease, or lending, (3) perform the 
work publicly, display the work publicly, or, as in 
the case of sound recordings, to perform the work 
publicly by means of a digital audio transmission, 
and (4) prepare derivative works based upon the 
work (Landy, 2008: 13). A derivative work is 
a work based upon another work. Examples of 
derivative works include, among other things, a 
sequel to a movie, an updated version of an existing 
computer program, a port of a program into a dif-
ferent software-operating system (Landy, 2008), 
a translation of an existing work, an abridgement 
of an existing work, or a movie based on a novel. 
Processing works electronically also creates 
derivative works. For example, if you process a 
digital file from a music CD to create an MP3 file, 
you have created a derivative of the original file. 
If you want to create a work based upon someone 
else’s work, you need the permission of the holder 
of the rights that your work is based on (Delta & 
Matsuura, 2009). If you create a derivative work 
without permission, you infringe the copyright 
in the underlying work. Likewise, if someone 
translates the original source language version of 
a program into a different source language, that 
translation would constitute an infringement of 
the exclusive right of translation (Synercom Tech., 
Inc. v. University Computing, 1979).

In essence, copyright law grants the copyright 
holder a legal time-limited monopoly on copying, 
distributing, and performing the work. Therefore, 
the owner of the copyright in a digital product 
has the right to exclude all others from copying, 
recording, adapting, publishing, and selling copies 
of that product. Likewise, the copyright owner 

has the right to transfer all or any one of these 
rights to another.

The Internet provides ample opportunities for 
copyright infringement beyond the traditional 
piracy of copyrighted material. For example, scan-
ning a copyrighted work and displaying that work 
on a Web site violates the copyright owner’s right 
to reproduction. Likewise, presenting copyrighted 
material on a Web site so that Internet users can 
view or listen to the copyrighted material is an 
example of infringing on the copyright holders’ 
right to public display. In 2008, Senator John 
McCain’s campaign staff created an Internet ad 
using Jackson Browne’s signature 1977 hit “Run-
ning on Empty” to promote the Senator’s bid for 
the presidency. Unfortunately, the campaign staff 
never received permission to use the song, so 
Browne filed a lawsuit to stop the infringement. 
The campaign quickly discontinued the use of 
the song and Senator McCain apologized for 
the unauthorized use. The lawsuit was eventu-
ally settled, but, as stated by Browne’s attorney, 
“People like Jackson have the right to license the 
use of their songs for political campaigns, or to 
choose not to” (Neil, 2009).

In order to be protected by copyright, a work 
must be original, creative, and fixed in a tan-
gible form. These requirements are minimal. To 
be original, the work must be the author’s own 
work, not copied from somewhere else. The 
creative element is closely tied to the originality 
of the work. The level of creativity required for 
copyright is extremely low (Atari Games Corp. 
v. Oman, 1992). To be creative, the author must 
have used some slight degree of judgment or dis-
cretion to create the work. Copyright protection 
begins automatically as soon as an original work 
is fixed in a tangible form. A work is placed in 
a tangible form when it is written or typed on a 
piece of paper, saved on a computer hard drive 
(including ROM or RAM memory), or recorded 
in some fashion. Works that have not been fixed 
in a tangible form of expression would include 
improvisational speeches or performances that 
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have not been written or recorded. For example, if 
someone creates a new song while singing in the 
shower, the song is not copyrighted. Anyone can 
use the song without permission. However, once 
that person records the song on an audiotape or a 
videotape or records it in an audio file, copyright 
attaches (Delta & Matsuura, 2009: § 6.01).

Registration with the U.S. Copyright Office 
is not necessary, though it is recommended. 
Registration involves payment of a fee and also 
involves filing a copy of the work with the U.S. 
Copyright Office. The following are some of the 
key benefits of registering a copyright:

• Registration establishes a public record of 
the copyright claim.

• Registration of a work is required before its 
author can sue for copyright infringement.

• If made before or within five years of 
publication, registration will establish 
prima facie evidence of the validity of the 
copyright.

• If registration is made before the infringe-
ment occurs, or within three months of 
first publication of the work, then, if the 
infringement was willful, the copyright 
owner can recover statutory damages and 
attorney’s fees. Otherwise, only an award 
of actual damages and profits is available 
to the copyright owner.

• Registration allows the owner of the copy-
right to record the registration with the U.S. 
Customs Service for protection against the 
importation of infringing copies.

When a work is published, the creator should 
place a copyright notice on the work. The use of a 
copyright notice is no longer required under U.S. 
law; however, there are several reasons to use a 
copyright notice (Landy, 2008: 16). For example, 
if the work is later infringed, and a proper notice of 
copyright appears on the published copy, then the 
infringing defendant will be unable to claim that 
he or she did not realize the work was protected.

A work that was created (fixed in tangible form 
for the first time) on or after January 1, 1978, is 
automatically protected from the moment of its 
creation and is ordinarily given a term lasting 
for the author’s life plus an additional 70 years 
after the author’s death. In the case of a joint 
work prepared by two or more authors, the term 
lasts for 70 years after the last surviving author’s 
death. For works made for hire, the duration of 
copyright will be 95 years from publication or 
120 years from creation, whichever is shorter. A 
work originally created and published or registered 
before January 1, 1978 is subject to rules beyond 
the scope of this text.

While copyright law protects a broad range 
of works of authorship, it does not directly pro-
tect ideas, facts, procedures, processes, systems, 
methods of operation, concepts, principles, or 
discoveries. Instead, copyright law protects the 
ways in which they are expressed. For example, 
the facts in a newspaper article are not protected 
by copyright, but the story itself is protected by 
copyright because the author’s creative decision 
as to how to arrange the presentation of those 
facts makes the story copyrightable. Therefore the 
newspaper, as the copyright holder of the story, 
has the exclusive right to sell or make copies of 
the article. However, the underlying facts or ideas 
in the article may be freely used by others.

This distinction highlights the differences 
between copyright law and other forms of legal 
protection. Patents protect the ideas themselves, 
not merely the expression of the ideas. For ex-
ample, if a company invents a new method to 
encrypt data, copyright will not stop other parties 
from making programs that use the new method 
because inventions are protected by patent law. A 
copyright on a software program with patentable 
elements would only cover the program code itself; 
it would not cover the invention or any concepts 
or methods used in the invention (Landy, 2008: 
15). Stated another way, copyright law would not 
keep a third party from independently developing 
a functionally equivalent software program. On the 
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other hand, if the original program is protected by 
a patent, there may be an infringement issue based 
upon the equivalent functions of the two programs 
(Delta & Matsuura, 2009: § 7.02). Trade secret 
law might also be applicable because protection 
of trade secrets extends both to ideas and to their 
expression. Most importantly, copyright protection 
does not preclude other forms of protection, such 
as patent protection or trade secret protection, for 
computer programs and databases.

copyrights of Works made for hire

If the work was prepared by an employee within 
the scope of his or her employment (it was a part 
of his or her job duties to create the work), then 
the employer owns the copyright to the work. 
This means the employer company is both the 
legal author of the work and the legal owner of 
the copyright. For example, if a programmer is an 
employee of a software company, that company 
will own the copyright in the programs produced 
by that programmer, unless there was an express 
agreement to the contrary or the program was not 
written within the scope of his or her employment. 
However, if the employee creates a work on his 
or her own time that is later acquired by his or her 
employer, this is not sufficient to make it a “work 
made for hire” (Scott, 2007: § 2.16).

The fighting issue in work-made-for-hire cases 
is often whether the employee prepared the work 
within the scope of his or her employment. In or-
der to establish the work was prepared within the 
scope of employment, the employer must prove 
(1) the work was the kind that the employee was 
employed to perform, (2) the work was created 
substantially within the authorized time and space 
limits of his or her job, and (3) the work was 
“actuated, at least in part, by a purpose to serve” 
the employer’s interests (Restatement (Second) 
of Agency, 1958: § 228). In software develop-
ment cases, it can be difficult to prove the work 
was created with the authorized time and space 
limits of the job because it is not uncommon for a 

programmer to work at home during times outside 
of normal work hours. Not surprisingly, a key 
question in these cases is whether the employed 
is salaried or paid on an hourly basis (Gezmer v. 
Public Health Trust of Miami-Cty, 2002).

A work made for hire may also exist if a cus-
tomer and an independent contractor enter into 
a written agreement to prepare a copyrightable 
work. The work is considered to be a work made 
for hire if it was specially ordered and the parties 
agree in writing that it is a work made for hire. 
Stated another way, if an independent contrac-
tor develops a work while under contract with a 
customer, the independent contractor will own the 
copyright, unless the contract says otherwise. The 
customer will likely only receive a nonexclusive 
implied license for the intended use of the work. 
If an independent contractor is permitted to use 
subcontractors, the independent contractor should 
be required to have written work-made-for-hire 
agreements with each subcontractor.

copyright Infringement

Unless a valid exception applies, whenever the 
expression of an idea is copied in an unauthor-
ized manner, an infringement of copyright occurs. 
The reproduction does not have to reproduce the 
original in its entirety; if a substantial portion of 
the original work is reproduced, there is copyright 
infringement. In order for a copyright owner to 
bring a suit for infringement, the copyright must 
be registered with the copyright office (unless the 
country of origin for the work is not the United 
States). At trial, the copyright owner must only 
prove it owns the copyright and the defendant 
violated one or more of the copyright owner’s 
exclusive rights.

There are four basic types of copyright in-
fringement:

1.  Direct infringement occurs when one party 
exercises one of the exclusive rights of 
copyright without consent to do so from the 
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party that owns or controls the copyright. 
For example, one party puts copyrighted 
artwork on a new line of clothing without 
obtaining permission from the copyright 
owner. Likewise, if one person purchases a 
computer program from a computer store, 
burns a copy, and then sells that copy to their 
friend, this constitutes direct infringement.

2.  Contributory infringement occurs when a 
party knowingly materially contributes to 
infringing activities. In its simplest terms, 
this occurs when one person helps an-
other person make or sell infringing copies. 
Examples could include marketing a product 
that can be used to duplicate copyrighted 
software (Cable/Home Communications 
Corp. v. Network Prods., Inc., 1990), sell-
ing a special copier with a primary use of 
copying Sega video games (Sega Enter. Ltd. 
v. MAPHIA, 1994), or marketing a product 
that can override a software vendor’s copy-
protection system even though the product 
itself does not perform any copying (Scott, 
2007). Internet search engines may also be 
liable for contributory infringement. In a 
recent case involving copyrighted images, 
the Ninth Circuit stated that a computer 
system operator could be held “contribu-
torily liable if it has actual knowledge that 
specific infringing material is available using 
its system, and can take simple measures 
to prevent further damage to copyrighted 
works, yet continues to provide access to in-
fringing works” (Perfect 10, Inc. v. Amazon.
com, 2007). This case does not suggest that 
search engines are liable if they link to web-
sites that offer infringing files. Instead, the 
fighting issue was whether search engines 
could be contributorily liable for providing 
direct means of accessing these files from 
the search results page (Boehm, 2009).

3.  Inducing infringement occurs when a party 
knowingly induces (or even encourages) 
another party to engage in direct copyright 

infringement. This method of copyright 
infringement was established in the case 
Metro-Goldwyn-Mayer Studios Inc. v. 
Grokster, LTD (2005) where the defendants, 
Grokster, Ltd. and StreamCast Networks, 
Inc., distributed free software that allowed 
computer users to share electronic files 
through decentralized peer-to-peer networks. 
Hundreds of thousands of files were shared 
each month. MGM and other copyright own-
ers sued Grokster and StreamCast alleging 
they were violating the copyright law by 
knowingly and intentionally distributing 
their software to users who would reproduce 
and distribute copyrighted works illegally. In 
review of a motion for summary judgment, 
the Supreme Court held that “one who dis-
tributes a device with the object of promoting 
its use to infringe copyright, as shown by 
clear expression or other affirmative steps 
taken to foster infringement, is liable for the 
results acts of infringement by third parties.” 
The court pointed out that mere knowledge 
of infringing potential was not enough to 
attach liability. Instead, the inducement rule 
premises liability on purposeful, culpable 
expression and conduct.

4.  If a party has the right and ability to supervise 
a direct copyright infringement and has a 
direct financial interest in the infringement, 
they may be liable for vicarious infringe-
ment. For example, a court held that the own-
ers of a flea market, who had knowledge that 
infringing goods were being sold by vendors 
renting the booths, were vicariously liable 
for the underlying infringement because they 
had control over the direct infringers and had 
a direct financial interest in the infringing 
activity (Fonovisa, Inc. v. Cherry Auction, 
Inc., 1996).

The copyright owner need not provide direct 
proof that a work was copied. All that is needed 
is evidence that the alleged infringer had access 
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to the copyrighted work and his or her work is 
substantially similar to the copyrighted work 
(E.F. Johnson Co. v. Uniden Corp. of America, 
1985). To make it easier to prove that software 
was copied, useless pieces of software code may 
be embedded within a program. If the allegedly 
infringing copyright contains the useless code, 
this is powerful evidence that the original code 
was copied (Bagley and Dauchy, 2008).

The following remedies may be awarded in a 
copyright infringement case: (1) an injunction to 
make the infringer stop infringing, (2) impound-
ment and possible destruction of the infringing 
articles; (3) actual damages, plus profits made by 
the infringer that are additional to those damages, 
or statutory damages of at least $750 but no more 
than $30,000 ($150,000 if the infringement was 
willful); and (4) reasonable attorney fees. Because 
of the short market life of many software packages 
when compared to the lengthy litigation process, 
pre-trial relief by way of a temporary injunction 
is often very important. If the plaintiff receives 
a requested pre-trial injunction, he or she stops 
the defendant from selling, distributing, or using 
the software in question for the duration of the 
litigation. At that point the defendant may stop 
defending the suit because, win or lose, the soft-
ware will likely have little value by the time the 
litigation has run its course.

Prior to 1997, criminal penalties under copy-
right law could only be imposed if unauthorized 
copies were exchanged for financial gain. How-
ever, much piracy of copyrighted digital products 
was not done for profit. Unauthorized copies were 
made and distributed simply to share with oth-
ers. In 1997 Congress enacted the No Electronic 
Theft (NET) Act extending criminal liability for 
the piracy of copyrighted material to persons who 
exchange unauthorized copies of copyrighted 
material valued at more than $2500 even though 
they realized no profit from the exchange. The 
criminal penalties for violating the act include 
fines and up to five years of imprisonment.

The Family Entertainment and Copyright Act 
of 2005 established criminal penalties for willful 
copyright infringement by the distribution of a 
musical work, computer program, motion picture, 
or other audiovisual work, or sound recording 
being prepared for commercial distribution by 
making it available on a computer network ac-
cessible to members of the public, so long as the 
person knows or should have known the work was 
intended for commercial distribution. The criminal 
penalties are a fine and/or imprisonment for up 
to three years. If the infringement was done for 
commercial advantage or private financial gain, 
then imprisonment may be imposed for five years.

fair use of copyrights

Not all unauthorized copying of copyrighted 
material constitutes an infringement. The doctrine 
of “fair use” is an affirmative defense to a copy-
right infringement claim. The rationale for this 
doctrine is that there is some copying where the 
social benefit of copying outweighs the benefit of 
copyright protection. The most influential court 
case addressing the doctrine of fair use involved 
whether the manufacturers of videotape recorders 
were contributory copyright infringers because 
customers bought the machines to record copy-
righted television programs. The U.S. Supreme 
Court held that home recording for the purpose of 
“time shifting”—recording so that the television 
program could be viewed at a later time—was a 
fair use and the manufacturers of the videotape 
recorders were therefore not liable as contributory 
infringers because the machines had a “substantial 
non-infringing use” (Sony Corp. v. Universal City 
Studios, Inc., 1984).

The Copyright Act describes various purposes 
for which the reproduction of a particular work 
may be considered “fair use,” such as criticism, 
comment, news reporting, teaching, scholarship, 
and research (Copyright Act, § 107). It also sets 
forth four factors to consider when determining 
whether or not a particular use is fair:
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1.  The purpose and character of the use, in-
cluding whether such use is of a commercial 
nature or is for nonprofit educational pur-
poses. If the use is for commercial purposes, 
it is less likely to be found to be fair use. 
If the copying is done for commentary or 
criticism, it is more likely to be found to be 
fair use. However, this factor “is not an all-
or-nothing matter” (Nihon Keizai Shimbun, 
Inc. v. Comline Bus. Data, Inc., 1999). The 
commercial or non-commercial nature of 
the use is not determinative. It is but one of 
the four factors the court will consider when 
determining whether the use constituted fair 
use. (Campbell v. Acuff-Rose Music, 1994).

2.  The nature of the copyrighted work. This 
factor relates to the kind of work the alleged 
infringer is copying. In general, works that 
are creative, such as songs, stories, and po-
ems, are afforded more protection than items 
that are factual, such as new reports. Court 
have generally held that computer software 
and most online content are creative works 
entitled to strong protection (Scott, 2007).

3.  The amount and substantiality of the portion 
used in relation to the copyrighted work as 
a whole. There is no specific number of 
words, lines, or notes that may safely be 
taken without permission. However, copying 
a small portion of a work is more likely to be 
deemed fair use. Similarly, a low-resolution 
production of a digitized picture (a thumbnail 
picture) is more likely to be fair use than a 
reproduction of the picture in its original 
resolution (Perfect 10, Inc. v. Amazon.com, 
Inc., 2007).

4.  The effect of the use upon the potential market 
for, or value of, the copyrighted work. If ac-
tual or potential sales are not going to be hurt 
by the use, then the copying is more likely 
to be deemed fair use. As stated by the U.S. 
Supreme Court, this factor is “undoubtedly 
the single most important element of fair 

use” (Harper & Row Publishers v. Nation 
Enterprises, 1985).

In one case, the courts rejected a video mak-
er’s attempt to profit from the fair use doctrine. 
Passport video produced a sixteen hour video 
documentary of Elvis Presley’s life and sold the 
videos commercially for profit. Approximately 
5 to 10 percent of the videos were comprised of 
copyrighted music, movies, and television ap-
pearances owned by copyright holders other than 
Passport. Passport did not obtain permission to 
use those copyrighted works. Elvis Presley En-
terprises, Inc. and various other companies and 
individuals owning these copyrights sued Passport 
for copyright infringement. Passport defended 
the lawsuit by arguing its use of the materials 
constituted fair use. The U.S. District Court 
disagreed and ordered Passport to stop distribut-
ing the videos. Passport appealed, claiming the 
videos consisted of scholarly research that would 
be protected as fair use. The Ninth Circuit Court 
of Appeals rejected this argument and affirmed 
the district court’s decision. The court found that 
Passport’s use of the copyrighted material caused 
market harm to the copyright holders because it 
would act as a substitute for the original copyrights 
and deny the copyright holders the value of their 
copyrights. The court of appeals held that the use 
of the copyrighted materials was not fair use, but 
instead was copyright infringement (Elvis Presley 
Enterprises, Inc. v. Passport Video, 2003).

Several courts have analyzed the application of 
the fair use doctrine to file-sharing software and 
services. Most courts have concluded that pro-
viding such file-sharing software, when coupled 
with evidence that the defendants encouraged 
the downloading of copyrighted materials, is not 
shielded by the fair use doctrine and therefore 
constitutes copyright infringement (Scott, 2007: 
2-336).

The fair use doctrine should not be confused 
with the concept of public domain. Works that are 
not subject to copyright, or no longer subject to 
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copyright, are referred to as works in the public 
domain. Because works in the public domain 
lack copyright protection, there is no need to 
get permission to use them. It is often difficult 
to discern whether a work is truly in the public 
domain. Public display of a work does not mean 
that the work is in the public domain. Likewise, 
creative materials available publicly on the In-
ternet are not necessarily in the public domain. 
Generally, material is only in the public domain 
if the copyright for that material expired or if the 
material was not copyrightable in the first place.

transfers of copyrights

The first sale doctrine permits a person who owns 
a lawfully made copy of a copyrighted work to sell 
the copy to another party. The purchaser cannot 
reproduce the work for resale because owner-
ship of a copy does not include ownership of the 
copyright in the work itself. For example, if you 
purchase a music CD and then decide to resell 
it, that is permitted under the first sale doctrine. 
However, if you make a copy of the CD and then 
decide to sell either the original CD or copied 
CD, that constitutes copyright infringement. As 
explained below, producers of digital products 
seek to avoid the first sale doctrine by licensing, 
rather than selling, the digital product.

A license gives a person the right to do some-
thing he or she would not otherwise be permitted 
to do with someone else’s property, without trans-
ferring the actual rights to the property. When an 
owner wishes to retain some rights to or control 
over its intellectual property, a license agreement 
is commonly used. Licensing agreements grant 
limited, specific rights to use intellectual property. 
For example, McDonalds own the rights to the 
many trademarks, such as the “Golden Arches.” 
It licenses the rights to use this trademark to its 
franchisees, but the licensing agreement provides 
that McDonald’s can take back the rights to use 
the trademark if the franchisee does not use the 
trademark properly.

The opposite of a license is a sale or an as-
signment. An assignment typically transfers all of 
one’s interest in an item of intellectual property 
to a new owner. If the old owner tries to use the 
transferred rights in the intellectual property, the 
new owner can sue for infringement. For example, 
suppose that Cindy creates new software. Cindy 
then assigns the copyright in the software to a soft-
ware company. After the assignment, the software 
company has the exclusive right to reproduce and 
distribute the software. If Cindy begins selling 
the software or creates an updated version of the 
software, she will be infringing upon the software 
company’s rights as copyright owner.

Software developers will not typically sell 
their software to a customer. Instead, they will 
license the software to a customer. By doing so, 
the software developer can restrict how the soft-
ware is used and, to some extent, who can use the 
software (Landy, 2008). Most software sold to a 
mass market is sold without a signed licensing 
agreement. Instead, software developers use a 
shrink-wrap license agreement or a click-wrap li-
cense agreement. With a “shrink-wrap agreement,” 
the software contains a statement to the purchaser 
indicating that by opening the software packaging 
(tearing off the shrink wrap), the customer agrees 
to be bound by the terms written in the shrink-
wrap agreement. With a “click-wrap agreement,” 
the customer must indicate an acceptance of the 
licensing agreement before he or she is able to 
download or install the program. Some courts 
have thrown out such forms of licensing agree-
ments, but the Uniform Computer Information 
Transactions Act, which has been gaining favor 
in a growing number of states, makes such agree-
ments enforceable so long as they meet certain 
requirements (Delta & Matsuura, 2009: § 6.02).

digital millennium copyright Act

In 1998, Congress enacted the Digital Millennium 
Copyright Act (“DMCA”) to both implement 
the United Nations World Intellectual Property 
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Organization Treaty and “strengthen copyright 
protection in the digital age” (Universal City Stu-
dios, Inc. v. Corley, 2001). The DMCA contains 
several provisions that affect digital products.

The DMCA provides copyright liability protec-
tion to Internet service providers who innocently 
store or transmit infringing materials posted by 
their users. To qualify for this protection, Internet 
service provider must take down a site (or the 
infringing material on the site) when a copyright 
holder informs the Internet service provider that 
a hosted site or individual user is infringing on 
its rights. The DMCA also specifically permits 
users to make a copy of a computer program for 
maintenance of the computer and allows librar-
ies to make digital copies of works for their own 
internal use.

Most importantly, the DMCA prohibits the 
manufacture, distribution, and use of technology 
that can be used to circumvent systems that protect 
copyrighted material. This provision of the DMCA 
serves to protect the growing use of digital rights 
management to curb the rampant infringement 
of copyrighted material. Specifically, it makes 
it illegal to circumvent technological measures 
designed to protect works for either access or 
copying. This provision of the DMCA may be 
enforced through criminal prosecution or a civil 
lawsuit. For example, the U.S. Department of 
Justice used the DMCA to successful prosecute 
an individual for the sale of equipment used to 
obtain illegal access to satellite television transmis-
sions (United States v. Whitehead, 2003), and the 
motion picture industry used the DMCA to stop 
an individual from selling a software application 
that enabled copying of DVDs protected by the 
Content Scramble System (Universal City Studios 
v. Reimerdes, 2000).

futuRe ReseARch dIRectIons

Intellectual property law in the area of digital 
technology is constantly evolving through new 

legislation and judicial interpretations of exist-
ing statutory law. While the laws are constantly 
evolving, history shows that copyright laws are 
generally slow to react to technological innova-
tions. Recently, Depoorter (2009) analyzed ten 
major innovative breakthroughs that gave rise 
to significant copyright issues during the past 
forty-five years. His research found that the av-
erage time it takes to ascertain an innovation’s 
copyright status, from the time the technology 
is introduced to the time of a final resolution of 
the main copyright questions regarding this new 
technology through judicial decision or new leg-
islation, is approximately seven years.

One recent lag between technological in-
novation and legal decision demonstrates how 
extended legal battles over the applicability of 
copyright law to innovative technologies may 
change societal norms and views toward copy-
right infringement for digital products. In the late 
1990s, the introduction of file sharing software, 
alongside advanced compression technology and 
high-level bandwidth technology, led to effort-
less sharing of music on peer-to-peer networks. 
Napster first popularized this free transfer of MP3 
files in 1999. However, it took nearly two years 
before the recording industry, through legal chan-
nels, successfully forced Napster to end its file 
sharing operations (Depoorter, 2009). Even when 
Napster ceased operations, numerous other file 
sharing websites, such as Grokster Ltd., operated 
similar file-sharing technologies that operated on 
a decentralized basis. Grokster’s decentralized 
peer-to-peer file sharing technology presented 
such a unique legal challenge under existing law 
that both the trial court and the Ninth Circuit held 
that Grokster was not accountable under existing 
copyright law (Metro-Goldwyn-Mayer Studios 
Inc. v. Grokster, Ltd., 2004). Eventually, in 2005, 
the U.S. Supreme Court fashioned a new theory 
of copyright infringement when it decided that 
Grokster Ltd. was liable because it had induced 
the infringement (Metro-Goldwyn-Mayer Studios 
Inc. v. Grokster Ltd., 2005).
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While the recording industry began litigation 
against Napster in 1999, it did not begin litigation 
against individual infringers until September of 
2003 (Galluzzo, 2009). Many accused individual 
infringers settled their lawsuits, but others chal-
lenged the recording industry through proper 
legal channels. In 2009, ten years after Napster 
first facilitated the free transfer of MP3 files via 
the Internet, the first jury to consider such a case 
concluded that the individual infringer had will-
fully violated the copyrights on twenty-four songs 
and was liable for nearly two million dollars in 
damages (Des Moines Register, 2009).

Even though many of the key legal issues sur-
rounding copyrights and peer-to-peer file sharing 
have been resolved, it is not known whether the 
years of rampant copyright infringement will 
have a lasting impact on society’s views towards 
copyright law. During this time, many individu-
als grew accustom to peer-to-peer file sharing 
technology, and, not surprisingly, the years of 
unabashed music file sharing had a notable impact 
on societal norms. For example, in a 2003 study, 
only twenty percent of teenagers under the age of 
seventeen believed it was “wrong” to download 
a song without permission from its author (Press 
Release, 2003). Numerous popular commentators 
have also proclaimed that the era of copyright in 
the music industry is coming to a close (Mark F. 
Schultz, 2009) and some academic scholars have 
followed suit. One Harvard Law professor fore-
casts the end of the era of copyright as a means 
for supporting the production of music because 
peer-to-peer file sharing is “here to stay” (Benkler, 
2004). He also claims that attempts to criminalize 
“one of our most basic social-cultural practices 
will, and ought to, fail” (Benkler, 2004).

Despite the recording industry’s recent suc-
cesses against individual infringers and companies 
promoting infringement through peer-to-peer file 
sharing, the sheer magnitude of illegal peer-to-peer 
downloading activity is astounding. It is estimated 
that there are 1.3 billion illegal downloads per 
year (Kaplan, 2008). It is also estimated that 

more than half of all college students engage in 
illegal peer-to-peer downloading activity (Kaplan, 
2008). Future research should study whether 
societal norms and attitudes towards cyberspace 
copyright infringement have changed since the 
recording industry’s recent legal triumphs against 
individual infringers. Future research could also 
explore whether the younger generation’s views 
towards unauthorized reproductions of musi-
cal works also applies to other forms of digital 
products such as software and e-books. If large 
segments of society believe that a different set 
of rules should apply to digital products, there 
could eventually be enough political pressure to 
establish a new set of intellectual property laws 
for the cyberspace of the future, one that could 
be quite different from the system that currently 
governs owners and users of creative works in the 
analog world (Zimmerman, 2007).

conclusIon

Companies that deal in products in a digital format 
face unique legal challenges because they attempt 
to earn a profit by selling or licensing material that 
is easily copied and inexpensive to reproduce. 
Because there are no inherent technological or 
mechanical impediments to the unauthorized 
reproduction and distribution of creative works 
which have been converted into digital products, 
digital product company managers must rely on 
a mixture of digital rights management technol-
ogy and intellectual property law to limit such 
unauthorized reproductions. Of the four traditional 
categories of intellectual property law, copyright 
law is the most applicable to digital products.

This chapter also suggests that societal norms 
and views towards copyright infringement have 
been impacted by the extended legal battles over 
the applicability of copyright law to new digital 
technologies. For the foreseeable future, govern-
ments will continue to provide the means to suc-
cessfully protect an owner’s intellectual property 
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right. However, it is not known whether shifting 
societal norms towards copyright infringement 
could eventually lead to a substantial overhaul 
of the current copyright scheme. Digital product 
managers must be cognizant that they may be 
required to shoulder more of the burden of pro-
tecting their interests in their own creative works.
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KeY teRms And defInItIons

Digital Products: Content or multimedia 
products that are in a digital format when posses-
sion is passed to the consumer. Examples include 
newspaper content, magazine content, e-books, 
music, movies, games, and software.

Copyright: A form of legal protection provided 
to the authors of original works of authorship 
fixed in a tangible form of expression, including 
literary, dramatic, musical, artistic, and certain 
other intellectual works.

Copyright Infringement: Unless a valid 
exception applies, whenever the expression of 



52

Legal Issues Facing Companies with Products in a Digital Format

an idea is copied in an unauthorized manner, an 
infringement of copyright occurs.

Patent: A governmental grant that gives the 
inventor the exclusive right to make, use, or sell 
an invention for a limited period of time.

Trademark: A protected word, name, symbol, 
or device which is adopted and used in the trade 
of goods to indicate the source of the goods and 
to distinguish them from the goods of others.

Trade Secret: Information that, when used 
in business, has actual or independent economic 
value because it is not generally known by com-
petitors.

Work Made for Hire: An employer-employee 
relationship exception to the general rule that the 
person who actually creates a work is the legally-
recognized author of that work.
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IntRoductIon

Pricing items for sale in the Digital Age, whether 
they be information goods, services, or physical 
products is far more complex than its correspond-
ing number in traditional marketing settings. 
Nonetheless, as the population moves inexorably 
toward more interactive transactions and global 
customers become the order of the day for most 

businesses, learning to adapt to this relatively new 
medium is essential.

The Internet provides a variety of sources for 
products and services unparalleled in the history 
of commerce. Whereas before a customer in a 
large city might compare prices by going from 
one store to another in town, and then choosing 
the best deal, customers can now easily check 
multiple websites offering identical products and 
choose which one has the best price. The ordeal 
of comparison shopping with one’s feet has an 
alternative. In the case of rural buyers, or those in 

AbstRAct

Consumers have greater ability than ever to compare prices on products using the Internet. Also, infor-
mation goods can be sold at much lower prices because of greatly reduced or almost non-existent costs 
of production. However, because of the ease of pirating information goods, company pricing strategy 
must take steps to offset losses from unauthorized copies of digital goods. An overview of traditional 
pricing strategy is presented, followed with research findings of specific actions to undertake for optimal 
pricing strategy in various scenarios. Discussions of versioning, windowing, bundling and unbundling, 
with recommendations for use of each, follow. This chapter explores the pressures placed on prices, the 
strategies companies use when setting price, and provides examples and discussion of sales methods 
on the Internet for both physical and digital goods.
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foreign markets with limited choices, having no 
options at all except the local dealer or a catalog 
has been supplanted. These developments all 
point to a greater degree of price transparency, 
wherein the customer need not wonder whether 
or not they are getting the best deal possible. With 
a few clicks of the mouse, they can be relatively 
assured of an optimal exchange.

Comparisons of physical goods for best price 
are very easy on the Web. Model numbers and 
specifications are identical across suppliers and 
retailers, so the only question remaining is what 
the item costs and what the additional charges are 
for such ancillary services as shipping and han-
dling. Similarly, shopping for some commodity 
services such as airline tickets or concert tickets 
from Ticketmaster or its competitors is simplified 
on the price front. Knowing one’s destination, 
price comparisons can enable the consumer to 
choose the best option for their budget, in many 
cases eliminating a middleman’s fees.

Why is identifying and setting an optimal price 
so important to the company? Revenues from 
sales provide the capital essential to operate the 
firm. Making less money than possible will lead 
to disgruntled stockholders and a drop in stock 
prices. Declining investment generally results in 
the company being less competitive, less able to 
invest in research and development or innovations 
that ensure its continued success in the market. 
Proper pricing strategy is at the heart of financial 
success for the firm.

The chapter will proceed as follows. It will 
define what information goods are to better un-
derstand the need for a fresh approach to their 
pricing strategy. Next will be a discussion of the 
underpinnings of pricing—corporate objectives 
and their effect on pricing policy, constraints on 
pricing, influential factors and the actual methods 
chosen to set price. Within each of these functional 
areas of pricing strategy will be a discussion of 
how pricing on the Web differs from traditional 
models and what academic researchers have 
found to be optimal strategies in the digital realm. 

The chapter concludes by presenting some novel 
digital product pricing strategies that could be 
used in the future.

bAcKgRound

Information goods

The terms information goods and digital goods will 
be used interchangeably throughout this chapter. 
Such products are items that can be transmitted 
electronically to the consumer, have few or no 
variable costs related to their reproduction, and 
minimal to no distribution costs depending on 
their channel. The variety of products fitting this 
description is fairly wide. It includes the follow-
ing items: online content for news, stock quotes 
or research; software; music; entertainment such 
as movies or videogames; electronic teaching 
cases; e-books; graphics or clip art; ringtones. 
This list is expected to expand rapidly as more 
and more products are converted to digital form 
(Sundararajan, 2004).

Information goods are special in economic 
terms. While the initial cost of creation may be 
quite large—millions of dollars for a movie or 
videogame—duplication costs are extremely low. 
Also, it is quite difficult in many cases to ascertain 
the quality of a particular product. Whether one 
will like a song by an unknown artist or a movie 
can only be judged after obtaining the work for 
inspection.

Lal and Sarvary (1999) note that goods have 
both digital and non-digital attributes. The former 
are those characteristics that can be conveyed 
through the Internet and, for the most part, are 
features that can be evaluated through visual 
inspection. The Web has the ability to enlarge 
the number of digital attributes over those found 
in catalogs or even in traditional stores. For ex-
ample, samples of music can be listened to over 
one’s computer before making a music purchase. 
Non-digital attributes are such things as fit (e.g. of 
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clothing), smell, taste or freshness. While gener-
ally the competitive environment on the Internet 
results in lower prices, these researchers highlight 
circumstances when the opposite is true.

pricing objectives

The first step in discussing price is to look at 
the objectives of the corporation. Firms have 
traditionally emphasized one of three objectives 
in determining pricing strategy. These are profit 
maximization, increasing sales, and increasing 
market share.

profit maximization

Profit maximization involves gaining the most 
profit possible for each unit sold. Generally a 
short term phenomenon, it functions best when 
there are few or no substitutes for one’s product. 
Examples of this would be the pharmaceutical 
industry, where high prices are the norm while 
a product is under patent protection. Similar 
examples can be found with digital information 
products such as video games. New games are 
priced to maximize their return while the novelty 
still exists. This objective will, of course, suffer in 
those circumstances when other competitors can 
easily enter the market, reducing or eliminating 
the opportunity for excess profits. Because of the 
global nature of the Internet, wherein competitors 
can immediately see your price and challenge it 
almost as quickly, profit maximization would be 
a difficult strategy to pursue.

Increasing sales

Increasing sales can be useful in that it sends posi-
tive signals to investors. Given the vast number 
of start-ups in Internet commerce that are using 
venture capital to get established, it is important to 
the firm to be able to demonstrate that its product 
or service is indeed viable. Being able to repay 
some of the very high start-up costs is important 

if the firm is to survive. That said, the competition 
on the Internet is especially fierce, and an offering 
that is priced higher than alternatives may have 
slim chances of being selected. Thus, pursuing 
this objective often involves penetration pricing, 
discussed below, so that repeat sales in the future 
cover the minimal profits or even losses of early 
stages. The risk involved with this strategy is 
mitigated somewhat by the fact that most digital 
products have very low or non-existent variable 
costs. This approach is the model followed by 
perhaps a majority of Internet commerce firms. 
For example, AOL early on instituted a flat rate 
fee that was minimal, but designed to attract the 
greatest number of users. AOL became attractive 
to advertisers and others who sought access to 
their user base, so the minimal or non-existent 
profits from the access fees were offset by other 
revenue streams.

The same model can be followed in a B2B 
environment. Amazon, in its earlier stages of 
development, charged lower commissions to 
companies that were in its partner network. As its 
marketing power increased, it was able to raise 
those fees and still retain its connections with 
independent booksellers and others.

Success under this scenario is built on the sup-
position that, in the future, earnings will increase 
to cover early losses. This may prove elusive or 
impossible in the Internet environment because of 
the global competition one faces and the ability of 
other competitors to offer, very swiftly, similar or 
superior offerings to that of the first mover. One 
method to enhance the likelihood of success is to 
engage in versioning—product line pricing in a 
more traditional sense—where future offerings are 
superior to (and more expensive than) the entry 
level or early versions. Taking advantage of the 
tendency of people to stay with existing items 
and not seek change because of potential risks 
involved, this approach can lead to substantial 
future revenue streams. As Lal and Sarvary (1999) 
point out, with the advent of the Internet, many 
consumers will merely continue to buy what they 
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are familiar with instead of comparison shopping. 
Because the Internet obviates the need to even 
go to the store, the likelihood of enhanced brand 
loyalty is increased because the cost of making a 
trip to the store to perhaps compare other goods 
with one’s current choice is greater than merely 
buying the same item again on the Internet. In this 
instance, the price charged by the Internet retailer 
can even be higher than that in a traditional store.

Increasing market share

Sales alone are not a definitive indicator of the 
success of the company vis-à-vis its competition. 
Sales can rise merely because the entire market has 
grown, and the company may actually be shrinking 
in relation to competitors. Similarly, an economic 
downturn may cause a drop in sales that has nothing 
to do with the product or its desirability, and very 
little in the way of incentives or price reductions 
will attract the audience. An alternative objective, 
then, is seeking to increase one’s market share. 
This is determined by the proportion of the firm’s 
sales against total market sales.

One way information goods firms seek to 
create market share is by offering goods to the 
public for free or at very low prices. This benefits 
the firm in several ways. Such wide circulation 
brings favorable network effects that stimulate 
later sales and, if sheer audience size is the goal, 
attracts advertisers who wish to be seen by the 
audience. Also, the very low variable costs of 
information goods permit price setting that leads 
to higher volumes of sales through penetration 
pricing (Linde, 2009).

Increased market share brings many advan-
tages to the firm that possesses it. First, econo-
mies of scale hand the firm a cost advantage. In 
e-commerce environments, this may not be as 
obvious as in traditional firms, especially if the 
company is selling digital goods. The manufactur-
ing economies of scale would not pertain in this 
instance. Nonetheless, larger firms with more 
market share have greater pricing flexibility. The 

axiom about a million customers each generating 
a dollar of profit or one customer generating a 
million dollars in profit holds here. Customers can 
come and go, but the firm is buttressed against 
severe losses because of the sheer size of its cli-
ent base. Moreover, in an environment where 
customers expect free products or services, it is 
important to the Internet firm—blogger, search 
engine or other entity—to be able to provide a 
substantial “customer base” for use by advertis-
ers or companies that wish to sponsor a slot on a 
search engine to enhance their visibility.

Similarly, firms with greater market share 
have increased bargaining power with suppliers, 
partners and channel members. Amazon.com is 
able to charge greater fees to its syndicated sell-
ing partners. Internet stores with global audiences 
have the potential to negotiate favorable terms 
with their suppliers, benefiting the former with 
increased sales to a larger customer base and 
themselves with lower prices.

Finally, when industries are stagnant, it be-
comes important for a firm to increase its market 
share. In that manner, sales can still increase. Once 
again, Internet firms have an inherent advantage in 
this regard. Because sales declines are not gener-
ally universal across the globe, slow sales in one 
country can be swiftly offset by new sales gained 
in another market outside the home country. No 
need for setting up new factories or stores abroad.

price constraints 

There is a wide range of factors that modify how 
much a firm can charge for its goods. Among these 
are consumer demand, stage of the product life 
cycle, product line depth, economies of scale, legal 
restrictions and piracy. Most researchers adopt the 
stricture in their models of a monopolist, and we 
will continue that convention here.

The fundamental constraint on price is the 
demand for the product. According to basic eco-
nomic theory, as demand for a product or service 
increases, price will also rise. Lower demand for 
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a product results in lower prices, all else being 
equal. The degree to which a firm can raise its 
price is, to some extent, determined by the number 
of substitutes available to the consumer. When 
many substitutes exist, prices tend to be held down 
because a rise in the price of a good will drive 
consumers to seek readily available alternatives. 
This has been advanced as a fundamental expecta-
tion of lower prices resulting from Internet sales 
because consumers can so easily compare prices 
and substitute goods. Exceptions to the expected 
rule can be found in Lal and Sarvary (1999).

Where the product or service is in its life 
cycle also has an effect on what the company 
can charge. In the early stages of the product life 
cycle, prices are generally higher. Costs to the 
firm are substantial at this point—recovery of 
research and development, extensive promotion 
costs to make the public aware of the product, 
fees to retailers to induce them to carry the prod-
uct—all contribute to a higher unit cost. Also a 
factor is that sales are comparatively low at this 
stage, therefore the variable costs are higher per 
unit and the fixed costs are spread over fewer units 
as well. Finally, when a product is new and has 
few or no substitutes, the public must pay what 
the manufacturer charges or do without.

As the product life cycle progresses, prices 
tend to drop as competitors enter the market and 
more substitutes are created. In the maturity stage, 
discounting is common in an effort to keep sales 
up. When the product reaches a decline stage, 
pricing may either rise or fall. In the former case, 
there is a persistent niche market that desires 
the good and will pay a premium to obtain it 
from the few remaining suppliers. For example, 
phonograph needles are in far less demand since 
the advent of digital music. Audiophiles seeking 
such needles must needs pay the asking price or 
do without. An example from the video games 
industry might be an old version of “Donkey 
Kong”. It has been supplanted by superior games, 
but may have some nostalgic value and therefore 
limited demand. Given that the product is digital, 

there is virtually no cost to reproducing another 
copy for the consumer beyond the packaging, so 
some profits can still be made.

Price may also fall in the decline stage. De-
mand declines as products become obsolete. In 
this case, the company may seek to dispose of 
its remaining inventory and lowers price to get 
rid of remaining product before its value falls to 
zero. What value would antivirus software from 
1999 have in the current era? Thus, following a 
standard economic model, producers will seek 
to sell their goods as long as marginal revenue 
exceeds marginal cost. Given that digital products 
have extremely low marginal costs, digital enter-
tainment goods that keep some value over time, 
for example e-books, music, movies, or games, 
can continue to be sold for longer periods of time 
than most physical goods.

Having a product line to show the customer 
introduces the idea of cross-elasticity of demand. A 
consumer can compare one product of a company’s 
line with others immediately above and/or below 
it in price to get a better sense of its value. Thus, 
having a very highly priced product may increase 
the sales of items directly below it as the consumer 
believes the lower priced item to be a better value 
compared to the highly priced place-holder. Digital 
examples would be the standard movie on DVD 
and a supreme version with out-takes, additional 
scenes, interviews with the actors and so forth.

Legal constraints exist for many goods as 
well, restricting them to a more narrow range of 
prices. Companies could in the past easily charge 
different prices across international boundaries 
because the markets were physically isolated. 
With customers being able to shop globally, some 
firms are attempting to restrict what products are 
sold where in order to sustain revenues. In some 
cases, such as the EU, governments are forbidding 
firms to penalize buyers for purchasing outside 
their home territories. The ease with which such 
shopping can be accomplished on the Web is a 
cause for concern among some firms that lack 
the most cutting-edge goods or the lowest prices.
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A special point of interest that is more promi-
nent in information goods than traditional physical 
goods is piracy or unauthorized copying. Because 
digital products such as software and music are 
relatively easy to copy and, in many cases, the 
pirate can produce perfect copies for little or no 
cost, piracy has a profound effect on demand for 
the product and its ultimate price. Production costs 
will remain higher if piracy reaches substantial 
proportions, and companies may be tempted to 
raise the price of the good even further to offset 
predicted losses due to unauthorized copying. This 
approach, however, seems only to exacerbate the 
problem of piracy.

Cheng, Sims and Teegen (1997) investigated 
some of the underlying factors of piracy and dis-
cuss how it affects pricing. They note that products 
that have a short but intense usage life are more 
likely to be pirated. Hence, video games become 
boring after relatively limited but intense use and 
aficionados are prone to merely copy new games 
to save money.

Some consumers will obviously presume that 
software or digital goods are too expensive, and 
thus justify in their own minds that copying is 
permissible. This makes less sense in the case of 
free music downloads, however. Again, Cheng, 
Sims and Teegen (1997) address both of these 
cases in their study. Users seeking to test out a 
new product or who will only use it temporarily 
will be more likely to copy rather than purchase. 
Because entertainment software has a short lifes-
pan, it will remain vulnerable to piracy even if 
priced cheaply.

Khouja and Park (2008) and Sundararajan 
(2004) offer suggestions on pricing strategies in 
the face of piracy. It is a given that revenues and 
pricing power will decline in the face of piracy, 
so methods of defeating it are especially sought 
after. Sundararajan sets forth guidelines for pricing 
under the threat of digital piracy. Under low threats, 
one should price as if the threat is not present and 
adjust downward based on the value the lowest 
customer type would get if they pirated the good. 

As piracy becomes more likely, more careful value 
differentiation is called for because lowering the 
price will actually draw in some customers that 
might otherwise have been inclined to pirate the 
good. In the maturity stage of the product’s life 
cycle, desired usage levels for the product rise and 
the price is able to be increased as well. Khouja 
and Park note further that when pirates dominate 
the market and variable costs are low, price cutting 
is in order. This would appear to be the case in the 
music industry, where high quality reproduction 
of songs is easily accomplished among peers or 
from download sites. Hence, we see the 99 cent 
singles available from many distributors because 
younger users do not suffer ethical angst due to 
downloading music for free. Conversely, if ethical 
consumers dominate the market (as might be the 
case when businesses purchasing a site license 
are the target), there is less incentive to cut prices.

Influences on pricing

There are many forces that result in prices on the 
Internet being driven downward. The greatest 
and most obvious of these is consumer search 
capability. It is easier than ever for consumers 
to shop nationally or even globally for the best 
price. Aiding in this endeavor are sites like that of 
PriceScan (www.pricescan.com) where prices of 
products are listed in ascending order. This helpful 
site not only provides prices, but will also include 
vendor ratings, shipping charges and a calculator 
to enable the customer to determine the total cost 
of the good in question. Companies that cannot 
compete successfully on price are likely to be im-
mediately removed from the consumer’s selection 
set. Other shopping agents like CNET Shopper 
(http://shopper.cnet.com/) list vendors by sponsor 
rather than price in order to relieve price pressure.

A second factor that depresses Internet prices 
is the speed with which such prices are visible to 
one’s competition. Instead of the old method of 
sending an employee to check the prices of the store 
across town, one now need only visit the website 
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to see what is transpiring. Moreover, competitors 
are global, not local, intensifying the pressure to 
keep one’s prices in line with others in the trade. 
Skimming strategies, which allow one to set a high 
price initially for unique offerings, are generally 
less useful in this setting because of the ability of 
the buyer to compare prices swiftly across many 
vendors. The information good adaptation of 
skimming is windowing, which will be discussed 
in more detail further on. Penetration pricing, in 
which one lowers price dramatically at the outset 
in order to wall out contenders and attract the wid-
est range of customers, seems more prudent if the 
resources to sustain such an approach exist. With 
many digital goods, the penetration pricing model 
is quite viable, as production costs are minimal.

The majority of Internet sales take place across 
state boundaries. At least presently, that enables the 
buyer to avoid paying sales tax on the purchase. 
This is an obvious advantage that reduces the 
overall cost of the purchase by anywhere from 
3% to more than 10%. For the time being at least, 
the U.S. government has chosen to uphold this tax 
haven for buyers.

Many Internet companies, either because of the 
attitude of their investors or because of corporate 
strategy, have taken a long term view regarding 
corporate growth. With that aim in mind, low 
prices or even free offerings early on enable the 
firm to gain a great deal of buzz and the potential 
to raise their share of the market. While the aver-
age Internet user has been conditioned to receive 
offerings for free, whether it be information or 
use of the website’s service, there is a risk with 
this strategy in the long term. The assumption is 
that once brand equity and consumer satisfaction 
have been established, retention will occur even 
when the previously free items now have a price 
tag attached. A common outcome, however, is 
that once a free item is no longer free, customers 
tend to leave, undermining the idea of building 
share by the company.

The cost of goods sold online also faces 
upward pressure as well, with the outcome of 

higher prices passed on to the consumer. Lal and 
Sarvary (1999) model, in detail, circumstances 
when prices on the Internet tend to be higher. 
One factor is situation where there are few or no 
channel members whose services increase value 
and price. Channel members indeed raise prices 
by offering the value of storage close to the con-
sumer and product display, among other things. 
Consequently, when those channel members are 
not present, the Internet firm selling a physical 
product must still get that product to the consumer. 
When the channel member performs this service, 
it does so from stocks held on site, generally 
bought in large quantities and shipped in a single 
order to save costs. The Internet retailer usually 
ends up sending out each order individually to 
customers, eliminating any economies of scale 
in shipping and incurring additional charges of 
preparing the order for shipping. If the retailer 
passes this cost on to the buyer, some resentment 
may ensue as the buyer can find other sites that 
will ship for free. If the product is identical, and 
no other mitigating circumstances exist, the first 
seller loses an order. In the case of international 
orders, absorbing the cost of shipping may be 
ruinous, especially for products such as books 
with their relatively low value to weight ratio. 
This concern will not exist, of course, for digital 
products such as downloaded software, informa-
tion such as hotel prices or airline tickets.

Many websites are not readily available to 
the consumer as they are likely to get lost in the 
sea of online options for a product. Consider 
these booksellers from Amazon.com—Jerods, 
LeapYear Books and Bugs8997. While they all 
are highly rated by customers that Amazon has 
referred to them, the likelihood that any of them 
would surface in a search of book dealers that have 
a specific title is infinitesimal. Hence they rely 
on syndicated selling, in which Amazon charges 
a commission whenever a referral from Amazon 
purchases a book from the dealer. These fees run 
from 7% to 15% and may significantly inflate the 
cost of buying the object in question. Nonetheless, 
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for smaller and/or more obscure retailers, this is 
a cost that is well worth paying. The exposure 
gained from links on Amazon or other major 
shopping sites is immense, and may determine 
the difference between marginal success and a 
comfortable income for the small business owner.

Some experts argue that advertising on the 
Internet is cheaper than its traditional counterparts 
of print and broadcast. This is due to the ability 
of the Internet to more precisely target customers 
such that the advertiser only pays for those who 
actually click through—hence, no wasted reach.

Brandt Dainow of Think Metrics provides this 
example. An ad in the New York Times costs $1000 
per column inch. A $10,000, one-quarter page ad 
reaches 2 million people, of whom 100 buy your 
goods and generate $10,000. Your cost per sale 
would be $100. Google, by contrast, charges 54 
cents per visitor. With a standard two percent 
conversion rate for your website, your cost per 
acquisition is a mere $27.00. Advantage, Google.

Other elements exert pressure to keep prices 
up in Internet sales. Website development and 
maintenance is substantial. For even a small 
online retailer of airguns, annual expenses for a 
website were $45,000 on just over $1 million in 
sales. Forrester indicates that development costs 
may range up to $100,000, exclusive of the on-
going maintenance costs for hardware upgrades, 
software and other costs. Because some consumer 
desertion will occur if sites are not constantly 
updated, and changes in competitor prices and 
product offerings are more frequent on the web, 
maintenance costs for the site must be passed on 
to the consumer.

Online consumers were conditioned from the 
beginning to treat the Web as a source of free 
information. This attitude has carried over into 
other aspects of e-commerce, sometimes forcing 
companies to perform services at no cost in order 
to gain customers. Obviously, revenues must be 
generated elsewhere to offset these giveaways, 
driving overall prices upward.

pricing models

There are a number of standard pricing models 
used in traditional marketing. Variations of these 
standard approaches can also be seen in the Web 
environment. The most commonly seen pricing 
approaches are prestige pricing, price lining, 
versioning, windowing, captive product pricing, 
bundling, loss leader pricing and demand-based 
pricing. Demand-based pricing, in turn, has differ-
ent strategies that can be pursued. These include 
fixed fee vs. usage-based pricing, discounting and 
the dynamic pricing approach of yield manage-
ment pricing.

prestige pricing

Prestige pricing centers on the fact that the con-
sumer will pay a premium price for the product or 
service because the quality of the item is very high 
or because the psychological value of ownership is 
quite desirable. In the latter case, there are many 
reasons why the customer may wish to possess the 
item. One would be the status conferred by owner-
ship. Possessing a rare piece of art, fine jewelry, 
leather-bound first edition books or an expensive 
Italian sports car definitely raises one’s standing. 
This may be especially important to those aspiring 
to be part of the next higher socioeconomic group, 
hence they acquire at least some of the trappings 
of those they wish to join or emulate.

Other reasons exist to pay high prices for 
expensive goods. Some individuals may reason 
that having better quality equipment may improve 
their game. Hence, less able players may have the 
most expensive equipment available, assuming 
that using such will at least partially offset their 
lack of practice or innate skill.

Some individuals will not purchase the finest 
equipment available merely for looks, however. 
Olympic athletes, world class surgeons, Formula 
One racers and others with consummate skill can 
benefit from the best equipment there is. Their 
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abilities are such that they can wring the last bit 
of performance out of the item.

Finally, paying more can result in better use of 
one’s time. For example, business executives that 
purchase first class tickets on airlines are able to 
make the most use of their time. They can work 
more easily while on the aircraft, gain swift en-
trance and egress instead of wasting time waiting 
in line, and arrive at their destination relatively 
rested and able to perform their duties.

Prestige pricing has the same place in Internet 
sales that it does in conventional stores. There is 
always a segment of the population that is will-
ing to pay a premium price for a good. The major 
advantage of the Internet is the global reach it 
possesses, giving customers worldwide the chance 
to purchase products. Coupled with this can be 
an auction format, wherein buyers will likely bid 
up the price on a particularly desirable object, 
perhaps even beyond market value.

In the case of digital goods, prestige pricing 
might be feasible in more than one way. For ex-
ample, the new video game Halo 3 ODST comes 
in both the conventional and the collector’s edi-
tion. The latter is $99.99 compared to the $59.99 
standard version. Additional features are included 
with the deluxe model, making it more desirable 
despite the higher price. Too, hard-core gamers 
are more likely to be attracted to the high-end 
version and willing to pay the price premium. The 
consumer surplus generated by the deluxe model 
sales helps to subsidize the lower priced version 
and offset some potential losses from piracy.

A combination of good and service can also 
fetch a premium price. Publishers of journals can 
provide the abstract alone for free, while subscrib-
ers get the full article and additional search options 
to help with their research. Data providers such 
as Mediamark Research or Hoover’s allow free 
use of slightly older data or limited information, 
but provide paid subscribers with a full range of 
additional information and supplementary services 
(Venkatesh & Chatterjee, 2006).

price lining and Versioning

Price lining occurs when products or services are 
priced at discreet levels, with gaps between each 
level. The implication is that, with each step up in 
price, the quality or number of features increases 
and hence justifies the greater expense to the con-
sumer. For example, a manufacturer sells shirts 
under its label at $34.95, $49.95 and $109.95. 
There is an obvious gap in the line that could be 
filled with a $79.95 shirt. Utilizing the principle 
of cross-elasticity of demand, the most expensive 
shirt increases the demand of the new shirt beyond 
what it would be if the $79.95 model were the top 
of the line. Even though the most expensive shirt 
may sell low volumes, the cost of producing it is 
more than covered by the increased sales of the 
lower priced items. Similarly, Corvette serves as 
a desirable car to GM mostly in that it greatly 
increases the sales of Camaros. A 2009 Z06 is 
priced at $64,000 and gets few buyers. However, 
the certainty that some of the engineering skill 
and product features such as the engine may be 
had in slightly less exotic form in a Camaro for 
no more than $27,000 is appealing and makes it 
worthwhile to offer the high end model, even as 
a loss leader.

Versioning is digital goods’ equivalent of price 
lining. Newer versions of software, games or in-
formation are continuously being produced. When 
several of these items are available at the same 
time, price lining can take place with the oldest 
(or least sophisticated) version being available for 
the lowest price. In this environment, many buyers 
will see the comparison table for, say, McAfee 
Antivirus and decide that the least expensive ver-
sion carries with it too many potential hazards. 
Thus the step up to the next level of protection is 
not as great as the perceived price would be if the 
intermediate version were all that were offered.

Versioning plays an important role in address-
ing the needs of various customer segments and 
maximizing profits by matching customer value 
with price. TurboTax has a free version for those 
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doing 1040 E-Z, Deluxe ($29.95) for personal 
use, Premier ($49.95) for those with investments 
or rental property, as well as higher versions for 
business users (http://turbotax.intuit.com/). Each 
subsequent version has more features available to 
provide more utility to the consumer in exchange 
for a higher price.

Linde (2009) notes that at least three versions 
of the product are optimal. If only two versions 
exist, customers often choose the less expensive 
version. If three are present, customers will tend to 
purchase the middle product. More discriminating 
customers will gravitate toward the highest priced 
item, while introducing a high quality mid-range 
option will encourage low-end buyers to trade up 
to a more profitable version. Types of versioning 
that are used in information goods sales include 
up-to-dateness, availability of the information, 
scope of work, perceived friendliness and pro-
cessing speed.

Versioning can also be helpful in maintaining 
relationships with one’s traditional retailers as 
well. For instance, in order not to alienate magazine 
distributors such as newsstands or bookstores, it 
is common for the Internet source to have special 
content restricted to it that is not replicated by the 
paper version. Pricing the Internet version can 
take many forms in this case. It can be bundled 
with the paper subscription, either at the regular 
price or at a premium price. It can also be sold 
in separate packages, with the Internet version 
being priced at a slight premium over the paper 
version because of its greater depth of content, 
ease of retention for future use, and other features 
that cannot be found in the paper version, such 
as links to related articles on the Web or access 
to archived material on demand (Venkatesh & 
Chatterjee 2006).

Wu and Chen (2008) look at versioning as 
a tool to combat piracy. They address the issue 
of how to design versioning strategy, how many 
different quality levels to offer, and at what price. 
They note that selling a significantly lower priced 

and limited capability version of products can 
capture low end markets that otherwise would be 
inclined to pirate software. Their suggestion is to 
design for the high end of the market first and then 
downgrade to pursue other segments. Reinforcing 
the findings of other research, they argue for a 
single version policy when piracy is not a threat, 
and dual versions (one high for price insensitive 
customers and one low for those inclined to pirate) 
when piracy is likely.

Windowing

This concept comes from TV and film media and 
was described by Owen and Wildman (1992). As 
explained by Linde (2009), windowing involves 
the staged introduction of a product in different 
forms, at different times. The goal of this strategy 
is to extract the full profit potential of the product 
by optimally pricing each of the various forms 
and divining the timing for each new introduction 
of the good. To avoid cannibalization, the offers 
are staged.

For example, a movie first comes out to be seen 
in theaters. Later, the movie appears in video form 
for rent or purchase. Finally, the movie makes its 
way to pay-TV or free TV. Each of these levels 
of introduction has a slightly different form, and 
is priced for the price elasticity of the audience 
in mind. Movie goers presumably have a keen 
interest to see the movie at its first showing and 
will pay the higher price commanded by a theater. 
Usually the subsequent DVD will surface quite 
some time after the initial theater run to ensure all 
demand at the theater is exhausted. The parallel to 
this in the traditional marketing literature would 
be a skimming strategy, although in the case of 
windowing, the product takes on different forms 
throughout the price decline process instead of 
merely keeping the same item and lowering price 
over time.
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captive product pricing

Captive product pricing refers to a situation 
where a product can only function with dedi-
cated components. An example from traditional 
marketing would be a printer cartridge that is 
specially designed for one printer only, and for 
which there are no after-market substitutes. In 
this case, the manufacturer can practically give 
away the printer itself, while charging a premium 
for the replacement cartridges. Similar examples 
of digital goods would be when Apple software 
was not fully compatible with Microsoft products, 
or video games could only be played on a single 
platform. With regard to copyright material on 
the Internet—journal articles, for example—one 
can easily search for references to old articles 
or books and perhaps even find abstracts of the 
information. However, to access the full text, a 
hefty fee may be charged. A subscription to a 
paper journal might cost the subscriber only $55 
a year for four issues, but a single article from a 
back-issue, available only from the journal via 
download, may run as high as $35. At the very 
least, access to the information will require that 
one be a member of the society, for an annual 
fee. The scarcity of the content, and its copyright 
status, permit the owner to charge whatever they 
feel the market will bear.

bundle pricing

Many customers like to get what they perceive as 
a bargain. Assembling a variety of related products 
or services into a bundle, then selling the bundle 
for less than the combined total of the individual 
components, represents a good deal even if some 
of the items aren’t really desired or needed by the 
customer. Such bundle pricing has many uses for 
both manufacturers and retailers. Bundle pricing 
can aid in moving merchandise faster to improve 
cash flow; rid the seller of slower moving, outdated 
or otherwise less desirable goods when combined 

with a popular item; or attract customers with 
favorable prices who will in turn buy other goods 
at full price.

Bundle pricing has two variations. One is the 
equivalent of a quantity discount, in which the 
consumer buys a large amount of a single item. 
The other alternative is a mix of various goods 
and/or services in a bundle with the price depen-
dent on what combination is selected (Kannan 
& Kopalle, 2001). Mobshop.com and Mercata.
com represent the first option, where consumers 
aggregate to form what is in essence a buying 
co-op to garner better prices. While Mercata did 
not survive beyond 2001, Mobshop is still intact 
(Cook, 2001). Prices for combination bundles vary 
with the content of the bundle and customer type. 
For example, individual consumers, businesses 
and students may all pay different prices for a 
bundled subscription to the online Wall Street 
Journal and its paper form.

Let us look to music and books as typical online 
examples of bundle pricing. Amazon.com has mu-
sic downloads for albums ranging from less than 
$5.99 new to $16.99 for some oldies albums. This 
is in line with typical demand-based pricing. The 
unique nature of the Internet and digital format of 
the music allows Amazon to pursue either bundle 
pricing or single item pricing. When the songs 
are combined into an album, the cost per song is 
lower. For example, a CD of Frankie Valli and the 
4 Seasons has 20 songs for $11.49. The customer 
gets each song for less than 58 cents per song. The 
variable costs to Amazon are trivial, in that the 
expense involved in burning a CD is minute. The 
cost of the box and its accompanying artwork are 
the major expense, along with musician royalties 
of less than 25%. The customer pays shipping, 
and Amazon even makes a profit there. The only 
drawback to the customer is that, given the nature 
of music, some of the songs are likely ones that 
they will not want. Nonetheless, at 58 cents each, 
who will complain? This contention is supported 
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by the findings of Bakos and Brynjolfsson (1999) 
as well.

Other users will be more selective and only 
purchase favorite songs. Amazon can accommo-
date that wish as well with solos for 99 cents each. 
Because the music is a download, Amazon incurs 
virtually no expense here. The flexibility offered 
with single songs attracts the market segments that 
either cannot or will not spend the money for an 
entire CD. Rather than lose the business altogether, 
Amazon is able to make money at 99 cents per 
song because the variable costs are so low.

So how did 99 cents get chosen? One suggested 
answer is that, as long as the item is below a dollar, 
it is an impulse purchase with little financial risk. 
Also, since the items are not bundled, most custom-
ers would accept the fact that individual products 
have always cost more than larger packages on 
a per unit basis. Amazon has no storage costs on 
the MP3 downloads, and very little for the CDs 
themselves—presumably they can be prepared 
on a just-in-time basis to reduce warehousing.

The literature on bundling is extensive and 
shows numerous well developed models on 
how to determine optimal bundling strategy. For 
example, Bakos and Brynjolfsson (1999) look 
extensively at the concept of bundling and the 
optimal approach to the strategy. They assume 
that most information providers are multiproduct 
monopolists, which reflects the state of most offer-
ings such as software, news and research reports. 
Their model can be used to analyze bundling 
of complements and substitutes, contend with 
budget constraints and identify optimal sets to 
be offered. Their model shows that multiproduct 
monopolists can gain substantially higher profits 
with bundles compared to selling individual goods. 
Another important distinction for information 
goods is that, because distribution costs are much 
lower than for physical goods, even unbundling 
can be a profitable approach. This can be seen in 
the example above regarding the unbundling of 
individual songs for sale. Finally, the authors note 
that several bundles at different price points should 

be offered if consumer segments have different 
values for a set of information goods.

Linde (2009) argues that mixed bundling 
produces optimal profits for the firm. In this case, 
customers are free to choose either individual 
components or a package. For example, indi-
vidual elements within Microsoft Office can be 
purchased separately, or they can be bought in a 
various suites of products at different price points 
bundled for consumer convenience.

Venkatesh and Chatterjee (2006) looked at 
print magazines with an online presence. They 
found that a wider product line resulted in higher 
prices than for either product alone. Interestingly, 
over time, the optimal price of the print magazine 
increased as online readership grew. In the cir-
cumstance when the print and online versions are 
substitutes, the more profitable product should be 
sold at full price and the other priced as an add-on 
to avoid cannibalization.

Looking at Amazon’s book offers, we see many 
deals wherein the buyer is tempted with such deals 
as super saver shipping (buy over $25 worth of 
books and Amazon will ship them for free) or 
discounts when other books within the genre, by 
the same author, or that other buyers liked and 
purchased at the same time, show up as pop-up 
screens. If the additional item is slow moving, 
Amazon benefits by disposing of inventory and 
also can reduce its shipping costs and processing 
by getting the customer to buy several items in 
a single order.

ISPs have readily available information to 
compare as well, but are very difficult to sort 
through for the best deal with the bewildering 
variety of single service prices, installation fees, 
termination fees and other charges. Verizon 
charged $179 for early termination and $49.99 to 
activate. Mediacom charged $29.95 to activate as 
did Comcast. Comparing just the normal bundle 
of phone/Internet/TV from three major providers, 
we see the following in Table 1.

Those lured by advertised price alone would 
probably take the Verizon package. Careful read-
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ing of the terms and conditions leads to other 
desirable choices. A hefty early termination fee, 
higher than average activation fees and perhaps 
other negatives await the unwary.

loss leader pricing

The concept of loss leader pricing was very com-
monplace on the Internet, especially since many 
digital goods had such low variable costs. Being 
free to produce, one could give them away to 
customers for nothing. The goal, of course, was to 
attract a loyal following that, in the future, would 
be willing to pay for products offered by the site 
or, if the site were for information only such as a 
blog, attract enough visitors that advertisers would 
pay to promote their wares on the site. Tradition-
ally, stores used this method to attract customers 
with a commonly purchased, desirable item such 
as milk in the hope that the customer would buy 
other, full priced goods at the store during the trip. 
Smaller profits would be recouped by eventual 
customer loyalty.

The Internet attempted the same approach, 
but suffered more from innumerable freeload-
ers who only showed up for the free samples. 
To offset this problem, one solution would be to 
have a very limited free option, augmented by 
a limited trial period for a very low price. The 
incremental attraction to the customer should, 
over time, generate more business for the site. 
Venkatesh and Chatterjee (2006) argue that very 

limited circumstances exist for free online ver-
sions of products.

What are some other examples from the Internet 
and how do they fit the methods described above? 
Let’s look first at video games, a high demand item 
with very high fixed costs of development. Ac-
cording to neoseeker.com, next generation video 
games in 2006 were expected to cost between $15 
million and $20 million to develop. Wii, on the 
other hand, was brought to market for between $5 
million and $8 million. The tremendous difference 
in cost allows Wii to engage in discounted pricing 
that, in addition to its breakthrough technology, 
gives it a significant pricing edge. Although both 
Wii and competing video games have the same 
variable costs once produced, the difference in 
fixed costs is substantial.

Wii, the amazingly popular game that involves 
player motion for some versions, was launched in 
November, 2006, and sold 1.2 million units in 6 
weeks at a cost of $250 per unit (www.vgchartz.
com). Their volume subsequent to that, and 
benchmark prices over time, are seen in Table 2.

At a projected $6 profit per unit (www.joystiq.
com, 2008), Nintendo tidily recouped its invest-
ment, ostensibly in the first six weeks. This is a 
primary example of skimming strategy in market-
ing. The new Wii was a breakthrough product and 
priced accordingly. In addition, its lower develop-
ment costs enabled it to be priced lower than 
competing games, giving Nintendo a double 
advantage. Because the nature of video games is 
such that sales drop precipitously after the first 

Table 1. ISP pricing comparison 

ISP Bundle Duration Comments

Media-
com

$89.85 per 
month

First year

Com-
cast

$114.99 per 
month

First year HD

Verizon $79.99 per 
month

First year Online coupon 
for $60 for 

bundle for 1 
year

Table 2. Wii software sales, 2006 to 2009 

Sale Dates Sales Volume Price

November 19 to 
Dec. 31, 2006

1.2 million units $250

2007 7.4 million units

2008 11.4 million units

January 1 to Sept. 
30, 2009

4.7 million units $200
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week—50-65%—the ability to maintain price for 
an extended period of time is unusual.

A more recent example of the pricing strategies 
noted above is Halo 3 ODST from Microsoft. Re-
leased on September 22, 2009, it set unprecedented 
sales records by moving 2.2 million units in its first 
week. Moreover, its sales volume only dropped 
40% after the first week, giving its developers 
at Microsoft a greater return for a longer period 
of time than normal for such a good. This item 
comes in two versions, pursuing the lead of the 
prestige pricing and price lining models above. 
The standard edition is $59.99, while the collec-
tor’s edition with a special controller is $99.99.

The example of Halo 3 incorporates several 
common pricing strategies at the same time. Skim-
ming strategy is used in that the product is priced 
at a “maximum” when first launched to capture 
the excitement of a new game and its relative 
price inelasticity. As its popularity wanes, it will 
be reduced in price until it is replaced by another, 
newer model (versioning). Also used immediately 
is versioning, with the standard edition and a 
separate collector’s edition available at launch. 
Finally, there is odd-even pricing, using ending 
digits slightly below the full dollar amount. This 
can trick the buyer into thinking that the product 
is less expensive than it first appears. Many 
prospective buyers will state that the purchase 
price for the standard edition is “around $50”, 
when indeed it is nearer $60. In the case of the 
collector’s edition, it is “less than $100”, which 
is psychologically smaller by a notable margin 
than the actual $100 price.

Halo 3 is not sold online by the company itself 
to avoid competition with its various retailers. 
Microsoft does have other items on the website 
to enhance sales of the game, both gratis and for 
a fee. Game videos, for example, are free, while 
add-ons and gamer pictures are not. This effec-
tive versioning permits Microsoft to extend the 
product life cycle while generating revenue for 
itself that does not interfere with channel members’ 
income streams.

demand based pricing

Given technology’s advances, it is possible to tailor 
demand in real time, maximizing the return for an 
individual sale. One unusual example would be 
when Coca-Cola tested “smart” vending machines 
that could set up its prices to change with the 
temperature and demand for its vending machine 
products, as well as manipulate demand by offer-
ing discounts to help move product in less-than-
optimal conditions (Cortese & Stepanek, 1998).

A common Internet example would be the price 
paid by advertisers on websites. Advertisers can 
pay rates based on the cost per thousand impres-
sions. More likely, advertisers will pay a negoti-
ated fee by the cost per click or cost per action. 
These options ensure that the viewer actually paid 
attention to the ad, reducing wasted reach that is 
prevalent in traditional advertising.

Up to this point, we have been discussing fixed 
price strategies. There are also those situations 
where dynamic pricing is optimal. Some items 
like airline seats drop to zero value if left unfilled. 
Therefore it is in the interest of the marketer to 
find customers to buy these items, because some 
revenue is better than none. We will discuss dis-
counts as an elementary form of dynamic pricing, 
followed by yield management pricing.

fixed-fee vs. usage based pricing

Which is optimal and when? Sundararajan (2004) 
tackles this problem for managers. Both have 
desirable aspects for specific consumers. The 
fixed-fee approach makes planning budgets easier 
and users will tend to pay a higher price for fixed-
fee, unlimited usage. Because production costs 
are near zero, such pricing is a viable alternative 
for the provider. Moreover, usage-based systems 
have substantial implementation and monitoring 
costs that militate against their use.

Most new technology markets have a high 
percentage of experimenters with low usage rates 
and a handful of innovators with high usage rates. 



67

Pricing in the Digital Age

This suggests that a preferred pricing scheme 
would be to enter the market with a low fixed 
fee—in essence, penetration pricing. Over time, 
the fee should be raised to induce consumers to 
adopt usage-based plans.

dynamic pricing

Coupons and other sales promotion tools have 
always been used to reduce the risk involved in 
purchasing new products, encourage purchases of 
larger quantities than normal or accelerate the sale 
of slow-moving items. The main contribution of 
the Internet to this pricing tool has been the reduc-
tion in cost for creating and distributing coupons. 
Consumers visiting the website of the store can 
find readily available coupons, encouraging im-
mediate purchase and reducing the likelihood of 
comparison shopping because a price reduction 
is present. The cost of printing and distributing 
the coupon is virtually zero, and waste is further 
reduced because only those customers actually 
interested in receiving the coupon print it.

Coupons can, of course, be dynamic as well. 
Consumers entering a website can receive, based 
on their browsing habits, e-coupons of different 
values. This in turn allows e-tailers to set the most 
effective price for each group of consumers. Posted 
prices remain the same, but the price paid by each 
consumer varies. This strategy can even go so far 
as to match price of other competitors, changing 
the price listed on the current site to match the 
lowest option among all alternatives (Kannan & 
Kopalle, 2001).

Distribution of free copies of product (e.g. 
music singles) or free services in the hopes of 
either gift generating wide interest in the supplier 
is commonplace in information goods marketing. 
Generally, the assumption was that one could make 
up for the free disbursements through charging 
more for advertisers. However, both Gallaway 
and Kinnear (2001) and Venkatesh and Chat-
terjee (2006) point out that this is not an optimal 
approach.

Another means of discounting unique to digital 
goods is that of P2P (peer to peer) networks. Gener-
ally content is transferred free from one individual 
to another in this setting. Land and Vragov (2005) 
describe methods whereby these networks can be 
utilized by the company to its advantage. Prices 
are set in such a manner as to provide financial 
incentives for the peers to move the information 
goods to a wider scope of their fellows, similar 
to the home party plans of companies such as the 
Pampered Chef and Tupperware.

Dynamic pricing has several caveats based on 
consumer perceptions and type of product being 
sold. Consumers can take offense if the dynamic 
pricing policy of the firm thwarts their efforts to 
find or obtain the best price. This is most likely 
to happen for frequently purchased goods (where 
the possibility of remembering previous prices is 
higher) and for less price-sensitive, more loyal 
consumers. These effects are less likely to be a 
problem in yield management situations such as 
the airline tickets discussed below (Kannan & 
Kopalle, 2001).

Yield management pricing—found in the air-
line seat example—has been made more viable 
by the use of sites such as Travelocity and Orbitz. 
Operating in real time, the airline can maximize 
the value of the seat by not reducing the price 
unless demand appears to be so low that only a 
reduction will cause the seat to sell. To stimulate 
demand, some prices for empty seats can be ad-
justed to be sold at bargain prices, perhaps even 
below marginal cost. The possibility of being 
able to pick up such a bargain entices customers 
to return to the site and raises the likelihood that 
all seats on a given flight will be sold.

futuRe dIgItAl pRoduct 
pRIcIng stRAtegIes

Many different pricing strategies have been dis-
cussed up to this point, but most of them involve 
a fairly straightforward application of traditional 
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product pricing strategies applied to these unique 
digital products. Differentiating a digital product 
from its competitors in the future may require a 
unique or novel strategy that has not been tried 
before. The two examples discussed below include 
(1) variable or auction pricing, and (2) mixed 
subscription and sales pricing.

Variable or Auction pricing

One potential strategy would be to use some form 
of variable pricing based on the amount each 
individual is willing to pay. This may involve 
variable pricing at different points in the product’s 
life cycle, or some form of auction mechanism 
for setting a price. The common auction method 
used online is a progressive, or English, auction 
equivalent where prices start low and bids are 
made at higher prices for some time period or until 
no more bids occur. This would produce some 
level of price discrimination where people that 
are willing to pay more would be charged more, 
and others would be charged less. For example, 
if someone pre-orders an e-book months ahead 
of its release day, they may pay a low price. At 
the time of release the price may be higher. And 
as time passes the price may decline to the point 
where, years after release, an e-book may be sold 
for a very low price, perhaps only a dollar or two. 
The online market is capable of handling variable 
pricing or auction pricing and given that the mar-
ginal cost of an additional copy of an e-book is 
near zero, any revenue received years after release 
would be mostly profit. The main cost involved 
would be to maintain a copy on the e-book file 
on a server. Data storage costs continue to decline 
so this cost would be inconsequential. This same 
model could be used for new music, movies, or 
games. The downside for a digital product auc-
tion pricing model would be that the buyers know 
that there is a virtually unlimited supply of digital 
product units, a very different situation from the 
physical product world.

mixed subscription 
and sales pricing

Another approach would be to receive revenue 
from a combination of subscription fees and 
product sales prices. This would be similar to the 
shopping club model. For example, a customer 
could pay a monthly subscription fee to an e-book 
seller that would allow them to pay very low prices 
for all of their purchases for that time period. They 
would not be allowed to purchase any e-books 
without paying the subscription fee. This would 
provide some steady revenue for the seller while 
still receiving additional revenue when popular 
products become available. This model could be 
used in any of the other digital product industries. 
People may actually buy more products because 
the sale prices would be very low. The consumer 
may view the subscription fee as a sunk cost. The 
buyer would only take a small risk because they 
could drop their subscription at any time.

mAnAgeRIAl ImplIcAtIons 
And conclusIon

While many of the pricing models from traditional 
products are applicable to information goods, 
some modification of their use is often called for. 
Managers seeking insights for their own strategies 
should take these ideas from the research literature 
into consideration.

Bakos and Brynjolfsson (1999) and Venkatesh 
and Chatterjee (2006) provide valuable insights 
into the concept of bundling. For instance, selling 
a low quality good in a bundle will lead to greater 
profit than selling a high quality good outside the 
bundle and an unprofitable item sold alone can 
become profitable if included in a bundle.

More products are not necessarily better. See-
ing the same sports scores from several services or 
very similar articles in multiple online magazines 
does not enhance customer value. Also, unique 
items such as special events on TV are pay-per-
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view because a small fraction of consumers will 
pay a premium to see them, but the general public 
will not watch at all, even if part of a bundle. The 
potential surplus should be realized outside the 
bundle as long as some knowledge of specific 
segments’ price elasticity is known.

Managers should offer a menu of bundles at 
different prices to capture the maximum consumer 
surplus. Some customers will wait for informa-
tion or entertainment in exchange for a lower 
price while those requiring instant gratification 
can be offered a bundle of higher priced items. 
Also, offer “economy” and “premium” bundles, 
either in terms of total items in the bundle or 
relative quality of the contents. Even if the cost 
of creating the bundles is the same, the lower 
priced option allows firms to pursue low-demand 
customers without losing revenue from high de-
mand consumers. In those situations where the 
firm cannot, on its own, create bundles because 
of trade restrictions or sparse product offerings, 
it can still improve profits by selling to a broker 
that does the bundling.

Versioning is a well-accepted approach to 
product offerings and maximizing profits through 
price discrimination. The recommendation here is 
that at least three versions of a product should be 
offered to take advantage of consumer behavior 
and cross-elasticity of demand (Linde 2009).

Demand for a product has characteristics of 
both duration and intensity (Cheng et al., 1997). 
For those goods with short duration and high 
intensity of use, like entertainment software, the 
pricing strategy needs to adjust to the fact that a 
significant amount of piracy is likely to occur. A 
cheaper trial version is one option, but charging 
more for all units sold to cover piracy losses will 
only exacerbate the problem.

Using intertemporal price discrimination, as 
suggested by Gallaway and Kinnear (2001), allows 
firms to maximize their returns on both aging and 
new content. Using songs as the example, older 
music is charged a successively lower price the 
older the music gets. Consumers of new music 

showed a willingness to pay amounts equal to the 
per-song average of a new CD, so price inelasticity 
for current hits should allow companies to recoup 
their investments and avoid free downloads. A 
similar approach might be feasible in video games 
and similar products.

Under circumstances where the importance of 
non-digital attributes in determining choice is not 
overwhelming, products on the Internet can com-
mand a higher price than in-store equivalents. This 
is most often true for goods purchased regularly but 
not too frequently. Customers will accept higher 
prices on the Internet in exchange for not making 
a trip to a physical store and in the assurance that 
replacing the product they currently use meets 
their needs without the necessity of comparing 
new items with the old (Lal & Sarvary, 1999).

Obviously, the digital pricing landscape is both 
more complex and more simple than the world 
of traditional stores and products. Nevertheless, 
the combination of real world experience and the 
insights provided by academic research should 
light the way to a successful pricing strategy.
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KeY teRms And defInItIons

Bundling: Combining goods or content in a 
package for sale at a single price. For instance, the 
articles in a magazine or a compilation of songs 
on an album constitute a bundle. Bundles may 
consist of very popular and less popular items (e.g. 
hit songs and less well liked numbers) or merely 
differing content (e.g. news articles).
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Captive Product: A product that can only be 
utilized in the presence of a dedicated component. 
Digital examples would be video games that must 
be played on a specific platform.

Digital and Non-Digital Attributes: Digital 
attributes are product features that can be evalu-
ated through visual inspection and do not need 
the product to be physically present. Non-digital 
attributes such as fit, freshness and flavor require 
the product to be present for evaluation.

Dynamic Pricing: Prices that fluctuate with 
changes in demand or other factors. Examples 
would be prices for airline seats or Coca-cola’s 
flexible soft drink prices that moved with the 
temperature and availability of soda in the vend-
ing machine.

Digital Goods and Information Goods: 
Goods such as research reports, software, music, 
video footage or other items that are in electronic 
form. Such goods are easily reproducible in per-
fect or near perfect form at little or no cost to the 
purchasing copying the original.

Internet Marketing: Conducting marketing 
functions (information exchange, promotion, 

sales) of products through the medium of the 
Internet via computer linkages.

Piracy: Unauthorized copying of digital goods.
Prestige Pricing: Setting a high price to attract 

quality-conscious or status-conscious consumers.
Versioning: Different editions of particular 

digital product. The various editions may vary 
in quality, number of features available, or en-
hancements. Versioning is used to help more fully 
capture various market segments with different 
demands.

Windowing: Similar to versioning. Releas-
ing the same product in slightly different form 
periodically to capture all consumer surplus. An 
example would be movies in the theater, followed 
by rental/purchase DVDs, available for viewing 
on cable TV, and finally on free TV.

Yield Management Pricing: Varying the 
price of a good or service in real time to reflect 
current demand. The aim is to maximize profits 
for perishable goods such as airline seats or hotel 
reservations.
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IntRoductIon

Digital product (DP) firms include software de-
velopers, e-books, e-newspapers, digital music 
and movies, and games. Depending on their size 
and maturity, all firms have a myriad of choices 
for raising capital and DP firms are no exception. 
Many DP firms have pursued a strategic growth 
strategy to take advantage of newly available 
opportunities like personal computers, electronic 

mail, the Internet, and electronic commerce. In 
some instances there have been barriers to in-
troduction because larger successful companies 
already existed or were already producing a com-
peting product that would dominate and create an 
all-or-nothing market share environment. There 
is also a large amount of fixed cost investment 
for the typical DP firm that must ultimately be 
recovered. But if the firm is successful, and a 
critical mass of users reached, potential profits and 
returns on investment can be very large. However, 
with growth comes an increasing need for capital. 

AbstRAct

Faced with the prospect of positive and negative network externalities and the all-or-nothing phenom-
enon, digital product (DP) firms must choose the timing of their capital acquisitions carefully. Moreover, 
with typically high fixed-to-variable cost ratios, the risk to recovering the initial investment is critical. 
In this chapter the authors discuss various forms of financing for the DP firm, both short-term and long-
term, with these issues in mind. But our primary focus is the initial public offering of equity (IPO) and 
particularly its timing. Through empirical analysis and case studies we show that if DP firms issue too 
early in their life cycle they may receive a price for their shares that is not commensurate with long-
term prospects. However, issuing too late may mean that they either cannot sell shares or are unable to 
recover their initial investment.

DOI: 10.4018/978-1-61692-877-3.ch005
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The typical forms of capital include short-term or 
long-term debt or equity. There are also hybrids 
like convertible bonds where the debt instrument 
can be exchanged for proportional shares of equity 
following a waiting period. The appropriate form 
of capital depends on many factors but for many 
DP firms, organized in the past few decades, the 
ultimate form is the initial public offering of equity 
(IPO). With the IPO DP firms can recover fixed 
costs and finance growth into the future, as well 
as provide extensive wealth for their founders.

For the DP firm the timing of their IPO is 
critical. Up to a certain point in the firm’s life 
cycle prospects are uncertain. The digital product 
must be compatible with existing hardware and 
other software platforms – an objective that is 
often elusive given the rapidly changing industry 
environment. There is also the issue of whether 
the ultimate user will accept the product as the 
premier platform version if they accept it at all. 
If the DP firm issues their IPO too early the dis-
count to its shares could be extreme because of 
the impounded risk – and not commensurate with 
their ultimate potential. But should they wait too 
long they may fail and be unable to sell shares 
at any price.

The objective of this chapter is to present 
the problems faced by DP firms as they make 
the capital acquisition decision and how various 
forms capital available to the firm may provide 
solutions. We focus on the IPO as a good source 
of financing for the DP firm and the timing deci-
sion discussed above. With empirical analysis 
and brief case studies we show how IPO timing 
– a point in the firm’s life cycle – can determine 
the success of the IPO in recovering the original 
owners’ investment and finance future growth.

bAcKgRound

What was not understood well in the 1980s and 
early 1990s when the growth in DP firms escalated 
was that these firms, and their products that are 

in a digital format, are unique in comparison to 
traditional product firms. One of these unique 
characteristics is the importance of network 
externalities where a software development firm 
would have an advantage if there was product 
compatibility across many potential users. While 
network externalities can be a feature of traditional 
firms (e.g., railroads and trucking), it appears to 
be more important for DP firms. For example, 
externalities can decrease survivability for pio-
neers but increase survivability for technologically 
intense products and larger firms, and those with 
an installed base of customers (Srinivasan, Lilien, 
& Rangaswamy, 2004).

A potential consequence of markets with net-
work externalities is an expression of the winner-
take-all phenomenon (Yamamoto et al., 2002). For 
various reasons only a limited number of firms 
provide the product that becomes the dominant 
design while the others are left to whither. Micro-
soft Windows, for example, became the consumer 
favorite for operating systems and graphical user 
interfaces while others, like Linux, have not. And 
once one product leads its competitors its success 
accelerates as new users are more compelled to 
choose it because of its greater perceived utility. 
Though a number of firms may enter the market, 
only a limited number will succeed - relegating 
losers to technology lockout (Schilling, 1998). 
Schilling (2002) shows that in such markets failure 
to invest in learning, or poor market entry timing, 
can be detrimental. “Firms now (post-Internet) 
have to compete not only within, but also across 
differentiated channels, with some of the firms 
competing in multiple channels and transferring 
competition across them (Viswanathan, 2005).” As 
research shows, with differences in cost structures 
and/or externalities, the probability of success or 
failure can hang on the vagaries of consumers 
(Srinivasan, Lilien & Rangaswamy, 2004).

Another unique feature of DP firms is their 
heavy reliance on fixed costs. Unlike traditional 
firms that manage both ongoing fixed and variable 
costs such as materials, logistics and labor, DP 



75

Financing Digital Product Companies

firms are more fixed-cost driven. For example, 
the fixed costs involved in developing the first 
copy of a software package are very high and 
typically require large capital investments (Bakos, 
1991). Low variable costs as in the development 
of software for business and individuals also 
produce substantial economies of scale (Bakos, 
1991; Rayport & Sviokla, 1995). For traditional 
firms variable costs can be significant and managed 
throughout the growth and maturity phases of the 
firm life cycle. While there may be a wide range 
of fixed-to-variable cost ratios, the preponderance 
of traditional firms have appreciable variable 
costs that can be controlled. Moreover, these 
controllable variable costs can also be a source 
of recovery for traditional firms when sales wane.

As part of our analysis for this chapter we exam-
ined a sample of 528 DP firms. We compared the 
DP sample to a sample of 4,281 traditional, non-
DP firms including firms from several industries 
including manufacturing, mining, transportation, 
etc. All of the firms went public over the period 
1981 through 2005. We find fixed-to-variable cost 
ratios of 5.62 and 2.47 for DP firms and non-DP 
firms, respectively. The association between high 
fixed-to-variable cost ratios, operating leverage, 
and risk has long been established (Lev, 1974). 
Hence, risk for these DP firms is very high early 
during start-up because they must recover this 
large fixed cost from product sales in a timely 
manner or risk failure.

These unique characteristics of the DP firm 
require different managerial decisions at different 
points in the firm’s life cycle than for traditional, 
non-DP firms. Moreover, there is evidence that 
early decisions by a firm’s management will have 
a lasting impact (Wilbon, 2002). One of these early 
decisions relates to financing strategy – how and 
when to raise capital.

Studies of equity capital acquisition generally 
treat firms with different operating cost structures 
alike (for a survey of related research see Ritter 
& Welch, 2002). Moreover, much of the research 
concerning DP firms treats them more as tech-

nology firms than in a more fundamental cost-
structure framework (see for example Schill & 
Zhou, 2001). In these studies, a computer hardware 
manufacturer would be considered in the same 
class as a software developer or online service 
provider. Yet the combination of the high fixed-
to-variable cost ratio (FCVC) and importance of 
network externalities for the DP firm may have a 
profound effect on when to acquire capital.

fInAncIng the dIgItAl pRoduct 
fIRm And the tImIng of the Ipo

sources of capital

Early sources of capital are generally from the 
private resources of the firm’s founders - personal 
savings, life insurance, credit cards, etc. – often 
referred to as bootstrap financing (Carter & Van 
Auken, 2005). Once these private funds have been 
exhausted, management turns to outside sources. 
Because the growth of DP firms can be substantial 
the choices are limited.

Traditional pecking order theory suggests that 
after depleting private funds, firms first go to 
long-term debt financing from banks and private 
lenders; then to public debt like notes and bonds 
- saving outside equity for last (Myers, 1984). 
Contradicting theory, Smith & Watts (1992) and 
Barclay, Morellec & Smith (2001) argue that high 
growth firms, like DP firms, have relatively less 
long-term debt in their capital structure. This may 
be due to an incentive problem for risky firms 
where owners are less likely to take potentially 
lucrative projects if they know long-term debt 
holders will take a disproportionate share of the 
return (Myers, 1977).

While short-term debt may be a temporary 
solution to the incentive problem, external equity 
provides a long-term solution. A major external 
source for early-stage capital is private investors 
or angels. These are wealthy individuals interested 
in the high risk and high return opportunities that 
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new business enterprises offer. Angels invest $30-
$40 billion annually in entrepreneurial companies 
(Sohl, 1999). Advantages of angel capital are the 
size and accessibility of the investment pool as 
well as a positive reputation many wealthy angels 
bring to the table. The major disadvantage is the 
matching of the right angel with the right firm. 
In some cases, investors and entrepreneurs have 
resorted to paying costly finders fees in an effort to 
link ideas and capital. Moreover, the angel inves-
tor may not have expertise in the selected firm’s 
industry but still interfere with the management of 
the firm in an effort to protect their capital. Another 
potential problem arises when the original angel 
does not have enough money to reinvest should 
the need for additional capital develop.

A second source of outside equity, venture 
capital funds, represents wealthy investors who 
have pooled their resources and hired profes-
sionals to make investment and other related 
decisions. They consist of about 500 funds that 
manage $35-$45 billion and make $3-$4 billion in 
new investments annually (Sohl, 1999). Venture 
capitalists have become intensely stratified and 
generally specialize within industries and sectors, 
in the stage of the prospective company, in the type 
of ownership structure, or in a particular locale. 
They are aware of the high risk to their invest-
ment and often look for target rates of return of 
500% on their investment within three years and 
1000% within five years (Sohl, 1999). In addition, 
they conduct extensive research of the company 
and its operations, commonly referred to as due 
diligence, before committing funds and subject 
the current owners and management to intense 
scrutiny. Unlike angel capital, venture capitalists 
are often able to bring additional money to the 
table if needed. Major problems include the lack 
of understanding of the venture capital market by 
potential users and the matching of investors with 
entrepreneurs when the venture capitalists vary 
so dramatically in their tastes for investment and 
requirements for participation.

The definitive source of equity capital, in 
terms of the size needed for DP firm growth and 
wealth potential for its owners, is an IPO. The 
firm generally contracts with an investment bank 
to help price the stock and distribute the shares. 
Choosing the right investment bank can be criti-
cal for obtaining a fair price for the firm’s shares 
(Carter & Manaster, 1990). But there is evidence 
to suggest that the choice is not always in the 
hands of the firm (Fernando, Gatchev, & Spindt, 
2005). While the value of the firm can increase 
considerably following the offering, it is a costly 
endeavor from finding the right investment bank 
to paying the bank’s commission and myriad ex-
penses. The proprietary nature of the investment 
banking industry may also mean that the firm is 
at the mercy of the bank’s pricing and distribution 
practices. Among these practices is under-pricing, 
where the bank deliberately discounts the stock 
price from its estimated value, and spinning, where 
shares of hot IPOs -- those that are expected to 
escalate in price -- are reserved for the bank’s best 
clients. While the IPO adds tremendous value to 
the firm, under-pricing and spinning appear to 
add more cost to the offering process as a rapid 
increase of the stock price in the after market 
suggests the firm was sold for considerably less 
than its market value.

the timing of the digital 
product firm Ipo

Theory suggests that firms issue equity when 
they believe their stock prices are relatively high 
(Myers & Majluf, 1984). The theory has support 
both in the apparent valuation at the offering and 
the performance in the after-market and beyond 
(see for example, Loughran and Ritter, 1995). For 
IPOs, Alti (2005) argues that the timing decision 
is based on a signal of investor interest generated 
by the recent relative offer prices of other IPOs. 
An increase (decrease) in IPO offer prices reflects 
a decrease (increase) in uncertainty of a common 
valuation factor which in turn elicits (inhibits) the 
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marketing of further IPOs. Schultz (2003) sug-
gests that market timing is not driven by insiders’ 
ability to predict future returns but what he refers 
to as pseudo market timing. Schultz argues that 
managers are simply trying to offer equity when 
they believe their stock is at its highest value. As 
a result offerings are at the peak market value for 
their firm in most circumstances. The explanation 
fits well with the poor post-offering performance 
IPOs (Ritter & Welch, 2002).

The idea that managers are trying to sell stock 
at its peak may be a way to understand the dif-
ferences in timing of IPOs for DP and non-DP 
firms – especially considering the importance of 
timing in markets where network externalities exist 
(Schilling 2002). For DP firms that face markets 
where consumer interest has a self-promoting 
effect, management must access capital markets 
prior to resolving the winner-take-all dilemma. If 
they wait too long investors can identify losers - in 
which case their shares may be worthless.

Why might a DP firm issue too early or too 
late? Carter, Strader and Dark (2009) argue that 
digital product and service firms that go public 
early do so because of their own insecurity re-
garding eventual success. With the all-or-nothing 
phenomenon that DP firms face, insecurity and 
apprehension about timing decisions is high, or 
at least higher than non-DP firms that know there 
is always a chance to recover – through control-
ling variable costs for example. Hence, some 
DP firms may jump the process before they fail 
and are unable to recover private capital – even 
if they must sacrifice a potentially higher price 
for their stock should they wait. However, if DP 
firm management waits too long it is likely they 
have information that the firm is a winner – with 
little apprehension about timing. This leads to the 
supposition that the later a DP firm issues stock 
the higher their offer price and the less likely they 
are to fail. This is not to imply that market timing 
is not important, but rather that developmental 
timing is more critical for DP firms.

By looking at the timing of IPOs in a company’s 
life cycle we can get an idea of a reasonable time 
for going public given the nature of their firm: their 
idiosyncratic risk and developmental maturity. 
We compare our sample of 528 digital product 
firms with initial public offerings between April 
of 1981 and September of 2005 to the 4,281 non-
DP firms issuing IPOs over the same time period. 
Descriptive statistics for both the DP firms and 
the non-DP firms along with difference tests are 
presented in Table 1.

Among the significant differences between DP 
and non–DP firms are beta, the after-market return 
variance, pre-IPO sales and net income. These 
differences suggest DP firms are riskier than non-
DP firms. But while the higher initial return for 
DP firms likely reflects their riskier nature, the 
average long-run returns for both firm types are 
similar. Other interesting differences are owner-
ship retention and underwriter reputation, where 
DP firms appear to have more reputable IPO 
underwriters and their owners tend to retain a 
larger fraction of the public firm than non-DP 
firms. Both of these differences may suggest 
confidence by DP firm owners in their long-term 
prospects – yet a larger portion of DP firms than 
non-DP firms fail in their first five years.

To examine outcomes should a firm go public 
early or late we must first determine a normal time 
frame for IPOs. Using an ordinary least squares 
regression model, we begin with the following 
independent variables: size of the offering, the 
after-market return variance (a measure of risk) 
and the level of revenues at the time of the of-
fering. These variables have been used in IPO 
studies to estimate risk and/or maturity (Ritter, 
1984; Carter & Manaster, 1990; Ritter & Welch, 
2002). We include the fixed-to-variable cost ratio 
for reasons discussed above. Using the actual age 
the firm went public as the dependent variable and 
the observations from a benchmark period, we 
estimate an equation for DP and non-DP firms to 
estimate their normal age to go public and compare 
it to their actual IPO age during a test period.
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While the total sample involves a span of 25 
years, the first time period (1981-1992) is only 
used to form the IPO age benchmarks. Certainly 
there has been a dramatic evolution in informa-
tion technology use and e-commerce from 1981 
through 2005. The period we chose for testing is 
1993 through 2005 to incorporate the more recent 
surge in digital product firms. It is difficult to iden-
tify exactly when the digital product and service 
revolution began but it is likely that it was in the 
early 1990s with the advent of the World Wide 
Web when digital products could be advertised 
and delivered through various electronic means. 
For our sample there are three times as many DP 
firm IPOs per year in our test period than prior 
– this is compared to only a 29% increase for 
non-DP firms.

Using our benchmark period and the equation 
discussed above, we estimate the normal issue age 
for the test period as 8.40 years and 12.01 years 
for the DP and non-DP firms, respectively. This 
difference is significant at better than the 0.01% 

level. Comparing the expected to the actual age 
firms issued their IPOs in the test period, DP firms 
issued in 8.48 years after founding and non-DP 
firms 15.05 years after founding. This difference 
is also significantly different at the 0.01% level.

In Table 2 we provide some performance 
results for DP and non-DP firms as a function 
of IPO timing during the test period - if they 
went public sooner than expected (early) or later 
(late). To highlight differences we define early 
and late as those IPOs where actual age less the 
normal age is outside the 25th percentile from 
the mean – although we obtained similar results 
when we varied these operational definitions to 
some degree. The difference test referenced is a 
Wilcoxon rank sums test – as population distribu-
tion characteristics are uncertain.

For DP firms, early IPOs have significantly 
greater initial return, worse long-run performance 
and are significantly more likely to have failed 
or be failing than late firms. For firms going 
public earlier than expected there is a signifi-

Table 1. Characteristic variables for digital product vs. non-digital product firms at the IPO 

Digital Product Firms Non-Digital Product Firms

(N=528) (N=4,281) Difference

Variable Mean Std Dev Mean Std Dev Tests

Offer Price ($) 12.90 5.01 12.09 5.00 ***

Age of Firm at IPO(Years) 8.63 8.85 14.66 22.71 ***

Carter & Manaster Reputation Rank 8.24 1.41 7.75 1.71 ***

Beta 2.29 1.34 1.48 1.12 ***

After-market Variance (%) 5.48 2.34 3.89 1.90 ***

Pre-IPO Sales (Mill $) 58.07 212.09 236.17 1270.89 ***

Pre-IPO Net Income (Mill $) -11.61 74.76 6.01 93.75 ***

Market Value: IPO Day (Mill$) 549.93 2,364.49 301.78 1,215.52 **

Initial Return First Day (%) 37.96 66.03 14.11 30.39 ***

Owners’ Shares in IPO (%) 14.84 18.65 13.24 21.70 *

Owners’ Firm Retention (%) 73.35 13.78 63.42 25.87 ***

Fixed Cost/Variable Cost 5.62 15.21 2.47 28.48 ***

5-Year Raw Return (%) 32.81 251.02 44.93 269.05

% Failed or Failing in 5 Years 25.19 57.38 17.72 49.50 ***

*p <.05 *** p <.01
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cantly larger percent (at the 0.01% level) of DP 
firms either having failed or failing – the latter 
defined as losing 95% of their value - than for the 
non-DP firms. These results are supportive of the 
Carter, Strader & Dark (2009) digital product and 
service firm IPO timing theory. Also in support, 
the five-year market-adjusted return is substan-
tially and significantly worse (at the 0.1% level) 
for the DP firms than for non-DP firm early issu-
ers. A contemporaneous Nasdaq market return 
was subtracted from each five-year IPO return. 
However, we obtained similar results using a 
sample matched to book-to-market and market 
value. Moreover, in their study, where a number 
of control variables are included in the analysis, 
Carter, Strader and Dark (2009) find that early 
digital product and service firm IPOs are signifi-
cantly more likely to fail than early non-DP IPOs. 
While our sample period covers a number of years, 
the independent variables provided in Carter, 
Strader and Dark (2009) likely control for sys-
tematic differences across periods. For both firm 
types the late issuers have better survival rates 

than early issuers but only the DP firms have a 
significantly lower initial return and therefore 
better relative offering price than for the early 
issuers. These results demonstrate the critical 
nature of timing for all firms but especially those 
with digital products.

three cases of timing for the 
digital product firm Ipo

We may gain some further insight by looking at 
a few individual digital product firm cases that 
went public during our test period and where the 
firm issued equity early or late according to our 
estimates. The cases were selected from among 
those that fell into the early and late categories in 
order to illustrate the importance of IPO timing. 
One of the late DP firms was Blackbaud Incor-
porated. Blackbaud provides software and related 
services for nonprofit organizations worldwide. Its 
solutions include The Raiser’s Edge, a software 
application to manage nonprofit organizations. 
They went public on July 22, 2004 using J. P. 

Table 2.Initial returns, failure rates & long-run return for IPOs issued early vs. late 

Actual Age < Expected Age Actual Age > Expected Age Difference

Variable Mean Std Dev N Mean Std Dev N Test

820 237

Initial Return (%) 456.89 751.47 8.23 11.37 ***

Total % of N Total % of N

Failed & Failing 158 19.27 12 5.06 ***

5-year Return (%) 40.34 222.32 48.53 267.25

Panel A: Non Digital Product Firms

Actual Age < Expected Age Actual Age > Expected Age Difference

Variable Mean Std Dev N Mean Std Dev N t stat

96 45

Initial Return (%) 529.64 597.29 22.03 35.16 ***

Total % of N Total % of N

Failed & Failing 27 28.28 3 6.67 ***

5-year Return (%) -21.50 104.46 31.39 126.72 ***

Panel B: Digital Product Firms

*** p<.01
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Morgan as their managing underwriter. At the 
time, J. P. Morgan was considered among the elite 
of investment banking houses. According to our 
calculation they should have gone public 7.31 
years after their founding but waited 15 years. At 
the time of their offering their return variance in 
early after market trading was roughly 12.25 and 
their beta was 1.72. These figures are substantially 
lower than the 28.52 variance and 2.23 beta of 
the overall DP firm sample. Revenues were $92 
million with a net loss of $1.4 million in the year 
prior to the IPO but Blackbaud achieved several 
very profitable years previously. They offered their 
stock at $8 per share and it rose to $8.53 by the 
end of trading on the first day. An increase of only 
7% compared to nearly 115% increase in first day 
return for other firms that went public around that 
time. As of mid 2009 Blackbaud was trading at 
roughly $15 per share, representing an annualized 
return of 12% since going public. Overall, these 
results are representative of late issuers.

A firm that appeared to have issued stock too 
early was Software Net Corporation who went 
public on June 17, 1998. They produced commer-
cial off-the-shelf computer software for consum-
ers, small business and large-enterprise markets. 
Much of their marketing was done online. The 
company was founded in 1994 but only emerged 
in its final form one year prior to marketing their 
IPO. According to our calculations they should 
have gone public roughly 6.5 years after found-
ing but chose to issue their IPO within 4 years of 
incorporating and within one year of an important 
organizational change. Their managing under-
writer was Deutsche Bank Securities, a prestigious 
investment bank. Revenues were fairly strong but 
reported a substantial net loss for the year prior 
to the IPO. Their return variance was 79.2% and 
their beta was 2.85. Both of these imply a very 
risky firm and considerably more risky than our 
average DP firm. As they wrote in their offering 
prospectus: “Since inception, the Company has 
incurred significant losses (Software Net Corpora-
tion Form 424B1, 1998, p. 5).” As predicted by 

Carter, Strader and Dark (2009) the stock price 
rose dramatically on the first day … from $9 to 
$13.25 a 47% increase, suggesting the firm and 
its owners did not receive a good price for their 
shares. Within three months Software Net had 
lost nearly all of their value and were delisted 
from Nasdaq.

A second firm that, according to our estimates, 
issued stock early was CyberCash. Using physical 
points of sale and integrated enterprise payment 
solutions, CyberCash initially took a commanding 
position in Internet payment software. While we 
calculated that they should have gone public in 
their seventh year, CyberCash issued their IPO in 
February of 1996 - less than two years after their 
founding. W.R. Hambrecht, a prestigious invest-
ment bank, was their book-runner. Like Software 
Net, CyberCash reported a net loss prior to going 
public and their beta in after-market trading was 
a very risky 3.86. As predicted by Carter, Strader 
and Dark (2009), the stock price went from $17 
per share to $28 on the first day of trading - a 70% 
increase and was selling for as much as $60 within 
a short period of time. As with Software Net, the 
run-up suggests that the firm and its owners did 
not receive a fair price for their shares. But in 
five years CyberCash’s stock price had fallen to 
less than a dollar and they declared bankruptcy 
one month later.

Incidentally, all three of the firms outlined 
above issued their stock in roughly the same mar-
ket environment. In each case the stock market 
had increased an average of about 1.5% in the 
two months prior to their offerings. The other 
interesting similarity is that after the offering the 
original owners retained about the same amount 
of the firm – roughly 80%.

futuRe ReseARch dIRectIons

We have provided evidence that there is likely an 
ultimate window of opportunity for issuing public 
equity for the digital product firm. However, we 
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have not examined those firms that waited too long 
and failed. Obviously, if a firm is trying to wait 
until their expected stock market price reaches a 
peak to issue their IPO but in the meantime their 
product loses favor with the consumer the IPO 
is likely to fail. In this research we confined our 
sample to those firms that completed a success-
ful offering. An important follow-on study is an 
examination of this group of firms to determine 
if there is evidence of imminent failure in enough 
time to issue public equity and recover initial 
capital. A survey of managers of these firms may 
provide timing information that may be useful to 
the management of private digital product firms. 
Future studies could also address these issues for 
each of the digital product industries separately 
to see if there are significant differences for IPOs 
offered by online content companies (magazines 
and newspapers), e-book publishers, multimedia 
product companies (music and movies), or soft-
ware companies.

conclusIon

Digital product firms are faced with some unique 
circumstances when attempting to find financing 
to support their growth. First, there is the pros-
pect of positive network externalities where the 
value of a product or service increases as more 
people use it. Second, there is the all-or-nothing 
phenomenon where one particular platform may 
become the standard to the exclusion of all oth-
ers. Finally, typically high fixed-to-variable cost 
ratios increase the risk to recovering the initial 
investment.

The lessons learned from the evidence pre-
sented here, as well as the brief case studies, is that 
the initial public offering provides a viable form 
of capital acquisition especially for firms financ-
ing rapid growth. But timing is important. Digital 
product firms should be cognizant of the value to 
investors of the firm’s record knowing full well that 
the original owners are trying to recover at least 

some of their own invested capital. Selling shares 
prior to having a sustained record of success, at 
least on some level, might mean receiving a price 
for their shares that is not commensurate with the 
eventual outcome for the firm. These early issuers 
also have poorer long-term performance than non-
DP firms. On the other hand, unless the owner is 
certain they will succeed, waiting too long may 
mean no issue at all for the digital product firm. 
As we pointed out above we did not determine 
how many DP firms waited too long and failed 
before being able to issue their IPO.

To conduct our analysis we had to estimate 
the normal age a DP firm goes public using such 
measures as the market value of the firm at the 
time of the IPO and the relative prestige of the 
underwriter. While we are not recommending 
the use of these measures alone to estimate IPO 
timing, we do believe the DP firm managers/
owners, in conjunction with an investment bank 
with experience in marketing DP firm IPOs, can 
determine if they have a sufficient track record 
to issue public equity. But as they make their 
IPO decision they must bear in mind that if they 
wait to find the ultimate time they may miss their 
window of opportunity.
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KeY teRms And defInItIons

Going Public: The process by which a pri-
vately held company sells a portion of its owner-
ship to the general public through a stock offering. 
Owners generally take their firms public because 
they need additional large sums of equity funding 
that they are unable or unwilling to contribute 
themselves.

Initial Public Offering (IPO): The first sale 
of stock by a company to the public. The most 
common reason for a company to initiate an IPO 
is in order to raise more capital.

Initial Return: The relative difference be-
tween the IPO offer price and the closing bid price 
on the first day of trading.

Network Externality: The effect that one 
user of a good or service has on the value of that 
product to other people.

Operating Leverage: The percentage of fixed 
costs in a company’s cost structure. Generally, 
the higher the operating leverage, the more the 
company’s income is affected by fluctuation in 
sales volume and the greater the risk to the firm.

Technology Lockout: The all-or-nothing 
phenomenon where consumers reject a vendor-
specific digital product in favor of a preferred 
variety.

Underwriter: An intermediary between an 
issuer of a security and the investing public, usu-
ally an investment bank.
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IntRoductIon

Electronic commerce (e-commerce) has been the 
main subject to emerge in recent years. With the 
use of the Internet and digital devices there has 
been a significant alteration in traditional business 
models (Luxem, 2000). E-commerce falls into 
two categories: (1) trade in physical goods such 
as computers, televisions or books with a physi-

cal substance and (2) the trade in digital products 
such as software, music and video products, and 
several other different services that lack any 
physical substance (Vincent, 2004). Therefore, 
e-commerce not only involves a digital process of 
selling or buying (as a trade process) of physical 
products, it also involves content based products 
with and without physical substance. The develop-
ment of e-commerce has caused a change in tra-
ditional business methods. Companies operating 
as publishers, software developers or computer 

AbstRAct

Digital products are “content” goods such as software, books, music, or movies which can be digitized 
and traded on a digital market place. With the increase in trade and ownership of digital products, 
several important management issues have arisen. Accounting treatment for digital products is one im-
portant management issue. It is argued that digital products require regulations in terms of recognition, 
measurement, valuation, reporting and taxation. Therefore, the purpose of this chapter is to discuss the 
accounting problems that arise as a result of the growing importance of digital products in the busi-
ness environment and to propose suggestions based on the accounting concepts and standards. For this 
purpose, first, the increasing importance of digital products is briefly explained. Then, the challenge 
created as a result of expanding trading volume of digital products are discussed in terms of accounting 
with suggestions for the appropriate accounting for digital products.

DOI: 10.4018/978-1-61692-877-3.ch006
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programmers, banks and insurance agents have 
started to offer a wide range of digital products 
(Hui & Chau, 2002).

Recently, as a result of technological devel-
opments, the way of doing business has changed 
through e-commerce. Rapid development of 
digital technologies and use of the Internet fa-
cilitate the communication and the transfer of 
payment around the world eliminates the borders 
of trade, transportation, and marketing. However, 
in addition to its advantages such as simplifying 
the trade among different countries or improving 
competition among companies, e-commerce has 
brought uncertainty about the nature of trade and 
legal treatments.

According to Rayport and Sviokla (1995), 
products are either classified as tangible (physical) 
or intangible (service related). Poon and Joseph 
(2000) argued that goods are classified based on 
“tangibility”- how tangible the goods are. Accord-
ing to them, while highly tangible goods can only 
be traded or used in a physical form, low tangibility 
goods are content-based goods used preferably in 
a physical form or a digital form. For example, 
while a refrigerator is a highly tangible good, a 
software package used through physical means 
might be classified as low tangibility. Even though 
software is a content-based product, it is used or 
traded through other means. However, there are 
also intangible goods either content-based goods 
or services downloadable or used only in digital 
form. This kind of product may be consumed 
over an infinite life time, or it may be restricted 
by the seller, or produced in limited numbers for 
a limited time, or limited in some other respects. 
Depending on their characteristics, digital prod-
ucts may be considered as intangible according to 
United States (US) and International Accounting 
codifications.

For physical products, the case is simple. All 
digitally traded physical products are recognized, 
measured, valued, and reported in accordance with 
accounting standards. Similarly, as these products 
have a physical substance, whether domestically 
or internationally traded, they are taxed in accor-

dance with legal rules prevailing in the domestic 
country or across borders, respectively.

However, in the case of digital products, ac-
counting problems arise, especially in the valua-
tion, recognition, reporting and taxation of digital 
products. As they are intangible, it is difficult to 
measure the initial or subsequent value of the 
products. In addition, the revenue recognition 
related to any digital products or services is be-
coming increasingly complicated as the physical 
delivery and the transfer of control of the products 
cannot be effectively observed. Similarly, goods 
and services traded digitally escape import duties 
and value added taxes (Vincent, 2004). In sum, the 
following questions on the accounting of digital 
products have been raised.

• What is the value of digital products? 
For the initial measurement which price 
is used; purchase price or subscription 
fee? For subsequent measurement, which 
valuation method will be used? Historical-
based or fair value?

• What is the accounting treatment for digi-
tal products? Do they need to be expensed 
directly in the period of purchase or to be 
capitalized as an asset?

• How can the revenues generated from the 
sale of the digital products be recognized? 
How can the revenues be matched with 
expenses for the services provided and re-
sources consumed as digital products?

• How can the information produced be 
stored and reported in financial statements?

• How can the taxation issues associated 
with digital products be solved?

The answers to the above questions depend 
on the classification of digital products as either 
goods or services. In this chapter, first the clas-
sification of the digital products will be explained 
and then the management and control of digital 
products will be discussed, in terms of account-
ing, by considering the recognition, measurement, 
valuation, reporting and taxation problems.
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bAcKgRound

Digital products are “content” goods or services 
such as software, books, music, movies or finan-
cial services that can be digitized and traded on a 
digital market place. The new form of business, 
e-commerce possesses several challenges on how 
to manage the digital products.

A number of different definitions are used in 
the literature. Whinston, Stahl and Choi (1997) 
described digital products as products that can be 
digitized and transferred over a digital network. 
Seddon (1998) defined digital products as a com-
bination of products, processes either physical or 
digital and players either physical (buyers, sellers, 
third parties) or digital (agents). In other words, a 
product is categorized as a digital product depend-
ing on its form, trading terms or players (buyers, 
sellers, third parties or agents) engaged in the trade 
of the products. According to Shaw, Gardner and 
Thomas (1997), compared to traditional products, 
the delivery of digital products is radically dif-
ferent. In addition to the differences in delivery, 
as soon as digital products have been produced, 
their inventory level is infinite (Tao et al., 2006).

The rapidly expanding digital economy offers 
a wide range of digital products which differ from 
each other in terms of characteristics and nature. 
Digital products were traditionally traded as part 
of a physical carrier medium and classified as 
either goods or services. For tax purposes, their 
valuation was based on the value of the carrier 
medium (Vincent, 2004). However, with the use 
of the Internet, the physical borders of, and con-
straints on, digital products have been eliminated. 
Today, digital products are traded all over the world 
via the Internet with no physical substance. This 
change in the form of delivery of digital products 
has increased the debate on the classification of 
digital products, as goods or services, which is 
important for their legal taxation and accounting 
treatments.

In accordance with the explanation above, 
Hui and Chau (2002) developed a comprehen-

sive framework for the classification of digital 
products. According to this framework, based on 
their attributes, delivery processes and serving 
purposes digital products are divided into three 
categories; tools and utilities, content-based digital 
products, and online services. Tools and Utilities 
are products that are used as an assistant tool to 
meet specific purposes of customers. Software 
programs are one of the most frequently traded 
digital products categorized under tools and utili-
ties. Content-based Digital Products are products 
that contain information. E-books or databases 
are examples of content-based digital products. 
Online Services refers to other digitally traded 
services including online resources, consultancy 
services, banking services, subscription services.

In literature, studies on “digital products” and 
“digital economy” started in the 1960s and there 
has been a rapid growth in the studies especially 
since the 1990s. A vast amount of studies on 
digital products have been conducted on their 
marketing, distribution and management models 
(Wang et al., 2001; Tao et al. 2006; Shaw et al., 
1997; Park & Scotchmer, 2005; Gayer & Shy, 
2003; Kuan, 2006; Luxem, 2000; Hui & Chau, 
2002). However, studies specifically concerning 
the accounting treatments for digital products are 
limited. Mullins (2005) provided insights into the 
emergence on accounting of digital products, al-
though failed to present any suggestions. As David 
(2002, p.67) and Mullins (2005) argued, uncer-
tainty over the accounting of digital products and 
accounting treatments for digital products should 
be investigated, because this is important for the 
development of the regulations and standards.

AccountIng tReAtment 
foR dIgItAl pRoducts

Mullins (2005) explained the absence of the 
accounting rules, standards or principles for 
software, as an example. According to his study, 
the costs of software are either written-off in the 
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period incurred or amortized. Even it does not 
reflect the true pattern, there is a general account-
ing treatment for software purchased or acquired 
through other means. On the other hand, there is 
no accounting treatment for the digital products 
created internally or purchased digitally. Ac-
cording to current accounting practices, assets 
internally created do not correlate with revenue 
performance (Mullins, 2005).

Accounting is reactive, developing in parallel 
to changes in the business environment. As a re-
sult of these developments in the digital products 
market, debate on accounting treatment for digital 
products has increased. Traditional accounting 
methods do not completely meet the requirements 
of the emerging digital economy. In traditional 
accounting, it was simple to measure and record 
many cases. Revenue is recognized when the goods 
or services are delivered to customers (DeMark, 
2004). However, as a result of the characteristics 
of digital products, their measurement and valu-
ation process and trading terms are complicated.

In accounting, the classifications of assets are 
made based on liquidity, current assets and long 
term assets. In addition, in order to differentiate 
the assets with no physical substance, another clas-
sification has been used and non-monetary assets 
(non-financial instruments) with no physical sub-
stance are defined as intangible assets. Although at 
first, digital products seems like intangible assets, 
Kuan (2005, p.69) argued that a digital content 
product should be defined as neither tangible nor 
intangible. Therefore, it may not be possible to 
apply completely the accounting standards for 
intangible assets to digital products. It would be 
appropriate to classify digital products held for sale 
in the ordinary course of business as inventory. 
Therefore, the classification of digital products is 
important to understanding possible accounting 
treatments and interpreting the applications of 
accounting standards for digital products.

In this chapter, accounting treatments for 
digital products will be discussed under the fol-
lowing main topics; recognition, measurement 

and valuation, reporting and taxation. In Figure 
1, accounting treatment for digital products is 
summarized.

Recognition

The first issue associated with the accounting of 
digital products is to determine whether to capital-
ize or expense the digital products.

In accounting, assets are defined as resources 
controlled by the entity, resulting from past events 
and from which a future benefit is expected (FASB, 
2006; IASB, 2009). A digital product, either self 
created or acquired, can be classified as an asset 
and capitalized if a future economic benefit is 
expected to flow into the entity through its use. 
Otherwise, any other digital products that fail to 
meet the asset definition would be recognized 
as an expense when incurred. Using this base of 
classification, tools and utilities and content-based 
digital products may be examples of assets that 
should be capitalized, while most online services 
should be expensed in the period incurred. If the 
payment of the online services has been made in 
advance, it should be expensed in accordance with 
the proportionate usage of the digital services.

In the sale of digital products, another issue 
that has arisen is how to match the revenues with 
expenses resulting from trading digital products. 
As the transfer of control among sellers, buyers 
and distributors cannot be accurately determined, 
a revenue recognition problem exists. Besides 
the risks associated with the sale or transfer of 
control and ownership of the digital product, 
warranty and after sale obligations related to 
products cause serious problems (Mullins, 2005). 
According to International Accounting Standards 
Board (IASB), IAS 18 and Financial Accounting 
Standards Boards (FASB, 2009) revenue is recog-
nized if (1) it is probable that any future economic 
benefit associated with the item of revenue will 
flow to the entity, and (2) the amount of revenue 
can be reliably measured.
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Figure 1. Summary of accounting treatment for digital products
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Thus, in the accounting of digital products, 
revenue should be recognized in accordance with 
the delivery of goods or services. For warranty 
and after sale obligation, there is a requirement 
for a sale agreement which clearly explains the 
responsibilities of both buyers and sellers with 
sales terms and conditions. If the digital products 
are delivered at one time, it is easy to determine 
the amount of revenue or expense. However, the 
digital products may cover a bundle of digital 
goods or services, contracts or online services 
over a specific period of time or for specific 
level of information. The expense and revenue 
associated with these types of digital products or 
services should be recognized depending on their 
use or delivery.

measurement and Valuation

A second issue associated with the accounting of 
digital products is measurement and valuation. 
If digital products are capitalized, their initial 
value and subsequent valuation basis should be 
determined. A digital product recognized as an 
asset should initially be measured at cost. The 
cost of the acquired digital product is the purchase 
price (DOR, 2009) or if this cannot be reliably 
determined the price of similar products on the 
market. If a digital product is obtained by means 
other than a purchase, then the price will be de-
termined using the retail price of a similar digital 
product. However, as Peitz and Waelbroeck (2006) 
indicated, while the cost of the first copy or right 
of digital products is high, subsequent copies are 
cheap to produce. Therefore, as a result of low 
marginal cost, low distribution costs, and ease of 
reproduction, the traditional pricing policies can-
not be applied for digital products (Chen, 1997).

For subsequent measurement it would be 
appropriate to use the fair value for digital prod-
ucts. A fair value may be the market value or the 
net cash inflow into an entity expected from the 
use of the digital product. However, as net cash 
inflow is a subjective measure, it would be more 

appropriate to use market value for the subsequent 
valuation of digital products. If the price of the 
digital product cannot be determined on the mar-
ket, the price of a similar product may be used as 
a measure of fair value.

Where digital products are capitalized, de-
pending on the categorization of digital products 
as inventory or a long-lived intangible asset, an 
amortization problem arises. In accounting, de-
pending on their characteristics, long-lived assets 
are subject to depreciation or amortization. For the 
amortization of digital products, first the useful 
life of the digital products should be determined. 
If these have an infinite life they should not be 
amortized. In contrast, digital products with a finite 
life should be amortized over the useful life of the 
digital product. Similar to intangible assets, the 
amortization period should reflect the pattern of 
benefits expected from digital products. In addi-
tion, in the case of capitalizing, another concern is 
how to control the products. According to Mullins 
(2005), adequate internal control standards are 
required for accurate management especially in 
recording and controlling of revenues.

If the digital product is classified as inventory, 
for subsequent measurements, the lower of cost or 
net realisable value (NRV) principle, where NRV 
is the estimated selling price less the estimated 
cost of completion and selling costs (IAS 2) or the 
lower of cost or market rule (FASB 151) should 
be applied.

Reporting

A third issue associated with the accounting of 
digital products is reporting in financial statements.

Digital products that meet the definition 
of assets are reported in the balance sheet and 
other digital products are recognized as expense 
or revenue in the income statement. In addi-
tion to financial statements, the valuation base, 
amortization and the classification of the digital 
products should be clearly reported in the notes 
of the financial reports. For companies providing 
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both digital and traditionally-traded products, a 
segment reporting should be required to report 
any profit or loss resulting from digital products’ 
operations. In addition, entities trading only digital 
products should also prepare segment reporting 
by regions, because trading of digital products is 
across borders.

taxation

Entities pay tax to governments as a result of 
commercial activities. Of this tax, sales taxes 
and custom duties compose a great portion of 
tax revenues of governments (Mullins, 2005). As 
with other products, commercially traded digital 
products are subject to sales taxes and custom 
duties. However, in contrast to physically traded 
goods and services, it is difficult to measure the 
volume of trade or define the amount of tax as-
sociated with digital products, which are traded 
internationally, and are thus subject to different 
tax systems and legal procedures.

Therefore, in addition to valuation, revenue and 
reporting, taxation is a serious concern. Digital 
products, which are digitally traded with no physi-
cal carrier medium, are exempt from indirect taxes. 
This causes two major problems; uncontrollable 
trading volume of digital products and unfair trade 
terms for digital products as compared to other 
physically traded products.

Besides, digital products that are internally 
created and used for internal operations are not 
subject to taxation. However, in the case of the 
commercial trade in digital products, digital prod-
ucts accessed through any means (downloaded, 
streamed, subscription service, networking, etc.) 
or created internally for commercial sale are sub-
ject to sales and use tax (DOR, 2009). In a report 
published by DOR (2009) it is indicated that the 
taxation process may applied through a digital 
code specifically identifying the purchased digital 
product and at the same time giving purchaser a 
right to obtain or access the product on a single 
occasion or over a period of time.

futuRe ReseARch dIRectIons

The accounting of digital products is an emergent 
issue. Both in the literature, and in regulations and 
standards, there is a lack of framework for the 
accounting treatment of digital products. In this 
chapter, current accounting standards have been 
interpreted for the accounting of digital products. 
However, the need for the clear definition of digital 
products, especially for those internally created 
ones, and the accounting standards to be applied 
should be clearly defined by standard setters and 
to accounting profession. For further research, the 
accounting treatment of digital products should 
be analyzed through financial reports of compa-
nies trading digital products. In addition, another 
important research topic is the free downloading 
of digital products. If these kind of digital prod-
ucts are under the control of entities and a future 
benefit is expected from their use, what would be 
the accounting for such digital products? Are they 
assets or not? This issue might be investigated in 
further studies.

conclusIon

In recent years, there has been a rapid growth in 
digital products traded on the market. The digital 
economy has led to a change in the method of 
production and delivering of goods and services. 
There is now no need for a physical carrier medium 
for the trade in goods or services such as software 
programs and online newspapers, music, books, 
almost all kind of banking services, consultancy 
services, films, ticket sales, education, which are 
delivered electronically over the Internet. This new 
form of business has raised important problems 
on how to manage these digital products.

In this chapter, first, the challenges arising 
as a result of trading digital products has been 
explained briefly and then suggestions for over-
coming these challenges have been proposed in 
terms of accounting. As digital products have 
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similarities to intangible assets, this chapter 
presents a framework for the accounting treat-
ment of digital products based on the accounting 
standards for intangible assets and the nature of 
digital products. Overall, it is important to say 
that, without a proper classification, it would be 
impractical to make suggestions and interpretation 
for the accounting treatment of digital products.
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KeY teRms And defInItIons

Intangible Asset: A non-monetary asset lack 
of physical substance.

Electronic Commerce: A business method 
where goods and services are traded electronically 
over Internet or other networks.

Accounting (System): An information system 
concerned with recording, classifying, summariz-
ing and reporting the transactions of economic 
events in monetary terms.

Recognition: The process of recording and 
reporting an item in the financial statements.

Measurement: Determination the value of the 
items to be recognized in monetary terms.

Valuation: The process of determining and 
recording items’ initial and subsequent market 
value.

Taxation: The imposition of tax by legal 
authorities.
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It’s All about the Relationship:
Interviews with the Experts on How Digital 
Product Companies Can Use Social Media

Delaney J. Kirk
University of South Florida, Sarasota-Manatee, USA

IntRoductIon

Social media is defined as “the activities, practices, 
and behaviors among communities of people who 
gather online to share information, knowledge, 
and opinions using conversational media” (Safko 
& Brake, 2009, p. 5). With social media sites 
we are able to move beyond the one-way com-
munication methods used in the past to promote 
products, to interactive Web tools that give people 
and organizations the ability to conduct on-line 
discussions and obtain immediate feedback. 
Given that digital products such as online music, 

magazines, and newspapers are stored, produced, 
and disseminated through the Internet, it makes 
sense to tap into social media networks to market 
these products.

To get an idea of just how big the phenom-
enon of social media is, consider this: It took 38 
years for radio to gain 50 million users and 13 
years for television to do the same. However, the 
Internet had 50 million users in four years, and 
Facebook-just one of many social networking 
sites-counted 100 million users in less than nine 
months (Qualman, 2009).

This chapter gives a brief history of some of 
the most popular social media tools being used 
today. It then presents insights gained from per-

AbstRAct

The rapid growth of social media sites has caught the attention of individuals and organizations hoping 
to use these to market their products and services. As digital products are sold online, it makes sense 
to tap into these networking communities to sell products as well as to share information and gather 
feedback. In this chapter, experts who are currently using social media in a variety of ways are asked to 
share their experiences. Tips are given on what to do as well as what not to do in order to participate 
successfully on social media sites. Future managerial and research implications are then discussed.

DOI: 10.4018/978-1-61692-877-3.ch007
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sonal interviews with a variety of experts who 
are currently using social media to market their 
own digital products. Strategies are given as to 
how these experts have been able to create their 
online communities and what companies can do 
to tap into this fast growing resource.

bAcKgRound

There are hundreds of social networking sites on 
the Internet today. Some of the most widely used 
venues include blogs, forums, Twitter, Facebook, 
MySpace, and YouTube.

blogs

The term, weblog (commonly called blog), is de-
fined as a “frequently updated website, normally 
with dated entries and usually with the newest 
entries at the top” (Merriam-Webster Online Dic-
tionary, 2008). It is estimated that there were only 
150 blogs in the late 1990s (Trammell & Ferdig, 
2004). However, this number increased to 10.3 
million blogs in 2004 (Quibble, 2005), 70 million 
in 2007 (Sifry, 2007), and to over 112.8 million by 
July 2008, with 175,000 new blogs being added 
each day (“Technorati website statistics,” 2008).

Blogs differ from traditional websites in several 
distinct ways (Quibble, 2005). Websites tend to be 
static and do not change often; blogs are dynamic 
and usually added to frequently by the author (or 
authors). Also, the readers of the blog can respond 
to the writer’s text by making comments that can 
then be read by other readers. In addition, blogs 
are much easier to add content to because they do 
not require the expertise and special programming 
software to start or update as websites do. In fact, 
the major reason for the growth in blogs is that 
“software companies created the database-driven 
content management tools needed to run blogs 
so that non-coders could start their own blogs” 
(Trammell & Ferdig, 2004, p. 61). In other words, 
blogs have become easier to create than a web-

page. As noted by one website designer, “adding 
a new post [on a weblog] is as easy as sending an 
e-mail” (Demopoulos, 2007, p. 4).

forums

Internet forums were one of the first online com-
munication tools and are still popular for people 
wanting to engage in an ongoing, interactive con-
versation on a specific topic. Forums are similar 
to chat rooms except that forums do not have to 
occur in real time. People in forums tend to form 
very strong bonds as they care about the subject 
matter and trust each other. Forums are seen as 
predecessors to the blog although the strong growth 
of blogs has not in any way led to a demise of the 
forum format (Safko & Brake, 2009).

twitter

Twitter was founded by Jack Dorsey, Biz Stone, 
and Evan Williams in 2006 as a way for users to 
post updates on what they were doing. These up-
dates are limited to a maximum of 140 characters 
and can be posted using a computer, text message, 
or instant message (“Twitter stats,” 2009). It is 
estimated that there were six million Twitter users 
in 2008 in the United States, or about 3.8 percent 
of all Internet users.

Twitter released its most recent stats in April 
of 2010, stating that there are now 106 million 
users of Twitter and these users post 55 million 
tweets per day. Twitter has been called the “water 
cooler of the Internet” and can be used for sharing 
information and links, networking, and marketing. 
Research by Professor Jim Jansen at Penn State 
reveals that “20 percent of all tweets…[on Twit-
ter] are directly related to products or services” 
(McDermott, 2009).

facebook

Facebook was launched by Mark Zuckerberg 
on February 4, 2004, as a social networking site 
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for students at Harvard University and quickly 
expanded to 30 more colleges within four months 
(“Facebook,” 2009). The site has now evolved past 
targeting students to include people of all ages as 
well as organizations. As of September of 2010, 
over 500 million people all over the world have a 
Facebook account (“Facebook stats,” 2010) and 
58.6 percent of all the social networking site visits 
are to Facebook (“Facebook visits increased,” 
2009). “People spend over 700 billion minutes 
per month on Facebook” (“Facebook stats,” 
2010). The majority of users are over 25 years 
old due to the rapid increase in the number of 
older users, although young people between 18 
to 25 still make up the largest age group (Walsh, 
2009). However, visits to Facebook from persons 
55 and older have increased by 77 percent in the 
past year (“Facebook visits increased,” 2009).

myspace

MySpace was first launched in 2003 by several 
eUniverse employees. The site dominated the 
social networking scene in 2006 (Cashmore, 
2006) but was overtaken by Facebook in 2008 
(“Facebook: Largest, fastest growing social net-
work,” 2008). MySpace tends to be geared towards 
“friends” while Facebook includes colleagues and 
organizations and the network is seen as older and 
more professional (Salazar, 2007).

Youtube

YouTube was launched in December 2005 as a 
way to let people share personal videos. Today, 
over two billion people watch videos each day 
(“YouTube Facts and Figures, 2010) and “every 
minute, ten hours of video is uploaded to YouTube” 
(“YouTube fact sheet,” 2009). These videos allow 
others to discover new artists, watch first-hand 
accounts of current events, and share tape on their 
kids, pets, and hobbies. Users span in age from 18 
to 55 and include both males and females equally.

socIAl medIA stRAtegIes

Using social media tools such as the ones discussed 
above to market a company’s products takes a 
different approach from that used with traditional 
media sources such as radio, television, film, and 
print ads. Experts in the area of social media would 
say it requires the acquisition of “whuffie.” The 
term, whuffie, was first used by Cory Doctorow, 
author and creator of the blog Boing Boing, to 
describe social capital (Doctorow, 2003). Social 
capital isn’t bought; it’s earned through building 
relationships with others in your online commu-
nity (Hunt, 2008). Individuals and organizations 
gain this social capital based on their reputation 
and whether others believe they are trustworthy. 
As noted by Brogan & Smith (2009), people with 
social capital today are the pioneers who under-
stand these new technologies and are mastering 
the how-to’s of one-to-many communications. 
They go on to say that we are currently living 
in a society where people have no confidence in 
advertising, where they are suspicious and even 
hostile to those appearing to have ulterior motives. 
This has led to the formation of loose networks of 
people with common interests who share informa-
tion and are thus able to connect with and influence 
those within their circles. Although members of 
these social networks may never meet in person, 
there is a sense that one knows and trusts these 
“friends” or influencers on the Internet and thus 
would turn to them when making decisions about 
products and services to buy.

A good example of someone who has been 
able to successfully leverage social media to sell 
his digital products is singer-songwriter, Jona-
than Coulton. Coulton left his job as a software 
programmer in 2005 to pursue a full-time music 
career. He decided to make a commitment to 
recording a new song a week and releasing it for 
free on his website as a podcast. As he notes, “It 
was an attempt to keep the creative juices flowing 
as freely as possible, and a way for me to push 
myself to take risks, work quickly and trust in 
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the creative process. It was also a stunt designed 
to get people to notice me” (J. Coulton, personal 
communication, October 9, 2009). Coulton has a 
blog, hosts discussion forums, is on Twitter and 
MySpace, and urges his fans to use a website 
called Eventful that is aimed at creating demand 
for musicians. According to Coulton, his strategy 
was to put his songs out there in a format that was 
easy for the consumer to link to, download, and 
email to friends and to be as contagious and open 
as possible. In that first year, he used his blog 
to describe the process of writing his songs and 
as a result began having conversations with the 
people that came to his blog. Early on someone 
sent him a drawing illustrating one of his songs 
which made him realize that he wanted people 
to have fun with his music. He put the drawing 
on his blog and started encouraging people to 
expand on his songs to create new music and art 
work. When he saw people making videos using 
his music, he would link to them on his blog and 
give them a little piece of the spotlight. There 
are now hundreds of music videos on YouTube 
that people have made using his music. Coulton’s 
website took off when several blogs with high 
readership numbers linked to one of his songs, 
pushing his audience from 100 visitors a day to 
100,000 (www.jonathancoulton.com).

Online newspapers are also beginning to see the 
possibilities of social media. Greg Auman, a sports 
reporter for the St Pete Times online newspaper, 
has experimented with various formats for several 
years. Two years ago he began blogging about the 
University of South Florida football games and 
in 2009 this evolved into a live interactive chat 
with 200 people participating during the first two 
games of the season. According to Auman, “the 
blog really took off during the third game which 
was not televised. When one of the players hurt his 
knee during the game, fans at the stadium instant 
messaged their friends and within 20 minutes, 
there were over 1200 tweets on Twitter about the 
incident” (G. Auman, personal communication, 
September 28, 2009). This led others to log on 

to Auman’s blog to get the updates. Auman sees 
social media as an amazing resource for a reporter 
to interact with the public.

Another type of digital product successfully 
using social media are companies producing 
webisodes, defined as “a serialized story that is 
broken into short installments, each just a few 
minutes long, and each of which often ends in a 
cliffhanger” (Miller, 2008, p. 261). For example, 
Something to Be Desired was created in 2003 and 
is the Internet’s longest-running web sitcom. The 
story line revolves around life after college for the 
characters and it is produced in Pittsburgh, PA, 
with a local cast and crew. Writer/producer, Justin 
Kownacki uses Twitter and discussion forums to 
communicate when new webisodes are available 
and to talk with fans. In addition, fans can rate 
each webisode online.

James M. Maher of Tampa, Florida, shares his 
experience with authors Sharon Lee and Steve 
Miller who tapped into the Internet community in 
order to offer their science fiction books online. 
Subscribers were able to access their book, Fledg-
ing, a chapter at a time for free as it was written 
from January to October 2007. Fans were encour-
aged to make suggestions and give feedback and 
those who contributed money during the process 
were promised a hard copy of the final book if it 
ever sold. Fans of Lee and Miller set up “friends of 
Liad” groups on Facebook and on various discus-
sion forums, creating a community that proved to 
publishers that there was indeed a market for the 
book. Lee and Miller were able to revise and sell 
Fledging to Baen Books which released the book 
in September 2009. Maher, along with 1199 other 
supportive fans then received their signed, first 
edition book for supporting the writing duo during 
the process (J. Maher, personal communication, 
October 22, 2009).

While the previous examples show digital 
product companies embracing all forms of social 
media, others have focused on just one type they 
felt was most suited to their audience. Winding 
Road is an online magazine in the automotive 
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market that was first released in December 2004. 
According to the editorial director, Tom Martin, 
the magazine is targeted at automotive influenc-
ers (both passionate enthusiasts and people who 
follow new cars regularly but somewhat casually). 
The magazine is accessed by four million people 
all over the world although the magazine’s primary 
focus is the U.S. market. Martin believes that 
offering the magazine online has advantages of 
faster timing, lower costs, and the ability to pro-
vide links and videos of new cars. The company’s 
editors and their readers both initiate discussions 
in forums online to continue the conversation 
beyond the magazine. Martin states that forums 
work best for them in getting user participation 
and feedback and more page views. According 
to Martin, other sites such as Twitter, Facebook, 
and blogs are used at the title level but not the 
company level, meaning that individual employees 
may choose to use them but the company does not 
view these as effective methods to interact with 
customers (T. Martin, personal communication, 
September 28, 2009).

AdVIce fRom the eXpeRts

According to Safko & Brake, there are three 
guidelines to using social media to market products 
and services: (1) It’s all about “enabling conver-
sations; (2) You cannot control conversations, 
but you can influence them; and (3) Influence is 
the bedrock upon which all economically viable 
relationships are built” (2009, p. 5). As noted by 
Jonathan Coulton, each person or company has 
to approach social media by keeping in mind 
their product, image, and who their audience is. 
As he says, his were mostly “nerds who liked 
geeky songs and were already involved in social 
networking.” His advice is to be authentic and 
honest, something echoed by others working with 
this new medium. As he observes, “there is a fine 
line between social media and marketing” and the 
public is educated to tell the difference. Social 

media is all about word of mouth or rather, word 
of Internet.” (J. Coulton, personal communica-
tion, October 9, 2009). Appendix A has additional 
suggestions from Chris Brogan, co-author of the 
book Trust Agents, for businesses on how to get 
started using social media.

Microsoft found out what not to do in their 
recent attempt to convince the online community to 
promote house parties for their Windows 7 launch. 
A six minute instructional video was placed on 
YouTube illustrating how people could throw their 
own parties from October 22-29, 2009, to dem-
onstrate the new product (“Hosting your party,” 
2009). While a number of people did sign up to get 
their free Signature Edition of Windows 7, along 
with complimentary party favors, many more got 
on Twitter and blogs to make fun of Microsoft’s 
“forcing” the social media relationship. In fact, 
Lukas Neville, Ph.D. Candidate in Organizational 
Behaviour at Queen’s University, saw this push 
by Microsoft to get the online community talk-
ing about their new product as a potential threat 
to the trust forged between the company and its 
brand community. “If the video makes volunteer 
‘hosts’ feel like they’re being made to shill versus 
participating in a community-building event,” 
the trusting relationship between the firm and 
its community could be eroded, a true violation 
of social netiquette. The key to recovering this 
trust, Neville suggests, is to invest in an enduring 
relationship with the event hosts. “Involve them 
with new products, seek their feedback on ideas, 
etc. Attributions about the party would then be 
made in context of this broader relationship by 
those who have a positive, ongoing relationship 
with the firm.” And as for the damage to Micro-
soft’s branding? “If I were Microsoft, I’d just try 
to have some (self-effacing) fun with it at this 
point. Perhaps record a ‘director’s commentary’ 
or a video of the cast biting their nails, waiting 
for the Oscar nominations” (L. Neville, personal 
communication, October 12, 2009).

Greg Auman agrees that the process cannot 
be hurried or manipulated. He believes that you 
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want people to feel that they can come to you for 
accurate information. Although his newspaper 
is not sure how much time they want to invest 
on Twitter and other social networking sites if 
they don’t see a direct return on investment, his 
thought is that any traffic you can get the better 
and thus you gain more currency for advertising 
which will, in time, pay off. As noted earlier, he 
uses both Twitter and Facebook to drive traffic 
to his sports blog and believes the blog attracts 
customers to the online newspaper. He does say 
that many of his colleagues fear that Twitter will 
be obsolete in 18 months and thus the newspaper 
will have wasted its time. He sees it differently 
and states that if this should prove to be true that 
companies should just jump to the new tool or be 
at risk of being seen as a dinosaur. And while his 
live blog audience who live in Iraq, Thailand, and 
Bangkok may not frequent restaurant owners in 
Tampa, he does see how an Internet site selling 
University of South Florida merchandise could 
sell products if they had a link on his site.

the ReAlItIes of todAY’s 
onlIne WoRld

Jumping onto the social media bandwagon can be 
daunting for digital product companies due to the 
amount of time and expertise involved without any 
guarantee that this will be beneficial. However, 
one given in today’s digital world is that every-
one has a voice and can use it to talk positively 
or negatively about your product or company on 
various social networking sites. This is going to 
happen anyway so companies have to decide if 
they want to link in to see what is being said and 
decide how they want to respond. One issue to 
consider is whether any negative comment is an 
isolated case or a problem that is much bigger. If 
it’s one customer, knowing the issue allows the 
company to address it and satisfy the customer 
and even get positive feedback at online sites from 
the customer afterwards. For example, the author 

of this chapter received an order from Zappos, 
an online shoe company. The new pair of shoes 
arrived scuffed and she tweeted on her disappoint-
ing experience on Twitter. Within 15 minutes, she 
received a tweet from the CEO of Zappos, Tony 
Hsieh, apologizing for the problem and giving a 
phone number to call to make it right. While shoes 
are not a digital product, this illustrates the type of 
response that makes for good customer relations.

If it’s a rant from a group of people online, 
it’s best to address the root problem that you can 
control and then communicate to the community 
what you did. Sean Reid of Reid Reviews, an on-
line magazine on photography, recently had this 
experience. Reid writes reviews and essays about 
various cameras. On a blog discussing the Leica 
M9, a comment was made that Reid (and others) 
were “very carefully selected by Leica, presumably 
on the assumption that they would write ‘friendly’ 
dispatches about the new camera” (“The ethics of 
reviewing,” 2009). Reid responded to this attack 
on his integrity by saying he would consult with 
his attorney to see if this was actionable slander. 
Others jumped in to comment, supporting both 
sides of the issue. After several days of this, the 
blogger where the original comment was made 
posted that, [Reid and I] “both regret the many 
misunderstandings and miscommunications that 
have characterized this disagreement from the 
start. I still read and recommend Reid Reviews. 
Please note that at no time did I ever mean to 
impugn Sean’s professional integrity, directly or 
indirectly” (“Blog note update,” 2009). Needless 
to say, the camera world watched this all unfold 
in close fascination. Reid then sent out an email 
to all subscribers urging them to email him with 
any questions they might have on the controversy. 
Obviously, taking a proactive approach and keep-
ing the conversation transparent has helped Reid 
to retain the trust his fans have in him.

Another reality of the social media world is 
that few companies are able to make money right 
away. When Jonathan Coulton was asked if he was 
afraid that by giving his music away for free and 
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not controlling who accesses it, that he would lose 
money, he stated that this is happening anyway, 
that it’s easy to make a copy of a song and “if you 
think you can put the genie back in the bottle, 
you’re crazy.” But he says people understand the 
nature of the relationship:

Things have really changed in the music indus-
try over the last few years…I give away music 
because I want to make music, and I can’t make 
music unless I make money, and I won’t make 
any money unless I get heard, and I won’t get 
heard unless I give away music. This is all part 
of the experiment. I believe it can work, but we 
all need to adjust our thinking about the relation-
ship between artists and fans – the RIAA thinks 
that music listeners are criminals and that music 
should be locked up and protected. I disagree. 
I think there are times when free music and file 
sharing can greatly benefit an artist. Believe me, 
I spent many years making music and not sharing 
it with anyone, and that didn’t get me anywhere.

(J. Coulton, personal communication, October 
9, 2009).

Thus, Coulton has made it very clear to fans 
that “we” create a situation where he, as a pro-
fessional musician, makes music for them and 
they pay for it. Lee and Miller also adopted this 
strategy when they offered their book chapter 
drafts for free but made it clear that they needed 
to make money in order to continue. Their read-
ers were encouraged to support their efforts by 
contributing to the process, a request that 1200 
fans responded to gladly.

Ted Demopoulos, consultant and author of 
books such as What No One Ever Tells You About 
Blogging and Podcasting and Blogging for Busi-
ness, states that social media is a natural process 
of getting to know people, developing trust and 
credibility, and only then to market your products. 
“If you’re looking for hard measures such as we 
have with direct mail involving dollars or hours 

spent in comparison to sales, it’s difficult to find. 
However, you can measure things such as increase 
in traffic to your website or rankings in search 
engines.” He cites his co-author of Blogging for 
Business as saying, “It’s like looking for return 
on investment on pants. There’s no direct dollars 
earned but you need pants in order to do busi-
ness” (T. Demopoulos, personal communication, 
October 14, 2009).

Relying on advertising is a possibility for digi-
tal product companies but as Tom Martin notes, 
advertisers really don’t understand the digital 
product market. For that matter, many editors 
don’t understand how radically different digital 
can be from print. For this reason Martin offers a 
physical copy of other magazines they publish and 
they have considered doing so with Winding Road. 
He says the biggest topics of discussion among 
digital magazine publishers are format-related 
software and advertising standards. However, 
any advertising has to fit in with your strategy 
and target markets. Jonathon Coulton tried using 
Google ads on his website but says he wasn’t 
making that much money from these and that he 
thought they were distracting for his fans.

Figuring out how to approach the social media 
world can be challenging. According to Aaron 
Kahlow, “We’re in the middle of an unfolding 
human experiment, as social networking tools 
become a primary means of communicating and 
marketing. It’s all about understanding the hu-
man element of these new tools…and the human 
element really comes down to social networking 
etiquette” or what we are calling social netiquette 
(Kahlow, 2009). In order to use these new tools, 
we have to reevaluate our company brands in light 
of our overall relationship with our customers. 
This is not a bad thing as noted by Mike Wagner, 
CEO, White Rabbit Group:

Social media is the technology solution brand 
managers and marketers have been waiting for. 
With a full social media toolbox a business can 
create both high tech delivery and a high touch 
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experience. Every social media interaction creates 
a brand-building personal reaction. And branding 
is about multiplying the positive reactions with the 
right customers in the right ways. Smart companies 
are learning how to “live” their brands in this 
emerging and powerful social media marketplace. 
That’s why today’s brands must be social media 
savvy! (M. Wagner, personal communication, 
September 30, 2009).

Wagner goes on to say that companies must 
use the technology that appeals to their customers. 
His company puts out a monthly newsletter for 
clients that is distributed by email rather than on 
the company’s blog or on Twitter as his readers, 
mostly CEOs, prefer this channel.

Bruce Hendrickson, author of the popular 
marketing blog, “Show, Don’t Tell,” says that 
companies are struggling with how or even why 
to translate their business models to adjust to this 
new media paradigm shift. He agrees with Wagner 
that it’s important to use a variety of social media 
tools in the proper contexts, in order to achieve 
the results you want. As he notes, “I’ve had cli-
ents say, ‘Get us on Twitter!’ or, ‘We need more 
followers!’ I’ve had others say, ‘Social media is 
a waste of time.’ Both of these are wrong-headed. 
People need to understand these tools and where 
they fit within the overall strategy, but they can’t 
do that without evolving their point of view” 
(Hendrickson, 2009).

“It’s all about building your network before 
you need it,” states Liz Strauss, one of the leading 
experts in creating online communities. Strauss 
has hosted Open Mic night on Tuesdays at her 
blog, www.successful_blog, since May of 2006. 
While this has been widely successful for her and 
others in building community, she is even now 
thinking of moving to new venues. As she says, 
“part of this new world of media is being open 
to new possibilities, to know when to let go and 
move on.”

Strauss says the whole point of social media 
is to make connections. “When people have a 

sense of ownership from the beginning, they 
will support you as a friend. They’ll buy your 
product, show information about you online, and 
recommend you to others. And that’s what it’s 
all about” (L. Strauss, personal communication, 
October 14, 2009).

Ted Demopoulos agrees but advises digital 
product companies not to rely only on social 
media outlets:

That might work if you’re Chris Brogan [www.
chrisbrogan.com] or Darren Rouse [www.prob-
logger.net] as they already have a huge and loyal 
following. For the rest of us, social media is a 
way to get your name out there. It’s important 
to gain this name recognition but most of your 
sales will come through focused search traffic-
people who come to your website because they 
are looking for a particular answer or product. 
Facebook and Twitter are excellent ways to get 
feedback, to get your name out there, and to see 
what the community is saying about you. But you 
can’t rush the process (T. Demopoulos, personal 
communication, October 14, 2009).

futuRe of socIAl medIA

It is anticipated that social networking sites will 
continue to grow worldwide over the next few 
years. Members are moving towards forming 
subgroups with others with like interests with 
whom they feel a connection. For example, 
people on Twitter can now form “lists” which 
allows them to group together and follow people 
such as others interested in photography or local 
music (Catone, 2009). Digital product companies 
will be attracted to those communities that have 
been formed around an interest in their product 
lines. Advertising can be specifically aimed at 
these target markets. However, as mentioned 
earlier, companies must concentrate on building 
a relationship with their customers in order to 
successfully tap into these social networks. Users 



104

It’s All about the Relationship

are more likely to believe information that comes 
from a source they think they can trust.

The social networking sites themselves are 
experimenting with how companies can advertise 
their products to their users. Facebook recently 
introduced “social ads,” where Facebook users 
can display products they like on their webpage, 
thus “recommending” these to their “friends” 
(Klassen, 2007).

Researchers will design both qualitative and 
quantitative studies in order to expand the current 
limited understanding of social media and how 
online networking sites can be better used for 
business purposes. As noted by Boyd and Ellison 
(2007), “researchers’ ability to make causal claims 
is limited by a lack of experimental or longitudinal 
studies.” This is changing but there is still much 
to understand as to who is using these sites (and 
who is not) and why. The next few years as more 
is understood about the long-term implications of 
social media will help managers and organizations 
in developing relationships with employees, cus-
tomers, and other organizations. Companies will 
“become more serious about trying to measure 
social media’s impact on sales,” especially in 
terms of “how much a large fan base translates 
into sales or brand loyalty” (“2010 predictions 
round-up,” 2009). CEO Geoff Ramsey predicts 
that companies will spend more ad dollars on 
digital advertising, will embrace the use of online 
video advertising, and will continue to attempt to 
use social media to build brand loyalty (“2010 
predictions round-up,” 2009).

Deciding not to engage in social media may 
even result in a negative impact on a company’s 
bottom line. As noted by Jeremiah Owyang, 
“Consumers will rely on their peers as they make 
online decisions, whether or not brands choose 
to participate. Socially connected consumers 
will strengthen communities and shift power 
away from brands…eventually this will result 
in empowered communities defining the next 
generation of products” (2009). At any rate, 
companies should be prepared for the fact that 

their products and Web pages can and will be 
reviewed by those on the Internet, regardless of 
whether they plan to actively participate on social 
media sites. Appendix B presents details from a 
personal interview with David Henshaw, owner/
editor of A to B Magazine, who has decided not 
to engage in social media in marketing his online 
magazine at this time.

conclusIon

So what have we learned from the experts on 
using social media? Scott Monty, head of social 
media for Ford Motor Company, puts it this way:

People still trust people like themselves; but the 
ones they know best are the ones they’re most likely 
to trust. Therefore, it will be the people in their 
close networks - particularly from a geographic 
perspective - that will remain the closest. Brands 
will also realize that they can’t be all things to all 
people, and will focus on those influencers who 
are the best fit for them (Monty, 2010).

It makes sense that products that are produced 
and disseminated via the Internet would want to 
tap into online social networking sites to market 
these products. However, doing so is not some-
thing that occurs overnight. It takes time to create 
a community of loyal followers. However, the 
possibilities are there. Paul Chaney, a social media 
expert who is an author at MarketingProfs.com 
tells a story that is applicable here.

A shoe salesman is assigned a new territory, 
some islands in the south Pacific. He gets to one 
such island and finds that everyone is barefoot. 
He calls his boss and says, “We can never be suc-
cessful here. No one wears shoes.”

Needless to say, he is quickly replaced by 
another, more optimistic salesman. He shows up 
at the same island, calls his boss and says, “Send 
me 1,000 pair today! We’re going to do great. No 
one here wears shoes!”
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As Chaney notes, “No one here is using social 
media? Send me 1,000 blogs! We’re gonna do 
great!”
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KeY teRms And defInItIons

Blog (short for “web log”): Technically a 
website that is usually frequently updated with 
dated entries and with the most current blog en-
try at the top of the webpage. Readers can leave 
online comments to blogposts.

Forums: Discussion boards on websites 
where people can start online conversations and 
ask questions on specific topics of their choice.

Influencers: People who are trusted by others 
in the online community who are able to persuade 
others based on this trust. Influencers can be 
bloggers, academics, politicians, celebrities, or 
persons with specific expertise.

Social Media: Refers to the communities of 
people developed online to share information 
and opinions on platforms such as blogs, forums, 
podcasts, Facebook, and Twitter. Also referred to 
as social networking.
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Social Netiquette: A set of social conventions 
and protocols to help facilitate communication 
over social media sites. For example, typing in 
all caps is considered rude or the equivalent of 
yelling at someone.

Whuffie: Another name for social capital or 
the value an individual accumulates from being 
trusted by others in a social network.
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AppendIX A

5 Things Small Business Owners Should Do Today Online

1.  Start a blog – I can’t think of any simpler website technology to start and master, and there are 
cheap and free platforms readily available. Why a blog? Because they’re easy to create, because 
they’re easy to update, because they encourage repeat visits, and because you can use them in many 
flexible ways. Need a good website address (URL)? Pick a name out at Ajaxwhois.com, which lets 
you search many variations at the same time. Then, click through to buy the domain at GoDaddy.
com, and then decide if you want to buy hosting there, or from another site. The company Bloghost.
me, offers $10/year hosting for WordPress blogs.

2.  Start listening – People are talking about you. Find out where they are and who they are. When 
you’re done with that, start finding new business opportunities. People tweeting or blogging about 
being in your neck of the woods? Reach out, if it makes sense.

3.  Try Twitter OR Facebook – Let’s not rush things. Facebook has many more users, but it’s a bit 
harder to find customers, prospects, partners and colleagues. Twitter is easier to use and faster to 
connect with people, but there are far fewer users on there today. I’ll let you choose. If you go 
with Facebook, make a personal account under your own name, and then start a fan page for your 
business.

4.  Get the word out – If you’re going to spend time building these social sites, let’s presume that you 
want more people to contact you and interact with you through them. Print business cards with 
the company name, and/or the request for people to join your fan page or follow you on Twitter. 
Extra points if you give them a social-media-tool-only discount of some kind.

5.  Try moving the needle – now let’s really get crazy. See if you can fill the place up with social-
media minded folks. Okay, this won’t work for every business, but don’t be too quick to count out 
the idea. Let’s try inviting them to a store-only special event, or let’s give them a discount code. 
You know, the stuff you already know how to do. Any difference in the results? See if you can do 
some kind of really special one-day-only push, and what that brings to you.

There’s obviously much more to it than just starting and doing, or is there? One way that small busi-
nesses get all confused and thrown for a loop is by feeling a strong sense of analysis paralysis, or that 
notion that they should be using all the tools right out of the gate.

The reason I started with a blog is that it will give instant search juice to the organization. It doesn’t 
mean your company will rise to the very top listing right away, and there’s so much more to it than that, 
but starting with any presence is better than having none.

Source: Chris Brogan, (2009, September 14). http://www.chrisbrogan.com/5-things-small-business-
owners-should-do-today-online/.
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AppendIX b

case study based on Interview with david henshaw, 
owner/editor of A to b magazine

Could Social Media be Used to Market A to B Magazine?

A to B is a digital magazine that started out as a newsletter for the Folding Society in England in August 
1993 and focused on reviews of folding and separable bicycles. By August 1997, the organization had 
1200 subscribers worldwide, the magazine had a new title, A to B, and a new tag line-to explore new 
ways of traveling from point A to point B. The magazine continues to feature folding bikes but has 
expanded to provide coverage on electric bikes, bike trailers, and public transport. Subscribers include 
bike manufacturers and distributors, public utilities, and train operating companies. The UK makes up 
90 percent of their subscribers and the rest come from the U.S., Holland, Japan, and Germany with a 
total subscriber list of around 5,000.

In August 2006, the company signed up with a third party agent to offer the magazine digitally. The 
owner/editor of the magazine, David Henshaw, indicates that his digital experience has been “rather 
mixed…and not entirely positive.” The magazine started with about 350 subscribers, and while the 
numbers shot up at first, they then dropped back sharply. Lately these seem to have rallied but as he 
noted, many people said they were tempted by digital, but have changed their minds. His biggest surprise 
was in the location of the subscribers. With their paper issues, about 90 percent come from the United 
Kingdom and with the digital magazine, it’s about 80 percent. He had expected a lot more digital read-
ers from the United States and Australia but states that the number of physical magazines that they send 
airmail hasn’t really dropped.

When asked about his experience in offering the magazine online, Henshaw replied that there was 
“a lot of confusion over whether to provide digital as a free perk for paper subscribers. We dropped this 
as it was costing us $1,000 a year to provide it, with no clear benefits for us. We now charge about $3 
a year for digital if people want it as well as the paper subscription, which more or less covers costs.”

When asked if the magazine participated on any bicycle-related online discussion forums, his response 
was strongly against:

Not at all, never, ever, ever! I find them appalling and the information that goes round and round there 
is often very inaccurate. Again, we did get enthusiastic in the early days of the Internet, but began to 
realize that the sort of - slightly nerdy - people who participate are not the sort who buy magazines, so we 
were wasting our time in terms of promoting what we do. I would participate in these often ill-informed 
discussions if I had the time, but I don’t. 

Henshaw feels the same about using social networking sites such as Facebook or Twitter in marketing 
their online magazine. As he notes, “I think the marketing element has been much exaggerated.” They 
have also not considered a company blog. As he says, “I don’t think we need one. People email every 
day with thoughts and queries. If we think these emails warrant further discussion, we put them in one 
of the magazines. Running an online blog would take a lot of my time, and I’m not sure it would yield 
anything useful.” He typically doesn’t comment on other people’s blogs on bicycles either. “Only on 
the rare occasions that I have been misquoted on one and someone has warned me.”
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When asked about his digital magazine experience overall, his comment was his experience was 
“very mixed, and a bit disappointing really. Digital is most useful as a marketing tool for back num-
bers. To buy all our back numbers would cost a great deal, but we can offer the whole set (back to Aug 
2006) for $3 a year, if people subscribe to the magazine, and I hope this yields a few new subscribers. 
We lose out selling back numbers, of course, but the administration and packing was a real hassle, so 
it’s a service for us too. I now print fewer magazines, and hold very few in stock in our back number 
catalogue. That’s the biggest change.”

Questions to Ask?

 Who are the core customers that A to B magazine wants to reach?
 Which social networking sites would be most likely to reach them?
 Does the company have the time and resources to put towards marketing their magazine on social 
networking sites?
 What would be the best way for Henshaw to ease into using social media sites?
 What advice would you give Henshaw as to whether or not to use social media to market his digital 
magazine?
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IntRoductIon

Digital technology has been around since the 
invention of the electronic digital computer about 
seventy years ago. Over time the capabilities of 
digital technology have continually improved, but 
there has been an acceleration of activity associ-

ated with the commercialization of the Internet 
and the development of new methods for develop-
ment and delivery of digital multimedia content. 
Examples of digital content and product industries 
include newspapers, magazines, electronic books 
(e-books), music, movies, games, and software. 
Digital technology and the Internet have enabled 
companies in each of these industries to indepen-
dently transform their traditional product into a 

AbstRAct

Digital technology is unique in that it enables convergence of access devices and content as well as 
convergence of industry participant operations and strategy. This digital convergence creates opportuni-
ties, and threats, for developing new business models and unique growth strategies for digital product 
companies. The purpose of this chapter is to discuss examples where digital product companies have 
taken advantage of digital convergence through horizontal integration strategies that enable them 
to create unique mixes of products/services and reach larger markets. Actual horizontal integration 
strategy examples are discussed for several industries where products are in a digital form. In addition, 
potential cross-industry integration strategies and online intermediary (cybermediary) strategies are 
identified along with tactical level strategies for mass customization and use of interactivity tools and 
social networking. Strategic alternatives for introduction, growth, and maturity lifecycle stages are also 
discussed. The rationale for these strategies and implications for managers of digital product companies 
are discussed along with directions for future research.
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digital format. This led to some cost savings and 
access to larger markets, but the most successful 
companies have often taken this a step further to 
pursue strategies that take advantage of the op-
portunities created by digital technology, content, 
and industry convergence through integration 
strategies within and across industry boundaries. 
Operationally, the world of electronic business 
and electronic commerce has enabled the entire 
digital product order fulfillment process – infor-
mation search, order placement, payment, product 
delivery, and associated customer service – to be 
converged which has created opportunities for cost 
reduction and creation of entirely new products 
and services. Strategically it has also created 
opportunities for focus on core competencies, 
access to larger markets, and creation of entirely 
new products and services.

The primary purpose for this chapter is to 
analyze one aspect of this overall phenomenon, 
the opportunity created by digital convergence and 
why this has led many digital product companies 
to choose a horizontal integration strategy as their 
path toward achieving competitive advantage. 
The focus is on digital product companies and not 
digital services. Digital products are informational, 
multimedia, and software products that are in a 
digital form and possession of the content/product 
is transferred to the consumer for either a period 
of time or forever. Examples of digital services 
that are outside the scope of this chapter would 
include online financial services, career services, 
travel services, auctions, and virtual communities.

This chapter is organized as follows. First, 
the concept of digital convergence is discussed 
along with an explanation of the goal and process 
used in strategic management as well as the range 
of alternative strategies available to companies. 
The main section then combines these issues to 
illustrate some of the types of horizontal integra-
tion strategies currently utilized by real-world 
companies to take advantage of the opportunities 
presented by digital convergence. The rationales 
for digital product managers choosing these strat-
egies are discussed. Next, other potential cross-

industry partnerships, intermediary strategies, 
mass customization strategies, interactivity and 
social networking strategies, and life cycle stage 
strategies are identified to illustrate the range of 
possible growth strategies that could be utilized in 
the future. The chapter concludes with a discus-
sion of implications for digital product managers 
and directions for future research associated with 
future digital product strategy issues.

bAcKgRound

Two issues are presented in this section to provide 
the background for understanding the rationale 
behind the strategies described in the next sec-
tions. These two issues include three dimensions 
of digital convergence (technological, content, and 
industry) and a description of the goal for strategic 
management, process used for strategic analysis, 
how technology changes are incorporated into this 
analysis, and the range of strategic alternatives 
available to companies that wish to pursue the 
opportunities presented by digital convergence.

digital convergence

Technological convergence is the result of com-
bining two or more media platforms into a single 
hybrid device (Laudon & Traver, 2010). Numerous 
examples illustrate the concept of technological 
convergence. Many of today’s cell phones can be 
used as a phone and also can be used to access Web 
content and send e-mail messages or text messages. 
The device with the widest range of capabilities 
is probably the personal computer. Today’s PCs 
enable users to access the Web, send e-mail, run 
software programs, listen to music, play games, 
make payments, and the list continues to grow. 
Essentially there is no limit to the capabilities of 
hybrid devices as long as the product/service can 
be digitized. The benefit to the user is a reduction 
in the number of devices dedicated to only one 
or a small number of tasks.
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Content convergence is made possible by the 
unique ability of content to be digitized during 
its design, production, and distribution (Laudon 
& Traver, 2010). Content from older media is 
initially migrated into a new media without sig-
nificant change, but later the content using new 
media will evolve to utilize the full capabilities 
of the new media. Online catalogs in the 1990s 
often looked similar to their printed counter-
parts, but later they began to incorporate video 
technology, sound, automated order placement, 
and interactive discussion and customer service 
support. The convergence of content with multi-
media and supporting processes has become the 
norm. Digital content creation processes have 
also been impacted. The cost and time involved in 
developing digital content has been reduced, and 
it is somewhat easier to deliver digital content to 
different platforms, although there are still hurdles 
to overcome given the proprietary nature of many 
devices and operating systems. The downside 
for content convergence is that easier creation, 
copying, and delivery of digital products makes 
unauthorized possession and distribution easier.

Industry convergence involves the partnership 
or merger of separate digital product companies to 
create synergistic offerings across multiple mar-
kets and platforms (Laudon & Traver, 2010). The 
appropriate convergence of industry participants 
is the result of decisions made based on a strategic 
analysis process. To understand why many digital 
product companies have been involved with indus-
try convergence, the following section describes 
the goal of strategic management, the strategic 
analysis process, how changes in digital technol-
ogy are incorporated into the analysis process, 
and the range of strategic alternatives available.

strategic management and 
Integration strategies

The goal of strategic management is to identify 
an overall direction for an organization that will 
lead to some form of competitive advantage. 

Competitive advantage can be achieved in a 
variety of ways including developing better prod-
ucts/services, reducing costs, increasing market 
share and revenue, entering into unique partner-
ships and alliances, and maintaining or gaining 
control over various forms of resources (human, 
informational, financial, brand equity, customer 
service perceptions, materials), among others. 
The four elements of the strategic management 
process include environmental scanning, strategy 
formulation, strategy implementation, and evalu-
ation and control (Hunger & Wheelen, 2007). In 
this section the focus will be on the first two steps.

Environmental scanning is the collection of 
information about the current and near future ex-
ternal and internal environment an organization is 
working within. External issues can be categorized 
as either societal issues or industry issues (Hunger 
& Wheelen, 2007). Societal issues impact a wide 
range of issues and include broad-based economic, 
technological, political-legal, and sociocultural 
issues. External issues can also be issues that 
are directly related to the industry in which an 
organization operates. All of these external issues 
are analyzed to identify factors that could posi-
tively impact an organization (opportunities), or 
those that may negatively impact an organization 
(threats). For example, the commercialization of 
the Internet is a societal level external issue that 
provided an opportunity for creation of a new 
business (eBay, Priceline, etc.), but also created 
a potential threat to existing print-based media 
companies (magazines, newspapers, and books).

The unique characteristics of the Web are the 
source of many of the opportunities, and threats, 
discussed throughout this chapter. It is a societal 
external issue because the same system is avail-
able to any company worldwide. The unique 
current characteristics of the Web include ubiq-
uity, global reach, universal standards, richness, 
interactivity, information density and personal-
ization/customization (Laudon & Traver, 2010). 
The Web is ubiquitous because it can be accessed 
any time and from any connected device whether 
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it’s a personal computer or wireless device. This 
means that answers to questions can be available 
any time, but it also means that the line between 
work and home may be blurred because manag-
ers know that you can do work anywhere. The 
Web has a global reach because it reaches across 
geographic boundaries. The same Internet and 
Web are used worldwide which provides an op-
portunity to reach a very large market place, but 
the threat is that competitors can reach the same 
people in the same way. The Internet and Web use 
many standard protocols and digital information 
formats. Text, images, audio, and video can be 
shared worldwide because of common standards. 
The threat from this is that hackers may attack 
websites anywhere in the world using the same 
system. Also, viruses can have a greater negative 
impact because so many people use common op-
erating systems. The Web is a rich environment 
because it supports many forms of multimedia. It 
has many advantages over traditional print tech-
nologies. Increased use of multimedia has led to 
demand for greater bandwidth, but the information 
provided to people can be a much more sensory 
rich experience combining sight and sound. This 
may be a particularly important opportunity for 
advertising products that require more than just 
text. The Web is an interactive tool that enables 
two-way communication between people and 
other people or organizations. Questions can be 
asked, and answers given, to support sale of any 
digital product. The Web is also a dense informa-
tion space with massive amounts of information 
available in a digital format through many different 
service providers including sites such as Google 
and Yahoo. Almost any search produces numer-
ous possible answers, and the results are available 
very quickly. Finally, the Web is an interface that 
can be personalized or customized based on user 
requirements. Websites can offer a unique experi-
ence for any user if people are willing to provide 
their criteria. The potential threat is a reduction in 
privacy as more and more personal information 
is given to service providers and digital product 

companies. Improvements in digital technologies 
will have to be considered as they become avail-
able because they may create new opportunities 
as well as new threats.

Internal issues are specific to the organization 
doing the analysis. Many internal issues are asso-
ciated with the business function such as finance, 
marketing, human resources, information technol-
ogy, production, and logistics. Internal positives 
are described as strengths and internal negatives 
are weaknesses. Based on the information gathered 
in the environmental scanning process, strategic 
decision makers then work to generate strategic 
alternatives that attempt to take advantage of 
opportunities and strengths, or reduce problems 
associated with threats and weaknesses.

Alternative strategies can be classified into one 
of three categories – growth strategies, stability 
strategies, and retrenchment strategies. Growth 
strategies, the focus of this chapter, include vertical 
integration, horizontal integration, and diversifica-
tion. Vertical growth can be achieved by taking 
over a function previously provided by a supplier 
or by a distributor (Hunger & Wheelen, 2007). An 
e-commerce vertical integration strategy example 
would be if an online book seller would buy a book 
publisher (supplier) or buy a delivery company 
(distributor). Horizontal growth can be achieved 
by expanding into new complementary product 
or service areas, or by offering products in new 
geographic markets (Hunger & Wheelen, 2007). 
If an online company’s initial business was to only 
sell books in the US, then horizontal growth could 
include adding other products that book buyers 
may want, or beginning to sell books outside the 
US. Diversification is a less common strategy 
for digital product companies. Diversification 
involves growth into industries that are quite dif-
ferent from the current business. If an online book 
company bought a restaurant chain, this would 
be considered a diversification strategy. Stability 
strategies imply that the organization will continue 
with their current product offerings and markets, 
but will make tactical or operational changes to 
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pursue competitive advantage. One example of 
a stability strategy for an online company would 
be to improve information search capabilities on 
their current website to improve their customer’s 
experience and satisfaction which may lead to a 
current or future sale. Retrenchment strategies 
involve reducing or eliminating some or all as-
pects of an existing companies products/services 
or markets.

Changes in information technology capabilities 
impact strategy because it is part of companies’ 
external environment. Early research in this area 
focused on the impact of information technology 
on the costs associated with various forms of 
electronic markets and hierarchies for governing 
transactions, and how these cost differences impact 
a firm’s choice of one governance mechanism 
over another (Bakos, 1991; Clemons et al., 1993; 
Gurbaxani & Whang, 1991; Malone et al., 1987). 
The common finding across these studies was 
that increased information technology use lowers 
coordination costs without significantly increasing 
risk and production costs. This cost reduction led 
to the expectation that over time an increasing 
number of firms would choose markets instead 
of hierarchies to organize their activities. Firms 
were expected to focus on their core competen-
cies and then form partnerships or alliances with 
other firms that complemented their current focus. 
For digital product companies this is even more 
pronounced because the digitized product also 
has production and distribution cost advantages 

when compared with physical goods (Strader & 
Shaw, 1997). The results theorized by these early 
studies appear to have come to fruition and can 
be seen in the strategic choices made by today’s 
digital product companies.

In the first five years after the introduction 
of the Web, most companies pursued growth 
strategies, but in the next decade a wider range 
of strategies was seen as some companies grew, 
others transformed within their current business, 
and others became smaller niche firms or com-
pletely disappeared. The overall conclusion from 
this section, as shown in Figure 1, is that digital 
convergence is both an opportunity and a threat for 
digital product companies and one way to deal with 
this external issue is by choosing an appropriate 
strategy from a long list of alternatives with the 
goal of achieving competitive advantage.

example digital product company 
horizontal Integration strategies

Given the opportunities presented by digital con-
vergence, in this section a number of real-world 
horizontal integration strategies are presented 
including a brief discussion of benefits and risks 
that may result from these strategic choices. The 
examples are summarized in Table 1. The examples 
are not intended to illustrate all possible forms of 
horizontal integration, but they are sufficient to 
identify patterns across industries.

Figure 1. Digital convergence and digital product company strategy
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newspapers

Printed newspapers have been around for cen-
turies, but online newspapers are relatively new. 
In 2009 the newspaper industry continued to go 
through a transformation. There were about 10,000 
online newspapers in the world while readership 
for traditional printed newspapers continued to de-
cline. Many of the largest newspapers had several 
million visitors to their websites each month and 
online newspaper readership had been growing 
at about 17% per year (Laudon & Traver, 2010). 
Many of the largest online newspapers had readers, 
but identifying a business model that generates 
significant revenue online has been elusive. Given 
that many of these sites offer similar news content, 
it is apparent that differentiation through the of-
fering of unique content or value-added services 
is a necessary strategy, but is difficult to achieve.

In the mid-1990s Yahoo! Inc. provided an 
online directory and over the next decade they 
had expanded their site to encompass a number 
of other complementary businesses. In 2006 they 
announced a strategic partnership with more than 
150 daily US newspapers to provide search, con-
tent, and advertising across their website and the 
newspapers websites (Yahoo, 2006). Their stated 

objective was to secure a leading position in an area 
where they see the greatest potential for growth 
by leveraging the complementary strengths of 
Yahoo and its partners. The newspapers receive 
access to technology and audience while Yahoo 
receives access to local content and an expanded 
advertising network to differentiate itself from its 
competitors. This strategy is an example of con-
tent and industry convergence across the online 
directory and newspaper industries.

In another digital integration strategy example 
that may impact the future of online news, the 
Associated Press (AP) and Yahoo are working 
on a deal to impose tighter restrictions, and 
potentially a higher price tag, for AP stories dis-
tributed on Yahoo’s news site (Adams, 2010a). 
Major Internet portals utilize AP news articles to 
offer news content to their users, but the threat 
to AP has been that they would like more control 
over how and where the articles appear and they 
would like a larger portion of the profits real-
ized from the news content. This is an example 
of a common threat to digital content, it is easy 
to store and distribute but difficult to track and 
control. Also, if AP news content is available on 
many different sites, then readers may view it as 
a commodity and may not be willing to pay for it. 

Table 1. Digital product company horizontal integration example summary 

Digital Product Industry Company Strategic Partner

Newspaper Yahoo 150 daily US newspapers

Newspaper Associated Press Yahoo

Magazine Sports Illustrated CNN

Electronic book Amazon E-book hardware + publishers

Electronic book Texas Instruments E-reader developers

Electronic book Amazon Macmillan

Music Apple Lala Media

Music Hewlett-Packard Omnifone

Movies Youtube MGM

Games Electronic Arts Playfish

Games MTV Games User-generated content

Software Adobe Research in Motion
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Profit sharing between news agencies and online 
news distributors is an important strategic issue 
now and it will continue to be an important issue 
in the future. This is another example of content 
and industry convergence in the online directory 
and news content industries.

Pricing is also a major issue for online news-
papers. What is a reader willing to pay for a print 
subscription? And what are they willing to pay for 
an online subscription? For the past decade the 
answer has been that they are willing to pay to have 
a paper delivered to their home, but unwilling to 
pay for anything they see online. Online newspaper 
revenues have been on the decline, especially as 
the economy has faltered and advertising revenues 
have dropped. In January 2010, the New York 
Times decided to make a tactical move to charge 
readers for unlimited access to the Web version of 
their newspaper (Adams, 2010b). This was seen 
as a risky move that could push away an already 
declining number of subscribers. The plan will 
be launched in 2011 with people who read more 
than a certain number of articles in a month being 
charged a flat monthly or annual fee for additional 
access. Print subscribers will have full access. 
Few papers have been willing to try this strategy. 
The hope is that the newspaper’s core readers will 
be willing to pay for this service. It is a strategy 
that requires a large established user base that 
feels that the product is worth paying for. Over 
time, if enough large digital content sites move 
toward this strategy, it may begin to change the 
consumer’s mindset that material viewed online 
should be free.

magazines

Online magazines have been around since the 
mid-1990s, but it has been a rough road. Most 
online magazines have failed, and many of these 
failures were at least to some extent due to their 
inability to differentiate their content to attract 
paying subscribers. Many of the issues facing 
online magazines were similar to those faced by 

online newspapers. Digital convergence enabled 
cost reduction and extended their market reach, 
but it was a hypercompetitive environment be-
cause all magazines had access to the same Web 
technology capabilities and Internet content dis-
tribution network.

Sports Illustrated (SI) is an American sports 
magazine that published its first issue in 1954. 
SI became a successful magazine during its first 
forty plus years of publication, but one example 
of their entrance into the online magazine world 
began just after the turn of the most recent century 
when Sports Illustrated and CNN partnered to 
offer sportsillustrated.cnn.com (Schreiber, 2001). 
Sports Illustrated has a sports-related core compe-
tency and CNN is a news network, but together they 
can reach a larger market with a merging of their 
complementary content-related strengths. They 
can continue their primary business while offering 
this co-branded website. The result is access to the 
partner’s viewers, reduction of overall costs, and 
content extensions using Web multimedia tech-
nology, all without the need to move away from 
their individual strengths. This is one example of 
a horizontal integration strategy where a unique 
content product is offered to a broader market. 
Content and industry convergence enabled this 
partnership that would have been very difficult 
and much more costly in the offline environment.

electronic books

Books have been either hand-copied or printed 
for centuries, but electronic books are a relatively 
new phenomenon. Digital technology offers many 
advantages to book publishers including lower 
production and distribution costs, but there are 
also a number of disadvantages that need to be 
overcome. It is easier to lose control over digital 
content because it is so easy to copy and distribute 
stolen content, and what may ultimately be the 
hardest issue to overcome – readers still seem 
to prefer the traditional printed book. Despite 
some hesitance by readers to embrace e-books, 
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revenues are estimated to surpass $200 million 
in 2011 making this a viable and growing market 
(Laudon & Traver, 2010). E-book content can be 
accessed through the Web, downloaded to a PC, 
or read using a dedicated e-book reader. Despite 
a wide range of content access methods, there is 
still no clear winning technology which provides 
a potential opportunity for hardware, software, 
and publishing companies.

Amazon.com began business as an online 
book seller, but they have expanded into a wide 
range of other product areas over the past fifteen 
years (Amazon, 2009). One of their most recent 
ventures is the development of the e-book reader 
named Kindle. The Kindle is a departure from 
their traditional growth strategies where they 
continually added new products and extended their 
website sales to new markets. The rationale for 
this new strategy is described by CEO Jeff Bezos 
as one where they identified a customer need and 
then worked backward (Salter, 2009). Electronic 
ink display and improved wireless connectivity 
provided two technological opportunities. Kindle 
sales have grown quickly, but the project is still 
a small part of their overall annual revenue. The 
Kindle dedicated e-book reader hardware with as-
sociated book and other content is an example of 
technology and content convergence. The Kindle 
also offers the potential for industry convergence 
if publishers wish to provide their books on this 
new e-book platform.

One outcome of the introduction of the Kindle 
has been a fight between publishers and Amazon 
over pricing. Whenever there is a disruption in a 
supply chain where one firm gains an advantage 
and tries to increase their revenue share, there is 
the potential for a fall out between partner firms. 
In early 2010 this happened when Amazon stopped 
selling Macmillan books after a dispute over how 
to price e-books (Fowler, 2010c). The fight created 
a lot of debate about the right price for e-books. 
Publishers, retailers, and customers all know that 
the marginal cost of selling an addition e-book 
unit is near zero, but total revenues from all sales 
must also cover all of the fixed costs involved in 

developing the content. One perspective would 
be that the right price is the one that covers costs 
plus some profit margin. Another would be to 
charge what the market would allow based on 
price differences when compared with printed 
book alternatives. Hard back books cost more 
than e-books which cost more than paperback 
books. If readers are willing to pay a price, then 
that is the price. By the end of January 2010 the 
situation seemed to have been resolved when 
Amazon began selling Macmillan books again, but 
this is just one of many potential fights between 
publishers and e-book retailers that may arise as 
the industry searches for appropriate prices for a 
digital product.

Competition in this relatively new market is 
already heating up as new entrants develop their 
own e-book readers to compete with the Kindle. 
New e-book readers were introduced in 2009 
by several companies including Spring Design, 
Samsung, Hearst Corp., Plastic Logic, Entourage 
Systems, and DMC Worldwide, and each of these 
products hopes to grab market share with its e-book 
reader and unique user services (Fowler, 2010a).

Another entrant into the e-reader market is 
Texas Instruments (TI). Texas Instruments designs 
and sells semiconductors and related electronics 
technologies to electronics designers and manu-
facturers worldwide (Texas Instruments, 2010). 
They are developing new e-book technology 
which will enable manufacturers to produce e-
readers that are more energy efficient and cost 
less (Fowler, 2010b). They have simplified the 
components used for content display and improved 
the e-book reader’s battery life. TI’s improved 
technology will potentially reduce the product 
development time for new e-book hardware that 
is produced by their partners. This is an example 
of technological and industry convergence where 
an experienced hardware manufacturer grows 
their company through a horizontal integration 
strategy to serve new partners in an electronic 
book industry where there is the potential for 
massive growth in the future.
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music

Music has been played for centuries and recorded 
music has gone through many media formats 
during the past century. Music files stored in 
a digital format have a number of advantages 
including higher quality sound representation, 
fast and simple distribution, reduced storage and 
distribution costs, and they can be played on a 
wide range of devices. The primary problem in 
the early days of the online music industry was to 
identify a business model where users were willing 
to pay for access to digital music files, but this 
seems to at least some extent been solved because 
it is estimated that online music revenues in 2011 
will be nearly $4 billion (Laudon & Traver, 2010).

In the late 1970s Apple Inc. developed, 
manufactured, and sold personal computers and 
software. In the past decade the company has 
expanded into a much broader range of hardware 
and software products and services (Apple, 2009). 
Continuing this horizontal expansion, in 2009 they 
acquired Lala Media to expand their presence in 
the digital music industry (Smith & Kane, 2009). 
It is not clear how their current strategies will be 
merged. Lala lets users pay ten cents for songs that 
are streamed via a Web browser, while Apple has 
focused on selling downloaded songs for $1 and 
albums for $10. One possibility is to utilized Lala’s 
distribution model with an iPhone app. The online 
music industry is highly competitive so control 
over content and proprietary player technology is 
critical. This is primarily an example of industry 
convergence, but also to some extent technology 
and content convergence.

Hewlett-Packard (HP) develops a wide range 
of technology products and services and these 
products and services are provided to companies 
in many different industries (Hewlett-Packard, 
2010). Recently they have decided to adopt a 
horizontal integration strategy to enter the digi-
tal music market (Vitorovich, 2010). They are 
launching a subscription music service in ten 
European countries by partnering with Omni-

phone, a UK mobile music company. HP will 
offer a subscription based digital music service, 
using Omniphone’s service, and it will be called 
H-P MusicStation. The strategy will enable HP 
to deliver music to millions of their PC users in 
these countries and revenues will be split between 
HP, Omnifone, and the music companies. This is 
an example of content and industry convergence 
between an experienced technology company, 
a start-up digital music company, and existing 
music labels.

movies

Movies and movie theaters have been a popular 
form of entertainment since early in the twentieth 
century. Television brought movies to people’s 
homes in the last half of the twentieth century 
and beginning in the 1970s the industry further 
evolved due to the invention of the VCR which 
enabled people to choose a movie and watch it 
at home when it fit their schedule. More recently 
movies have been digitized and distributed on 
DVDs or through various forms of Internet file 
transfer. During each of these transformations the 
movie industry has had to develop new business 
models to deal with the new threats and opportuni-
ties enabled by technology. One disadvantage of 
digital movies is that the file sizes are very large. 
As more users gain access to broadband Internet 
connections this has become less of a problem. It is 
estimated that online video revenues in 2011 will 
be more than $3 billion (Laudon & Traver, 2010).

YouTube debuted in 2005 as a site that provided 
access to a huge array of online video content. In 
2006 they were purchased by Google (Stone & 
Barnes, 2008). User created clips are interesting 
and draw a lot of traffic to the site, but advertising 
revenues can be enhanced by offering access to 
commercial TV shows and movies. Control over 
unique content is a differentiation strategy for 
companies in the online video industry. In 2008 
YouTube announced that they would partner with 
MGM to show some full-length television shows 
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and films (Stone & Barnes, 2008). This partnership 
is an important step toward adding content that will 
enhance their advertising revenues. Competitors 
like Hulu are also pursuing similar strategies with 
other television and film companies. The You-
Tube MGM partnership is primarily an example 
of industry convergence. Secondarily it could be 
considered content convergence because large 
amounts of content can be distributed to viewers 
through a single website.

games

Video games have come a long way from the 
arcades of the 1970s and 80s. Today, video game 
hardware and a wide range of games are available 
to people who want to play games at home. Video 
games have all the advantages of any digital prod-
uct, but like software products there is a significant 
development process and associated fixed costs. 
This increases the barrier to entry for new video 
game companies to enter this market. Revenue 
for all digital entertainment products continues to 
grow and video games are no exception. Overall 
video game revenues are growing and online video 
game revenue is expected to exceed $1.5 billion 
in 2011 (Laudon & Traver, 2010).

Electronic Arts, Inc. is the world’s biggest 
publisher of video games (Electronic Arts, 2009). 
In 2009 they announced an increased focus on a 
digital strategy that includes downloaded games 
and content. This is a transition from their tradi-
tional business that has had an impact on their 
profitability and has led to job reductions. Ac-
cording to EA’s CEO John Riccitieloo, the impact 
digital technology had on the print, television, and 
music industries should also be expected in the 
digital game industry. To extend their products they 
acquired Playfish, a maker of social games (Kane, 
2009). EA’s COO John Pleasants described their 
strategy as a test of new distribution channels and 
business models that is intended to enhance their 
competitive position in the industry and increase 
their profitability in the future (Kee, 2009). This 

is an example of horizontal integration enabled 
by content and industry convergence.

Companies may also grow by introducing 
partnerships with their users for developing and 
selling video game content. In a unique arrange-
ment, MTV Games is hoping to improve sales for 
their ‘Rock Band’ game with a new service that 
lets users create and sell video game versions of 
their own music (Smith, 2010). The service will 
be called Rock Band Network Store. There is great 
potential for this service, but this is not as simple 
as creating a text document describing a news 
event. Users will have to be rather technologically 
savvy to create and upload their own songs. Cost 
will also be a deterrent. The service may be most 
popular with existing bands that want to increase 
their exposure. They have the music and money to 
develop video game versions of their songs which 
may enable them to reach new audiences. A new 
industry has also been created where companies 
offer to help individuals and unknown bands de-
velop video game versions of their songs. This is 
an example of content and industry convergence 
within the overall music industry.

software

Software is used by individuals and businesses 
to support a wide variety of applications such as 
documents, spreadsheets, databases, presenta-
tions, multimedia, electronic communications, 
and support for nearly all business functions and 
order fulfillment sub-processes. Annual revenue 
for worldwide software sales is many billions of 
dollars and continues to grow. Because software 
is in a digital format, it can take advantage of 
all of the opportunities presented by technology, 
content, and industry convergence.

Adobe Systems Incorporated is one example 
of a software company. One of their main soft-
ware products is the Flash multimedia player. In 
2009 they announced that they are working with 
Research in Motion (RIM) to bring Flash support 
to the BlackBerry platform (Adobe, 2009). The ob-
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jective is to remove barriers to publishing content 
and applications seamlessly across a wider range 
of devices. This alliance is one piece of the Open 
Screen Project that includes close to 50 companies 
working together to provide consistent runtime 
environments across mobile phones, desktops, 
and other devices. This is an example of technol-
ogy and industry convergence trying to overcome 
current content convergence limitations.

managerial Implications

The following managerial questions can be an-
swered based on an analysis of the digital product 
company strategies described in the previous 
section: What are the overall implications as-
sociated with digital convergence for managers 
of companies in these industries? What are the 
expected benefits from horizontally integrating 
a digital product company? And what are the 
potential risks? The expected benefits and risks 
are summarized in Table 2.

The first conclusion that can be made from 
these examples is that every company has access 
to the same digital technology and Internet. This 
makes it very difficult to differentiate products 
based on technology or product distribution chan-
nels alone. The differentiators are more likely to 
be unique content, unique partnerships and alli-
ances, or novel business models or methods for 
charging users for digital product sales. Strong 
brands are important, but they are typically not 
enough to guarantee success.

The second conclusion is that digital product 
managers decide to expand their company through 
horizontal integration strategies for a number of 
reasons. Operational improvements may result, 
but most of the motivations are at the strategic 
level. Multiple sources of unique content can be 
combined to complement each other, extend an 
existing digital product, provide enhanced value 
to the customer, and reduce overall costs. Partner-
ships with content companies can increase control 
over the distribution of that content and increase 
entry barriers for other firms that may result in 
a competitive advantage beyond the short term. 
Digital product company partnerships also allow 
separate firms to reach new and larger markets at 
a reasonable cost. Partnerships also enable firms 
to adopt the partner’s unique business model or 
unique revenue model (pay-per-download, etc.). 
And horizontal integration strategies also may 
create new distribution channels either through the 
creation of new hardware devices or distribution 
of content through large digital content distribu-
tion service providers.

Digital product company horizontal integration 
strategies are enabled by the unique characteristics 
of digital technology and the ability of information 
technology to reduce overall coordination costs 
across multiple firms. But working with other 
companies also introduces some new risks. Control 
over a firm’s content is at least to some extent lost 
or reduced when it is being shared with partners. 
Partners must be chosen carefully because any 
fiscal or ethical problems a partner firm has will 
be seen as a problem that may tarnish all partners.

Table 2. Digital product horizontal integration strategy benefits and risks 

Benefits Risks

     • Revenue growth 
     • Complementary content synergy 
     • Control over unique content 
     • Reach larger market with minimal additional cost 
     • Each partner can focus on their core competency 
     • May adopt partner’s business model and revenue sources 
     • Product extensions may involve less additional cost 
     • May raise entry barriers for potential competitors

     • Problems can arise over the issue of revenue sharing 
     • Growth involving development of hardware devices can 
involve significant fixed costs 
     • May pull focus away from core competencies 
     • Potential for loss of control over content 
     • Partner ethical and financial issues impact all horizontally 
integrated partners 
     • Mixing business models and revenue sources may confuse 
customers
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potentIAl cRoss-
IndustRY hoRIzontAl 
IntegRAtIon stRAtegIes

In this section, additional potential horizontal inte-
gration strategies will be identified. To organize the 
discussion, the digital product industries will each 
be combined into the following categories based 
on their product characteristics: informational con-
tent (newspapers and magazines), entertainment 
and educational content (e-books), multimedia 
(music and movies), and software entertainment 
(games). As seen in previous discussion, digital 
products also share some common attributes 
with digital services in that they are available in 
a digital format and often distributed through the 
Internet and Web. In addition to the digital product 
categories, online services will be considered as 
potential horizontal integration partners in the 
following examples. The goal in this discussion is 
to illustrate the wide array of potential combina-
tions that could occur in the future as companies 
cross over into new complementary industries 
to provide unique combinations of products and 
services to their customers by fully utilizing the 
opportunities presented by digital convergence.

newspaper/magazine + e-books

Online newspapers, magazines, and electronic 
books each provide content to their users. A cross-
industry integration example in these industries 
could involve the promotion and delivery of e-
book content through a magazine Web site. An 
online magazine could provide reviews for newly 
released books written either by the magazine 
staff or by readers. The online magazine could be 
integrated into an e-book online retailer to provide 
efficient ordering of books by the magazine’s 
readers. This would simplify the ordering process 
for the users, but would also create a beneficial 
partnership between the separate companies. 
They could each expand their online exposure 
and share any profits resulting from their online 

sales. A concern would be to make sure that book 
reviews are perceived as independent and unbiased 
so that the book buyers see the recommendations 
as useful in addition to the value offered by the 
efficient ordering process.

newspaper/magazine 
+ music/movies

A similar arrangement could be made between an 
online magazine and an online music or movie 
retailer. New music is sold online either through 
CDs or through download. Movies are sold online 
through DVDs, and as bandwidth improves, they 
will also be able to be distributed online to more 
users. New music and movies are reviewed on 
many online sites and digital convergence enables 
the integration of the magazine Web sites with 
the online retailer’s ordering process. They each 
benefit by expanding their market and provid-
ing useful information and an efficient ordering 
process for their users. The full potential will be 
realized if they can provide a download of the new 
product which saves time and distribution costs. 
An online magazine related to these industries 
can be a stand-alone success, but integrating with 
other industry participants is probably beneficial 
to the industry and its customers.

newspaper/magazine + games

An online magazine focused on computer games 
could provide another potential cross-industry 
partnership. This time, instead of selling the entire 
product, the magazine’s Web site could provide 
game samples to advertise new game products. 
The online game companies could provide the 
software as a means of advertising their new 
products and gamers would benefit by reading 
about news in the industry and also having a 
hands-on experience with new products. The 
online magazine and game companies will benefit 
from expanding their market and also providing a 
multimedia advertising experience for their new 
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and returning customers. The unique nature of 
online game products may benefit the most from 
enabling customers to experience the product first 
hand. As with all of these integration examples, 
revenues received through sale of the online games 
can be shared between the online magazine and 
the game company.

newspaper/magazine + 
online services

Up to this point, this chapter has focused entirely on 
digital products. An array of transactional services 
is also available online (financial services, career 
services, travel services, online auctions, etc.) 
and these companies provide additional potential 
partnerships for digital product companies. One 
service provided by traditional newspapers is job 
listings. An online newspaper and an online career 
services company could partner to provide online 
job ads viewable through the newspaper’s Web 
site. Each company could focus on their core com-
petence, but the readers would benefit from having 
access to up-to-date job information in addition 
to the newspaper content. The companies could 
reach new customers and any revenues received 
through the service could be shared between the 
online career service company and the newspaper.

e-books + music/movies

Electronic books and movies are often intended 
to entertain. Content convergence enables book 
content and images to potentially be integrated 
with movie video content. An integration strategy 
across these industries could involve an electronic 
book written about the movie industry. Any time 
a specific movie is discussed in the book, a link 
could be made to a clip from the movie or to a 
retailer who sells the movie online. Customers 
could benefit from fully utilizing the multimedia 
capabilities of the Web and improving the overall 
value received from the e-book. The companies 
benefit by being able to offer a better e-book 

product with little additional cost. The movie 
clips can be stored and shared online at a very 
low marginal cost. E-book readers may be willing 
to pay more for these multimedia books and the 
additional revenues can be shared between the 
e-book publisher, retailer, and movie companies.

The same idea could be utilized by integrat-
ing e-books with music clips. The technology is 
similar, but it would be even easier in the music 
industry because the file sizes are much smaller 
when compared with video content.

e-books + games

Similar to the example above, e-books could be 
written about online games. The e-book could 
link to a site that provides either clips from new 
games or ways to order the games. The reader/
gamer receives a more valuable e-book product 
which they may be willing to pay more for. The 
additional revenues can be shared between the 
e-book companies, game companies, and retail-
ers. As with movies, bandwidth issues will be 
a concern because book content involves fairly 
small files while complex multimedia games can 
involve very large files and the need for stream-
ing download.

e-books + online services

Another integration strategy possibility would be 
between an e-book company and an online travel 
service. If you go to a book store there is probably 
a section that includes books about travel destina-
tions. An e-book could be written about various 
locations around the world and the book could 
provide links to an online travel site that sells 
trips to these places. The online travel company 
could provide text, images, and multimedia con-
tent about different travel destinations along with 
information about the prices they would charge for 
a travel package. The e-book and service site can 
be linked allowing the reader to go back and forth 
between reading about the destination and finding 
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up-to-date information about travel opportunities. 
Again, the traveler may pay more for an e-book 
that links with this service and they are able to 
get the information they need without having to 
go to several separate Web sites.

music/movies + games

Movies and games are entertainment. New mov-
ies typically have a promotional Web site and 
one feature they could add would be to provide 
access to a game that is related to the movie. This 
cross-promotion could create more interest in the 
movie so people see it in the theater, but it may 
also interest them enough to purchase the game. 
A movie company and a game company could 
co-produce the two products and then introduce 
them at the same time. Additional revenues may 
be realized at the theater and at an online game 
retailer. Digital convergence enables this strategy 
and the companies and their customers can all 
benefit.

games + online services

A final cross-industry integration strategy could 
combine an online game company with an online 
service. There are numerous examples of multi-
player fantasy games online where users create 
their own characters and over time the value of 
these characters can increase either by possess-
ing objects or through their conquests. An online 
game could be linked to an online auction site that 
would allow players to trade valuable items, or 
entire characters, that are part of the game. Digi-
tal convergence enables the game software to be 
linked to an auction service Web site and players 
may be willing to exchange items and money 
through these transactions. Gamers pay money for 
updated versions of the games, but also may pay 
for the additional auction service. The companies 
can benefit by providing this additional feature 
for the game without much additional cost. This 

could be an interesting product extension that 
is very difficult to offer in a traditional off-line 
game environment.

cross-Industry horizontal 
Integration strategy conclusions

The conclusion from this section is that the num-
ber of possible partnerships is infinite. Digital 
convergence offers incredible opportunities for 
combining products and services to offer greater 
user value, with minimal additional costs, and 
greater market reach and increased revenues.

potentIAl dIgItAl pRoduct 
InteRmedIARY stRAtegIes

Some of the most successful and powerful e-
commerce companies are online intermediaries 
(cybermediaries). In the early days of e-commerce 
activity in the mid-1990s, there was a theory that 
intermediaries would disappear. This phenomenon 
is called disintermediation. The idea was that Web 
technology would enable producers and custom-
ers to directly interact to cut out the middleman. 
If this was possible, then both the producer and 
customer would benefit by splitting the profit that 
was previous paid to the middleman. The interest-
ing result from the first decade of e-commerce was 
that the opposite has occurred in many industries. 
This is a counter-intuitive result so further analysis 
is need to identify how online intermediaries are 
providing value to buyers and sellers.

The overall finding of a study by Jin and 
Robey (1999) was that cybermediaries often 
provide value that is not available in disinter-
mediated channels. Some of the theories used 
in the study include transaction cost economics, 
social exchange theory, and knowledge creation 
theory. Transaction cost economics would explain 
consumer behavior as a search for the lowest 
cost channel. Some of the common costs used to 



127

Digital Convergence and Horizontal Integration Strategies

compare intermediated versus disintermediated 
channels would be information search costs, risk 
costs, and product price. The channel that includes 
an intermediary provides value because it would 
be able to reduce information search costs by more 
efficiently organizing information from multiple 
sources, it would reduce prices by aggregating 
buyer demand to negotiate better prices from 
sellers, and it would potentially reduce risk costs 
by protecting buyers from opportunistic behavior 
on the part of the seller. Intermediated channels 
also had some non-cost related advantages. Social 
exchange theory would tell us that buyers feel a 
sense of reciprocity toward trusted channels that 
provide places for interaction with other channel 
participants. If a person reads product reviews 
on a Web site, they feel that they should also 
provide reviews even if they are not compen-
sated. Intermediaries are able to provide tools 
for facilitating communications with experts in 
a particular industry, or between customers who 
want to discuss their feelings about products and 
sellers. Intermediaries can also provide value to 
consumers by providing industry knowledge that is 
not available to individual sellers through a disin-
termediated channel. They can gather information 
about every transaction in their site, between all 
buyers and sellers, and provide customers with 
not only information about their own purchases, 
but also recommend new products based on other 
people’s transactions. The recommended products 
may be from several different sellers.

Given the value that intermediaries can provide 
in an online market, the question is whether digital 
product companies can succeed by choosing this 
strategy. The following provides some insights 
into potential intermediary strategies for the digital 
product industries.

newspaper/magazine 
Intermediary strategy

News content comes from many sources. Stories 
can be written by journalists who are employed 

at a newspaper or who are freelance writers. 
Readers get their news from a variety of sources 
ranging from local newspapers, to regional or 
national newspapers, or through other media such 
as television. One strategy for a newspaper would 
be to provide an intermediary service between 
news agencies and the public. It could consolidate 
news from many sources into one website. They 
could provide a valuable service by reducing 
the time and energy needed to find stories about 
many different topics. Everything would be on 
one site, and it would be searchable. They could 
also provide opportunities for interaction with 
experts or other readers through message boards 
or blogs. This would be valuable if a critical mass 
of readers was included in one site because any 
topic could be discussed at any time through one 
site. And news trends could be identified based 
on reader access activity to provide highlights for 
other readers. This could be a form of knowledge 
creation that is available through online retail 
product intermediaries. Readers may value a site 
that offers this consolidation service and they 
may be willing to pay for it because it will save 
them time and provide news about a wide range 
of topics. They will also be able to track issues 
important to all of the sites readers through the 
various interaction spaces and recommendations. 
The news cybermediary itself will be able to 
provide value through existing Web technologies 
which may enable them to charge a fee that is suf-
ficient to produce a profit. News contributors can 
receive compensation either through a per-article 
fee or based on the number of hits their stories 
receive online.

Magazines would be in a similar situation to 
newspapers. There are thousands and thousands 
of magazines that are focused on various niche 
markets. An online magazine content intermediary 
could provide the same valuable services described 
above, but they could do it for a particular topic 
that does not require daily content updates. The 
same benefits would be available to readers, but 
discussions with experts could be more focused 
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on a particular topic – for example, a hobby, sport, 
educational topic, or social issue. The intermedi-
ary could compensate article writers and still po-
tentially make a profit because the cost to run an 
online intermediary site would be relatively low.

electronic book 
Intermediary strategy

Millions of books have been written, and in the 
past they would all have to be printed before they 
were sold. The electronic book technology avail-
able today enables writers to provide their product 
to a reader in a very different format, but it may 
still be difficult for people to find a book they 
are interested in. An online e-book intermediary 
could provide sales and supporting services for 
all e-books from many writers including writers 
who wish to self publish their work.

The e-book cybermediary would provide a 
common marketplace for everyone to interact. 
Placing information about many e-books into 
one site will reduce information search costs. 
Readers can search for the books they are look-
ing for and receive results from many different 
sources. They will also have some protections 
resulting from going through an intermediary 
rather than buying directly from an author. Since 
authors have little marginal cost for selling each 
additional copy of their e-book, they can offer the 
product for relatively low prices. This may be a 
particularly important scenario for new authors 
who are trying to become known in the market and 
have not been able to get a publishing deal. The 
e-book cybermediary will also be able to provide 
information about past purchases and recommend 
new products on a particular topic. They would be 
viewed as relatively un-biased because they are 
not the author, but only the intermediary service 
provider. Revenues can be shared between the site 
and the authors, and removing some middleman 
costs will provide an opportunity to sell books at 
a low price. The potential deterrent to this strategy 
is if publishers control much of the book content 

and feel that they are being pushed aside in this 
new online e-book intermediary site. The inter-
mediary site will only be a success if it can reach 
a critical mass of authors and readers to produce 
a large volume of transactions.

online music/movie 
Intermediary strategy

Music all begins with the artists and ultimately 
some of songs are owned by record companies 
and some are not. An online music intermediary 
could provide a site for interaction between musi-
cal artists and the people who listen to the music. 
The site can include songs from many different 
sources which would allow customers to search 
for information and select any combination of 
songs they wish. This reduces their information 
search costs. They will also have some protec-
tion against problems with the bands because 
the music cybermediary can assist them. As with 
e-books, the marginal cost for a copy of a digital 
format song is near zero so prices on these sites 
may be low. There will also be opportunities for 
fans to interact with music industry experts, with 
the bands themselves, or with other fans through 
message boards and blogs. This will create a lot 
of traffic and if people are coming to the site for 
music news, they may also stay and purchase 
music through the same site. If there is a lot of 
activity on the site, then transaction information 
can be provided to buyers to indicate what they 
purchased in the past and to recommend new bands 
that other people have liked. This is very difficult 
to do in a direct sales channel with one record 
company. Popular bands may get some benefit 
from the site, but new acts would be particularly 
interested because this would give them a way 
to become known. Ultimately they may almost 
give away copies of some of their music in hopes 
that people will buy other songs or buy tickets 
to their concerts. The online music intermediary 
can share revenues with the artists and still cover 
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their costs because running an online music site 
selling digital music will be low.

An online movie intermediary will operate 
much the same as an online music intermediary. 
One difference would be that most movies will 
come from movie production companies, but 
there would still be opportunities for indepen-
dent movies to be included. Another difference 
would be that movies are stored in much larger 
digital files which will require higher bandwidth 
to make the service usable for direct download. 
A movie cybermediary can reduce information 
search costs, risk, and prices for movie buyers. 
They can also provide interaction with movie 
experts or other movie buyers as well as provide 
knowledge about trends in movie purchases seen 
through the transactions on their site. Independent 
movie producers may particularly like this site 
because it will give them a channel to provide 
their work that will generate some revenue and 
help them gain popularity.

online game Intermediary strategy

Most online games are created by a fairly small 
number of large game developers, but there are 
opportunities for individuals to create entirely new 
games on their own. An online game intermediary 
could bring all of the game titles and the people who 
play the games into one site. Games can be played 
on computers, game machines, or online. Relative 
to newspapers, magazines, e-books, music, and 
movies, they are a much more complex digital 
product which may make a game cybermediary 
more valuable to buyers. A large number of games 
in all genres can be sold through the site. This 
will reduce the time and effort needed by game 
players to find and purchase several games from 
different producers. The cybermediary will also 
be able to protect the buyer if there are technical 
problems and also negotiate better prices because 
of the high volume of sales. Games are an experi-

ence good so there are numerous opportunities for 
interaction with game developers and with other 
game players. The site can glean a great deal of 
knowledge from these discussions. The site can 
also tell people what they have purchased in the 
past and recommend new products as they become 
available. As with the movie intermediary, there 
will be a need for high bandwidth connections for 
direct download. Individuals who wish to produce 
their own games can sell their products through 
this site to get some revenue and also to become 
known in the market without having to expend 
large amounts of money for marketing.

digital product Intermediary 
strategy conclusions

A number of conclusions can be made based on an 
assessment of the potential for cybermediaries in 
the newspaper, magazine, e-book, music, movie, 
and game industries. The value provided to buyers 
is the same in every industry. The cybermediary 
potentially reduces information search costs, risk 
costs, and product prices. It also enables interaction 
between all industry participants in one site. And it 
becomes a trusted source for industry knowledge 
based on its ability to analyze all of the transac-
tions that take place on the site as well as customer 
comments on message boards. The fixed costs to 
get the site started will be fairly low because there 
is no need to build stores or hire large numbers 
of employees. Identifying product suppliers will 
be critical, especially at the start. Given the low 
marginal costs for producing product units, the 
revenue flowing through the site does not have 
to be extremely large to survive. A digital product 
cybermediary can be a great success if it can do one 
thing – reach a critical mass of users to generate 
enough traffic to increase the value provided to 
both sellers and buyers and cover the fixed costs 
that were needed to get started.
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potentIAl dIgItAl pRoduct 
mAss customIzAtIon 
stRAtegIes

In this section the discussion of digital product 
company strategic alternatives continues by con-
sidering opportunities presented by the paradigm 
of mass customization where large amounts of 
personalized products are produced according to 
the specifications of individual consumers or small 
niche groups of consumers. Creation of physical 
products in the past century typically used a mass 
production approach (Pine et al., 1993). The focus 
was on efficiently producing large numbers of 
the same product with no variations in features. 
Products produced would be stored in inventory 
until they were needed. This would reduce the 
production cost per unit which would enable 
products to be sold at lower prices so more people 
could afford to buy them. This worked fairly well 
for markets that had large numbers of people who 
wanted the same products and products could 
continue to be sold for many years (Pine et al., 
1993). This was also a rationale strategy during 
this time period given the technical limitations 
for information sharing between supply chain 
partners which made coordination of manufactur-
ing, inventory control, and distribution difficult. 
In the past two decades, increased use of digital 
technologies and computer networks to support 
order processing, manufacturing, logistics, and 
distribution have created opportunities to break 
away from the old mass production approach in 
an attempt to provide greater value to individual 
customers.

Early research compared mass production and 
mass customization approaches in physical prod-
uct industries (Kotha, 1995). Most early studies 
viewed mass customization as an idea that had 
great promise, but the reality of the past decades 
has been that it has had limited successes in the 
physical product industries. The cost involved in 
creating and distributing physical goods create lim-
its for how successful mass customization can be. 

It does have a much greater potential as a strategy 
for digital products because content, multimedia, 
and software can be digitally reproduced quickly 
and cheaply (Lee et al., 2000). Integrating digital 
product production systems with online order entry 
and customer preferences provides a perfect infra-
structure for providing fully customized products 
to a mass online marketplace. Digital product 
customers are also demanding more from provid-
ers so these companies must consider not only the 
horizontal integration strategies discussed earlier, 
but also new strategies like mass customization. 
The question is to what extent mass customiza-
tion can be used in the digital product industries 
to provide customized and personalized content, 
multimedia, or software. The following provide 
some examples of potential mass customization 
strategies for newspapers/magazines, e-books, 
music/movies, online games, and software.

newspaper/magazine 
mass customization

Traditional printed newspapers and magazines are 
mass produced. Each issue has the same content 
in the same sequence which allows many copies 
to be produced at lower cost. Online magazines 
and newspapers could conceivably use Web tech-
nology to provide a personalized copy of their 
content to each of their individual readers based 
on their requirements. The requirements could be 
specified by the reader, or they could be ‘learned’ 
by tracking the order in which someone views the 
content each day and the links that they follow. For 
example, people may each read different sections 
of a daily newspaper, and they may read them in 
a particular order that does not match the printed 
copy that is delivered. An online newspaper can 
create a unique front page for each user based on 
the reader’s preferences. The non-linear nature of 
the Web allows readers to view the online con-
tent in any sequence they prefer. Content can be 
provided in a wide range of languages, and can 
be translated by the user if desired. They can also 
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be alerted to breaking news in their main areas 
of interest through e-mail or text message at the 
time the news occurs rather than waiting until the 
next issue is published.

The reader may view personalization as a 
valuable feature because they can access the con-
tent that interests them the most, and do it more 
efficiently. Newspapers will still need to provide 
all of the different types of content that they did 
in the printed version, but they may realize in-
creased revenues and brand loyalty by providing 
their readers with a personalized experience. The 
difficulty will be to provide a personalized expe-
rience without giving the reader the feeling that 
they are being monitored or losing their privacy.

electronic book mass customization

Textbooks in the past were printed and included 
all of the chapters in a pre-determined order. These 
books could be mass produced to reduce their cost, 
but they were not easily customizable to fit unique 
classes or learning environments. Today, digital 
technology has allowed most textbook publishers 
to offer customizable electronic versions of all 
of their books. Professors can choose a subset of 
chapters and have their customized book printed 
for the students. Or they can take it a step further 
by offering textbooks as e-books that are down-
loadable to a PC or e-book reader with access 
for the semester paid through a subscription fee. 
The publishers benefit by reducing their marginal 
production, inventory, and distribution costs. The 
students benefit by having access to all of the class 
material at a lower price and in a more flexible 
format. There is also no need to return textbooks 
at the end of a semester. Eventually, course ma-
terial may be developed as modules that can be 
combined as needed. The electronic format also 
allows for the incorporation of multimedia such 
as audio and video which will further enhance the 
value of the electronic textbook.

music/movie mass customization

The music industry is now offering their product 
much like the electronic textbook publishers. In 
the past a set of songs would be on a CD that 
someone purchased. You either bought the whole 
CD, or nothing. Songs are now developed and 
stored digitally and this same digital technology 
allows individual songs to be purchased, distrib-
uted, and played on PCs or other devices. Users 
have a customized experience because they can 
purchase individual songs and listen to them any-
where, anytime, and in any order. Online services 
can make recommendations when new music 
becomes available. The music publishers were 
initially hesitant, but this business model has now 
become the norm. People are willing to pay a little 
money for each song, and ultimately may pay as 
much or more for all of their music because they 
have more choices. They can purchase an MP3 
file, or they can subscribe to a service for a period 
of time. Established musicians will still receive 
large amounts of revenue through song sales and 
concerts. And new acts can reach a large number 
of potential fans at a low cost to try to increase 
their popularity.

online game mass customization

Traditionally, online or computer games provided 
the same experience for every player. Each copy of 
the game software was the same for every person 
that purchased it. Games that were distributed 
on CDs were impossible to customize for each 
person because the cost was prohibitive. Digital 
technology and mass customization allow game 
developers to offer a customized and unique ex-
perience for each player based on their desires. 
Game software can include a set of customizable 
parameters that are set by the player. This can 
be done in real-time for online games accessed 
through the Internet. For example, in a driving 
game, a car’s exterior and interior can be custom-
ized as well as its driving performance. Tracks can 
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be customized and so can the number of players 
and their cards. Each person can have a unique 
game after they have customized it.

As with the previous examples, the game 
providers benefit by offering a more valuable 
customized product at a moderate extra cost. 
The people playing the games may be willing to 
pay more for a customized experience, and they 
may become more loyal to the game developer. A 
downside is that customer service and upgrading 
will be more difficult because the game software 
is more complex and there are more potential 
unique problems.

software mass customization

One of the most common software applications 
is office automation suites that include compo-
nents that support development of documents, 
spreadsheets, presentations, and databases. Other 
components may include Internet browsers and 
e-mail readers. Users often have to purchase the 
entire package to get the parts they need. Mass 
customization would enable users to purchase, or 
subscribe to, just the minimal applications that 
they need at any given time. The software-as-a-
service model may provide a paradigm that would 
make widespread customized software a viable 
business model. Customization would also allow 
any setting in any application to be changed as 
the user desires. This is available today to some 
extent, but it can be a tedious task to alter a large 
number of settings. Software should be able to be 
fully customized because it is an entirely digital 
product. The software company is already devel-
oping a working version of each software suite 
component, but what will change is the flexibility 
in how the product is offered.

As with all of the earlier examples, software 
companies could benefit by offering customized 
software because users may value the product more 
and have greater brand loyalty. It may be difficult 
for a user to switch to a different software product 
once they have customized their current applica-

tions which creates a switching cost. Users may be 
willing to pay more for a customized product. And 
offering software through a software-as-a-service 
model may make the process of maintaining and 
upgrading software easier.

digital product mass customization 
strategy conclusions

Digital products must still be developed and this 
often involves a significant fixed cost. What has 
changed is that mass customization can be used to 
provide a customized and personalized experience 
on the user’s end. Each person can have a unique 
experience when reading an online newspaper, 
reading a book, listening to music, or playing a 
game. Across each of these digital product in-
dustries, marginal customization costs are near 
zero, but the value produced can be significant. 
A potential issue that would reduce acceptance 
of mass customization would be perceptions that 
a person’s privacy is being invaded. Individuals 
may be wary if they must provide personal in-
formation as part of the customization process. 
In a hypercompetitive online marketplace, mass 
customization may be a requirement in the future 
to provide value to users, increase brand loyalty, 
and ultimately survive.

potentIAl tActIcAl 
InteRActIVItY And socIAl 
netWoRKIng stRAtegIes

The next set of strategies discussed is intended 
to take advantage of the potential for online 
two-way interaction between everyone involved 
with digital product industries. One of the unique 
characteristics of the Web is that it is an interactive 
technology. The interface enables people to send 
and receive e-mail or other forms of electronic 
communications any time and any where they 
have access either through personal computers 
or wireless devices. This is a major advantage for 
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consumers compared with some of the traditional 
ways they received product information through 
direct mail, catalogs, radio ads, or television ads. 
Social networking systems promote even broader 
interaction because of the sheer number of users 
and the tools available in a single site. The ques-
tion is how these technology capabilities could 
be adopted into the tactical level strategies for 
digital product companies. In this section, potential 
strategies for interactivity and social networking 
in digital product industries are identified along 
with their potential benefits and risks.

online newspaper/magazine 
Interactivity and social 
networking strategy

Online newspapers can publish content for any 
news stories or feature topics, and they can publish 
it as soon as the story is ready. Access to these 
stories is important to readers, but an even more 
valuable service is when the same site provides a 
way for them to discuss the story with other read-
ers or with experts. Blogs provide a simple tool 
for commenting on an ongoing thread of related 
comments. E-mail and online forms can be used 
to submit questions to a news provider that will 
be replied to at a later time. It is also simple for 
a reader to send a link to a story to a friend who 
may be interested in the topic. Printed newspapers 
do not have this capability, so if this interactivity 
strategy is chosen by a news agency they may 
build more traffic to their site. The traffic may 
generate revenue directly from readers through 
subscriptions or per-article download fees, or it 
could be used as the basis for charging higher 
fees to advertisers. The cost to add this capabil-
ity is minimal, but it may create some value for 
readers and for the news site. This strategy may 
be a way for a newspaper to differentiate itself 
from its competitors to gain at least a short term 
advantage. The risk is that the interaction space 
may be used by people who are unhappy with the 
site either because of the articles they publish or 
their customer service. Online newspapers and 

magazines should also be open to the idea of us-
ing stories written by readers. This can provide a 
large amount of potential material from which to 
select a few of the best stories that can be edited 
and published.

electronic book Interactivity and 
social networking strategy

Electronic books are another industry where in-
teractive technology and social networking may 
provide value to readers. Consider linking an 
online e-book retailer to a social networking site 
so that people can comment on books they have 
read. Readers who use social networking sites are 
already linked to many other people, and this would 
give them a simple way to share their likes and 
dislikes regarding books they have read. This may 
generate more traffic on the e-book website, and 
also on the social networking site. If a company 
can be the first retailer to do this, then they main 
gain an advantage in the market and become the 
primary place where books are discussed online.

online music/movie Interactivity 
and social networking strategy

Music and movies would be similar to e-books. 
People listen to new music, for example, and want 
to share their comments with other music listeners 
or their friends on a social networking site. If the 
services can be linked there may be more traffic 
on the retailer’s site which may produce more 
sales or at least the potential for greater advertis-
ing fees. Because the music is in a digital format, 
samples can be automatically shared through the 
same system used to support the interactivity. 
New bands could also create social networking 
site profiles to add friends and promote their new 
music, perhaps for no fee at all. The risk is that 
messages in these sites can become viral meaning 
that good or bad comments will be available to 
many people very quickly which could be difficult 
to overcome for an unknown band.
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online game Interactivity and 
social networking strategy

Games are unique because many of them require 
multiple players. The online environment seems 
to be a perfect environment for supporting large 
scale interaction between gamers. People can 
use simple interactive tools on the Web, or use 
social networking sites, to find game competition 
worldwide, or just to discuss their experiences with 
new games. Game sites build traffic which may 
increase sales or advertising. Negative or posi-
tive comments can be tracked as a free source of 
market research. If enough traffic occurs in these 
sites then they may be used for beta testing new 
games to strengthen the connection between game 
developers and the people who play their games.

potential Interactivity and social 
networking strategy conclusions

There is great potential for interactivity and social 
networking strategies for digital product compa-
nies. Digital convergence enables all aspects of the 
order fulfillment process to be digitized including 
pre-order information search, order placement, 
payment, distribution, and communication with 
customer service personnel or other customers. 
These activities can be done worldwide and the 
site can be available any time and accessed using 
any device. These strategies require a critical mass 
of users to make it cost effective, but if this can 
be achieved then it may raise an entry barrier for 
companies trying to duplicate the first-mover’s 
strategy. These strategies may lead to an explo-
sion of low-cost market research data. Successful 
interactivity strategies should also create brand 
equity. The primary risk is if the interaction sur-
rounding a product becomes very negative it can 
reflect badly on the seller and the original content 
or product producer.

stRAtegIes foR dIgItAl 
pRoduct lIfecYcle stAges

Many different strategies have been discussed up to 
this point, and most of them have applied to firms 
who have a digital product that has been developed 
and is now in its growth or maturity phase. In this 
section the concept of digital product lifecycle is 
discussed along with potential strategies to use at 
different points in a company’s evolution. Products 
typically go through four stages – introduction, 
growth, maturity, and decline. The time involved 
in each stage could be days, or it could be years. 
The cost structure for a digital product makes 
lifecycle strategies very important because most 
costs are incurred in the introduction phase and 
significant revenues may not be realized until much 
later. The following provides some insights into 
strategic alternatives for digital products during 
the introduction, growth, and maturity stages. To 
illustrate how these strategies may be applied, an 
e-book retailer will be used as an example.

digital product Introduction 
phase strategy

In the introductory phase for a new e-book re-
tailer they will develop their website with all of 
the supporting services, identify e-book publish-
ers to provide products to sell on the site, and 
develop initial marketing plans. The goal during 
the introductory phase is to increase traffic on the 
site and to begin generating some sales. E-book 
retailers will have high fixed costs in this stage, 
but their marginal costs will be fairly low. The cost 
to acquire new customers will be high and they 
must be innovative to differentiate themselves 
from other online e-book companies. One way 
to gain market share is by offering the e-books 
at very low prices, perhaps even losing money 
on each unit sold. Special pricing deals and other 
incentives can be used to bring people to the site 
which may increase traffic in the short term. 
When monster.com started they paid companies 



135

Digital Convergence and Horizontal Integration Strategies

to advertise jobs on their site. They knew that they 
had to starting building traffic through any means 
necessary. Other services such as personalization 
or providing interaction with other readers may 
increase traffic, but there will be little value in 
these services if the number of other users is low. 
Eventually, if the company successfully moves to 
the growth phase, additional strategic alternatives 
may be available.

digital product growth 
phase strategy

In this phase the e-book company has an estab-
lished and growing number of customers. They 
can now begin increasing prices for some of 
their products. Pre-ordered books can be sold at 
a discount. E-books that are just released can be 
priced higher, and prices can drop as e-books get 
older and there is less demand. They can also use 
the power of their customer base to get revenue 
from advertisers. In the industry there will be a 
growing number of competitors and one way to 
grow is through the various horizontal integration 
strategies discussed earlier. The e-book retailer can 
look for partners that sell complementary products 
or they can broaden their geographic market. They 
can also look for unique cross-industry partners 
to increase their customer base without dramati-
cally increasing their marketing costs. Product 
description pages can include places for customers 
to provide comments which should make the site 
more valuable and continue to add traffic. At this 
point they should become profitable.

digital product maturity 
phase strategy

Once an e-book retailer has matured they will 
experience more competition and will need to 
continue searching for ways to differentiate their 
site. They can rely on their existing partnerships 
and offer additional services to their existing 
customer base such as website personalization for 

each customer. They may also provide additional 
product extensions for their basic e-book prod-
ucts. If they are large enough they will be able 
to survive fluctuations in demand, but they will 
need to continually search for ways to incorporate 
new digital technology capabilities into their site. 
Having covered their fixed introduction costs, their 
profit margin will increase even if their prices 
do not change. Their size may also impact their 
relationship with suppliers because they will be in 
a stronger position. They may receive new e-book 
products earlier or they may be able to retain a 
greater proportion of their revenues. The unique 
characteristics of digital product industries may 
mean that no company is ever truly in a maturity 
phase. They may all continue to search for growth 
opportunities and partnerships with other success-
ful digital product firms.

digital product lifecycle stage 
strategy conclusions

Different stages require different strategies. For 
many digital product companies it is an all or 
nothing struggle to grow and reach a critical mass 
of customers. Everyone has the same technology, 
and in many digital product industries they sell 
the same products. This makes it difficult to dif-
ferentiate one company from its competitors, but if 
a company can continue growing through product 
sales or other services it can be highly profitable.

futuRe ReseARch dIRectIons

Beyond the managerial implications noted above, 
there are also a number of directions for future 
research in this area. From the firm perspective, 
empirical studies are needed to identify the char-
acteristics of successful digital product horizontal 
integration strategies. One example would be to 
test whether the relative size of firms produces 
better or worse results. Is a horizontal integration 
strategy better if there is one large company work-
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ing with a smaller company? Or would it be better 
if the partners are of equal size so one partner does 
not take a disproportionate share of the benefits? 
Studies across multiple industries are also needed 
to identify the combinations of digital products 
that produce competitive advantage and those that 
do not. Is horizontal integration within an industry 
better, or is it better if the partners are currently 
in two or more existing industries? Strategies for 
improving trust between partner firms will also 
be an important research issue.

Another issue to address would be whether 
the current technology environment provides any 
situations where vertical integration is preferred. 
Models can be developed and tested to identify 
circumstances where vertical integration is better 
than other growth strategies. At what point do the 
costs of vertically integrating become less than 
the benefits gained through control over more 
steps in the value chain? These same issues can 
be studied for cross-industry integration strate-
gies, cybermediary strategies, mass customization 
strategies, interactivity and social networking 
strategies, and product lifecycle strategies. Case 
studies would also be useful for providing a deeper 
understanding of digital product strategic decision 
making. These cases could also be used for class 
discussion in information systems, electronic 
commerce, and strategic management courses.

From the digital product user perspective, stud-
ies may address the factors that impact individual 
use of particular combinations of digital products. 
Research in this area is in its early stages, but some 
findings have already been published. Gill and Lei 
(2009) studied technological convergence in the 
electronics industry. They used an experimental 
methodology to address the issue of which elec-
tronics product brands may gain from the inclusion 
of some type of new functionality. Functionalities 
were classified based on their level of congruence 
(similarity or difference of functionalities added 
to a base product) with the existing capabilities 
of a device. New functionality did not imply that 
the function was entirely new to the market, but 
that it was a new capability added to an existing 

product. They found that lower quality brands 
gain from the addition of congruent functionality, 
while higher quality brands gain from the addition 
of technology that adds an incongruent function. 
This is an important finding because it indicates 
that perceptions of technological convergence are 
complex and that adding functions to an existing 
digital product may not bring added value to the 
consumer.

A second study of technological convergence 
consumer perceptions addressed the issue of when 
consumers prefer a converged product versus a 
dedicated product (Han, et al., 2009). The meth-
odology used a series of four studies and products 
included in the studies were categorized as either 
low level technological performance or high level 
technological performance. They found that con-
sumers of lower level performance technologies 
preferred converged products, while consumers 
of higher level performance technologies pre-
ferred dedicated products. Results also indicate 
that consumers do not always want the highest 
technology performance, but instead desire a 
product that fulfills a need. Again, this is an in-
teresting finding that illustrates the complexities 
of technological convergence and its association 
with consumer preferences.

Several other questions could also be addressed 
by future research studies. Why do people read 
one online magazine and not another? Why do 
they buy e-books at one site and not another? And 
why do they view online videos at one site and 
not another? Each site has the same technology 
available, but what factors motivate the users. 
What are the unique benefits offered by particular 
sites that provide competitive advantage? From 
a technology acceptance theoretical perspective, 
how do issues such as perceived usefulness, per-
ceived ease of use, and established market size 
impact adoption and use of a new digital product 
or combination of products? For the long term it 
is also useful to identify the contexts under which 
users will pay for digital products to enable digital 
product companies to increase revenue and stay 
in business.
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conclusIon

Digital convergence provides opportunities and 
motivation for digital product companies to adopt 
a wide range of horizontal integration strategies, 
cross-industry strategies, intermediary strategies, 
and tactical level mass customization and inter-
activity strategies, but once a direction is chosen 
it is often duplicated by competitors. This creates 
a situation where there is a continual search for 
short-term competitive advantage. The winner in 
all of this appears to be consumers (Crovitz, 2009). 
Digital product companies will continue to try to 
serve their needs using the unique capabilities of 
technology, content, and industry convergence. 
Information technology capabilities continue 
to expand, and businesses have incentives to 
continue searching for new content, multimedia, 
and software products that fill consumer needs. 
Those firms that are successful will tap into 
the growing global revenue in these industries. 
Many firms will fail in these endeavors, but new 
companies will continue to enter the market and 
existing organizations will continue to evolve in 
an attempt to survive. Digital product company 
managers know that they cannot stand still in this 
hypercompetitive environment. The digital nature 
of all of these products will blur the lines between 
industries. It is easy for companies in separate 
digital product industries to work together and 
we should expect an increase in cross-industry 
strategies leading to a smaller number of large 
online media and digital product organizations. 
These sites will reach a large market and spread 
their risk across several industries and product line.
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KeY teRms And defInItIons

Competitive Advantage: A situation where 
customers in a marketplace perceive that an organi-
zation has some form of advantage (cost, product, 
service, resources, etc.) over its competitors.

Content Convergence: Convergence of 
digital content for distribution through a single 
delivery mechanism.

Digital Product: Informational, multimedia, 
or software products that are in a digital format 
where, unlike a digital service, possession of the 
product is passed to the user permanently or for 
a period of time.

Horizontal Integration Strategy: A growth 
strategy where an organization expands to offer 
complementary products to their existing product/
service or expands into a new geographic market.

Industry Convergence: Partnership or merger 
of separate digital product companies to create 
synergistic offerings across multiple markets or 
platforms.

Mass Customization: Provide a customized 
product to a large number of individual customers. 
Digital products can be customized more easily 
than traditional physical goods so there has been 
a growth of customized digital products.

Strategic Management: Choosing an overall 
strategic direction for an organization based on an 
analysis of external and internal factors with the 
goal of achieving competitive advantage.

Technological Convergence: Convergence 
of two or more media platforms into a single 
hybrid device.
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IntRoductIon

The Internet is contributing to a loss in newspaper 
readership and advertising revenue. Doom laden 
warnings about the future of the industry and 
public service1 journalism are prevalent (Meyer, 
2008; Pincus, 2009). Beam et al. (2009) notes 
that: “society should care what is happening to 
newspapers as without them democracy will be 
diminished”. Meanwhile Byrne (2009, pp. 13-15) 
believes that the social influence and business 

model of newspapers is under grave threat from: 
(1) an ever shrinking audience for local/regional 
news products,2 (2) a reduction in staff and public 
service journalism, and (3) the increased trivializa-
tion (sensationalizing) of editorial content. In an 
interview3 with the editor/publisher of the Spring 
Hope newspaper in North Carolina, the business/
social challenge facing newspapers was apparent: 
“there are fewer workers and fewer news orga-
nizations around to do professional journalism 
of any kind, public service or otherwise”. While 
newsrooms have been rationalized, paradoxically 
at the same time the work demands on news 

AbstRAct

Digital technology has had a significant impact on the newspaper industry in many different areas of 
the world. The Internet and digital content technologies enable online newspapers to reach a wide audi-
ence and to reduce many of the costs associated with print newspapers, but there have also been some 
negative impacts including a loss of readers and advertising revenue for traditional printed newspapers. 
In this chapter, focus groups and interviews are used to investigate the following issues: (1) the role of 
the Internet in the decline of the social/business influence of regional newspapers, and (2) the impact 
of developments such as Web 2.0 on the future of regional news supply. The chapter concludes with a 
discussion of managerial implications for the future.
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journalists have increased. Journalists now have 
to submit multi-media digital copy material in 
addition to their traditional story/feature writing 
(Meyer, 2008).

These changes in the way newspapers report 
the news were expanded on by a social media 
specialist4 we interviewed at the San Diego Tri-
bune: “newspapers are evolving into news sites. 
They will continue to create must-read, must-have 
content, delivered in a medium that suits readers. 
In essence there is a need to transfer their editorial 
impetus online”. Therefore in this chapter we set 
forth: (1) to investigate the role of the Internet 
in the decline of the social/business influence of 
regional newspapers and (2) to assess the impact 
of developments such as Web 2.05 on the future 
of regional news supply.

lIteRAtuRe ReVIeW: hIstoRY 
of the locAl pRess

Newspapers have a long industrial history and are 
a phenomenon of the late nineteenth century with 
the development of the industrial printing press 
in the 1850s. For most of their history they had a 
simple business plan and that was to have large 
readerships to attract high amounts of advertis-
ing revenues. Stories were community sourced 
from the general public, police, courts and local 
government (though this view has been revised 
to include the increasing amount of local news 
content sourcing from interest groups and public 
relations professionals (Picard, 2004)).

Regional newspapers typically had high profit-
ability with figures between ‘25% and 30%’ com-
monplace for many local newspaper companies 
(Dear, 2006, p. 8). Meyer (2004) believes their 
high profitability was due to the following fac-
tors: (1) They had a monopoly in the production/
distribution of printed local news content. High 
barriers to entry restricted the entry of competitors 
(e.g. production facilities, training, distribution 
outlets). (2) High circulations in the local area 

enabled them to obtain economies of scale of 
production and keep variable costs (e.g. journalist 
wages) low. (3) And high circulations attracted 
advertisers (in particular classified (property and 
recruitment) and display advertisements).

While the national newspapers were, in the 
main, generalized daily and weekly newspapers 
with headquarters in London6 published in the 
morning and aiming for sales across the whole of 
the UK, the regional newspaper was distributed 
in the evenings and read almost entirely in the 
area of production (Meyer, 2004, p. 55). They 
each look towards each other as a source of news. 
For instance, the Iraq and Afghanistan wars are 
national stories capable of being made regional 
by particular local connections (e.g. soldiers, 
specialist medical teams).

The ‘golden age’ of the regional press, particu-
larly the dailies in the large urban conurbations 
(such as Manchester) peaked in the period of post-
World War II prosperity (Freer, 2007). Ownership 
was often in the hands of small family businesses 
and they often “rubbed shoulders with the jour-
nalists” (Freer, 2007, p. 93). But from the early 
1960s the industry began to contract. For instance, 
Manchester had two evening papers until, in 1964, 
the Manchester Evening Chronicle closed despite 
sales of around 250,000, leaving the Manchester 
Evening News with a near monopoly in the city 
(Franklin & Murphy, 1991, p. 7).

The 1990s witnessed the national press 
(Trinity Mirror, DMGT and the Guardian Media 
Group) entering the regional newspaper market 
as they acquired some of the leading regional 
newspapers including the Manchester Evening 
News, Liverpool Daily Post, Liverpool Echo and 
Bristol Evening News. Today the four biggest 
regional publishers are Trinity Mirror, the Daily 
Mail and General Trust (DMGT) (owner of As-
sociated Newspapers and Northcliffe Media), 
Johnston Press and Newsquest Media Group (a 
wholly owned subsidiary of Gannett plc (US)). 
These four now have almost 70% market share 
across the UK. In addition to their acquisitions of 
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regional newspapers, all but one of these groups 
(and most of the smaller groups) has significant 
cross-media interests (Mintel, 2007).

lIteRAtuRe ReVIeW: mAnAgIng 
declIne, feWeR pApeRs 
And feWeR ReAdeRs

Using Newspaper Society (NS) data we calculated 
that over the period 2001-08, the 50 largest UK 
regional/local newspapers experienced a 26% 
decline in their circulations. For instance, the 
Sheffield Star (– 40%), the Liverpool Daily Post 
(-33%), the Nottingham Evening Post (– 33%), 
the Birmingham Post (-25%), and the Bristol 
Evening Post (-24%). Only two newspapers have 
experienced growth during the same period, but 
this is modest: the Rochdale Observer (5%) and 
the Stockport Express (4%). At an aggregate level, 
in Figure 1, Mintel illustrates that the decline of 
regional newspaper copy sales will continue from 
1.7bn copies in 2005 to 1.4bn in 2010.

In 2007, the National Readership Survey (NRS) 
found in its study7 of newspaper readership that 
48% read online news services. The decline in 
national daily readership of printed newspapers 

has been steepest among young adults. With the 
number of 15 to 24 year olds reading newspapers 
falling by 37% and the number of 25 to 34 year 
olds by 40% (from 2002 to 2006). Table 1 reveals 
that there has been an increase in the number of 
11 to 19 year olds using the Internet to read online 
news: 1) in the 11 to 14 cohort from 9.2 to 17.2%, 
and 2) 15 to 19 cohort from 18.1 to 26.9%. In its 
most recent study (2009)8 the NRS reported that 
33% of 15 to 19 year olds used the Internet to 
read online news.

The regional press is the largest print advertis-
ing medium in the UK, taking £2.3 billion a year 
and accounting for 14.3% of all advertising rev-
enue. Online recruitment advertising in the re-
gional press grew by 17.1% in 2008 (from £76.1m 
to £89.2m). Total advertising spending in the 
regional press is over five times the total spend 
on radio, and a little more than the combined 
total for radio, outdoor and direct mail (Advertis-
ing Association, 2009). Equally important is ad-
vertising’s contribution to overall revenue which 
stands at a massive 80% of the overall income of 
local newspapers compared to approximately 46% 
for national papers (Mintel, 2007).

Figure 1. Forecast of the UK regional newspaper sales (by volume), 2005-10. Source: Mintel, 2007, p. 7
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the Internet earthquake

Advertisers have followed consumers into the 
online space, gradually shifting their attention 
to online or non-news channels (Domingo et al., 
2008). The Internet has taken an important chunk 
of classified advertising away from regional news 
media organizations (Pincus, 2009). For instance, 
in the case of Trinity Mirror the largest regional 
newspaper group, advertising revenue across the 
group’s regional division fell 34.5% (in 2008) to 
£104m. Recruitment and property advertising, 
which account for 33% of total advertising rev-
enues, fell 50.4% and 52.5% respectively (Trinity 
Mirror, 2009).

Web 2.0 and the Rise of 
the citizen Journalist

Web 2.09 allows users, as individuals or social 
networks, to produce and distribute news items 
on the basis of their observations or opinions, and 
computer-based selection and management sys-
tems support collective work processes to gather 
the news that is spread across the whole network. 
The economic logic behind such developments is 
that news firms now have unprecedented oppor-
tunities for user participation and (re)engagement 
with their audiences (Li & Bernhoff, 2008; Tap-
scott, 2008). They can also cut costs by ‘crowd-
sourcing’ tasks that were formerly performed by 
paid professionals (Howe, 2008).

Web 2.0 facilitated the development and evo-
lution of citizen journalism10 and blogging and 
this has inevitably caused tension within existing 
newsrooms (Tapscott, 2008). News organizations 
operate in tightly controlled command and control 
(production) workplaces while ‘citizen’ journal-
ists work more flexibly (to their own deadlines 
and work schedules). Howe (2008) proposes that 
amateur or citizen journalists will continue to 
supplement the activities of paid correspondents 
rather than replace them. He draws examples of 
this from the Canadian-based NowPublic.com 
where the 130,000 users upload photos and videos 
and report when they witness a newsworthy event. 
This content is then sold on by NowPublic.com to 
Associated Press (AP) to be used in their reports. 
He cites AP’s director of strategic planning, Jim 
Kennedy, who talks about looking to crowdsurf-
ing in order to find the ‘golden nugget’ that can 
enhance a report. Gannett (US), one of the largest 
global news media organizations is embedding 
crowdsourcing into their overall business model. 
This is referred to as the ‘Gannett crowdsourcing 
strategy’ (GCS) and Michael Maress, the architect 
of GCS, explains the need to mix professional 
journalists with amateur contributors saying that 
at Gannett they: “...had to train our newsroom to 
accept they didn’t have monopoly on ideas and 
opinions” (Howe, 2006, p. 104). With newspa-
pers cutting back on staff we were interested to 
investigate the current and future role of citizen 
journalists and blogger given the dramatic cuts 
currently occurring in editorial staff.11

Table 1. Percentage of 11 to 19 year olds – Using the Internet for newspapers/Nnews (2002/06). Source: 
National Readership Survey, 2009, p. 43 

Age Group Category 11 To 14 15 To 19

Newpapers/news 
Any

2002 
9.2

2004 
9.8

2006 
17.2

2002 
18.1

2004 
22.2

2006 
26.9

At home 3.9 5.3 8.2 11.3 15.4 18.4

At school/college/ work 6.0 7.0 12.2 10.1 12.5 16.3

Elsewhere 0.5 0.6 0.9 0.8 1.6 2.0
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the future strategic focus 
of Regional newspapers

Within this context of greater access to worldwide 
news through multiple channels, an increased 
emphasis on ‘hyper-local’ news has emerged. 
‘Hyper-local’ news is the news that relates spe-
cifically to a narrow geographical region or local 
community (Thurman & Myllylahti, 2009, p. 691). 
For instance, in a city area such as San Diego, 
there are six distinct community zones targeted 
for ‘hyper-local’ content by the Tribune 12 (e.g. La 
Jolla, South Bay). Mersey (2009, p. 357) believes 
that: “the challenge to regional newspapers in 
light of dwindling circulation figures nationwide 
is to stay geographically relevant”. The desire 
for hyper-local news has provided a niche that 
regional news organizations are in a strong posi-
tion to occupy (Meyer, 2008, p. 35).

We investigated, using a focus group meth-
odology, three key topics (raised in the literature 
regarding the decline and future of regional 
newspapers): 1) the long term decline in the social 
influence of newspapers and the recent fracturing 
of their business model (economic recession, on-
line news); 2) emerging online value streams, and 
3) the future role of citizen journalists/bloggers 
in content co-creation13 and news production. To 
supplement the focus group work, three in-depth 
interviews were undertaken with senior manage-
rial staff at News Chronicle (a regional newspaper 
in the Manchester area).

methodologY: eXpeRt focus 
gRoup (london, febRuARY 2009)

The expert focus group technique was selected 
as the most appropriate method of gathering the 
data for a number of reasons; for example, it is 
seen to be ideal for obtaining data about feelings 
and opinions (Basch, 1987). We followed Krueger 
and Casey (2000) in design. Three groups of 
news media suppliers and one group of bloggers 
took part in the research (see Table 2) in London 
in February 2009. The focus group discussion 
was recorded and later transcribed. From the 
transcripts, key themes were pulled together to 
allow comparisons to be made.

KeY Results: london/
mAnchesteR neWs medIA 
oRgAnIzAtIons

Three key questions were posed during the expert 
focus group: (1) We questioned participants about 
the decline of regional newspapers. (2) We then 
probed them about the potential of the Internet for 
online wealth/value creation and (3) We finished 
our questioning by asking them about the future 
role of citizen journalists in news media produc-
tion. The results are presented on a question by 
question basis.

Figure 2. Focus group participants
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decline in Readership, Advertising 
and Internet disruption

Some clear consensus emerged from the group. 
Firstly, they acknowledged the long term decline 
in printed newspaper readership and the recent 
acceleration in the decline of printed advertising 
revenue (since 2007). It was generally felt that 
newspapers had been slow to respond to and 
utilise the full potential of the Internet. They ex-
plained that the strength, character and direction 
of this resistance to the Internet reflects a host 
of factors which might be: workplace-specific 
(journalists’ attitudes to change, for example, along 
with the strength of trade-union membership); 
title-specific (a newspaper’s market position, 
circulation strength, profitability); company- or 
group-specific (the relative willingness of differ-
ent newspaper companies to commit resources 
to change); or, finally, resistance may be reader- 
or consumer-specific (readers’ preferences for 
certain types of news, how it is presented and 
on which platform, as well as their willingness/
ability to pay).

Though the group did point out that the de-
cline in newspaper circulation was not only a 
consequence of the growth in the Internet. They 
stated two other reasons: (1) because people are 
no longer reading habitually, fewer newspapers 
are being bought and (2) as other forms of media 
are replacing the reading habits of people, the 
time they spend reading newspapers is reduced. 
Both newspaper participants (of the focus group) 
acknowledged that the Internet was accelerating 
the circulation decline of their main titles.

We asked the same question about the decline 
of newspapers to the Deputy Sales Manager14 
at the News Chronicle and received the follow-
ing answer: “the emergence of the Internet has 
reduced the number of readers of our printed 
newspapers. This led News Chronicle (in 2006) to 
launch the Chronicle ‘hybrid distribution model’ 
(‘half paid-for’/’half free’). There were two main 
objectives in launching the model: (1) to increase 

the total circulation of the News Chronicle, and 
(2) to counter the steep decline in the number of 
younger readers. For instance, we are offering 
a free newspaper in the centre of City A where, 
during the midweek daytime period, there is a 
population of approximately 180,000 people”.

emerging online Value streams

In respect to potential online revenue streams, 
consensus appeared around the idea of news 
organizations developing highly specialised com-
mercially valuable ‘news’ on the Internet. This 
would be likely focused on specific areas such as 
science or technology and offered to consumers for 
a fee alongside freely available conventional news 
sources. The notion of ‘paywalls’15 restricting ac-
cess to paid subscribers on news content sites was 
felt to be only workable for more specialised areas 
of news or for access to reports/stories of leading 
‘branded’ journalists. Another idea was to make 
readers pay for accessing online video footage.

The Internet was identified to have a number 
of economic advantages for advertisers over the 
printed format: (1) It provides opportunities for 
collecting behavioural data on consumers and 
building profiles of them. (2) It can be utilized to 
identify potential advertisers’ criteria. (3) Through 
its ability to match consumer profiles to advertis-
ers’ criteria, the Internet reduces waste. Levels 
of online advertising revenues were reported to 
be rising for each of the respective news media 
organizations. But the ratios to print remained 
stubbornly low. One example of a local newspaper 
was quoted in Bristol which had £39m printed ad-
vertising revenue/£2m online advertising revenue.

In respect to cutting costs, participants identi-
fied that the Internet was cutting out many stages 
of the production process. For example, many news 
organizations had no photography department. 
Freelance photographers now perform work using 
advanced digital technology and email their photo-
graphs to the organization. The Deputy Managing 
Director16 at News Chronicle explained when in-
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terviewed that: “…. by launching an online version 
of the newspaper the total costs of production are 
reduced. We have been able to cut our staff budget 
(from (£15m), cut printing costs (from £3.5m), 
eliminate press and distribution costs. Since the 
cost of online newspapers in comparison to the 
printing of newspapers is inherently low (almost 
£700,000 per year), online versions of newspapers 
can potentially create us some value”.

the Role of citizen Journalists, 
bloggers and consumers

Web 2.0/social media was seen to be challeng-
ing news organizations to extend the level of 
their direct engagement with audiences as par-
ticipants in the processes of gathering, selecting, 
editing, producing and communicating news. 
Theoretically newspapers are able to lower their 
cost base by having editorial content outsourced 
to a growing body of bloggers/citizen journalists 
(e.g. photographs are now increasingly sourced 
from citizen-journalist sites such as scoopt.com).

Our findings support Domingo et al. (2008) 
by identifying the general reluctance of regional 
newspapers to open up their high-value operations 
to citizen journalists. We were told that citizen 
journalists/bloggers were offered only limited 
opportunities for engagement with the editorial 
process and were largely restricted to ‘debating 
current events’, while being firmly excluded 
from other aspects of news production, such as 
reporting and sub-editing. Finally, the issues of 
the uncontrollable consumer came to the fore. A 
consumers’ willingness to participate and contrib-
ute content is likely to differ throughout the day 
and the week with most participation occurring 
at the weekend.

The Group Regional Managing Director17 at 
News Chronicle confirmed: “co-creation in the 
context of the Chronicle’s printed newspapers is 
tightly controlled. Even if the company obtains 
information from consumers it is not normally 
utilized unless it has been carefully checked for 

quality, authenticity and it is legally sound”. The 
newspaper utilizes the Internet as a means by 
which it can interact with consumers; it exchanges 
information, recognizes its potential consumers’ 
interests, and addresses these interests through 
a variety of media. They also run several online 
surveys and it uses the information collected to 
customize its news content and advertisements. 
Through its online website discussion forums, 
News Chronicle actively encourages citizen 
journalists, bloggers and consumers to become 
involved with local news issues.

conclusIon, the futuRe of 
RegIonAl neWspApeRs And 
mAnAgeRIAl ImplIcAtIons

The early discussion in the chapter tended to fo-
cus on the negative impact that the Internet was 
having on the regional newspaper industry. But 
our findings indicate that Web 2.0 is facilitating 
the development of new electronic commerce 
value-creation activities (through the growth of 
co-creation news (editorial) content and consumer-
driven moves towards a multi-media platform of 
production and distribution (including television, 
online, mobile and printed forms)). Though there 
is a strategic gap between the reality of news 
producer/consumer interactions and the theory 
(Howe, 2008; Tapscott, 2008). The newspaper 
industry is moving towards co-creating value with 
its consumers through Internet mechanisms such 
as blogs and discussion forums, but this is still 
very much at the customization stage with news 
content personalized to user preferences. Further, 
it is the consumers of news who have instigated 
the moves into online modes of distribution, 
rather than organizations looking to save costs or 
improve the quality of their interactive services 
(through incorporating Internet technologies). 
There are concerns that news-media organizations 
are moving online into social media spaces such 
as Facebook, Twitter, Linkedin and MySpace 
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rather than creating their own space. This raises 
questions over whether consumers will be will-
ing to interact with newspaper in these spaces or 
whether they will wish to create/find their own 
news spaces (Mersey, 2009).

With the advent of the Web 2.0, the advertising 
model that has long served newspapers will not 
be sufficient to sustain previous levels of social 
influence and a profitable business model (Meyer, 
2008). So what are the alternatives? On August 6, 
2009, Rupert Murdoch announced that his Lon-
don newspapers had plans to start charging for 
access to their websites. The logic is that readers 
should pay to access a particular story, a specific 
journalists work or video footage. Murdoch envis-
ages newspapers setting up their own individual 
online accounts and having readers pay through 
subscriptions or a mechanism of micro-payments. 
Though there are many who doubt whether this 
will be successful strategy. Particularly vociferous 
in doubting Murdoch’s ability to succeed with this 
strategy is Gospill (2009, p. 1), who emphasizes 
that in the UK only the Financial Times (FT) has 
succeeded in building a strong pay wall round 
its content. They have over 100,000 subscribers 
paying £155 a year for full access; readers can 
get up to ten stories a month free of charge. It is 
evident that the FT is still profitable, but it has 
specialized and a valuable service on offer – not 
to mention a wealthy and corporate readership. 
Likewise, in the US, a number of business maga-
zines also charge for their web content, such as 
the Wall Street Journal.

A second alternative is for the complete 
transformation of the business model into a news 
service experience operation whereby newspapers, 
through Web 2.0, supply a discursive, commen-
tary-based and participative style of news. Unless 
consumers are given much greater opportunities 
to interact, contribute and supply user generated 
content, newspapers we believe in the digital age 
will struggle to retain their social influence and 
hence their commercial influence (Meyer, 2008). 
Moreover Web 2.0 requires the development of 

new business models and value chains rather 
than their protection. Interestingly this is a key 
conclusion of the UK government in its recent 
Digital Britain report18 which tentatively outlined 
its plans for the future of regional news provision.
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KeY teRms And defInItIons

Crowdsourcing: Using content from amateur 
contributors.

Hyper-Local News: News that relates spe-
cifically to a narrow geographical region or local 
community.

Paywalls: Restricting access to paid subscrib-
ers on news content sites.

Public Service Journalism: Journalism’s role 
in educating the public or community, helping 
society function properly, and taking actions to 
benefit the public.

Regional Newspapers: Newspapers that focus 
on news for a geographic region rather than being 
a national newspaper.

endnotes

1 Public service is often coupled with refer-
ences to journalism’s normative role in 
educating the public or community, in help-
ing society function properly and in taking 
actions to benefit the public (Beam et al. 
2009).

2 The terms ‘local’ and ‘regional’ newspapers 
have no precise, agreed definition. Some-
times they are used almost interchangeably. 
Where a distinction is drawn it is usually by 
reference to an area of circulation or distri-
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bution, local newspapers being regarded 
as those covering a single town or a small 
number of towns, and regional newspapers 
as having a wider geographical coverage.

3 Interview undertaken in the School of Jour-
nalism, University of North Carolina–Chapel 
Hill, November 11, 2008.

4 Interview undertaken at the San Diego 
Tribune, San Diego, February 27 2009. 
Research visit funded by EPSRC/Oxford 
University e-Research Centre, grant refer-
ence. EP/G001979/1.

5 Web 2.0 is defined in a later section.
6 With the exception of the Western Mail 

in Wales and the Scotsman and Herald in 
Scotland.

7 The NRS canvasses a panel of 36,000 ran-
domly sampled people to find if they read 
newspapers/online news.

8 Cited in Social Trends (2009, p. 195). Note 
that readership data was only presented for 
the 15 to 19 age category.

9 The advent of Web 2.0 has led to the develop-
ment and evolution of web-based communi-
ties, hosted services, and web applications. 
Examples include social-networking sites, 
video-sharing sites, wikis and blogs (Tap-
scott, 2008).

10 Chris Atton’s definition of citizen journalism 
as: “a philosophy of journalism and a set of 
practices that are embedded within the ev-
eryday lives of citizens, and media content 
that is both driven and produced by those 
people.... (and whose) practices emphasise 

first person, eye witness accounts by the 
participants” (2008: 267) aptly captures the 
essence of the concept.

11 Nichols (2009) claims that 10,000 full-time 
journalists lost their jobs in 2008 on US-
based newspapers.

12 Interview undertaken at the San Diego Tri-
bune, San Diego, February 27 2009.

13 Vargo and Lusch (2006) define co-creation 
as “the participation of the consumer in the 
creation of the core product/service itself” (p. 
48). The economic logic behind co-creation 
is that media businesses now have unprec-
edented opportunities for user participation 
and (re)-engagement with their audiences 
(Li & Bernhoff, 2008; Tapscott, 2008). 
Co-creation implies lower production costs 
through the outsourcing of news reporting 
to citizen journalists and bloggers (Thurman 
& Myllylahti, 2009; Meyer, 2008).

14 Our first interview was conducted at News 
Chronicle on July 4, 2009.

15 Recently introduced by Rupert Murdoch on 
the web additions of his News International 
titles.

16 A second interview at News Chronicle was 
conducted on July 10, 2009.

17 The final interview at News Chronicle was 
conducted on July 20, 2009.

18 Department of Innovation and skills/De-
partment of Culture. (2009) Digital Britain, 
http://www.culture.gov.uk/images/publica-
tions/digitalbritain- final report-june09.pdf.
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IntRoductIon

This chapter describes the diverse aspects of 
Software as a Service, which makes it valuable 
for many different readers. It starts with the back-
ground of SaaS, followed by its definition and main 
characteristics. Next to that, we show how readers 
can see SaaS differently from traditional software 
and how it is interrelated to other technologies such 

as cloud computing, Web 2.0, Application Service 
Provider (ASP), and Software plus Services (S+S). 
The benefits and risks of adopting SaaS from 
different literatures will also be compared and 
explained in detail. In addition, we will present 
several scenarios for how SaaS is currently being 
delivered in the market and introduce our Pricing 
Strategy Guideline Framework (PSGF). In this 
chapter, several new deliverables that are produced 
during our studies and interviews with nineteen 
different SaaS companies will be presented. The 

AbstRAct

Software as a Service (SaaS) has been a dominant information technology (IT) news topic over the 
last few years. It is a new phenomenon where software as a digital product, instead of being locally 
installed and delivered as a product, has been shifted to being installed in data centers and delivered 
as a service. The users do not need to worry about the installation and maintenance of their software 
since these tasks have now become the responsibility of the vendor. In reality, many people are still 
puzzled about SaaS with other new technologies. Next to that, there are numerous enterprise users who 
hesitate to adopt SaaS solutions because of the idea of storing data outside their company. This chapter 
elaborates on the state-of-the-art of SaaS from both scientific and business perspectives to help readers 
better understand this technology.
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main deliverable itself is the PSGF framework 
which aims at providing SaaS vendors with a set 
of guidelines to ensure that all the fundamental 
elements with respect to pricing are included in 
their pricing strategy. Our framework will be useful 
especially for small-to-medium SaaS vendors – 
particularly the startup vendors, which tend to have 
less experience in pricing their SaaS solutions and 
dealing with several issues in the aforementioned 
scenarios like low sales cycles, chaotic pricing, 
and entering a new market segment (Geisman & 
Nelson, 2008). The framework including all lay-
ers and elements will be described in detail with 
several examples as well. Our framework has 
been constructed from several existing theories 
and has been successfully validated by a number 
of experts in the field.

Several contributions from both scientific and 
business perspectives are conveyed from this book 
chapter. From the scientific perspective, the matri-
ces of SaaS key principles and SaaS benefits and 
risks, which also specify to which groups they are 
applied, certainly add value to the existing SaaS 
literature. Furthermore, the six scenarios intro-
duced in this chapter have never been examined 
in previous SaaS studies. However, this chapter’s 
most significant contribution is the framework 
itself, as this research presents the first SaaS pric-
ing framework available. In most of the available 
academic software pricing literature, authors are 
using mathematical formulas, whereas this book 
chapter does not, making it more favorable to 
readers. Finally, from a practical business point 
of view, our framework presents all fundamental 
elements related to the pricing of SaaS solutions 
which is very likely to be quite useful for many 
SaaS vendors.

bAcKgRound

’Software’ is a general term used to describe 
the computer programs, procedures, rules, and 
the associated documentation, in relation to the 

operation of a computer system which are stored 
in a read/write memory unit as part of the digital 
system (Langholz, et al., 1998; Wordreference.
com, 2009). This term was first introduced by 
Tukey (1958), and has become an integral element 
of the English language and has been included 
in many other languages. At that time, when the 
computer era began, the manufacturer sold the 
computer as a physical machine, which included 
the operating system and rudimentary software 
at no additional cost. This situation has changed 
after IBM announced on June 23, 1969, that it 
would unbundle the hardware and software in the 
future. Later on, this has been seen as the birth 
date of the software industry as we know today 
(Kittlaus & Clough, 2009). Within a few decades 
the software market has dramatically grown.

From that time until today, in most situations, 
customers are required to buy the software li-
cense, install and run the software on their local 
computer or server before they can use it. The 
installation files can be stored on CDs or other 
storage devices like diskettes, USB sticks, etc. 
The licenses and CDs are usually sold by software 
vendors. Since this type of software is installed on 
the premises (in the building) of the users rather 
than on a remote facility, it also commonly known 
as ‘on-premise software’. Also, because this type 
of software has been used for ages compared to 
the new software phenomenon, it is also known 
as traditional software.

The Internet boom in the mid-1990s has shifted 
the way in which companies - including software 
vendors - are doing business. The Internet has 
become not only the medium for marketing their 
software, but also turned out to be the major re-
quirement to deliver their software. In other words, 
without the existence of an Internet connection, 
this new type of software cannot be utilized by 
their customers. This new phenomenon began in 
the late 1990s with the concept of Application 
Service Provider (ASP), which has evolved into 
another software hype, most popularly known as 
‘Software as a Service’ or SaaS (Hoch et al., 2001). 
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The trend towards SaaS has been predicted by Rust 
and Kannan (2003) as early as 2003 when they 
still called it ‘e-service’. In SaaS, customers have 
the freedom to use the software as they require. 
Hence, SaaS is often referred to as ‘on-demand’ 
software. SaaS applications are being installed in 
data centers and no longer delivered as a product 
(physical object), but as a service. This fact has 
become the reason why the term ‘product’ does 
not fit any longer in the world of SaaS. The term 
‘solution’ is being used instead.

In rough economic times like those seen today, 
the SaaS adoption rate for 2009 has been increas-
ing dramatically from 36% to 42% over 2008 
(Mahowald, 2009). This is happening because 
the customers want to perform reasonable cost 
cutting without affecting the efficiency of their 
business operations. Adopting SaaS solutions has 
been the more favorable alternative rather than 
investing in completely new on-premise software 
or in outsourcing.

What is saas?

At present, there are many definitions for SaaS 
from different sources and some of them even refer 
to SaaS using other terms. For example, the term 
‘E-services’ was introduced by Rust and Kannan 
(2003) and ‘Software Oriented Computing (SOC)’ 
was brought by Papazoglou (2003). Besides these 
different terms, many people are still misunder-
standing the concept of SaaS. These facts have 
motivated us to make a base-definition from the 
diverse available literature which could assist us 
in our research and to provide our readers with a 
more clear definition of SaaS.

Subsequently, in order to come up with this 
definition, we have selected twelve different 
published articles. The literature is comprised of 
seven scientific and five business studies. The 
base definition is set out from the similar elements 
stated in each article. The following table describes 
all important elements of SaaS definitions which 
are explicitly stated in these studies.

On Table 1, the most stated and important 
elements are highlighted in gray. And based on 
these results, the following base-definition is 
generated:

“SaaS is a software delivery model that supports 
multi-tenancy in which the vendors host and 
operate their software on a data center (either 
independently or through third-party) and provide 
it to their customers over the Internet and typically 
on a subscription basis and/or pay-for-use basis.”

The term ‘SaaS vendor’ is used for the company 
who builds and develops the software while ‘SaaS 
provider’ is used for the third party company who 
provides the infrastructure in order to ensure that 
the software from the vendor is properly delivered 
as a service to end users.

Related to the definition above, researchers 
have categorized the two main scenarios regard-
ing how the software and money cycle for SaaS 
is currently in the market. The first scenario is 
when the company develops, hosts and operates 
their software on their own data center or infra-
structure. In this case, the term SaaS vendor is also 
applied to this company although they act both as 
vendor and provider. And for the second scenario, 
the company hosts and operates their software 
via SaaS provider (third party). The illustration 
of these two scenarios can be found in Figure 1.

Key principles of saas

Based on the matrix table in the previous section 
and the supporting literature, we have listed several 
key principles or main characteristics of SaaS in 
order to help readers understand its concept. The 
principles are:

• The architecture of SaaS has been designed 
to support multi-tenancy where one config-
uration code base can support multiple dif-
ferent customers, allowing them to share 
all resources including databases (Carraro 
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& Chong, 2006; Tarzey et al., 2007). Many 
articles, especially from the business per-
spective, tend to skip this principle and 
focus more on the other benefits of SaaS. 
Many business people think that the multi-
tenancy helps the economics but does not 
do anything for the customer. However, 
this multi-tenancy is the most significant 
key for SaaS since it makes SaaS differ-
ent from other online applications such as 
ASP.

• The SaaS offerings are scalable; they are 
easily scaled up or down depending on 
the demand from customers (Carraro & 
Chong, 2006; Chou & Chou, 2008; Tarzey 
et al., 2007). Customers have the freedom 

to change their usage of the SaaS solu-
tions within a certain period of time. For 
instance, customer X required 30 users last 
month to operate a certain SaaS offering, 
but because many of their employees are 
currently on summer vacation, this cus-
tomer changed its usage to only 15 users 
for the next two months.

• The applications are hosted and installed 
at a site the vendor has chosen (internal 
or via third party provider) (Accenture, 
2008a; Blokdijk, 2008; Carraro & Chong, 
2006; IBM, 2008; Kaplan, 2009; Merchant 
& Geisman, 2006).

• Activities are managed in data cen-
ters rather than at the customer’s site 

Table 1. A matrix of SaaS definitions 

 
 
 

Sources
Elements

Ac-
centure 
(2008a)

Blok-
dijk 

(2008)

Car-
raro 
and 

Chong 
(2006)

Chou 
and 

Chou 
(2008)

Greschler 
and 

Mangan 
(2002)

Hoch, 
et al. 

(2001)

IBM 
(2008)

Ka-
plan 

(2009)

Kittlaus 
and 

Clough 
(2009)

Rayner 
(2008)

Sääk-
sjärvi, 
et al. 

(2005)

Ses-
sions 

(2006)

Number 
of

Elements

Base 
- 

defi-
ni-
tion

Software model x x - x x x x - x x - - 8 x

Software approach - - - - - - - - - - - x 1 -

Software solution - - - - - - - x - - - - 1 -

Remotely access 
(Internet based) x x x x - x x x x x x - 10 x

Managed by providers x x - - - x - x - x - - 5 x

Hosted service x x x x x x x x - - x x 10 x

Subscription basis, 
recurring fee x - x - x - x x - - 5 x

Usage metric - - - - - - - - x x - - 2 -

Pay for use x x - x - - - - x x - x 6 x

Configurability - - x - - - - - - - - - 1 -

Multi-tenancy - - x - - - - - - x - - 2 x

Scalability - - x - - - - - - - - - 1 -

Developed by vendors x - - - - - x - - - - - 2 -

Data center/server x x - - x x - - - - x - 5 x

Internal or external 
data center/ third party x - - - x - - - - - - - 2 x

Time & location 
independent - - - - - - - - - - x - 1 -

Attractive payment - - - - - - - - - - x - 1 -

On-demand installa-
tion & maintenance 
(support)

- - - - x - - x x - x x 5 x

No cost (advertise-
ment model) - - - - - - - - x - - - 1 -
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(Accenture, 2008a; Blokdijk, 2008; 
Greschler & Mangan, 2006; Hoch et al., 
2001; Sääksjärvi et al.,2005).

• SaaS enables the customers to access 
the applications remotely via the Web 
at anytime and anywhere (Dym, 2009; 
Lassila, 2006; Rowell, 2009; Sääksjärvi et 
al.,2005). Thus, an Internet connection is 
a mandatory requirement to be able to use 
the applications.

• SaaS vendors control the upgrades of the 
application, which eradicates the need for 
customers to download patches and up-
grades (Caldwell & Eid, 2007; Hoogvliet, 
2008; Kaplan, 2009; Lassila, 2006).

• In most cases, the upgrades are done 
more frequently, and in smaller releases, 
rather than in one big release as it is nor-
mally done with on-premise applications 
(Geisman, 2008). Since the vendor has 
full control over the installed applications, 
they have the tendency to upgrade their 
applications and fix the bugs more often 
from their data centers.

• Customers are always working with 
the latest version of the application 
(Accenture, 2008a; Choudary, 2007; 
Hoogvliet, 2008; Mahowald, 2009; 
Rowell, 2009).

• The responsibility for technical infra-
structure including their cost is allocated 
from customers to provider. Therefore, 
the provider controls the upgrades of the 
back end system (operating system, hard-
ware, network, etc.) and is responsible 
for maintaining and fixing any failures 
of infrastructure, if it happens (Caldwell 
& Eid, 2007; Hoch et al., 2001; Lassila, 
2006; Mahowald, 2009; Pring et al, 2007; 
Sääksjärvi et al.,2005; Sysmans, 2006; 
Tarzey et al., 2007).

• Customers are no longer the ‘owner’ of 
the application, but ‘rent’ the service of 
the applications (Chou & Chou, 2008; 
Hoch et al., 2001; Merchant & Geisman, 
2006). The customers do not need to buy 
the licensing to use the applications any-

Figure 1. On-premise vs. software as a service



159

Software as a Service and the Pricing Strategy for Vendors

more. The applications are owned only by 
the vendors.

• Customers are charged using a subscrip-
tion (fixed fee) model: monthly, quarterly, 
or annually; usage-based pricing based on 
metrics, and no costs with embedded ad-
vertisement like Google (Blokdijk, 2008; 
Chou & Chou, 2008; Hoch et al., 2001; 
Kaplan, 2009; Kittlaus & Clough, 2009; 
Rayner, 2008; Sysmans, 2006; Wang, 
2009). Nevertheless, there are always pos-
sibilities that SaaS vendors might come 
up with new charging alternatives in the 
future.

• SaaS is frequently integrated into a larger 
network of communicating software - ei-
ther as part of a mash up or as a plug-in to 
a platform as a service. Hence, additional 
skills and efforts are absolutely required 
to do it.

The aforementioned main characteristics of 
SaaS are also useful to differentiate between SaaS 
solutions and on-premise software in the market.

on premise vs. saas

On-premise software is installed on the customer 
side while for SaaS it is are installed in data cen-
ters. This is shown in the following figure where 
software and data are placed in a separate box for 
on-premise and not in the case of SaaS. Referring 
to the earlier base definition for SaaS, software and 
data can be installed either in the infrastructure 
of the SaaS vendor (scenario A) or through the 
third party or SaaS provider (scenario B). These 
two scenarios are chosen since they are the most 
common situations for SaaS.

In addition, Table 2 provides detailed informa-
tion about the different essential aspects of on-
premise and SaaS. The information is collected 
from different sources such as Accenture (2008b), 
Kittlaus and Clough (2009), Pring et al. (2007), 

Sysmans (2006), Tarzey et al. (2007), Wilson and 
Basiliere (2008), and lastly York (2008).

saas and Related technologies

As a new hype in the market, many people are 
still puzzled by how SaaS is related with other 
technologies. This section will provide a better 
explanation about its relationship with Cloud 
computing, Web 2.0, its predecessor – ASP, and 
Software + Service.

cloud computing

Cloud Computing has been a dominant buzzword 
in the IT industry for some time. This term refers 
to any virtualized resources that are delivered as 
a service from data centers over the Internet and 
accessible from anywhere in the world (Lin, et 
al., 2009; Armbrust et al., 2009; Buyya et, al., 
2008; Hayes, 2008; Vouk; 2008). All data and 
software applications that were originally located 
on desktop and corporate server rooms are being 
swept up and installed in “the cloud” or online 
resources. According to Lin et al. (2009), Cisco, 
one of the global leading suppliers of network-
ing equipment and network management for the 
Internet, sees virtualization and automation as the 
key enabling technologies of cloud computing.

A cloud is categorized as Private Cloud or 
Public Cloud based on the location of the data 
center where the services are being virtualized. 
For private cloud, the data center is built inter-
nally behind a firewall and not shared outside 
the enterprise. Full control is retained by the 
organization. On the contrary, in public cloud, 
the service providers manage the infrastructure 
and offer public customers the ability to deploy 
and consume services over the Internet (Armbrust 
et al., 2008).

The cloud-based services are not only restricted 
to applications, or what is called “Software as a 
Service”, but could also be the platform and the 
hardware (infrastructure). For example, Google 
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App Engine offers the users a complete develop-
ment stack that uses familiar technologies to build 
and host Web-based applications; Amazon Elastic 
Compute Cloud (EC2) and Amazon Simple Stor-
age Service (S3) provide the users with the ability 
to resize the capacity like bandwidth, processor 
and storage required for running their applications. 
Here, the users are mostly the software developers 
who implement their applications for, and deploy 
them in, the cloud (Youseff et al., 2008).

From the service type and its architectural 
point of view, Creeger (2009), Lenk et al. (2009), 
Lin et al., (2009), and Vaquero, et al. (2009) have 
distinguished three layers of cloud computing: 
SaaS, PaaS, and IaaS. The illustration of these 
groups can be found in Figure 2.

1.  Software as a Service (SaaS): Since this is 
the subject of this research, a more detailed 
explanation about it can be found in other 
sections of this chapter. Some examples are 
Google Apps, Microsoft Office Live (office 
application), Salesforce.com (CRM applica-
tion, Workday (HRM application), and 
NetSuite (accounting application).

2.  Platform as a Service (PaaS): This is the 
application development platform that 
enables the runtime environment for cloud 
applications. The providers supply the users 
(developers) with a programming-language-
level environment with a set of well-defined 
APIs to facilitate the interaction between the 
environment and the cloud applications, as 

Table 2. On-premise vs. software as a service 

On-premise SaaS

Model
Software is delivered to customers for installation on the custom-
ers’ computers. They are accessed on-site. 
Unless contracted separately, customers are typically responsible 
for installation, maintenance, access time, hardware performance, 
and applying any updates after receiving updated software from 
licensor via download or disk. 
The customers require in-house expertise in all technical aspects. 
Slow to deploy. 
The architecture model is more complex since there might be dif-
ferent code bases for different systems. E.g. different installation 
files for different OS. 
Ownership
Ownership of the intellectual property assets belong to the vendors 
(licensors). Customers receive a physical copy of software (usually 
available with the code). 
Pricing and Licensing Method
The customers need a license, which includes the pricing model in 
order to use the software. 
Mostly is sold with fixed one-time fee or perpetual license. 
Warranty
Warranty of compliance with documentation or system specifica-
tions usually runs for a period of time (90-180 days), which ex-
pires afterwards. Any further problems are handled under separate 
maintenance contract. 
Migration
It could be a compatibility issue of data migration on certain soft-
ware and operating systems. 
The switching procedures require additional costs and efforts. 
Marketing and Finance
Typically is sold for niche focus and used in low volume. 
On-premise software is typically counted as assets (capital ex-
penses) and has bigger financial risk for the customers.

Model
Software is accessed online (via Web) and installed in data centers 
chosen by the vendors. 
The vendors or providers are responsible for installation, mainte-
nance, access time, performance, and updates. 
The customers do not require in-house expertise in the technical 
aspects. 
Faster and less expensive implementations. 
The architecture is designed to use one single code base for differ-
ent OS. 
Ownership
Ownership and possession of the intellectual property assets belong 
to the vendors. The customers rent the software. 
Pricing and Licensing Method
The customers need a service contract, not license to use the soft-
ware. Pricing model is also applied to SaaS offerings.
The software is typically sold in subscription based (monthly, quar-
terly, annually, etc) and/or usage based on several metrics. 
Warranty
All support, training, security risks are mostly included in SaaS 
fees. Customers will often have the option to discontinue using the 
software if service does not significantly comply with documenta-
tion. The refund of pre-paid fees is usually not available. 
Migration
Typically not an issue because software is designed already to be 
compatible with many different operating systems. 
The switching procedure is relatively quicker and simpler. 
Marketing and Finance
The software is sold for mass market and used in high volume. 
SaaS cannot be counted as assets on a balance sheet because it is 
considered more as operational expenses (opex), which of course 
has a smaller risk of investment.
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well as to accelerate the deployment and 
support the scalability needed for those cloud 
applications (Youseff et al., 2008). In order to 
enable this environment, the providers must 
ensure that the operating system and the sup-
ported application server stack are installed. 
These application server stacks might be a 
software bundle used for languages like Perl, 
Python or PHP, Ruby on Rails for Ruby, and 
Tomcat for Java (Zhen, 2008). Examples 
of PaaS are Google App Engine and Force.
com. Google App Engine provides a Python 
and Java runtime environment together 
with the APIs for applications to interact 
with Google’s cloud environment (Google, 
2009). Force.com offers the Apex language 
that allows the developers to design, along 
with their applications’ logic, page layout, 
workflow, and customer reports (Salesforce.
com, 2008). To have a better visualization, 
we can think of PaaS that runs the software 
like MS Visual Studio to compile and to 

run a Web page. Instead of being used to 
deliver the cloud applications, PaaS can also 
be used as a way to integrate different SaaS 
applications (Giurata, 2008).

3.  Infrastructure as a Service (IaaS): IaaS 
makes it easy for the developers to provi-
sion resources such as servers, connections, 
storage, and related tools (firewalls, routers, 
switches) in order to build a cloud application 
environment from scratch. It was previously 
known as Hardware as a Service (HaaS), 
which was first coined by Carr (2006). IaaS 
can be seen as having a data-center-in-the-
cloud, which underlies the infrastructure of 
PaaS and SaaS.

Virtualization becomes the enabling technol-
ogy for IaaS that allows the users unprecedented 
flexibility in configuring their settings while 
protecting the physical resources of the providers’ 
data center (Youseff, et al., 2008). Some examples 
are Amazon Web Services S3 and EC2, Terre-

Figure 2. Ontology of cloud computing
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mark, Flexiscale, and Rackspace hosting. Cisco 
and Microsoft have also stated that virtualization 
and automation are the key enabling technologies 
of cloud computing (Lin et al., 2009; Microsoft, 
2009a).

Referring to the earlier definition of SaaS, 
a SaaS vendor may build its own platform and 
infrastructure to support its SaaS solution, or 
outsource it to the providers. In this case the PaaS 
companies are the providers. The same situation 
occurs for these PaaS companies. They can also 
build their own infrastructure or outsource it by 
making use of the available IaaS in the market.

Web 2.0

According to Knol et al. (2008) and Barnatt 
(2008), Web 2.0 involves making new improved 
forms of online connection between two or more 
people (interpersonal computing), two or more 
online services (Web services), and between the 
individual user and software applications (software 
as a service).

Interpersonal computing is about using online 
technology to connect people with each other via 
social networking sites (Twitter, Facebook, Linke-
dIn, etc.), wikis, blogs, and online videos. Web 
services are components of online functionality 
which can be plugged together in order to create 
integrated online offering or mash-up. The devel-
opers are now using various Web APIs to create 
mash-ups to solve all types of problems from 
integrating the online payment service PayPal 
with other websites to the esoteric mash-ups that 
record the location of an object (Maximilien et 
al., 2008). As the final aspect of Web 2.0, SaaS 
is changing the way people use software and 
freeing users from the burden of installation and 
maintenance of the software. Web 2.0 also allows 
the creation of a new business models such as 
AdWords, AdSense, Analytics, Map for Google.

In conclusion, SaaS is just a part of the large 
picture of Web 2.0 and Cloud Computing, which 
are the continuing evolution of how we exploit 

the Internet and computer applications in general 
(Danielson, 2007; Obannon, 2009).

Asp

The Application Service Provider (ASP) model be-
came popular in the late 1990s with the emergence 
of the first wave Internet enabled application. 
Therefore, ASP is considered to be the predecessor 
of SaaS that came a few years later. Unfortunately, 
many people still think that SaaS is just a new name 
for ASP. Even worse, the CEO of Kleinsteen BV 
and the project coordinator at KC Beuningen BV 
also stated, “there are several companies in the 
Netherlands who offer ASP functionalities, but 
market them as SaaS”. This approach is actually 
a good marketing strategy for these companies, 
but consequently, many customers become more 
confused with these two terms.

ASP allows the computer applications to be 
hosted remotely from the user. The applications 
are simply hosted by the provider from a server 
farm located at its data center (Walsh, 2003) 
without fundamentally changing the architecture 
of the applications. Although the costs are spread 
over many customers, the hosting cost has still 
proved to be too much for ASP to survive in the 
market (Hoogvliet, 2008). Additionally, at the 
time where ASP was booming, there was only 
a small segment of the market that was willing 
to outsource their applications. They considered 
their applications as a strategic asset that needs 
to be kept safe under their own roof (Hoogvliet, 
2008). This situation is different from the SaaS 
model where the applications are built from scratch 
to be Web based applications. A more detailed 
overview on the characteristics of ASP and SaaS 
can be found in Table 3. These characteristics 
are adapted from the article Accenture (2008d), 
Kittlaus and Clough (2009), Luit Infotech (2008), 
and Tarzey et al. (2007). We believe the aspects 
listed in this table describe the major differences 
between ASP and SaaS.
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software + services (s+s)

Software + Service (S+S) has been seen as a 
new way to combine the concept of on-premise 
and SaaS to reduce the limitations of both. So, 
on-premise users are no longer tied to a certain 
device and location where the software is installed 
since they can now access the software via cloud 
(Internet). In contrast, SaaS users that previously 
depended on the Internet connection to use soft-
ware can also do it offline now. The data then will 
be automatically synchronized when SaaS users 
are connected to the Internet. The term Software 
plus Service was first outlined by the Microsoft 
Chief Architect, Razy Ozzie, in 2007 (Microsoft, 
2009b). Especially due to the privacy concern, a 
vendor of S+S may provide their customers options 
to move non private to the cloud and sensitive data 
can reside locally without losing any software 
capability. This seems to bring a win-win situation 
for the vendors and their customers. However, 

we keep questioning the licensing issue for S+S. 
Is this new model going to apply the licensing 
principle of on-premise or ‘renting’ SaaS within 
their market? Unfortunately, by now we have not 
found any clear answers.

Additionally, S+S can also be seen as compli-
mentary to SaaS, which increases the adoption of 
S+S. As an example, Google with its Gmail has 
adopted S+S by providing the offline capability 
through the existence of Google Gears (Clayton, 
2009).

benefits: Risks of saas

Among the three layers listed in the cloud comput-
ing section, SaaS currently has the biggest number 
of vendors and has become the most widely used 
layer in the market (Ping & Stahlman, 2009). As 
a new software model that is now being increas-
ingly adopted, SaaS also conveys several benefits 

Table 3. ASP vs. SaaS 

ASP SaaS

Model
ASP applications are traditional single-tenant applications but 
hosted by a third party who usually do not have specific applica-
tion expertise. The applications are not written as net-native (Web 
based) applications. 
Quicker to deploy than on-premise, but slower than SaaS.
Access to client is provided via direct connection, or more recently 
the Internet, typically through client-server software or remote ac-
cess like Citrix and Microsoft Terminal Services. 
The customer (organization) may still need in-house expertise in 
the application itself such as installation of the software, separate 
hardware, network and security configuration. 
The applications are single and usually a highly customized ver-
sion for one customer. 
The upgrades are infrequent because the ASPs often depend on the 
commercial software suppliers. The upgrades are deployed when 
the supplier issued them, usually once a year or less. 
Usability
Difficult. Customized version of an already complex application 
requires a great amount of training and orientation. 
Ownership
Ownership and possession of the intellectual property assets belong 
to the vendors (licensor) or the ASP provider in some cases.
IT support
Exclusive, depending on the degree of the customization, addi-
tional maintenance might be required.

Model
SaaS applications are multi-tenant applications, hosted by a vendor 
that has all the application expertise and they have been designed 
as net-native applications. 
Quicker to deploy than ASP.
Access to client is provided via the Internet. 
Requires no in-house expertise in the technical aspects to use the 
application. 
SaaS offers standard software in a multi-user mode that the indi-
vidual customer can only customize to a limited extent. There is 
only one code base for all users. 
The upgrades are relatively often with small releases since the 
applications are only deployed in data centers and made available 
to the all users. 
Usability
Easier. The users can start using the applications immediately by 
utilizing the provided FAQ or demos on the vendor’s site. 
Ownership
Ownership and possession of the intellectual property assets 
belong to the vendors (licensor). 
IT support
Inclusive, IT support becomes part of the service paid by the users.
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and risks to the parties who are involved in the 
deployment and delivering process of the software.

benefits

Based on the SaaS definition and literature review, 
we have categorized the benefits and risks into 
three different groups: the vendors, the providers, 
and the customers (end users). Until now there have 
been more studies from the business perspective 
than the scientific perspective that discuss these 
issues. In fact, many of them talk more about the 
benefits of SaaS rather than its risks. Additionally, 
we have collected information from our interview 
respondents as well.

The benefits listed above are identified from 
twelve different studies from both the business 
and scientific perspectives. From Table 4 and 
additional input from our respondents, the most 
discussed benefits of adopting SaaS are described 
as follows:

• SaaS enables rapid deployment cycles. The 
SaaS architecture model that supports 
multi-tenancy, where one configuration 
code base supports multiple different us-
ers, allows for easy and rapid deployment 
(including: development, integration, im-
plementation, and upgrades process) 
(Accenture, 2008c; Dym, 2009; Geisman, 
2008; Hoogvliet, 2008; Kaplan, 2009; 
Mahowald, 2009; Merchant & Geisman, 
2006; Pring et al., 2007; Rowell, 2009; 
Sääksjärvi et al., 2005).

• SaaS provides access to the most recent 
software version. In SaaS, maintaining the 
application becomes the responsibility of 
the vendors. The maintenance includes bug 
fixes and updates where the vendors install 
the patches or releases in their data centers. 
As a result, the users are assured that they 
all are always using the same and up-to-
date version of the application (Accenture, 
2008c; Choudary, 2007, Geisman, 2008; 

Hoogvliet, 2008; Kaplan, 2009; Lassila, 
2006; Mahowald, 2009; Merchant & 
Geisman, 2006; Rowell, 2009; Sääksjärvi 
et al., 2005).

• SaaS offers payment flexibility. The ‘pay-
as-you-go’ pricing model that comes with 
SaaS has brought flexibility to customers. 
This model allows them to scale their us-
age up and down and to pay for it as a re-
curring fee (Geisman, 2008; Kaplan, 2009; 
Mahowald, 2009; Merchant and Geisman, 
2006; Pring et al., 2007; Rowell, 2009; 
Sääksjärvi et al., 2005).

• SaaS application is accessible anytime 
and from anyplace via any devices with an 
Internet connection. Because SaaS appli-
cations are Web based and installed in data 
centers (not in the users’ site), the users can 
utilize them from wherever and whenever 
they want to. They only need to ensure 
that they have an Internet connection to 
access the applications from their devices 
such as desktop, notebook, PDA, or mo-
bile phone (Accenture, 2008c; Dym, 2009; 
Hoogvliet, 2008; Lassila, 2006; Rowell, 
2009; Sääksjärvi et al., 2005).

• SaaS requires lower up-front investment 
for infrastructure (hardware) and opera-
tional management (maintenance staff). 
Customers are not required to invest in 
hardware or additional IT staff in order 
to use SaaS applications. It is now the re-
sponsibility of the vendors to do so. And 
for an exchange, customers need to pay 
a recurring fee for using the application 
including some additional benefits such 
as maintenance and support (Accenture, 
2008c; Choudary; 2007; Kaplan; 2009; 
Mahowald, 2009; Pring et al., 2007; 
Sääksjärvi et al., 2005).

• More predictable cash flows (in-out cash). 
In most cases, the costs of using applica-
tions, which is paid by customers, are 
relatively the same in every period. The 
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same situation applies to SaaS companies 
(vendors and/or providers), which receive 
relatively the same revenues. This fact 
conveys a better overview and more pre-
dictable cash flow both for customers and 
SaaS companies (Choudary, 2007; Dym, 
2009; Hoogvliet, 2008; Lassila, 2006; 
Rowell, 2009; Sääksjärvi et al., 2005).

• SaaS users and vendors can achieve great-
er profits. Customers who make use of 
SaaS software on their business process 
can achieve a Return on Investment (ROI) 
faster since SaaS is easier and quicker to 
implement than on-premise. Next to that, 
by having the lower cost of investment, 
their ROI will automatically be greater as 
well (note: for the same net profits com-
pared to on-premise). The same situation 
applies to the SaaS vendors who expend 
lower costs for the deployment process of 
their software, which includes the develop-
ment, the integration, the implementation, 
and the upgrade processes (Accenture, 
2008c; Choudary, 2007).

• SaaS expands the potential customer base. 
Because SaaS applications have been de-
signed as Web-based applications, it makes 
it easier for the vendors to track and ana-
lyze how customers use their applications. 
For example, by understanding the features 
that are used more or less by their custom-
ers. Such information becomes a vital asset 
for the vendors to improve their software 
value in the near future (Lassila, 2006; 
Sääksjärvi et al., 2005).

The following benefits might be less important 
for the vendors, providers, or customers. More-
over, they have not been mentioned in any of the 
literature above. However, we assume that they 
need to get more attention as well.

• SaaS helps green environment. Compared 
to on-premise software, the multi-tenancy Sh
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model of SaaS has significantly reduced 
the number of physical infrastructures 
needed to support the software, both in 
data centers and on the customer site. The 
less infrasctructure is used, the less polu-
tion that is created. Besides that, all the 
contracts, factuurs, and other legal agree-
ments, which were previously printed on 
paper, are now accessible online and can 
be more easily analysed. These facts has 
shown us how SaaS can support the green 
environment to reduce the effects of global 
warming. So far, only one book by Schulz 
(2009) has been found that addresses this 
issue.

• SaaS minimizes software piracy. The trans-
formation from analog to digital in the 
early 1980s in line with the proliferation 
of computers and the Internet have made it 
much easier to make and distribute digital 
copies. For on-premise software, custom-
ers receive the installation file, perhaps on 
CDs or any other format before they can 
make use of the software. Since they have 
access to the software file, it allows ‘smart’ 
people to track the code to find ways to ille-
gally duplicate it without paying anything, 
or even produce and resell their own ver-
sion of the software. This software piracy 
has created a huge loss in the software in-
dustry. During the five year period (1994 – 
1998), the loss has already approached $60 
billion (Moores & Dhillon, 2000). Since 
SaaS applications are installed in data cen-
ters where customers do not have direct ac-
cess to the source code for the software, it 
can certainly minimize the current piracy 
activities in the market. So far, only studies 
like Moore and Mahmoud (2009) discuss 
this particular benefit.

Table 5 describes the benefits received by 
vendors, providers, and end users.

Risks

In reality, the implementation of SaaS has also 
created some risks or challenges for vendors, 
providers, and also end users. Therefore, by using 
a similar approach as above, we have listed several 
risks or challenges in adopting SaaS in Table 6.

Up until now, there is less literature that dis-
cusses the risks of adopting the SaaS model 
compared with its benefits. Hence, we have in-
cluded eight additional studies to be further ana-
lyzed as listed in Table 6. From the table, and 
input from several of our respondents, the follow-
ing risks are commonly discussed:

• Security and privacy. Many customers, 
especially the enterprises, are still vigilant 
to put their data off premise, which means 
that they will lose direct control of their 
data. They are still questioning the privacy 
and the procedures provided by SaaS ven-
dors to cope with security vulnerabilities 
such as hardware failure, power failure, or 
disasters like fire and flood (Caldwell & 
Eid, 2007; Hayes, 2008; Lin et al., 2009; 
Merchant & Geisman, 2006; Pring et al., 
2007; Sääksjärvi et al., 2005; Tarzey et al., 
2007; Wang, 2009).

• Reliability and performance. Depending 
on the technical solution used by the ven-
dor or the provider to deliver their SaaS 
solutions, the reliability and performance 
issues often become challenges. For ex-
ample, the compatibility on different oper-
ating systems and Web browsers, and the 
latency resulted from the hardware used in 
the infrastructure (Hayes, 2008; Lassila, 
2006; Lin et al., 2009; Sääksjärvi et al., 
2005).

• Integration among PaaS platforms and 
other SaaS applications (interoperabil-
ity). Since the SaaS model architecture is 
a complex network, and users do not have 
access to the software code, it makes the 
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Table 5. The benefits of SaaS for vendors, providers, and end Users 

Benefits SaaS vendors SaaS providers End Users

SaaS enables rapid deployment cycles (development, 
integration, implementation, and upgrades) x x x

SaaS allows to focus on more strategic projects (core 
competency) x 0 x

SaaS provides access with the most recent version of 
the application 0 0 x

SaaS application is accessible from anytime & any-
place via any devices with internet connection 0 0 x

SaaS requires lower up investment for infrastructure 
(hardware) & operational management (maintenance 
staff)

x x x

SaaS offers less risky investment / failed of deploy-
ment 0 0 x

When it is succeeded in integrating into SaaS offer-
ing, the bargaining power/competitive differentiation 
of companies will be increased

x x x

More predictable cash flows (in-out cash) x x x

SaaS offers payment flexibility, which is preferred by 
the customers 0 0 x

SaaS users and/or companies can achieve greater ROI 
(because of lower investments) x x x

Lower initial Total Cost of Ownership (TCO) x x x

Lower production & distribution cost x x 0

Lower upgrade & maintenance cost x x x
(free in most cases)

Lower switching cost x 0 x

Effective low cost marketing x 0 0

Increased total available market x 0 0

Quicker & easier to market x 0 0

Expand the potential customer base x x 0

Improved customer relationship x 0 0

Faster time to value 0 0 x

Shortened sales-cycle x 0 0

Feasible to develop new functionalities/ applications 
for 
supplementary use

x 0 0

SaaS makes it easier and/or less costly to get the 
required 
technical expertise

0 0 x

Ability to switch across providers x 0 0

Freedom to choose (or better software) 0 0 x

Encourage more standard IT x x 0

Simplify sharing system/ information x 0 x

continued on following page
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integration between the platforms and oth-
er SaaS software much slower and more 
difficult (Caldwell & Eid, 2007; Hayes, 
2008; Lin et al., 2009; Pring et al., 2007; 
Wang, 2009).

• Less tailoring options available for cus-
tomers. In a one-to-many SaaS model, 
what users see is what they get. Even 
though there are still SaaS vendors that al-
low some customization of data fields and 
reports, the software code is not accessible 
to end users (Caldwell & Eid, 2007; Hoch 
et al., 2001; Merchant & Geisman, 2006; 
Pring et al., 2007; Sääksjärvi et al., 2005).

• Required special technical skills for imple-
menting and integrating SaaS applications 
(difficult to manage complex network). A 
SaaS model with the multi-tenancy as its 
key is a complex architecture. Although 
there is only one single code base for shar-
ing the resources across multi users, SaaS 
vendors must put a tremendous amount of 
effort into guaranteeing that the users’ data 
is differentiable and will not mixed up with 
other user’s data. And for users who de-
mand additional integration for particular 
SaaS software with their legacy system or 
with some other SaaS software, they will 
certainly need the help from special skilled 
experts, which also means extra costs for 
these users (Caldwell & Eid, 2007; Lassila, 

2006; Sääksjärvi et al., 2005). In the world 
of SaaS, these skilled experts or compa-
nies are more known as ‘integrator’ or 
‘enabler’. More information about these 
particular roles can be found in the SaaS 
Ecosystem section.

• High initial investment for SaaS vendors 
or providers. In order to deliver SaaS soft-
ware, SaaS companies must have the sup-
ported infrastructure ready. Therefore, for 
SaaS providers and the vendors that make 
use of their own infrastructure, high initial 
investment in this infrastructure is inevita-
ble (Lassila, 2006; Sääksjärvi et al., 2005).

• The break-even point will be reached lon-
ger (after few months- years) compared to 
on-premise model with its up-front paid 
perpetual license. Customers do not buy 
SaaS software. Instead, they rent it. The 
fee for renting SaaS software is much less 
compared to the initial payment the cus-
tomers must pay for on-premise software. 
Hence, for SaaS vendors, they have less 
revenue in the first few periods until they 
have reached the break-even point (BEP). 
When we look at this from the customer’s 
perspective, we see a different situation. 
Even though there is a higher up-front 
cost, it seems after a certain period of time 
that on-premise software might be cheaper 
than the SaaS subscription model. But, this 

Benefits SaaS vendors SaaS providers End Users

More stable security x x x

SaaS helps green environment x x x

SaaS minimizes software piracy x 0 0

Number of benefit issues for different roles 23 12 19

0 = not applied    x = applied
Note: When a SaaS vendor uses its own infrastructure to deliver its solutions (do not outsource to third party), then the listed benefits 

for SaaS providers on the table above will also apply to this vendor. SaaS vendors can also make use of all the listed benefits to help them 
identify the value propositions for their solutions.

Table 5. Continued
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is not going to happen. By referring to the 
research of Mahowald (2003), Sysmans 
(2006) from SIIA clearly states that “when 
people resources and cost of upgrades 
are correctly taken in consideration, this 
break-even point may never be realized.”

In addition, we have also distinguished the risks 
listed in Table 6 into different groups as follows.

Again, when a SaaS vendor makes use of their 
own infrastructure to deliver its software, then the 
listed risks for SaaS providers in Table 7 will also 
apply for this specific vendor. According to Lin et 
al. (2009), the risks that currently need significant 
improvement for SaaS vendors and providers 
are security, performance, and interoperability 
issues since they do not currently perform well 
in these areas.

saas ecosystem

A software ecosystem has been increasingly 
used in the last decade. It was first described by 
Moore (1993) to express the interdependence of 
the players in business networks. Kittlaus and 
Clough (2009) also defined software ecosystem 
in their book as an informal network of (legally 
independent) units that have a positive influence 
on the economic success of a software product 
and benefit from it. A software ecosystem not 
only consists of the players, but also of more 
informal networks that emerge around important 
themes of the software industry such as leading 
products, system platforms or new technology 
trends (Economides & Katsamakas, 2005; Kittlaus 
& Clough, 2009). Jansen et al. (2009) provides 
the most comprehensive definition of software 
ecosystem (SECO), which is “a set of actors 
functioning as a unit and interacting with a shared 
market for software and services, together with 
the relationships among them”. The scope of a 
software ecosystem can be quite broad, depending 
on how we look at it.

In order to get a better overview of how SaaS 
software is being delivered and the monetary cycle 
that goes with it, this research has addressed the 
scope of a software ecosystem for five different 
key players. These players are the big players that 
are mostly involved in any situations for delivering 
SaaS software to the customers. The five players 
are listed below.

1.  SaaS Vendor. This is the company who 
develops and builds the SaaS software. To 
deliver their software they could use their 
own infrastructure independently or host it 
for a selected partner.

2.  SaaS Provider. This is the external company 
that provides the vendor with the infrasctruc-
ture to run and deliver the SaaS software to 
the customers (Carraro & Chong, 2006). 
SaaS provider is also mostly resposible for 
all of the maintenance activities.

3.  End users. These are the customers who rent 
and make use of the SaaS software. They 
could be personal users or enterprises.

4.  Reseller. Like on-premise software, for better 
market penetration, SaaS vendors also sell 
their software using an indirect model via 
extended sales channels better known as 
‘resellers’ (Murfin, 2005; Schultze, 2007). 
Having a partnership with a reseller can 
help the vendor to lower their sales cost, 
minimize the infrastructure investment, and 
lower domain expertise requirements. The 
disadvantages for the vendor would be less 
profit since they must share it with the reseller 
and less control over their customer experi-
ence (Murfin, 2005). However, according 
to Chapman (2008), 61% of SaaS vendors 
in the current market use direct sales with 
their customers and only 11% make use of 
a reseller. Depending on the agreement be-
tween the reseller and SaaS vendor, a reseller 
might also sell the software under their own 
label (better known as ‘white labeling’). So, 
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Table 7. The risks of SaaS for vendors, providers, and end users 

Risks / Challenges SaaS vendors SaaS providers End Users

Security and privacy x x x

Reliability and performance x x x

Data migration x 0 x

Service Level Agreements (SLA) x x x

Integration among PaaS platforms and other SaaS applica-
tions (interoperability) x x x

For SaaS companies, the financial burden of hardware & 
software investment, that previously have been the burden of 
their customers (on-premise)

x x 0

Managing the expectation of sales staff & resellers x x 0

For vendors who also offering on-premise, it is important to 
have the alignment of their on-premise & SaaS pricing x 0 0

The break-even point will be reached longer (after few 
months- years) compared to on-premise with its front-up paid 
perpetual license

x x 0

SaaS companies should offer multiple pricing options to suit 
different clients x 0 0

Billing not as ‘utility-based’ as customer thinks. In fact, cus-
tomers still have to fully pay for some services that they have 
used in less volume or even not at all.

0 0 x

Less tailoring & integration options available for the custom-
ers 0 0 x

Lack of competitive differentiation among users of the same 
SaaS application 0 0 x

For many enterprise requirements, SaaS functionalities will 
be too simplistic & crude 0 0 x

The customization of SaaS applications typically incurs extra 
costs x x x

A number of ‘hidden & unexpected’ costs emerging 0 0 x

Weakened IT management control 0 0 x

High initial investment for SaaS vendors and/or providers x x 0

The customer is typically bound with a long-term contract 
(switching costs) in exchange for the lower price. 0 0 x

Longer-term TCO uncertainties 0 0 x

Reduces the application turnover when moving to SaaS 
model (service fees instead of license & consultation fees) x x 0

Requires commitment to a more frequent release/upgrade 
cycle x x 0

Required special technical skills for implementing & inte-
grating the SaaS applications / difficult to manage complex 
network

x x x

Number of risks issued for different roles 15 12 15

0 = not applied   x = applied
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from the customer’s point of view, it seems 
that the reseller is the actual vendor.

5.  Integrator. This is for customers, especially 
the enterprises that mostly need additional 
efforts like customizing the features of SaaS 
software to meet their business requirements, 
or integrating it with other software (either 
on-premise or SaaS) that have been installed 
on their system. Since this company enables 
SaaS software to be used by the customers 
as they want to, this company is also known 
as ‘enabler’. The tasks mentioned are not 
easy and require special skill to perform it 
(Lassila, 2006; Pring et al., 2007; Sääksjärvi 
et al., 2005). The integrator is mostly a third 
company who has specialized in this area or 
a SaaS provider that has skill and experience 
to do so. Some of them even provide con-
sulting services to their customers. On the 
contrary, in some cases, several IT consulting 
companies even become the integrator itself.

From this study and the information collected 
from our respondents we have identified six dif-
ferent scenarios for a SaaS ecosystem. These 
scenarios depict the current situation in the market 
for how SaaS software is being delivered from the 
vendor until it becomes accessible to its custom-
ers and also the monetary cycle that goes with it. 
The first two scenarios (A and B) are the simplest 
scenarios for SaaS without involving any other 
parties. These two scenarios are also aligned with 
the base definition as described earlier. Regarding 

sales and marketing purposes, it is possible that 
a vendor applies multiple scenarios.

scenario A

The vendor develops, hosts, and operates SaaS 
software independently by making use of their 
own infrastructure (data center) and IT staff. The 
software is being directly delivered and sold to the 
customer. An example of this scenario would be 
Bluedog Ltd., which offers its workbench SaaS 
under the support of their own data center. This 
workbench is a bundled of SaaS applications, 
which is comprised of Content Management Sys-
tem, Customer Relationship Management, Project 
and Activity Management, Workflow and Docu-
ment Management System, Learning Management 
System, and a few others (Bluedog, 2009).

scenario b

In this scenario, the vendor develops its software 
and hosts it for the selected partner (provider). 
The provider supports them with the infrastruc-
ture to enable delivering the software as service 
to customers of the vendor. In most cases, all the 
maintenance activities such as backup and per-
formance issues become the responsibility of this 
provider. As an exchange, the vendor pays them 
for those services. Two examples of this scenario 
are: 1) Exact Online from Exact Software B.V., 
which is a Dutch SaaS accounting software that 
is hosted by KPN CyberCenters (KPN, 2009a). 

Figure 3. Scenario A for SaaS ecosystem
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Currently this software is only used for the Bel-
gium - Netherland - Luxemburg (Benelux) market. 
2) Intacct, as one of the SaaS leaders for financial 
management and accounting applications, also 
cooperates with IBM data center to operate and 
deliver their software (Intacct, 2009a).

scenario c

In this scenario, besides performing its main 
tasks which are supplying and maintaining the 
infrastructure to ensure that software from the 
vendor runs properly, the SaaS provider also 
acts as a ‘reseller’. So, the SaaS provider sells 
the vendor’s software to their own customers, 
either white labeling or not. In this situation, the 
provider and vendor share the percentage of the 
revenue received from customers. The amount of 
this percentage and the cost burden for the vendors 

can be different, depending on the agreement 
between both parties. Here, KPN CyberCenters 
as the partner of Exact Software, is also being a 
reseller of Exact Online. From KPN (2009b), it 
is clearly shown that KPN does not white label 
the Exact Online.

In some cases, the provider could also act as 
‘integrator’ by incorporating SaaS software from 
different vendors that are hosted on the infrastruc-
ture and then sell them to their own customers, 
either separately or in packages.

scenario d

This scenario illustrates the existence of a com-
pletely separate reseller to be a partner of a SaaS 
vendor. By referring to scenario A and B, we 
distinguish this scenario into two categories, D1 
and D2. Scenario D1 means that the vendor who 

Figure 4. Scenario B for SaaS ecosystem

Figure 5. Scenario C for SaaS ecosystem
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owns and controls their infrastructure also has a 
partnership with ‘reseller’ to sell their software 
(in this situation, the reseller sells under their own 
label). And for scenario D2 where the vendor has 
already selected a host partner (SaaS provider), it 
also partners with third party resellers for their sales 
and marketing purpose. Of course, it is important 
to have a clear agreement between the vendor and 
resellers. A bad agreement may result in loss for 
both companies and end their relationship in the 
future. A good example of this situation is the 
partnership between NetSuite, one of the biggest 
global SaaS vendors in the accounting field, who 
had an issue with one of its resellers named Sky-
ytek in the beginning of 2009 (Kanaracus, 2009).

scenario e

This scenario exemplifies the existence of an 
‘enabler’, or also known as ‘integrator’, who is 
hired by end users. The end users are typically the 
enterprises who want to employ particular SaaS 

software and integrate and/or modify it to meet 
their business requirement (Kittlaus & Clough, 
2009). Here, integrating means incorporating the 
employed SaaS software with the legacy system of 
the enterprise like existing on-premise and other 
SaaS software. Modifying means customizing the 
functionalities of that software with the requisite 
functionalities from the enterprise. In order to 
enable this integration and customization process, 
the integrator needs direct information from both 
vendor and provider. The required information is 
depicted as dotted lines in Figure 7. Due to the con-
fidentiality of intellectual properties, additional 
agreements among the vendor, the provider, and 
the integrator must be applied as well. Referring 
to both scenario A and B, we also distinguish 
this scenario into two categories, E1 and E2. An 
example of this integrator is a company called 
‘e-zest’. More information on what they offer to 
their clients can be found on E-zest (2009).

The integrator’s revenue is typically a one-time 
fee given by the end users as an exchange for the 

Figure 6. Scenario D for SaaS ecosystem
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service for modifying the SaaS software to meet 
the end user’s desires.

scenario f

Similar to scenario E, this scenario focuses more 
on the existence of an integrator to help the end 
users implement SaaS software that meets their 
business requirements. The only difference is 
that the integrator already has partnerships with 
the vendors. Therefore, in order to solve the 
end users’ problem, the integrator will embrace 
the best suited SaaS solution from his business 
partners. In most cases, the integrator also gives 
consulting service to their end users. For example, 
Accenture works together with Salesforce.com in 
order to implement CRM solutions for its clients 
(Salesforce, 2009a; Stiffler & Bois, 2008). In this 
scenario, the integrator does not only receive the 
payment from the end users, but also a commission 
fee from the vendors. Regarding the location of 

infrastructure used to deliver the SaaS software, 
we have also divided this scenario into two cat-
egories, F1 and F2.

The aforementioned scenarios (A, B, C, D1 
and D2, E1 and E2, F1 and F2) only illustrate the 
relationships among certain players: SaaS vendor, 
SaaS provider, reseller, integrator, and end users 
in the current SaaS market. However, it is pos-
sible that more and more parties are involved in 
the near future.

the pricing strategy guideline 
framework for saas Vendors

The number of SaaS (Software as a Service) solu-
tions in the market has been rapidly growing in the 
last few years. There have been several successful 
pioneer SaaS vendors in many different sectors 
such as Salesforce in the CRM sector, NetSuite 
in the Finance sector, and Workday in the HRM 
sector. These big vendors have good experience 

Figure 7. Scenario E for SaaS ecosystem
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specializing in the kind of software they want to 
offer, to which markets, and how they are going 
to sell them. Unfortunately, this is not the case for 
the small and medium vendors, particularly the 
startup SaaS vendors. Many of them have emerged 
and then disappeared again in the market. This 
is often due to a lack of maturity in their pricing 
strategy. Of course, there is no single pricing 
strategy that fits best for all vendors because there 
are always other factors that also need to be taken 
into account.

One of the most important benefits of adopt-
ing SaaS software is the availability of having 
more flexible payment methods (Geisman, 2008; 
Kaplan, 2009; Mahowald, 2009; Merchant & 
Geisman, 2006; Pring et al., 2007; Rowell, 
2009; Sääksjärvi et al., 2005). Customers can 
be offered the finest payment possibilities while 
still maximizing the vendors’ profits, which is 
not a trivial task to accomplish. There have been 
various pricing issues faced by SaaS vendors in 

the market like low sales cycles, low win rates, 
chaotic pricing, and difficulty to enter new market 
segment (Jones, 2008; Geisman & Nelson, 2008). 
Therefore, in order to minimize these issues, the 
availability and integration of a good pricing 
strategy as part of the overall corporate strategy 
for SaaS vendors becomes essential.

SaaS vendors must establish their pricing 
strategy before conveying their software solution 
to the market. They must be able to understand all 
of the potential revenue sources, deployment and 
distribution costs of their solution, its ability to 
sell them at prices which will allow for maximum 
profit, and ensure that the strategy is sustainable 
over time so that the vendor can continuously 
achieve its objectives (Kittlaus & Cough, 2009). 
Hogan and Nagle (2005) also stated that “a 
comprehensive pricing strategy is comprised of 
multiple layers creating a foundation for price 
setting that minimizes erosion and maximizes 
profits over time”. These multiple layers become 

Figure 8. Scenario F for SaaS ecosystem
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the core of the Pricing Strategy Guideline Frame-
work (PSGF). Until now, there have not been any 
frameworks in the SaaS research area that provide 
the vendors with such a pricing guideline. Hence, 
we have constructed this framework as a solution 
that provides SaaS vendors with a guideline to 
ensure that all the fundamental pricing elements 
are included in their pricing strategy. It is intended 
for small-to-medium SaaS vendors, particularly 
the startup vendors that tend to have less experi-
ence in pricing their SaaS solutions.

The framework has made use of the ‘Strategic 
Pricing Pyramid’ by Hogan and Nagle (2005; 
2006), ‘Five Forces Model’ by Porter (1985; 2001), 
‘Value creation in E-Business’ by Amit and Zott 
(2001), several essential SaaS elements from dif-
ferent literature, and some additional input from 
our interview respondents. The PSGF framework 

is shown in Figure 9 and consists of five layers: 
Value Creation, Price Structure, Price and Value 
Communication, Price Policy, and Price Level.

Value creation

To run the business successfully, every company 
– including SaaS vendors, in all different sectors 
must have a solid corporate strategy. As one of 
the business units, the Sales and Marketing unit 
is the company’s key source for obtaining more 
customers who are willing to buy their products 
or services. In other words, these are the custom-
ers that would bring them revenues. For SaaS 
vendors, the revenue is generated by charging the 
customers for using their solutions. Therefore, it 
is important that Sales, Marketing, and Pricing 
are collaborated closely.

Figure 9. The pricing strategy guideline framework
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Software vendors always expect to set prices 
that can capture the value of their solution and that 
can also maximize their profits (Hogan & Nagle, 
2005). Therefore, it is crucial for the vendors to 
have a good understanding of how much value their 
SaaS solution can generate for their customers. 
And this is indeed not a simple task. The vendor 
must be aware of different aspects that influence 
the value creation itself, both from internal and/or 
external aspects. The former aspect can be identi-
fied from the corporate strategy of the vendors. 
And for the latter aspect, the vendors must not 
neglect the willingness of their customers, the 
existence of alternative solutions, the situation 
of their competitors, the new entrants and also 
the power of the providers (Porter, 1985; 2001). 
We also see that the corporate strategy is inter-
connected with the five forces in Porter’s model. 
Within the SaaS market, we also notice that the 
bargaining power of the provider becomes less 
relevant when the vendors operate their software 
on their own infrastructure or when the providers 
themselves do not offer additional value compared 
to their competitors. For example, a provider who 
also acts as a reseller and integrator has more 
value compared to a provider that only provides 
and maintains the infrastructure. In practice, SaaS 
vendors hardly take into account all five competi-
tive sources; instead they are more likely to focus 
on several or even only on one source.

The value delivered from a SaaS solution 
can also be identified from the four key drivers 
of e-business and the linkages among them: ef-
ficiency, complementarities, lock-in, and novelty 
(Amit & Zott, 2001). In the context of SaaS, 
efficiency may include lowering the transaction 
costs, streamlining the inventory management, 
and simplifying and speeding up the transaction 
processes. Complementarities are presented when 
SaaS vendors offer a bundle of solutions together. 
The value of lock-in can be achieved because the 
vendors have more control over their customers. 
Customers have no direct access to the physical 
data and are dependent on the format and the of-

fered data export features. Finally, SaaS can also 
innovate the ways in which vendors and customers 
do their business, called novelty. We notice that 
the efficiency and lock-in are the most valued 
drivers applied to SaaS.

business case

For SaaS, a business case could be defined as a 
financial estimation that compares the associated 
costs of deploying a SaaS solution to the quanti-
fied economic benefits or value to be derived 
from it within a certain period of time (Kittlaus 
& Clough, 2009). It might include the cost price, 
price margin, and Return on Investment (ROI) 
and some other financial measurements (KPIs) 
such as the number of new customers that sign up 
every month. We believe that having a concrete 
business case becomes essential for SaaS vendors 
before pricing their solution. However, it is true 
that the business case does not guarantee that the 
vendor will achieve exactly the same numbers as 
what has been estimated, but it will certainly give 
a better financial control for them.

price structure

The next step after defining the value creation 
and the business case, is determining the pricing 
structure for the SaaS solution. It covers how 
the vendors are going to charge their customers; 
what kind of metrics they must use – especially 
when they adopt the usage-based model - and 
how the metrics and billing processes are going 
to be measured and tracked; how the software 
is distributed to the customers; and finally what 
kinds of services that they want to provide their 
customers that also is included in the Service 
Level Agreement (SLA).

Pricing Model

Since SaaS is a new hype in the market, many 
people are still confused about pricing and licens-
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ing for SaaS. Many consider these two terms to 
be basically the same. In the case of SaaS, the 
customers do not buy a license but ‘rent’ the soft-
ware. Hence, only the term pricing is applied. The 
pricing models that are adopted by SaaS vendors 
to charge their customers are mentioned similarly 
in different literature (Kaplan, 2009; Kittlaus & 
Clough, 2009; Sessions, 2006, Tarzey et al., 2007). 
We see that the pricing for SaaS is basically shaped 
from one or a combination of the following three 
charging alternatives: (1) subscription-based 
customers are charged the same fixed-price for 
every month, quarter, or year for an independent 
usage (Postmus et al., 2008). (2) usage-based 
where customers are charged based on their usage 
volume from several measurable metrics. This is 
the reason why SaaS is also typically paid for on a 
“pay-per-use” basis. ‘Price metrics’ are variables 
that drive different prices for a single SaaS solu-
tion (Kittlaus & Clough, 2009). The used metrics 
might diverge for different solutions, e.g. amount 
of data transferred, the time spent by customers 
in using the software, number of registered us-
ers accessing the software, number of completed 
transactions while using the solution (Ferrante, 
2006; Kittlaus & Clough, 2009). The last two 
are the most common metrics used in the SaaS 
world. Nevertheless, there are still many other 
specific metrics that could also be useful for SaaS 
vendors, which can be found in Dunham (2009). 
(3) advertisement model where customers pay 
no cost for using the solution while the vendors 
earn the revenue from advertisements of third par-
ties that are embedded on their Web pages. This 
model has rarely been applied by SaaS vendors. 
The best example is the Google or Yahoo search 
engine and Google Apps which includes Gmail as 
well (Kittlaus & Clough, 2009; Sessions, 2006).

The most favorable charging alternative in the 
current SaaS market is the subscription combined 
with the usage-based (number of users) model 
(Herbert et al, 2007). Our interviews show that 
almost 70% of the respondents have applied a 
subscription-based model with the combination 

of number of users as the chosen metric. The 
remaining respondents are still charging their 
customers using only a fixed fee subscription 
model. However, it is important to note that it 
is possible that the SaaS vendors will come up 
with new charging alternatives in the near future.

Billing and Metering System

When formulating the pricing strategy, SaaS 
vendors also need to keep in mind the billing 
and metering mechanism for the usage of their 
solutions. This is a vital element to be able to run 
their business properly. They must ensure that 
they have accurately charged the single account 
of the customers based on the usage amount of 
the solution, either for current, previous or future 
transactions. A poor billing and metering system 
may cause the vendors to lose their customers, as 
the customers might feel cheated by the vendors. 
This billing and metering system becomes impor-
tant for the vendors to track their customers’ usage 
and might also be useful for them to expand the 
potential of their customer base, which is useful 
input for their future marketing strategy. Hence, 
having an accurate metering and billing system 
that can handle the mechanism and report overall 
usage is crucial. This system must be integrated 
with the vendor’s solutions to allow the unifica-
tion of all financial data and system operations 
(Blokdijk, 2008; Green et al., 2004). The billing 
and metering system can be built in-house or 
outsourced to third parties. The in-house systems 
tend to provide a better alignment of customer 
resource usage to billing because of their ability 
to connect to the SaaS platform at more points 
and collect more information, but it is a lengthy 
development project in most cases. Outsourcing 
allows resources to be redirected to the core plat-
form and provides a quicker time to the market, 
but reaches fewer points than an in-house system 
(Chaudhuri, 2008; Progress Software, 2008).
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Software

The choice of how a SaaS solution is being dis-
tributed to customers is also an important element 
to be considered by the vendors. Generally, in the 
case of SaaS, the solution set can be delivered 
separately or in combination of three types: (1) 
suite or bundled software of several solutions 
provides more value than separated solutions, 
which makes it more preferable for the customers 
(Bakos & Brynjolfsson, 1999; Dewan & Freimer, 
2003) and generates increased sale-revenue for 
the vendors. Nowadays, bundling seems to be 
the most popular method for the vendors to sell 
their software. (2) module, which is a term used 
when the vendors sell their solutions separately. In 
most cases, vendors will only sell them in modules 
when they are assured that their specific solution 
has a high-level value and strong competitive 
advantage. They believe, even though the price of 
their SaaS solution is relatively more expensive, 
customers still will be willing to use the software 
because they cannot find any better alternatives. 
(3) trial. SaaS vendors also offer a no-cost fee for 
using their solutions. These solutions are usually 
limited by their features and/or limited by a certain 
period of time (trial version) such as 14 days or 
30 days. The goal of offering this free solution is 
to encourage them to use the the paid solution.

In reality, SaaS vendors can employ the 
combination between ‘bundled’ and ‘module’ 
options. For example, vendor ‘XYZ’ sells their 
SaaS solution in three different packages (A, B, 
and C) and in total, the solution has ten different 
modules (1, 2, 3…10). Package A contains module 
1, 2, 3, 4 while Package B contains module 2, 3, 
5, 6, and 7; and Package C contains module 1, 2, 
3, …,7 and 9. Of course, the more value deliv-
ered by the modules contained in a package, the 
more expensive the package would be. Figure 10 
provides a better view of this package separation. 
Vendor ‘XYZ’ offers freedom for their custom-
ers to choose which packages or modules are 

best suited with their business needs. So, when 
customer only needs module 2 and 5 to support 
their business, they can decide to buy the two 
modules separately or choose package B only. In 
most cases, the accumulated cost of the choices 
becomes the main consideration of the customer’s 
decision. Please note that it is possible that some 
modules are not included in any packages. For 
example, in Figure 10, when a customer needs 
package A with the additional of module 8 or 10 
since these two modules are not included in any 
packages. The information about the chosen ap-
proach to distribute the software must be clearly 
determined before it can be communicated to the 
marketing department.

services

By adopting the SaaS model, the way the SaaS 
vendors provide their services to customers can 
also be improved (Hoogvliet, 2008). These ser-
vices are typically included in the fee paid by the 
users. The purpose of providing these services is 
to help the users with any problems that may oc-
cur when they use SaaS software. From our study 
and additional input from the respondents, we 
also classify these SaaS services into three types: 
(1) real-time support. Besides only providing the 

Figure 10. Software packaging example
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users with a FAQ, the common contact details of 
the vendors such as phone and fax number, email 
address, or with a form that needs to be filled out 
when they want to ask about their problems, SaaS 
vendors can also provide real-time support such 
as ‘live chat’. This live chat can be built on the 
vendor’s Web site or by taking advantage of the 
APIs of online VoIP communication tools like 
Skype. Intacct, one of the leading SaaS vendors in 
the accounting field, presents a good example by 
providing different possibilities to their custom-
ers to contact its support desk (Intacct, 2009). (2) 
training. In most cases, depending on the features 
of the SaaS solution, a SaaS vendor might also 
offer different kinds of training for end users or 
administrators. The purpose of having this training 
is to inform the users about the different features 
of the software and how they can benefit from 
these features. The training for the administrator 
users usually covers more aspects and needs more 
time to complete when compared to the training 
for the end users. Training can also be performed 
by providing online video. (3) professional 
services. For customers who want to get help 
from the vendors such as consultancy service to 
optimally use the solution to meet their business 
requirements or technical assistance to extend 
the functionalities from the vendors, some SaaS 
vendors also offer professional services. In most 
cases, these services will convey additional costs 
to those customers or they are already included 
in the software package already. A good example 
of this service is the Customer Success Manager 
(CSM) provided by Salesforce (Salesforce.com, 
2009b), which is responsible for analyzing the 
users’ behavior and provide added value to their 
users by helping them to be more effective and 
efficient in using the software according to their 
business needs. (Salesforce.com, 2009). CSM 
people visit and have meetings with their custom-
ers on a regular basis.

service level Agreements (slA)

One of the key motivators for moving to SaaS is 
the reduction of business risk (Tarzey et al., 2007). 
This is identified by the service level agreement 
(SLA), which is a contract between a vendor and 
its users which specifies the level of service that 
is expected during its period. They can specify 
the response times for routine and ad hoc queries 
and response time for problem resolution such as 
network down and machine failure (Hoch et al., 
2001). The aforementioned types of services are 
mostly covered within the SLA as well. SLAs can 
be very general or extremely detailed, including 
the steps to take in the event of a failure. For ex-
ample, if the problem persists after 30 minutes, a 
supervisor will be notified; and when the problems 
stay after one hour, the account representative 
will be contacted.

price and Value communication

When the pricing structure including all its ele-
ments has been determined, it becomes the respon-
sibility of the marketing people of the SaaS vendors 
to ensure that their prices will be acceptable to the 
customers whilst maximizing the profit gained. In 
order to make the price acceptable, it is important 
that the vendors are able to clearly inform their 
customers what the value propositions of their 
solution are. A ‘value proposition’ is a business 
statement that summarizes why customers should 
buy the vendor’s SaaS solution. In addition, the 
vendors may also utilize the matrices of SaaS 
benefits - risks (Table 4 and 6) to identify the 
value proposition of their solutions.

When the vendors cannot communicate this 
value clearly, or when the customers do not 
completely understand the delivered values of 
the solution, then customers tend to think that the 
price offered by the vendors is too high (Hogan 
& Nagle, 2005). Hence, price and value have a 
strong relationship. This is also depicted in our 
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framework by the arrow that points from the 
‘value creation’ level to the ‘price & value com-
munication’ level.

From the marketing research, the marketing 
people must already have an estimation of how 
much the customers are willing to pay for such 
a solution. This is a simple question, but a dif-
ficult and complex one to answer. Furthermore, 
they also need excellent approaches to convince 
their customers to buy their solution. The infor-
mation related to the features of the solution, the 
supported services, and information regarding 
the vendor’s background are necessary (Chau, 
1995). They need to explicitly list all the included 
features and supported services in the different 
prices of their SaaS solution. This information 
is interrelated with some elements of the pricing 
structure layer as well. For example, the ‘pricing 
model’ is directly related to the listed different 
prices whereas the ‘software’ element is linked 
to the features list and the ‘services’ element is 
associated to the services list of this third layer. 
Examples of the software features, both from 
the technical and/or non-technical issues are: the 
software functionalities, the availability of be-
ing integrated with existing legacy software, the 
compatibility and performance issues in differ-
ent Web browsers, the user friendliness, and the 
popularity of the software itself. Furthermore, the 
services like the availability of technical support 
(24/7 or only during working hours), and end 
user training (direct or via online demos) should 
be clearly mentioned as well. The different listed 
prices, features, and services could also be part of 
the value proposition of the vendors.

In the case of SaaS, choosing the right market-
ing channels becomes another important element 
to consider. Of course, the old marketing channels 
such as brochures, advertisements on confer-
ences or in magazines, are still used by several 
vendors. But, we do not see them to be the best 
solution anymore. New marketing channels like 
online advertisements via Google Ads and new 
real-time promotion are becoming more effective 

approaches to market the vendors’ solution. The 
real-time promotion provides up-to-date informa-
tion to the users such as the new prices, discounts, 
or features of SaaS software online. Salesforce.
com is a good example who offers this marketing 
channel for their customers.

For the vendors, it is always important to be 
honest with their customers about the limitations 
of their SaaS solution and also for other services 
that are excluded from the listed prices because 
this will most definitely affect their reputation 
(Hoxmeier, 2000). Other additional sources 
that are necessary for their customers are the 
references and the past experiences of using that 
software from other customers. This information 
is commonly found in a case study provided by 
SaaS vendors.

price policy

Up until this level, the value propositions, the 
charging mechanism including the chosen metrics 
and billing system, and the alignment between 
prices and value have been defined. It is at the 
next level when SaaS vendors need to sell and to 
close the best deal with their customers. In fact, 
even though the SaaS vendors have published 
their price list on their website, the prices can 
still be altered - especially for customers with a 
large number of users (for example, 500 users or 
more). These customers may expect and demand 
additional benefits from a vendor such as free 
set-up costs and purchasing discount (cheaper 
price). In order to close the sales and get a signed 
agreement appropriately including those addi-
tional benefits, the expertise of sales people of 
SaaS vendors is required. These are the people 
who have good knowledge and understanding of 
what they are selling, to whom they are selling 
to, and how they will sell it (Aston, 2009). To 
accomplish their tasks, they require information 
from the marketing department as well. This is 
the reason why a solid relationship between sales 
and marketing people in an organization is vital. 
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This relationship can also be seen in the frame-
work from the position where the pricing and 
value communication level is above and directly 
connected with the pricing policy.

To sell the SaaS solution, the sales people must 
use their best approach or sales mechanism to reach 
the customers. There could be different approaches 
for different customers. However, there must be 
pricing regulation, also known as pricing policy 
from the vendors to control what may and may 
not be done by their sales people – e.g. a policy 
of never giving discounts bigger than 25%. This 
is important since the sales people always have 
the tendency to give more and more discounts to 
customers in order to boost their sales numbers 
(Hogan & Nagle, 2005). Pricing policy is also 
needed when the vendors have to deal with pric-
ing in order to sell their solutions. In reality, the 
vendors may also create price discrimination for 
different types of customers, depending on the 
level of their usage (Postmus et al., 2008) and 
also duration of the contract.

price level

When sales people have reached an agreement 
with a customer, then the price margin of the SaaS 
solution of that specific customer can be set and 
followed by calculating its final unit price. A unit 
price is basically the sales price of a SaaS solution 
for a specific customer. For SaaS vendors who do 
not give additional benefits at all to their custom-
ers, because it is part of their pricing policy, for 
example, the listed prices on their websites are 
the final unit price and apply to all customers.

Before granting the customer access to their 
SaaS solution, it is significant for the vendors to 
clearly outline all information on the contract 
regarding the prices and any possible additional 
benefits, the minimum period of the contract and 
the Service Level Agreements.

conclusIon

Software as a Service (SaaS), one of the hot topics 
in the software industry today, has been increas-
ingly adopted by many vendors and customers. 
This chapter provides an in depth overview of 
the state-of-the-art of SaaS, which covers several 
aspects of SaaS such as the history, the definition, 
the key characteristics, the differences between 
SaaS and on-premise software, its relationship 
with other technologies, the benefits and risks of 
SaaS, and also the different scenarios in the SaaS 
ecosystem. In reality, there is no single pricing 
strategy that fits all different organizations. From 
the literature review and several pricing related 
theories, and also the input and feedback from the 
interview respondents and experts, we have suc-
cessfully collected different fundamental pricing 
elements of SaaS. These elements are the value 
drivers (efficiency, complementarities, novelty, 
lock-in) of the SaaS solution, which are affected 
by the market aspects (external factor) and the 
corporate strategy (internal factor); a business case 
containing some relevant KPIs like the number of 
new customers that sign up every month and ROI; 
the different SaaS pricing models that include the 
chosen metrics and billing-metering system to 
support it; the distribution of the SaaS solution: as 
a suite and/or in a separate module, also include 
the option to offer trial version; what kinds of 
services that are provided to the users on different 
prices; the creation of SLA; the chosen marketing 
channels to reach the users; and finally, the sales 
mechanism that is directly influenced by the ap-
plied pricing policies. The aforementioned factors 
are the elements of the Pricing Strategy Guideline 
Framework, which has been formulated to help 
SaaS vendors to advance their pricing strategy.

futuRe ReseARch dIRectIons

Since the PSGF framework contains several funda-
mental pricing elements, it opens the door for other 
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studies of each of those elements. For example, 
research on how to choose the best billing and 
metering system, research about the methodology 
of selecting the most profitable metrics of SaaS 
or the methodology of performing a good SaaS 
business case, and research about the available 
marketing channels from different SaaS vendors 
including the new innovative Customer Success 
Manager from Salesforce.com and many others.

Because the PSGF framework elements are pri-
mary, we believe that our framework might apply 
not only for SaaS, but also for other Cloud-based 
services such as PaaS and IaaS. Consequently, 
the incentive to apply the usage-based model for 
the PaaS or IaaS vendors becomes bigger, which 
of course implies more complex metrics and the 
required billing-metering system to support it.

The six scenarios of SaaS have been designed 
by taking into account only the five big players, 
which are: vendors, providers, resellers, integra-
tors, and end users. In reality, within a SaaS eco-
system, smaller parties are involved as well. As 
an example, there are organizations with excellent 
experience in laws and other legal issues, who 
specialize in constructing the SLA for different 
vendors or providers. Therefore, it is definitely 
possible to extend these six scenarios.

We found that there are only a few studies that 
focus on the benefits of adopting SaaS such as 
‘helping the green environment’ and ‘reducing the 
software piracy’. Hence, we think that it could be 
an interesting topic for other researchers to delve 
deeply into these topics.

The presence of Software + Services (S+S), 
which allows the users to use the Web-based 
software even when they have no Internet connec-
tion, has arrived about one year ago (Microsoft, 
2009). We feel that it is a new interesting topic, 
which also needs further research. Some aspects 
to be considered are the security concerns, the 
synchronization process, and the pricing-licensing 
issue compared to SaaS.
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KeY teRms And defInItIons

Apex: It is a strongly-typed programming 
language that executes on the platform used for 
Salesforce.com.

Enabler (or Integrator): A role of IT special-
ist in the implementation of integrated solutions 
and effective support of retail systems. It is also 
known as Integrator.

Key Performance Indicator (KPI): KPI is a 
performance measurement that is commonly used 
by an organization to define and to evaluate the 
success of their product or service in the market.

Platform as a Service (PaaS): PaaS is the 
delivery of a computing platform and solution 
stack as a service.

Pricing Strategy Guideline Framework 
(PSGF): PSGF is the tentative framework resulted 
from the conducted research on this report.

Provider: In SaaS, the provider refers to the 
organization which supplies the vendor with the 
infrastructure to operate the vendor’s software. 
Usually the provider is responsible for the main-
tenance and support.

Reseller: Reseller is an organization that 
purchases goods or services with the intention 
of reselling rather than consuming or using them. 
They are an intermediary between software pro-
ducers (vendor) and end users.

SaaS Ecosystem: A set of actors functioning 
as a unit and interacting with a shared market for 
software and services, together with the relation-
ships among them.
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Chapter 11

The Private Copy Issue:
Piracy, Copyright and Consumers’ Rights

Pedro Pina
Polytechnic Institute of Coimbra, Portugal

dIgItAl copYRIght mAnAgement 
And consumeRs conceRns

It is today unquestionable that, in a digital envi-
ronment, technology and law are complementary 
realities. Nevertheless, sometimes, technology 
allows uses that may override individuals’ rights 
and protected interests. The relationship between 
digital copyright and consumers’ rights is precisely 
one of the fields where both the expressed comple-
mentarity and conflict can be clearly perceived.

In fact, the emergence of digital technology, 
principally the Internet, has created the possibility 
of a free and global flow of informational contents 
that was reflected in the metaphor of the informa-
tion highway. Soon, the economic facet of this 
inter-relational digital structure was revealed and 
online markets and e-commerce were developed. 
However, informational cybermarkets present 
some problems concerning the immaterial and 
intellectual nature of its products (for example, 
music, movies, digital books or software).

Immaterial goods are public, non-rivaled and 
non-excludable goods. In fact, the consumption 
of an informational good by one person doesn’t 

AbstRAct

Digital copyrights involve a combination of technology and law that seek to provide full control of 
the work by the rightholder. Managing rights over digital copyrighted contents through the use of 
consumers’ technological protection measures may however jeopardize some freedoms that copyright 
law has traditionally recognized, such as the private copy. In the present chapter, the author describes 
the conflict between the exclusive right to the exploitation of the work and the private copy issue; how 
modern copyright obstructs private copying and recent proposals regarding the conciliation between 
rightholders’ and consumers’ interests.
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exclude the possibility of consumption by others 
and, without regulation no one can be excluded 
from using the good. These characteristics are 
emphasized in the digital world as the positive 
externalities created by the free flow of copy-
righted content information which may result in a 
disadvantage for content creators and rightholders. 
That is the general justification for public legal 
regulation of the intellectual creations’ market 
where intellectual property law is presented as 
an instrument that can be used to create scarcity, 
since it gives the holders the economic exclusive 
rights of the works’ exploitation, excluding others 
from using it without proper authorization.

Nevertheless, considering the global geograph-
ical distribution of Internet users, the differences 
between intellectual property national legislations 
and the merely reactive judicial enforcement 
mechanisms, holders felt that law, by itself, was 
no longer sufficient to ensure their rights and to 
protect their economically legitimate interests.

For that reason, the answer to the problems left 
to rightholders by technology was sought in tech-
nology itself: as Clark (1996) stated, the answer to 
the machine seemed to be in the machine (p. 139). 
In fact, one of the main characteristics of modern 
copyright law is the interplay between legal and 
consumers technological protection measures 
(TPM), such as steganography, encryption or 
electronic agents. TPM may not be mere defensive 
electronic fences. Indeed, digital rights manage-
ment (DRM) systems based on the combination 
of different TPM allow rightholders to potentially 
control all the utilizations of digital copyrighted 
works, including, inter alia, access to contents or 
even to some personal data of the users.

The idea of a technological perfect control 
(Lessig, 2006, p. 183) of digital contents made 
some rightholders think that they could dismiss 
or to underrate copyright law’s protection. Com-
bining TPM and contracts, they unilaterally set 
the conditions for end users to access protected 
contents.

As Guibault and Helberger (2005) state,

“DRM systems […] create an environment in 
which various types of use, including copying, 
are only practically possible in compliance with 
the terms set by the right holders. Therefore, they 
usually do not deny access but rather manage ac-
cess to content by combining technical measures 
with a payment mechanism. DRM-based business 
models ensure that consumers pay for actual use 
of content, and that the content is protected and 
cannot be accessed by unauthorized users” (p. 9).

Moreover, normally, consumers of digital 
works don’t have the means or the power to bar-
gain; they can only accept or decline the terms of 
the end user license agreement that is presented 
to them on a “take-it-or-leave-it” basis. Code and 
contract seemed to be a perfect combination to 
ensure holders’ interests and to enable the manage-
ment of protected works in even stronger terms 
than copyright law did. In fact, if copyright law 
traditionally represented a compromise between 
holders’ and collective interests as a means to 
promote cultural, artistic and scientific creation, 
this privatization of copyright (McManis, 1999) 
could make holders escape from free usages that 
reflected public interests, like the ones recog-
nized in the cases of fair use, in the USA, or the 
copyright exemptions recognized by European 
legislations. Nevertheless, reality showed that 
the use of TPM and DRM did not stop copyright 
infringements and illegal file-sharing, especially 
through peer-to-peer (P2P) networks, as circum-
vention mechanisms were developed.

Because of that, copyright law was recovered 
and adapted. To fully protect holders’ self help 
and private enforcement systems, copyright law 
was completed with provisions prohibiting the use 
and the creation of circumvention mechanisms.

The Digital Millennium Copyright Act, in 
the USA, and the Directive 2001/29/EC of the 
European Parliament and of the Council of May 
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22, 2001 on the harmonization of certain aspects 
of copyright and related rights in the informa-
tion society (InfoSoc Directive), in the European 
Union, were the main legal instruments that pun-
ished circumvention acts and the creation or the 
commercialization of circumvention devices. Both 
pieces of legislation were enacted to implement the 
World Intellectual Property Organization (WIPO) 
Copyright Treaty and the WIPO Performances 
and Phonograms Treaty. According to Article 11 
of the former treaty,

“Contracting Parties shall provide adequate legal 
protection and effective legal remedies against the 
circumvention of effective technological measures 
that are used by authors in connection with the 
exercise of their rights under this Treaty or the 
Berne Convention and that restrict acts, in respect 
of their works, which are not authorized by the 
authors concerned or permitted by law”.

As the mentioned provisions came into force,

“copyright owners have three levels of cumula-
tive protection: the first is the legal protection 
by copyright. The second level is the technical 
protection of works through measures protec-
tion techniques. The third level is the new legal 
protection against circumvention of consumer’s 
technological protection measures introduced by 
the WIPO Treaties” (Werra, 2001, p. 77)

The use of TPM and DRM is, therefore, le-
gally recognized and inserted inside copyright 
law, though they regard more the enforcement 
question than the substance of copyright itself. 
To distinguish these technological enforcement 
provisions from substantive copyright, they 
are often called paracopyright (Jaszi, 1988) or 
übercopyright (Helberger & Hugenholtz, 2007). 
The use of TPM and DRM is largely criticized 
as the fields of public domain and free uses (that 
traditionally were considered by copyright law) 
have diminished. Copyright has expanded and 

strengthened, but its internal limitations remained 
the same, as if digitization didn’t exist. As a con-
sequence, balance between holders’ and users’ 
rights inside copyright law has vanished, which 
made users seek protection outside the boundaries 
of copyright law. One of the branches of law that 
started changing copyright law was consumers’ 
law. In fact, DRM systems raise some concerns on 
consumers related to their privacy and anonymity, 
to interoperability, to fairness of contracts, or to 
the free usages that traditional copyright recog-
nized and that are inhibited by DRM. Amongst 
the latter concerns, stands the private copy issue.

pRoblems conceRnIng the 
dIgItAl pRIVAte copY

Stéphane P., a French consumer, bought a DVD 
of David Lynch’s movie Mulholland Drive. When 
he wanted to make a copy of the movie in VHS 
format to watch at his parents’ house, he realized 
that embedded TPM prevented him from doing 
the referred format-shifting.

Backed by a French consumer organization, 
Stéphane P. sued the rightholder and argued that 
the technical device was unlawful as it didn’t al-
low him to exercise his right of private copying. 
The Court de Cassation de Paris declared that 
the private copy does not constitute a user’s right, 
but a mere exemption to the traditional principle 
that prohibits the reproduction, in full or in part, 
of a protected work without the consent of the 
rightholders. As a consequence, a consumer that 
has legally acquired a copyrighted work, doesn’t 
have the right to circumvent a TPM to make a 
private copy and, therefore, he/her has no legal 
basis for a claim when such devices are embed-
ded in the purchased product. Nevertheless, as it 
constitutes a statutory exemption, one who makes 
a private copy cannot be held liable for copyright 
infringement.

This seminal decision, though it seems to be 
completely disappointing for consumers interests, 
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alerts rightholders that they cannot just simply 
ignore the private copy exception and use TPM 
arbitrarily.

Actually, the complete blocking of any 
possibilities of making private copies was an 
impermissible behavior under French copyright 
law and is not at the disposal of private parties 
(Helberger, 2005). Indeed, it’s up to legislators to 
establish the limits of the private copy exception. 
As Helberger (2005) states,

“the decision of the Court of Appeals confirms, 
however, once more that the rules on the legal 
protection of technological measures in copyright 
law are still in many respects flawed and incom-
plete. It concludes that it is task of the legislator 
to bring more light in the complicated relation-
ship between private copying and the usage of 
technological measures”.

In fact, although current legislations around 
the world foresee a private copy exception or a 
fair use defense, they don’t clarify sufficiently the 
meaning or the extent of the exemption.

At the international level, reproducing a copy-
righted work without the holders’ authorization is 
considered lawful if it has a non-commercial or 
non-profitable purpose. Nevertheless, that conclu-
sion can only be achieved if the three-step test 
rules that were introduced by article 9.2. of the 
Berne Convention for the Protection of Literary 
and Artistic Works are respected. According to 
the identified provision, a private reproduction is 
only free in certain special cases that don’t conflict 
with a normal exploitation of the work and don’t 
unreasonably prejudice the legitimate interests 
of the author. This solution is also predicted in 
article 10 of the WIPO Copyright Treaty, in article 
13 of the Agreement on trade-related aspects of 
intellectual property rights (TRIPS).

Senftleben (2004) points out that, in its origins, 
the three-step test formula reflected a compromise 
between the formal and harmonized recogni-
tion of the holders’ reproduction right and the 

preservation of existing limitations in different 
national legislations. The option that was then 
taken consisted not in enumerating exhaustively 
a list of existing free uses, but in the formula-
tion of a general clause and abstract criteria that, 
“due to its openness, […] gains the capacity to 
encompass a wide range of exceptions and forms 
a proper basis for the reconciliation of contrary 
opinions” (p. 51).

In this conception, the three-step test presents 
some similarities with the general clause of fair use 
that is provided by the § 107 of the USA Copyright 
Act, like its flexibility. Under this provision, in 
determining whether the use made of a work in 
any particular case is a fair use, the following four 
factors must be considered:

“(1) the purpose and character of the use, includ-
ing whether such use is of a commercial nature 
or is for nonprofit educational purposes; (2) the 
nature of the copyrighted work; (3) the amount 
and substantiality of the portion used in relation 
to the copyrighted work as a whole; and (4) the 
effect of the use upon the potential market for or 
value of the copyrighted work”.

However, with the massive increase in copy-
right infringement in the digital world, the flexible 
interpretation of the three-step test tended to be 
substituted and replaced by a rigid and narrow one.

In fact, in the European Union, the three-step 
test was introduced by article 5.5. of the InfoSoc 
Directive, but in a rather curious manner: the test 
was presented as a restriction to the exhaustive 
list of limitations of the exclusive rights over the 
work granted to the holders.

Limitations on exclusive reproduction rights 
are foreseen in article 5.2. of the Directive in the 
following cases:

“(a) in respect of reproductions on paper or any 
similar medium, effected by the use of any kind of 
photographic technique or by some other process 
having similar effects, with the exception of sheet 
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music, provided that the rightholders receive fair 
compensation; (b) in respect of reproductions 
on any medium made by a natural person for 
private use and for ends that are neither directly 
nor indirectly commercial, on condition that the 
rightholders receive fair compensation which 
takes account of the application or non-application 
of technological measures referred to in Article 
6 to the work or subject-matter concerned; (c) in 
respect of specific acts of reproduction made by 
publicly accessible libraries, educational estab-
lishments or museums, or by archives, which are 
not for direct or indirect economic or commercial 
advantage; (d) in respect of ephemeral recordings 
of works made by broadcasting organisations by 
means of their own facilities and for their own 
broadcasts; the preservation of these recordings 
in official archives may, on the grounds of their ex-
ceptional documentary character, be permitted; (e) 
in respect of reproductions of broadcasts made by 
social institutions pursuing non-commercial pur-
poses, such as hospitals or prisons, on condition 
that the rightholders receive fair compensation”.

Additionally, the European legislature provides 
that Member States may foresee the following 
limitations on the same reproduction right and 
also to right of communication to the public of 
works and right of making available to the public 
other subject-matter:

“(a) use for the sole purpose of illustration for 
teaching or scientific research, as long as the 
source, including the author’s name, is indicated, 
unless this turns out to be impossible and to the 
extent justified by the non-commercial purpose 
to be achieved; (b) uses, for the benefit of people 
with a disability, which are directly related to 
the disability and of a non-commercial nature, to 
the extent required by the specific disability; (c) 
reproduction by the press, communication to the 
public or making available of published articles 
on current economic, political or religious topics 
or of broadcast works or other subject-matter of 

the same character, in cases where such use is 
not expressly reserved, and as long as the source, 
including the author’s name, is indicated, or use 
of works or other subject-matter in connection 
with the reporting of current events, to the extent 
justified by the informatory purpose and as long 
as the source, including the author’s name, is 
indicated, unless this turns out to be impossible; 
(d) quotations for purposes such as criticism or 
review, provided that they relate to a work or other 
subject-matter which has already been lawfully 
made available to the public, that, unless this 
turns out to be impossible, the source, including 
the author’s name, is indicated, and that their 
use is in accordance with fair practice, and to the 
extent required by the specific purpose; (e) use for 
the purposes of public security or to ensure the 
proper performance or reporting of administra-
tive, parliamentary or judicial proceedings; (f) use 
of political speeches as well as extracts of public 
lectures or similar works or subject-matter to the 
extent justified by the informatory purpose and 
provided that the source, including the author’s 
name, is indicated, except where this turns out 
to be impossible; (g) use during religious cel-
ebrations or official celebrations organised by a 
public authority; (h) use of works, such as works 
of architecture or sculpture, made to be located 
permanently in public places; (i) incidental inclu-
sion of a work or other subject-matter in other 
material; (j) use for the purpose of advertising the 
public exhibition or sale of artistic works, to the 
extent necessary to promote the event, excluding 
any other commercial use; (k) use for the pur-
pose of caricature, parody or pastiche; (l) use in 
connection with the demonstration or repair of 
equipment; (m) use of an artistic work in the form 
of a building or a drawing or plan of a building 
for the purposes of reconstructing the building; (n) 
use by communication or making available, for the 
purpose of research or private study, to individual 
members of the public by dedicated terminals on 
the premises of establishments referred to in para-
graph 2(c) of works and other subject-matter not 
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subject to purchase or licensing terms which are 
contained in their collections; (o) use in certain 
other cases of minor importance where exceptions 
or limitations already exist under national law, 
provided that they only concern analogue uses 
and do not affect the free circulation of goods and 
services within the Community, without prejudice 
to the other exceptions and limitations contained 
in this Article”.

The transcript limitations apply as a whole to 
the analogical world. Nevertheless, in a digital 
environment, where TPM may be used, the list 
of limitations is shorter in practice. Although the 
Directive predicts that it must be ensured that

“rightholders make available to the beneficiary 
of an exception or limitation […] the means of 
benefiting from that exception or limitation, to the 
extent necessary to benefit from that exception or 
limitation and where that beneficiary has legal 
access to the protected work or subject-matter 
concerned”,

the limitations admitted for the referred pur-
poses are significantly less than those foreseen 
for the analogical world, since the European 
legislator has only previewed the possibility of 
circumvention with the rightholders’ collabora-
tion for the hypotheses of Article 5(2)(a), (2)(b), 
(2)(c), (2)(d), (2)(e), (3)(a), (3)(b) or (3)(e). And, 
as Ascensão (2008, p. 63) emphasizes, “amongst 
the sacrificed limitations is the quotation right! 
That’s to say that the most important limitation, 
the one imposed by the necessity of cultural and 
social dialogue, ceases to exist online”.

Moreover, article 6.4. of the InfoSoc Directive 
expressly admits the possibility of escaping from 
copyright law to contract law, since Member States 
only have to ensure that rightholders take appro-
priate measures to make available to beneficiaries 
the means of benefiting from those exceptions or 
limitations in the absence of voluntary measures, 

including agreements between rightholders and 
other parties concerned at the limitations.

This clause permits the private copying excep-
tion to co-exist with the anti-circumvention protec-
tion of technical measures, normally through the 
exemption of a limited number of reproductions 
that is found compatible with the notion of strictly 
personal use (Mazziotti, 2008, p. 207).

Thus, European Union legislation has nar-
rowed the three-step test’s range of application, 
especially in the digital world. Nevertheless, the 
Directive leaves space for national legislators to 
develop the solution. The problem is that there 
is no harmonized solution over the private copy 
issue in national legislations, except for the fact 
that the beneficiary of the limitation must be a 
natural person.

For instance, determining the exact meaning 
of each of the three steps has not yet found a 
harmonized solution. The task presents relevant 
difficulties considering how the social and eco-
nomic environment has changed decades after the 
test was introduced by the Berne Convention. In 
fact, as Vicente (2004) recognizes,

“technological developments, together with the 
impossibility of an effective control of the repro-
duction for private use by rightholders and col-
lecting societies, have put into crisis one of the of 
premises that traditionally formed the basis for 
legal private copy: its small relevance to the com-
mercial exploitation of protected works” (pp. 5-6). 

Currently, with the emergence of P2P file-
sharing networks and the technical possibility 
of making perfect copies, that premise must be 
considered completely obsolete. Consequently, 
relevant questions remain controversial: can a 
digital file containing copyrighted content that was 
downloaded from a P2P network for personal use 
be considered a private copy? Does it comply with 
the “no conflict with normal exploitation” step?

As there is no authoritative interpretation, some 
courts have decided in favor of Internet users 
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when they prove the non-commercial purpose of 
downloading. In France, the Tribunal de Grande 
Instance de Paris declared that Anthony G., a 
user of Kazaa P2P network who kept 1,875 MP3 
and DIVX files containing copyrighted content 
stored in his computer’s hard drive, was acting 
within the limits of the private copy exception 
as he had not downloaded and uploaded files for 
profit. Although the decision was reversed by a 
higher court, it echoed throughout P2P commu-
nities. In Spain, Judge Aldecoa ruled P2P music 
download legal as in those networks there is no 
talk of money or any other compensation beyond 
the sharing of material available among various 
users. These decisions represent, however, a mi-
nority current, as, generally, courts tend to rule 
that making copyrighted works available for the 
public without the holders’ authorization is an 
infringement and affects the normal exploitation 
of the works. Thus, downloading digital copy-
righted contents from P2P networks is, generally, 
not considered a private copy or a fair use of the 
works. That doesn’t mean that consumers’ rights 
must be kept out of the equation in the P2P issue, 
as privacy concerns may arise when rightholders 
use intrusive mechanisms to identify users’ even-
tual online infringements (Cohen, 1996; Katyal, 
2004a; 2004b).

Nevertheless, eventually, considering the 
current legal solutions, downloading protected 
content from a P2P network may be lawful in some 
specific cases. Imagine the case of an individual 
that has purchased a CD from his favorite band and 
wants to make a copy of it to listen in his car. As 
the original CD had copy-protection technology, 
it can be considered legal to download it from a 
P2P network, since that action is consistent with 
the three-step test and the fair use factors.

That leads us to the problem of private copies’ 
enforcement and its non-harmonized solutions. 
Regarding the possibility of safeguarding the 
limitation when TPM are being used, in Germany, 
according to § 95b of the Urheberrechtsgesetz, 
only analogical private copies are enforceable. In 

other words, according to this solution, when TPM 
preventing copies are enabled, digital private cop-
ies are simply not admitted, even when the copy 
serves a legitimate end, like parody, teaching or 
familiar use. In other countries, like Portugal or 
France, the opposite solution is in place, as the 
beneficiary who wants to make a digital copy 
may ask an administrative regulatory authority 
to decide ad hoc if he/her may have access to the 
necessary means to copy the work.

From the summarily described circumstances, 
we may ask: if among scholars, judges or legis-
lators there is no consensus over what is lawful 
or not, how can a non-lawyer determine his/her 
behaviors regarding the private copy issue? The 
line between private copy and piracy is getting 
thinner and uncertain and that is harmful and 
insecure for all the stakeholders’ interests.

In the current inconclusive copyright paradigm, 
as Koelman (2006) remarks,

“the three-step test has evolved from an intention-
ally vague criterion that would never really need 
interpretation, to a test that actually has to be 
applied by the judiciary. However, the test is not 
fit to deal with the issue of which usage should 
exclusively be controlled by the right-holder and 
which should not. This is because, even though 
it was clear from the beginning that exemptions 
are needed in order to serve the public interest, 
the three-step test does not give judges sufficient 
latitude for considering other interests than the 
right-holders” (p. 2).

In the absence of legislators’ intervention, a 
balanced interpretation of the three-step test provi-
sions has become a crucial goal. For that reason, 
a group of some of the most important copyright 
scholars in the EU from the Max Planck Institute 
for Intellectual Property, Competition and Tax 
Law outlined some guiding principles to take 
into account when interpreting and applying the 
Three-Step Test.
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According to their advised opinion, not dis-
regarding that

“account should be taken of the interests of origi-
nal rightholders, as well as of those of subsequent 
rightholders […], the Three-Step Test should be 
interpreted in a manner that respects the legitimate 
interests of third parties, including interests deriv-
ing from human rights and fundamental freedoms; 
interests in competition, notably on secondary 
markets; and other public interests, notably in 
scientific progress and cultural, social, or eco-
nomic development” (Geiger et al, 2008, p. 5). 

For that purpose,

“the Three-Step Test requires a comprehensive 
overall assessment, rather than the step-by-step 
application that its usual, but misleading, descrip-
tion implies. No single step is to be prioritized. As 
a result, the Test does not undermine the necessary 
balancing of interests between different classes 
of rightholders or between rightholders and the 
larger general public. Any contradictory results 
arising from the application of the individual 
steps of the test in a particular case must be ac-
commodated within this comprehensive, overall 
assessment” (p. 2).

Considering that the three-step test, as defined 
by the Berne Convention, must be interpreted by 
national legislators, when foreseeing limitations on 
exclusive rights, and by the judiciary, interpreta-
tion under these principles prevents reductionist 
results that are achieved when one focuses re-
strictively on one of the steps, especially on the 
second. In fact, reducing copyright only to its 
economic reflex implies forgetting its social and 
collective function and its public interest based 
justification, converting it into a body of law that 
merely seeks to protect investments.

If, on the one hand, a broad interpretation of 
what is a private non-commercial use may also 
lead to the unfair economic loss of rightholders; 

on the other hand, as, potentially, each private 
copy diminishes the possibilities of the economic 
exploitation of a copyrighted work, a narrow 
interpretation of the meaning of the second step 
clearly creates a disadvantaged position for general 
public interest. As Mazziotti (2008) notes,

“the requirement protecting the normal exploi-
tation of a copyrighted work does not intend 
to reserve all of the possible market segments 
to the copyright owner. Instead, the purpose of 
this requirement is to ensure that free uses of 
the work do not enter into economic competition 
with forms of exploitation of the work that have, 
or are likely to acquire, considerable economic 
importance” (p. 209).

Considering the Mulholland Drive case, par-
ticularly the fact that Stéphane P. had purchased 
an original DVD and intended to make a copy 
for personal and non-commercial uses, under 
the Max Planck Institute’s proposal, it becomes 
evident that the copy “would not have entered 
into competition with the exploitation of the DVD 
film” (Mazziotti, 2008, p 209).

neW peRspectIVes oVeR 
the pRIVAte copY Issue

The private copy issue is a good example of how 
the consumer has been placed in a secondary status 
in the copyright paradigm.

Copyright is meant to serve the public interest 
by promoting creativity and innovation through 
a reward mechanism, i.e., the recognition of the 
holders’ exclusive economic right to exploit the 
works. As it was thought that what was good for 
creators was good for society, copyright law was 
centered in the author’s figure. Only the usages 
made in the private and familiar sphere of the 
user and that had no relevant economic meaning 
were out of rightholders’ control. Thus, the user 
was left a mere passive and consumptive role and 
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he/she didn’t need to have positive rights against 
the authors.

While works were available only in analog 
formats, and private copies had less quality than 
the original support, rightholders didn’t have rel-
evant economic losses from private copying. But, 
with digitization, the scenario has dramatically 
changed and, today, usages made in the private 
sphere, such as P2P file-sharing, may conflict 
with normal exploitation of the works. Copyright 
law has strengthened leaving even less space for 
the user and for private copying. If, in the past, 
copyright law held internally the balance between 
divergent rights and interests, the current legal 
and digital management systems “may override 
copyright’s escape valves – the idea-expression 
dichotomy, fair use, statutory exemptions – which 
are as much a part of copyright as are the exclusive 
right’s themselves” (Goldstein, 2003, p. 170).

Nonetheless, “it is an historical constant that 
when internal limitations are missing, external 
limitations emerge” (Ascensão, 2008, p. 55). That 
idea reflects the growing recognition of external 
limitations on copyright as the expansion of this 
branch of law has put it on a collision course with 
other fundamental rights of similar or greater 
importance. If users can’t find protection inside 
the boundaries of copyright law, they will seek it 
outside, like in consumers’ law.

Nevertheless, as Helberger & Hugenholtz 
(2007) pointed out, if consumer law provides 
for a number of legal instruments that may le-
gitimize the interests of consumers in making 
private copies, such as the rules of conformity of 
products with reasonable consumer expectations, 
the test of fairness of contractual terms, and rules 
on consumer information, it “also suffers from a 
lack of legal certainty and other deficiencies” (p. 
1063). Indeed,

“although consumer law norms generally apply 
to the supply of goods and services, they have not 
been designed with consumers of digital content in 
mind. Even if consumers may successfully claim 

a right to make private copies under a variety of 
consumer protection doctrines, the lack of legal 
certainty that the existing copyright framework 
[regarding what must be considered a reasonable 
consumer expectation] has to offer is mirrored in 
the framework of consumer law” (p. 1097).

Though bridges can be crossed between copy-
right and consumers’ law, the private copy issue 
remains fundamentally a copyright problem and 
internal balance must be found within the bound-
aries of copyright law.

Some proposals have been made to integrate 
consumers’ interests in copyright law and to restore 
or to reinvent the lost balance.

Lessig (2001), Netanel (2003) and Fisher 
(2004) propose an alternative compensation 
system based in levies for non commercial use. 
According to this system, a levy on digital media 
and online services is foreseen to compensate 
rightholders from the loss of the right to control 
non-commercial uses of their works. This scheme 
replaces a proprietary system by a remuneration 
rights system and does not impede P2P file sharing.

In France, a mandatory collective management 
system with a global license for P2P file sharing 
was discussed but rejected by a commission of 
the High council of Literary and Artistic Property. 
Respecting acts of downloading, this proposal was 
similar to the non-commercial use levy on digital 
media, but regarding downloading plus upload-
ing acts, the proposal foresaw the remuneration 
of rightholders through a collective management 
collecting society. Those who only wanted to 
download files would be safeguarded by the levy; 
those who wanted to truly share would need the 
license from the collecting society on behalf of 
the rightholders.

Geiger (2008b) proposed the recognition 
of a true right for private copying for creative 
purposes, or in other words, for “uses that serve 
the creation of future works” (p. 123). That right 
should be enforceable against rightholders using 
anti-copy TPM.
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Mazziotti (2008) proposes the creation of 
a true users’ rights infrastructure as copyright 
law should be revised and extended to include 
consumer protection issues, recognizing the ex-
istence of subjective rights of the users and not 
mere exemptions.

Other approaches are possible: the solution 
may not be found exclusively in the law, but 
also or mainly in the market, as new business 
and content distribution models based on the 
P2P networks can be created. Future years will 
bring clarity to discussion. What is certain, for 
now, is that a repressive legal solution that only 
protects rightholders’ economic interests may 
create insecurity and lack of confidence of online 
consumers; and that an open solution based on a 
broad interpretation of private use may seriously 
affect the normal exploitation of an intellectual 
digital work, to the disadvantage of creators and 
of society. Balance in copyright law means that 
reductionist perspectives must be abandoned: 
copyright law can’t be neither a mere authors’ 
law nor a mere users’ law, and must be directed 
to benefit society as a whole.

For now, until new balanced legal provisions 
are foreseen, the Max Planks Institute’s interpreta-
tion proposal for the three-step tests seems to be a 
good start to find reasonable solutions regarding 
the private copy issue. Furthermore, co-regulation 
mechanisms combining legitimate TPM and the 
recognition and the enforcement of the private 
copy must be developed, using as a model the 
French and the Portuguese legal solution of an 
administrative authority provided with the legal 
and technical means to access the work when 
rightholders impede the consumer from making 
legitimate copies.
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KeY teRms And defInItIons

Copyright: The set of exclusive moral and 
economic rights granted to the author or creator 
of an original intellectual work, including the right 
to copy, distribute and adapt the work.

Digital Rights Management (DRM): A 
copyrighted works’ management system based 
on digital technology that, amongst other pow-
ers, allows copyright holders to control access to 
works or to prevent unauthorized copies.

Private Copy: A copy of a copyrighted work 
that is made for personal and non-commercial use.

Technological Protection Measures (TPM): 
Digital technology-based tools idealized to con-
trol third parties access to works or subsequent 
unauthorized uses.
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IntRoductIon

Service systems have become an important source 
of new digital products. Take Kindle, the e-book 
device developed and sold by the online retailer 
Amazon, as an example. The “product” being 
sold is not just the Kindle device itself. Amazon 

is aiming to market the whole system and services 
that deliver books in digital formats—In other 
words, Amazon is selling a “service system” for 
consumers to purchase, download, and read books 
digitally. The same service system can be used for 
selling other products as well, such as newspapers. 
In that sense it will not be surprising if Amazon’s 
Kindle in the future competes with Apple’s iPod 
in selling digital music services because both are 

AbstRAct

In this research, the authors study service systems and assess one emerging service innovation model: 
services as digital products. The focused area of application is to make the remote healthcare platform 
developed at National Taiwan University Hospital (the U-Health Service System) a comprehensive and 
effective “Service System as a Digital product”—made possible by new technology but in need of ser-
vice designs and innovations. In addition to studying service delivery and innovation for the U-Health 
Service System, our research aims to stimulate attention toward the promising research opportunities 
for information systems scholars in several domains: (1) the development of service systems as digital 
products, (2) the development of service value models based on service processes, service delivery, 
service metrics and service outcomes, (3) the development of service metrics and the fit between service 
models, perceived value, and service metrics, and (4) the management of service systems and how to 
make them sustainable operationally and economically.
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service systems selling digital products. There are 
many other examples of service systems as digital 
products. One particular example we will focus on 
in this chapter is a service system for healthcare 
delivery, also based on a mobile device that can 
be used in the comfort of homes.

In this chapter we address the following pri-
mary research issues concerning digital products:

1.  The development of service systems as 
digital products.

2.  The service value models based on service 
processes, service delivery, service metrics 
and service outcomes.

3.  The service metrics and the fit between 
service models, perceived value, and service 
metrics.

4.  The management of service systems and how 
to make them sustainable operationally and 
economically.

bAcKgRound

the concept of service systems

The concept of service systems have been de-
fined from different perspectives in recent years. 
We can categorize them into the following four 
viewpoints:

• Front-back view: A service system in-
cludes visible front stage and invisible 
back stage. Front stage is where “final as-
sembly” of service elements takes place 
and service is delivered to customers. Back 
stage is the technical core where inputs are 
processed and service elements created 
(Teboul, 2006; Lovelock et al., 2008).

• Provider-client view: A service system 
comprises service providers and service 
clients working together to co-produce val-
ue (Spohrer et al., 2007). While front-back 

view emphasizes the interactions with hu-
man customers, this view suggests value 
co-production by providers and clients as 
the essence of service.

• Work system view: A service system is a 
work system in which human participants 
or machines perform work using informa-
tion, technology, and other resources to 
produce products and services for internal 
and external customers (Alter, 2008). In 
contrast to emphasize customer or produc-
er concerns, this view analyzes the system 
from the business perspective and focuses 
on how to produce products and services 
for customers.

• Value network view: A service system is 
a value network where the value is driven 
and determined by the end consumer and 
delivered through a complex web of direct 
and indirect relationship between network 
actors (Basole & Rouse, 2008). This view 
is based on the premise that a service sys-
tem is not merely operated in a dyadic 
provider-client relationship, but is deeply 
embedded in complex economic systems 
consisting of numerous inter-organization-
al relationships.

Based on our analysis of how other research-
ers have modeled service systems, we derive an 
integrative model of service systems that comprise 
elements in four levels: (1) front and back stage; 
(2) provider and client; (3) work system; and (4) 
value network (Figure 1).

The integrative model of service systems in 
Figure 1 focuses on customer or business concerns 
without describing how the system evolves when 
information technology (IT) is introduced. How-
ever, IT is a very important part in today’s service 
systems. The past literature has recognized that 
IT plays a central role in reducing complexity for 
consumers by providing greater levels of value 
network integration, information visibility, and 
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means to manage and anticipate change. Without 
IT, service systems would find coordination dif-
ficult, leading to missed opportunities for innova-
tion or efficiency gains. Besides, IT may reform 
the service system by replacing human providers 
or human-interacted work systems to provide 
variety of self-services to customers.

service as digital products

IT also provides significant opportunities for digi-
tization of services in response to contemporary 
customer requirements (Rai & Sambamurthy, 
2006). There are several reasons for developing 
digitized services. First, the globalization and rapid 
product and services innovations require digitized 
services for process integration and business 
intelligence. Second, many firms rely on service 
innovations for growth. Service digitization offers 
them a great chance to provide a niche service 
or a total solution for logically related activities.

Service can be digitized in different contexts. 
For example, the “Wine Snob” application pro-
vides a digitally facilitated service encounter that 
enriches the interactions between sommeliers 
and customers in a restaurant (WineSnob, 2009). 
Amazon’s “Kindle” represents a digitized service 
platform, which allows users to download digital 
versions of books, newspapers, and magazines 
(Amazon Kindle, 2008). Salesforce.com’s Web-
based software provides a full customer relation-
ship management (CRM) service offering online. 
Customers start to consume the service as soon as 
they sign on to its website (Davila, 2003). General 
Motors’ (GM) in-vehicle service system “OnStar” 
creates a digital connection between subscribing 
drivers and GM caring advisors, providing real-
time information and assistance on the road.

Emphasizing the service as a digital product 
makes it easier to design and understand digitally 
enabled service systems. In the following sections, 
we will use a case study for the design of a “u-
health service” to illustrate this concept.

Figure 1. The integrative model of service systems
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the u-heAlth seRVIce sYstem

problems in the current 
service systems

The current remote healthcare service systems 
can be roughly categorized by three types: life 
caring, medical caring, and long-term caring. All 
of them adopt the passive, request-and-respond 
model (Chen et al., 2001). That is, patients or their 
families have to specify their service requirements 
by themselves. Due to the inadequate integration 
of healthcare information systems, however, 
most patients do not have sufficient information 
to decide which services suit them the best. In 
addition, resources are concentrated on the urban 
hospital sectors, the healthcare manpower in 
the rural areas is significantly insufficient, and 
thus the care provided tends to be episodic and 
fragmented. Moreover, the healthcare systems of 
different medical institutions can not communicate 
with each other, and thus the patient care records 
are not shared between institutions and most are 
paper-based and not well organized (Lin et al., 
2001). In meeting these challenges, National 
Taiwan University Hospital (NTUH) is under-
going health service reforms, combining home 
healthcare service network and sensors network 
to provide a continuous healthcare service for 
remote patients.

development of u-health 
service in ntuh

The U-Health service system is comprised of four 
services which will be rolled out in an integrated 
manner (please refer to Figure 2). Through the 
system, the patients upload their daily biometric 
information to the database. If they have any 
question, they can call their care managers at 
call centers to receive care and guidance. Care 
managers call out the patients through video 
conferencing or phone interview twice or thrice 
a week (5 to 10 minutes for each time). In each 

conference or interview, care managers review 
the biometric records and provide advice and 
counseling. If care managers find any symptoms 
that require immediate attention, they will pro-
vide immediate guidance and alert the patient’s 
physician. Patients’ biometric information can 
be assessed by both care managers and intensive 
care unit (ICU). In any emergency case that the 
patients can not find their care managers, they 
can directly contact ICU for advice.

Patients receive care in different settings based 
on their diseases and symptoms. For each setting, 
there are six digitized services to be chosen:

1.  Tele-education: This service item provides 
current health information and knowledge 
that will allow for the empowerment of 
individuals. This service will enhance the 
preventive approach and motivate individu-
als to take the responsibility to lead a healthy 
life.

2.  Tele-diagnosis: The service item provides 
patients immediate treatment on the basis 
of transmitted tele-monitoring data or 
tele-consultation.

3.  Tele-monitoring: The care managers at 
call centers proactively contact patients 
to monitor their progress and ensure they 
are following the plan of care set by their 
physician.

4.  Tele-consultation: This service item 
provides healthcare consultations from a 
distance. Patients can receive consultation 
through videoconferencing which incor-
porates digitization and transmission of 
patients’ relevant medical records including 
text, diagnostic images and medical charts.

5.  Tele-therapy: This service item provides 
psychological counseling and rehabilitation 
treatments through high-quality live videos.

6.  Lifetime health: This service item provides 
personalized, proactive and prospective 
lifetime health plans to achieve a continuum 
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of care to keep the individual in the highest 
possible state of health.

finding the fit for the 
u-health service system

According to Figure 1, the targeted customer 
segments of U-Health Service are (1) elderly, 
(2) patients with heart diseases, (3) patients with 
chronic diseases, and (4) patients with terminal 
illness. To ensure the service propositions designed 
in U-Health service system can offer the proper 
value to each individual customer segment, the 
hospital (NTUH), and partners, we propose a re-
search framework to evaluate the fitness between 
service propositions and stakeholders (customers, 
NUTH, and partners). The service propositions 
are examined across six P’s (product, price, place, 
promotion, process, and people). The framework 
is shown in the Figure 3.

service expectation

First, we need to consider what customers value 
the U-Health service. The value can be seen as 
the differences between perceived benefits and 
perceived costs. One obvious cost is the willing-
ness to pay the price (Teboul, 2006). Derived from 
SERVQUAL (Jiang, 2002; Keettinger et al., 2005), 
eight dimensions of customer value propositions 
for U-Health service are proposed below:

• Tangibles: physical facilities, equipment, 
and personnel are visually appealing

• Reliability: the information and knowledge 
provided by the service is dependable (al-
ways available when needed) and accurate

• Responsiveness: the service is provided 
promptly (i.e. timely information and 
knowledge can be provided)

• Assurance: the service can inspire trust and 
confidence of customers to manage their 
health and to be more involved in their 
own care.

Figure 2. The service components of u-health service system
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• Empathy: the service can provide caring 
and individualized attention to customers

• Convenience: the service can fulfill cus-
tomer’s demands for convenience (e.g., 
shorter waiting time for treatment, con-
venient scheduling for treatment, and re-
duced paperwork)

• Control: the service can enhance custom-
ers’ perception of taking control of their 
own health

• Choice: the service can provide a variety 
of choices and information for healthcare

Second, we consider the value to NTUH and 
its employees. For NTUH, there are three dimen-
sions: operational improvement, patient-physician 
relationship improvement, and revenue growth. 
The key is to help NTUH build a strong and sus-
tainable competitive position.

• Operational Improvement
 ◦ Productivity improvement:

 ▪ Minimize labor intensity
 ▪ Improve clinical decision-making

 ▪ Reduce the incidence of medical 
error

 ▪ Reduce the cost of treatment
 ▪ Save time and paper through au-

tomated process
 ▪ Efficient encounter
 ▪ Reduce traffic in the waiting 

room
 ▪ Reduce clinic visits

• Patient Relationship Improvement
 ◦ Improve patent ability to access 

health care
 ▪ Reduce patient travel time and 

cost to access healthcare service
 ◦ Improve patient-physician communication
 ◦ Improve wellness index

• Revenue Growth
 ◦ Increase patient acceptance
 ◦ Increase Physician participation

Since employees, including physicians and 
care managers, are involved in producing, de-
livering, and marketing the service, their par-
ticipation determines the success of the system. 
Therefore, besides studying the value to NTUH, 

Figure 3. Research framework
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it is also important to evaluate the impact of the 
service proposition on employees’ willingness to 
participate. We adopt the technology acceptance 
model (Davis, 1989; Venkatesh & Davis, 2000) 
to study their expectations to the services. Two 
value propositions are proposed below:

• Usefulness
 ◦ Improve my performance in my job
 ◦ Increase my productivity
 ◦ Enhances my effectiveness in my job

• Ease of Use
 ◦ The interface is clear and 

understandable
 ◦ The operation is easy for me

Finally, we study the values to the partnering 
firms. There are potentially four types of partner-
ing firms in this U-Health service system: com-
munity service (such as insurance, restaurants, 
travel agencies), caring service (such as daycare 
center), healthcare service (such as clinics and 
pharmacy), and IT service providers (such as IT 
platform providers and communication service 
providers). According to Merchant and Schendel 
(2000), three types of advantages from partnering 
are summarized:

• Task-related advantage
 ◦ Increase scale and scope economics
 ◦ Generate superior competitive 

insights
 ▪ Ability to better anticipate, com-

prehend, and adapt to emerging 
threats and opportunities

 ◦ Raise entry barriers
• Partner-related advantage

 ◦ Improve communication between 
partners

 ◦ Reduce transaction costs/risks of 
partnering

 ◦ Improve productivity of partnering
 ◦ Reduce managerial costs of 

partnering

• Institution-related advantage
 ◦ Increase incentives to participate
 ◦ Improve coordination and control

service design

The six elements of the service propositions should 
be designed to maximize benefits and minimize 
the costs. The most significant decisions in the U-
Health service system are summarized as follows:

• Product: There are six service items inte-
grated to offer life caring, medical caring, 
and long-term caring.

• Price: Device rental fees can be paid 
monthly ($600), quarterly, and annually. 
There are additional charge for extra tele-
consulting (e.g., more than twice a week) 
and weekly health report.

• Place: The service is provided at patients’ 
homes or nursing houses.

• Promotion: Physicians play the major role 
in marketing the service. They identify the 
specific needs of patients and then suggest 
suitable services to meet those needs. Care 
managers and case managers become part-
time marketers. They are responsible for 
the contact with patients.

• People: 45 to 100 case managers and car-
ing managers are expected to recruit in 
charge of the whole experience.

• Process: Highly-trained case managers 
and caring managers proactively contact 
participants to monitor their progress and 
ensure they are following the plan of care 
set by their physician.

service fitness

A winning service proposition has to achieve a 
strong fit and a good balance of value perceived 
by the three stakeholders: NTUH, patients, and 
partners. The fitness is analyzed with the follow-
ing matrixes, depicted in the Figure 4. These four 
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simple matrixes show how a firm should manage 
the service as a digital product. It also highlights 
the fact that a breakthrough digitized service has 
to achieve a strong fit and a good balance of value 
perceived by its stakeholders.

futuRe ReseARch dIRectIons

In this research we study and assess service 
systems as digital products. The focused area of 
application is to make the remote healthcare plat-
form developed at NTUH (the U-Health Service 
System) a comprehensive and effective “Service 
System”—made possible by new technology but 
in need of service designs and innovations. There 
are several suggestions for the future work:

1.  The development of service systems as 
digital products. Just as the way Amazon 
developed the Kindle© system as a digital 
platform for delivering digital books as 

a service to book readers, developing the 
service as a digital product provides a rich 
context for IS research to address SSME 
issues and models that go beyond abstract 
concepts.

2.  The development of service value models 
based on service processes, service delivery, 
service metrics and service outcomes. To 
make the service system viable economi-
cally, it is important to focus on value propo-
sitions from stakeholders’ perspectives. 
Such a ‘going back to the basics’ approach 
can keep enterprises considering the initial 
business objectives in mind while designing 
their service system, therefore ensuring the 
service proposition is well aligned with the 
business strategies.

3.  The development of service metrics and 
the fit between service models, perceived 
value, and service metrics. In this research 
we take the approach that the operational 
strategy of a service system should consist 

Figure 4. Finding the fit for u-health service system
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of defining the key elements of the service 
mix to maximize value to customer, value 
to employee, value to firm, and value to 
partners.

4.  The management of service systems and how 
to make them sustainable operationally and 
economically. In making service systems 
work, it is critical for enterprises to encour-
age the continuous improvement of service 
practices. Value and service propositions 
may change with different industrial and 
product focus. Enterprises need to monitor 
and adjust the service proposition regularly to 
maintain the sustainable profits and growth.

conclusIon

Healthcare service is being transformed by ad-
vances in information technology (IT) and by the 
empowered, computer-literate public. The health-
care service of the future can be considered as a 
model of “service systems as digital products,” 
which is patient-centered and more integrated and 
networked to allow for greater sharing of informa-
tion and resources between healthcare providers 
and clients. The digitization also makes the service 
available around home and community, accessible 
for remote patients, and customizable in delivery. 
While these innovations have great potential in the 
future, this chapter addresses the issues concern-
ing with service propositions, fitness, as well as 
cost and benefit of the service systems. We hope 
that this chapter stimulates further thinking in 
how service systems can be examined as digital 
products and ultimately advances the field of 
service science.
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KeY teRms And defInItIons

Service Design: Service propositions designed 
across six dimensions: product, place, price, pro-
motions, process, and people.

Service Expectation: The value customers 
expect from consuming the service.

Service Fitness: A service proposition 
achieves a good balance of value perceived by 
its stakeholders.

Service Propositions: Service offerings de-
signed to maximize benefits and minimize the 
costs of clients.

Service Systems: Comprising service ele-
ments in four levels: (1) front and back stage; 
(2) provider and client; (3) work system; and (4) 
value network.

Service Systems as Digital Products: Digi-
tally-enabled service systems.

U-Health Service System: Combining home 
healthcare service network and sensors network 
to provide a continuous healthcare service for 
remote patients.
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Chapter 13

Transitioning to Software 
as a Service:

A Case Study

Dave Sly
Proplanner.com, USA

A cAse studY In mAKIng the 
tRAnsItIon fRom softWARe 
pRoduct sAles to softWARe 
As A seRVIce

background

Proplanner.COM started out as a company called 
Cimtechnologies Corporation, which was a univer-
sity spinoff of graduate student research from the 
Industrial Engineering department at Iowa State 
University in 1987. The company sold PC-based 
manufacturing planning software applications 

tailored to the design of factories and their sup-
porting materials handling systems. The software 
applications were priced from around $1,000 per 
license up to $15,000 per license and included a 
number of modules.

Products were sold in the US from the com-
bination of a direct, and indirect, sales force. The 
indirect sales force comprised of independent 
dealers of software from two different vendors 
(Autodesk and Production Modeling Corpora-
tion). These dealers were geographically located 
throughout the world. Software presentations 
were all conducted face-to-face, typically at the 
customer’s factory site. It would often take three 
or four presentations over the course of two to 

AbstRAct

Managing a digital product company in 2010, and beyond, is a very unique and challenging experience 
when compared to the traditional product development and deployment models of the late 20th century 
taught in many MBA schools today. This chapter presents the benefits, challenges, and lessons learned 
of a CEO who is transforming a traditional “Software as a Product” engineering software firm that 
he founded in the mid 1980’s to a Web-based, “Software as a Service” firm that is positioned for 2010 
and beyond.

DOI: 10.4018/978-1-61692-877-3.ch013
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three months in order to gain approval for the 
purchase order process, and that process could 
take another one to two months.

The software applications performed tasks to 
diagram and calculate the flow of materials in 
the factory, as well as, create 2D and 3D layout 
drawings within the AutoCAD graphics applica-
tion. As such, the features and benefits of the 
software were fairly easy to communicate, and 
were largely well understood by the prospect. In 
addition, customers were able to quickly learn and 
use the applications with a minimum of training 
and support.

Since about 2003, the products expanded their 
focus to include tasks such as Assembly Line Bal-
ancing, Shop Floor Work Instructions Authoring/
Publishing, Worktask Time Estimation (Observed 
and Predetermined), FMEA/Control Plan Quality 
Management, Engineering Change Management 
and finally, the integrated workflows and data 
flows between the associated modules.

The current distribution model was providing 
diminishing results in terms of both units sold 
and sales revenue. In addition, direct sales for 
products in this price range were very expensive, 
and it took too long to find, train and support new 
territory representatives. Since around 1998, the 
company had been expanding in its use of the 
Web to support customers. By the end of 2001, 
it was proposed to begin offering software sales 
and product downloads via the Web.

In 2002 the Proplanner.COM company was 
formed and within two years the company was 
offering products for sale, download, and sub-
scribed use via the Web. The new company was 
founded in order to provide financial resources 
and technical focus on the Web-based model. 
The original Cimtechnologies Corporation firm 
had been acquired by a very large IT firm, and 
this firm wanted a clean break between the two 
technologies and sales models. In part, this was 
due to a lot of internal resistance by the IT firm’s 
sales staff, to the prospect of converting to a direct 
Web-based model for sales and support.

desired benefits

One of the critical benefits that the company 
was seeking involved a consistent revenue base 
afforded by subscription sales. The traditional 
software model experienced significant revenue 
swings of four to six times on a monthly basis. 
This variability created challenges for budgeting 
of staff and managing cash flow.

It was also hoped that the sales effort could 
be reduced by a commensurate reduction in the 
significant up-front cost for the software purchase. 
Basically, the higher the up-front cost, without 
proven benefits of the software, then the more ef-
fort that needs to be expended in sales to convince 
the client that their decision is wise, and the more 
decision makers are likely to need to be involved. 
Instead, if the client can pay-as-they-go, then 
the initial successes drive increased usage (more 
licenses) within the company, and this increases 
the monthly revenue, without a commensurate 
increase in sales activity. In many ways, software 
as a service (SaaS) provides an opportunity for 
a traditional model “pilot project” to transition 
smoothly into a full deployment sale, without 
introducing a significant front-loaded one-time 
cost which will require multi-level management 
approvals and perhaps even future budgeting 
cycles.

Finally, the steady revenue and rapid low-cost 
sales growth of the SaaS model was heavily desired 
by Venture Capital firms and this created much 
greater corporate valuation multipliers (three to six 
times revenue) versus that of the traditional sales 
model which was experiencing reduced multipli-
ers down to one to two times revenue by 2002.

challenges experienced

The company has experienced many challenges 
in making the transition to the SaaS model, and 
still today in 2010, the company only receives 
about 30% of its revenue via subscription sales, 
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and none of its customers have chosen to have 
the applications hosted externally.

One of the principle issues that the company 
experienced from the beginning was related to 
data security. A majority of clients were very con-
cerned with their critical production information 
being managed and stored at an external Internet 
accessible site. This issue was mainly raised by 
the IT staff, and it was clear that some of the 
justification was related to the IT department’s 
associated control of their data. Interestingly, 
the manufacturing engineering departments saw 
the SaaS model as a benefit over the traditional 
model, as it was common for them to prefer 
product and data center support from an external 
firm dedicated to the application, rather than their 
in-house general services provider which would 
need to learn and support a non-native system.

As a result of this concern, Proplanner intro-
duced the ability for the software to be installed 
within the client’s data center and intranet, while 
still allowing them to pay for the software on 
a subscription basis, rather than via an upfront 
purchase. In this situation, customers would es-
sentially pay an annual software fee equivalent 
to approximately 40% of what competitors were 
charging for their upfront software purchases. It 
is important to note that most companies in the 
manufacturing software field were charging a 20% 
annual fee for product updates and phone support, 
therefore this subscription fee was established to 
cover the software costs over a three to five year 
period (not including time value of money).

This SaaS pricing approach is the current 
model being offered by Proplanner, and gener-
ates approximately 30% of the annual revenues, 
although that percentage has been increasing over 
the past two years. Proplanner has contracted with 
an external data center which specializes in very 
secure hosting of data and applications. Proplanner 
offers this external hosting service for a nominal 
fee (approximately $200/month) which represents 
less than 5% of the monthly product subscription 
fee. Currently, no firm has yet subscribed to this 

service (aside from pilot projects of the software), 
due to the aforementioned “control” issues which 
continue to be raised by the IT organizations within 
these large manufacturing firms.

Clearly the sales models between face-to-face 
selling of software products, or services, and Web-
based “viral marketing” of downloadable products 
and services are significantly different. A major 
challenge encountered by Proplanner was that 
of trying to provide enough information on the 
website to a prospective client, that they could get 
their pre-sale questions answered, download the 
software and implement it - all without speaking 
to a sales person. In addition, it was likely that 
the client was in a face-to-face selling position 
with a competitor who was providing a traditional 
software product sale. This sales situation quickly 
proved impossible, and the company was forced to 
return to a face-to-face, albeit Web-enabled, sales 
model. Currently, the company performs client 
prequalification and intermediate Q&A via Web 
conferencing, and yet still relies on one to three 
face-to-face meetings prior to securing a sale.

A major contributing factor to the slow Web-
based approach has been the complexity associated 
with the data and workflow between the various 
software modules. While the Time Estimation, 
Line Balancing, Flow Analysis, and to some 
extent, Work Instruction modules are fairly easy 
to comprehend, the integration between them, 
and the associated client-configuration options, 
have not been. As such, the current sales process 
involves multiple meetings (face and Web) with 
IT, Product Engineering, Manufacturing Engineer-
ing and even Accounting/Upper Management to 
educate the client and secure the sale. As such, 
it became clearly evident that any product, or 
implementation complexity (even a little) will 
severely affect the viral (automated Web sale) 
nature of the sales process.

The company mainly markets its products via 
the Google search engine, and some targeted trade 
shows and mailings (mostly email). These market-
ing techniques are used to drive prospects to the 
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company’s website which is rich in downloadable 
content, as compared to other competing firms 
in the industry. In particular, Proplanner offers 
a discussion forum, detailed white papers, and 
downloadable brochures and software manuals. 
The Line Balancing, Time Estimation, and Flow 
Planning modules can also be downloaded, on a 
trial basis, by simply asking the prospect to provide 
their contact information, which is subsequently 
validated by the Proplanner internal sales staff. 
Prior to providing the free trial downloads, the 
company was receiving very few client requests 
for information. These requests increased four 
times, immediately upon offering the free trial 
software. Of course, the free trial is only applicable 
to the stand-alone modules of the application, 
and not the full data integrated application, due 
to the complexity associated with installation and 
configuration.

Proplanner is offering the SaaS model via its 
direct internal sales staff. This staff receives the 
vast majority of their compensation via a com-
mission on billed revenues. As a result, the sales 
staff does make more up-front money if they sell a 
product, versus if they offer products on a subscrip-
tion basis. On the other hand, they may risk losing 
or delaying a sale if the upfront purchase option 
is simply too expensive for the client to approve. 
The company is currently implementing a lower 
commission for software sales versus software 
subscription, however even with this change the 
sales staff will receive more up-front payment for 
a software sale versus a subscription sale.

A final concern raised by other SaaS providers, 
but not yet experienced by Proplanner, was the 
lack of customer loyalty and the rapid nature at 
which firms can switch between SaaS providers 
when there is not a personal contact and where 
the transition effort and cost is very low. Once 
again, since Proplanner has not achieved a true 
level of impersonal interaction, and there is a lot 
of configuration required to implement the Pro-
planner system at a client site, this is not likely 
to be a foreseeable problem.

technology Issues

Proplanner chose to develop in the Microsoft 
(MS) MS.NET environment as a thick client, 
client-server application. The primary reason for 
this choice was that the applications were compu-
tationally intensive and required a very intuitive 
interface that was highly interoperable with MS 
Excel, and other MS applications. In addition, 
the company wanted the flexibility to deploy the 
applications on a traditional network, as well as a 
fully web-deployed model. This flexibility proved 
beneficial, as customers have primarily deployed 
internal to their network and evaluated the soft-
ware over the Web (thereby using both options).

Addressing problems with firewalls, internal 
corporate security filters, and incompatibilities 
between client installed Internet browsers was 
initially one of the most challenging development 
issues encountered. Further complicating this 
situation was the fact that all of the externally 
hosted deployments were used for pre-purchase 
pilot projects, and so a slow and complicated 
start-up process would often hinder the sale and 
raise unwanted attention from the IT staff, prior 
to the engineering department making a decision 
to push for the purchase of the software. Luckily, 
subsequent versions of MS.NET (mainly 3.0 and 
above) have greatly reduced these problems.

Other development environments, such as 
Google and Flash apps for the Web have become 
very popular since Proplanner launched its devel-
opment effort on the MS.NET platform. Those 
environments clearly make for ideal platforms 
in a 100% hosted “cloud computing” solution, 
however they still suffer from a relatively weak 
integration with other MS Office apps, and of 
course a very difficult “in-house” hosting option. 
As such, Proplanner still strongly believes that 
the MS.NET based solution is superior to other 
solutions available as of 2010.
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benefits experienced

So far, the greatest SaaS benefit that the company 
has experienced is with the SaaS pricing model. 
With nearly 1/3 of monthly revenues generated 
from monthly subscriptions, cash flow and staffing 
decisions are much easier to manage. In addition, 
the SaaS sales have nearly all been made in sig-
nificantly less time and effort than their up-front 
purchase counterparts.

Technically, the greatest benefit of SaaS has 
been with the ease of the one-click client installa-
tion and update process. In addition, the externally 
hosted (include intranet) capability has been per-
ceived as a very valuable installation option for 
the client - even though no client has yet chosen 
that option. Basically, the fact that the products 
can be hosted externally provides the customer 
with future hosting flexibility.

Finally, client satisfaction has been greatly 
enhanced with the use of Web-based collaboration 
technologies which allow the Proplanner staff 
to assist their customers with technical support, 
product updates and even data entry and analysis 
services. In fact, the company sees a potential 
future business opportunity with assisting their 
clients with remote engineering services.

solutIons And 
RecommendAtIons

The Proplanner case study further validates the 
premise that online content must involve a mature 
process and be easily learned and quickly and pain-
lessly implemented. As such, while there are still 
benefits for more sophisticated applications and 
implementations to use the SaaS model, software 
firms should take care to ensure that the invest-
ment in SaaS is focused on their most simple of 
processes and products.

Finally, SaaS does not imply Web-based sell-
ing. Companies with sophisticated and technical 
products will need to continue their direct sales 

efforts and should be very careful with their use of 
Web technologies in the early stages of the sales 
process where it is critical for the sales staff to 
establish personal relationships and learn about 
customer pains and problems - firsthand.
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IntRoductIon

Today’s ongoing advancement of technology 
continues to verify the relevance of Gordon 
Moore’s (1965) comments that led to the now 
famous Moore’s Law. Computer and Electrical 
Engineering Science have proven amazingly 
robust in its delivery of astonishing productivity 

gains for nearly five decades. However, somewhat 
overlooked aspects of this continued technological 
eruption are the challenges involved in utilizing 
some of the technologies and in creating business 
models that allow us to monetize these burgeon-
ing technologies.

In this chapter, we explore how technology 
challenges our current business models and pro-
cesses. From this brief reflection, we pose a number 

AbstRAct

Few would argue that digital technology has impacted nearly every industry, especially media and related 
firms. Media’s initial reaction to digital technology was reactive in nature: How can we convert tradi-
tional processes to fit digital technologies, mostly in the form of distribution (e.g., traditional newspapers 
making content available online)? In this chapter the authors argue that digital technologies have now 
permeated virtually every aspect of the value chain and are forcing traditional firms to rethink long held 
business models. The authors identify five areas of potential inquiry: (1) What is a resource in the digital 
age and why does this matter? (2) Where does value creation fit in today’s horizontal business models? 
(3) What is the demarcation between consuming content and creating content (e.g., user-generated 
content)? (4) What mechanisms can be used to assess quality in a world where anyone can publish? (5) 
What is the role of regulation and changing business models in the world of digital technology? They do 
not claim to have the answers, but they hope to at least create dialogue that encourages future research.
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of themes that warrant further examination of the 
implications technological innovations have on 
the global workplace.

neW ReseARch dIRectIons foR 
dIgItAl pRoduct mAnAgement

First, it is necessary to consider what we mean by 
digital. Digital data is distinguished from analog 
data in that the datum is represented in discrete, 
discontinuous values, rather than the continuous, 
wavelike values of analog (Tocci, Windmer & 
Moss, 2006). Thus, the digitization of data re-
fers to the conversion of information into binary 
code, allowing for more efficient transmission 
and storage of data. A key differentiator of our 
current age from prior human history is that, as 
of the last decade, we not only convert data to a 
digital format, but we also create data in a digital 
format. Thus, we now have the digital product, a 
concept defined by Scupola (2005) as “a product 
whose complete value chain can be implemented 
with the use of electronic networks. It can be 
produced and distributed electronically, and paid 
for electronically” (p. 2563).

Since its inception, the Internet has continued to 
change the game for IT (Feller et al., 2008; Ghose, 
2009; Moon & Sproull, 2008; Smith & Telang, 
2009) and allows business to meet today’s “quali-
tative and quantitative diversification of demand” 
(Theodorou, 2006, p. 70). Once hidden behind 
corporate walls and offering immense competitive 
advantages that could be leveraged into profitabil-
ity, technology is now openly accessible on the 
Internet (Majchrzak, 2009; Raghu et al., 2009). 
Competitors--even small start-ups--can adopt it 
and level the playing field. As a result, technology 
itself no longer offers competitive advantage and 
higher profit. Instead, the way it is applied to or 
combined with new information or technologies 
(i.e., the network effect) creates advantage and 
profitability (Liebowitz & Margolis, 1994).

Not surprisingly, the same evolution has oc-
curred with digital products, as they are the result 
of the application of technology. The Internet now 
makes the production and distribution of digital 
products available to a wide audience, whether 
regulated or not. “We have all become potential 
publishers” (Guadamuz, 2009, p. 3). The material 
we publish may be our original work, a copy of 
someone else’s work, or a combination of the two 
with virtually no formal quality control.

In the following sections, we highlight these 
themes that lend themselves to further study of 
digital products:

1.  Digital products from a Resource Perspective
2.  Value Creation in Production and Distribution
3.  Integrating User-generated Content (UGC)
4.  Quality Assessment and User Perceptions
5.  Regulation and Monetization

digital products from a 
Resource perspective

Vargo and Lusch (2004) discussed service-dom-
inant logic to bridge the gap between goods and 
services. Their main argument was that service, 
not goods, is the basis of exchange. They defined 
service as “the application of specialized com-
petences (knowledge and skills), through deeds, 
processes, and performances for the benefit of 
another entity or the entity itself” (p.283). This 
approach represents a significant change in the 
understanding of value and exchange that dates 
as far back as the 1800s. Vargo and Lusch assert 
that value and exchange are about people, not 
products: goods are simply empty shells until 
acted upon to produce a service.

Vargo and Lusch (2004) refer to knowledge 
and skills as operant resources, meaning they are 
used to operate on another resource to produce 
an effect. Operant resources are infinite, whereas 
operand resources are finite and usually take the 
form of production inputs.



227

Digital Media

The very act of changing a product into a digital 
format raises questions about the product from a 
resource perspective, as it goes from being a finite 
resource to an infinite resource, suggesting a move 
from operand to operant. However, the term op-
erant also suggests that the resource can be used 
on another resource to produce an effect. Thus, it 
is important to address the following questions:

• If digital products are operant resources, 
how are they being used to act upon other 
resources?

• Do digital products suggest a need to re-
visit the definitions of operand and operant 
resources, or perhaps create a third class of 
resources?

• Are digital products proof that operant re-
sources can exist outside the human mind 
and body?

Value creation in production 
and distribution

“Users have become publishers, a fact that blurs 
the boundaries between consumers and produc-
ers” (Guadamuz, 2009, p. 2).

Before the advent of digital products and the 
Internet, firms controlled production and distri-
bution. By their physical nature, products were 
protected from unauthorized duplication and dis-
tribution. Digitization freed these products from 
physical form and made them easy to replicate 
and distribute, thus posing a serious threat to their 
ability to create value for the firm.

Another threat to the firm’s ability to create 
value with digital products is self-publishing 
technology. As discussed above, demand has 
diversified, and firms are not always able to meet 
customer expectations. Empowered by technol-
ogy, customers can now produce their own work 
or re-mix the copyrighted work of firms. This trend 
has begun the user-generated content movement 
that has popularized wikis, blogs, video- and 

photo-sharing Web sites, and many other social 
sharing networks.

Lessig (2008) offers a historical perspective 
on the user-generated content movement in terms 
of a read-only culture versus a read/write culture. 
Lessig says that for much of human history, cre-
ation was a communal process. However, when 
western copyright laws were put into place, cre-
ation was taken out of the community and given 
to sole creators. As a result, a read-only culture 
developed. The proliferation of technology has 
shifted creation back to the community, despite 
copyright laws, and allowed people the opportunity 
to read, write, and respond. Once again, a read/
write culture is blossoming (Guadamuz, 2009; 
Lessig, 2008).

The communal creation and distribution of 
content raises interesting questions about the value 
derived from such activities.

• If people and firms alike can create their 
own content, how is value being created?

• How will performance be differentiated?
• Will content become a commodity, much 

like technology, where the only way to cre-
ate value is through the way it is combined 
and integrated?

According to Guadamuz (2009), “Open source 
software, Creative Commons, wikis, and the Free 
Culture movement have arisen as a response to 
the needs of content creators who are often not 
motivated by commercial gain” (p. 2). If this is 
the case, then what exactly is the motivation?

Integrating user content

The rise of user-generated content has forced firms 
to sit up and take notice. Guadamuz (2009) pointed 
out that “in the digital environment the roles are 
decreasingly clear, as users are empowered by the 
technology to place their content online” (p. 2).

Firms are realizing that customers want to be 
part of the production and distribution process. 
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Allowing such participation may enrich the body of 
knowledge already being put forth, thus increasing 
value to the firm without the additional burden 
of more employees (Majchrzak, 2009; Moon & 
Sproull, 2008; Te’eni, 2009). In contrast, when 
firms do not integrate user content, they miss op-
portunities to enrich their product offering, often 
to the detriment of their customers.

While many firms are trying to figure out how 
to integrate user-generated content, they remain 
skeptical about whether that content will enhance 
or erode firm value. The debate over content co-
creation is especially heated in the newspaper 
industry. A study of British newspapers revealed 
that many are “experiencing problems with incor-
porating user media into professional journalism 
structures due to concerns about reputation, trust 
and legal issues” (Hermida & Thurman, 2007, p. 
25). To deal with these issues, newspapers are 
developing a filtered model where comments are 
sorted before being posted. The comprehensive-
ness of such filtered models varies and is often 
driven by economics. There is a need to develop 
industry standards and best practices around this 
trend.

Copyright issues sit squarely in the middle of 
the debate over how firms will integrate user con-
tent. Interestingly, Guadamuz (2009) pointed out:

There is growing evidence the growing numbers 
of copyright owners are located in the peer pro-
duction sector. It would be useful if policy was 
no longer designed with the idealized struggling 
creator in mind. More often than not, the creator 
will be a hobbyist, never expecting a monetary 
return for her troubles. (p. 17)

From the user’s perspective, Da Lio (2005) 
pointed out difficulties experienced by wiki con-
tributors. We believe those same difficulties may 
apply to users who want to contribute content to 
a firm. User difficulties include frustration over 
modification of submitted content (e.g., by the 
firm, such as a newspaper comment moderator), 
fear of criticism from other users, reluctance to give 

up ownership and anonymity, fear of destructive 
input, hesitation to edit the materials of others, 
and uneasiness with taking responsibility for un-
finished work that will be made public (Lessig, 
2008). These scenarios may actually deter users 
from submitting content to firms who are actively 
soliciting this type of participation. This issue 
speaks to four challenges faced by firms that are 
trying to tap into what Moon and Sproull (2008) 
call the “Internet-based volunteer workforce.”

Not only is content being created by users, but 
whole information systems (ISs) are being created 
by user-developers who have little IT expertise. 
This is known as User Systems Development 
(USD). Anecdotal evidence is showing that USD 
may be more efficient in some instances than 
Traditional Systems Development (TSD). Advic 
(2002) explained that a user-developer has primary 
business knowledge and limited IS knowledge, 
whereas the IT specialist has primary IS knowl-
edge and limited business knowledge. The tools 
to develop systems are becoming user-friendly 
enough to bridge the IS knowledge gap for user-
developers, making it easier for them to develop 
systems themselves (Avdic, 2002).

Firms, like newspapers, are struggling with 
how to manage and control USD because they 
exist outside the normal processes. They must 
address the following two key questions:

• Is it better to control tightly these activities 
or set up an infrastructure to train employ-
ees on USD?

• How will the role of the IT specialist 
change, given the USD trend?

Other items for consideration, based on re-
search presented in this section include a) how 
copyright law will change to accommodate the 
creator as a hobbyist, b) how such a change will 
affect firms, and c) how the interests of both may 
be balanced.

More research is necessary to explore models 
that will help both firms and newspapers efficiently 
incorporate user content into the product cycle and 
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business processes, and that will help determine 
what motivates the volunteer workforce to make 
content contributions to the firm.

Quality Assessment and 
user perceptions

Organizations face numerous problems as more 
information is converted and created in digital 
form. The volume of digital products has become 
cumbersome and difficult to manage. Gistics, a 
California-based research firm, estimates that 
30% of digital assets within an organization are 
misplaced, and then reworked or duplicated. The 
number of digital assets an organization may 
manage has exploded. Organizations struggle to 
reduce cycle time, despite the need to maintain 
brand consistency and coordinate cross-media 
publishing and one-to-one marketing (Subrama-
nian & Yen, 2002).

All of these problems can lead to poor data 
quality, which can cost a firm dearly. In a 1998 
study, Redman found that poor data could result 
in a cost increase of 8 to 12% for an organization, 
and that service organizations could face a 40 to 
60% increase in expenses due to poor data quality.

With so much at stake for organizations, 
more research is necessary to determine how the 
quality of digital products is assessed. Wang et 
al. (1996) detailed four areas of data quality: (a) 
intrinsic data quality (e.g., accuracy, objectivity, 
believability, and reputation); (b) contextual data 
quality (e.g., relevance, timeliness, and appropri-
ate length); (c) representational data quality (e.g., 
conciseness, consistency, ease of interpretation 
and comprehension); (d) accessibility.

The proliferation of user-generated content and 
co-created content raises some interesting ques-
tions about how quality is assessed and perceived. 
Borchers (2003) referenced journalism literature, 
which has produced studies comparing the “be-
lievability” of content between print and online 
media. However, this is not an ideal assessment 

of quality, and the comparison of print and online 
media is not comprehensive enough.

More research is necessary to determine how to 
measure actual data quality. One possibility might 
be to examine multiple digital product formats 
based on a framework, such as that presented by 
Wang et al. (1996).

The concept of perceived data quality also 
presents such issues as (a) whether or not con-
sumers are verifying data quality, (b) how they 
are verifying data quality, (c) how data quality 
standards are enforced in online communities 
where co-creation is the norm, and (d) whether or 
not consumers perceive data quality differently, 
depending on the digital format in which it is 
presented. Accurate methods to measure perceived 
quality must also be developed.

Regulation and monetization

Old business models no longer produce value, and 
digital products are part of that phenomenon, as 
they lead the trend towards consumer demand for 
free products. This phenomenon is due in part to 
piracy and in part to the proliferation of compelling 
user-generated content. Regulation and protection-
ist tactics have helped firms maintain the value of 
their digital products. However, firms must walk 
a fine line to protect this value. A 2009 study by 
Raghu et al. revealed that consumers tend to lash 
back at firms that try to limit open source software 
projects, while they are unfazed by firms’ use of 
piracy controls, despite the availability of free open 
source alternatives. Firms whose whole value is 
derived from digital products face serious chal-
lenges with profitability in an environment where 
so much is being given away for free--hence the 
closing of newspapers across the nation and the 
declines in profits for record labels, film produc-
tion companies, and others. The effectiveness of 
regulatory and protective measures as a means to 
protect profits is likely to continue to decline, and 
digital product businesses will have to change their 
business models to remain competitive.
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The digital products industry is experiencing 
an unfortunate lack of consistency among business 
models’ best practices. The Wall Street Journal 
recently catapulted to the top for online newspa-
pers, though charging for access to much of its 
content; in contrast, the music industry has seen 
decreases in revenue using a similar fee-for-access 
model. While Facebook announced profitability in 
September 2009, YouTube has yet to make money 
with a similar ad revenue scheme. Twitter is the 
most interesting example, with CEO Evan Wil-
liams’ claim that the company currently focuses 
on creating value rather than creating revenue. 
Obviously, firms should not pin their hopes on 
finding the right answer with these models.

The evolution of IT research reveals many 
of the same issues facing digital product profit-
ability models. “Studies have struggled to prove 
the business value or profitability of IT” (Barua, 
et al., 2000, p. 26). Due to the dynamic nature of 
business today, technology has shortened product 
cycles to the point that competitive advantage is 
difficult to sustain. IT literature has shown that 
a firm’s ability to integrate technology into its 
value chain sets it apart from its competitors. This 
idea is supported by the network effects model 
(Liebowitz & Margolis, 1994), which states that 
the more activities of the value chain a firm con-
ducts online, the more likely the business value 
of e-commerce will be optimized. The answer to 
the profitability question may lie in how a firm 
integrates resources, as indicated by Vargo and 
Lusch (2004). Thus, the following questions 
must be answered with regard to monetization 
and regulation of digital products:

• What factors make certain digital products 
more successful than others?

• Can we create a model for profitability 
with digital products that works in a cul-
ture that demands free over paid content?

• What can we learn from the evolution of IT 
research on profitability that we can apply 
to the study of digital products?

• What can we learn from marketing re-
search, specifically S-D logic, that we can 
apply to the study of digital products?

conclusIon

We have attempted to address the implications 
of technological advancement on human infor-
mation exchange and business practice. While 
we are often enamored with the functions that 
technology provides, we struggle to identify its 
true usefulness and value. Often this challenge is 
due to our own limits of cognition, as we tend to 
define possibilities within the context of things we 
already know. Thus, we struggle to integrate the 
potential of new technologies into our knowledge 
base because we naturally attempt to force them 
into a predetermined context.

As with any endeavor that seeks to expand our 
horizons of thought, we are limited by our own 
creativity as well. In this chapter we have posed 
questions that are somewhat obvious but are de-
rived from consideration and integration of prior 
literature. However, a multitude of questions are 
certainly left unanswered. The beauty of seeking 
answers to questions is that no end is ever in sight. 
And at times when we appear to be approaching 
omniscience with respect to technology, innova-
tions once again present us with a whole new 
world of challenges and questions. We believe 
the questions posed here will keep us quite busy 
in the near future.
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KeY teRms And defInItIons

Business Model: A set of planned activities 
designed to produce a profit in a marketplace. 
The primary components include the value 
proposition, revenue source, intended market, 
competitive environment, competitive advantage 
source, strategy, organizational structure, and 
management personnel.

Data Quality: Quality of data goes beyond 
simple accuracy measures. Data quality can be 
viewed from four different perspectives including 
intrinsic, contextual, representational, and acces-
sibility data quality.

Network Externalities (Network Effect): 
Positive network externalities are associated with 

the phenomenon where the value of a product or 
service increases as the number of users increases. 
For example, an online auction site’s value would 
increase as the size of the participant base increases 
because there would be more potential buyers and 
sellers with which to potentially trade.

Operant Resources: Resources that are used 
to operate on another resource to produce an ef-
fect. Knowledge and skills could be considered 
to be operant resources. Digital assets may also 
be described as operant resources.

User Systems Development (USD): Devel-
opment of information systems by user/develop-
ers who may have little information technology 
expertise.
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IntRoductIon

Existing digital technology is capable of storing 
and processing vast amounts of data as well as 
enabling user-friendly interaction between ma-
chines and people, but there is still a lot of room 
for improvement. Digital technology is based 

on electromagnetic storage and processing us-
ing billions of switches that can be set to one of 
two positions – on or off. This basic concept has 
been around since the development of the first 
electromagnetic computers prior to World War II 
and has enabled input, processing, output, storage, 
and telecommunications, and the development of 
numerous applications that support a wide range 
of human activities.

AbstRAct

Have digital technologies reached their full potential? It seems pretty clear that the answer is no.  All 
aspects of digital technology continue to evolve as scientists make discoveries, managers incorporate these 
discoveries into their products and services, government agencies utilize new technologies to improve 
service provision and information management, and social scientists investigate the impact these new 
technologies may have on social interaction, the global economy, and society as a whole. This chapter 
describes recent developments in a range of digital technology areas including input devices, output 
methods, storage technology, process technology, and various applications including enhancement of 
the sensory rich environment enabled by digital technology, deep Web search, online language trans-
lation, improved security methods, automated payment systems, and interplanetary Internet. Impacts 
on broader societal institutions such as healthcare, government services, higher education, political 
campaigns, cybercrime law enforcement, and life at home are also identified. Digital technology trends 
and implications for digital product managers are discussed as well as directions for future research.
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In many of the previous chapters the focus has 
been on developments in digital technology, ap-
plications, business strategy, and related societal 
issues that have occurred in the past decade or two. 
The primary purpose for this chapter is to present 
and discuss technologies that are currently under 
development and will most likely be available in 
the early part of the 21st century. These new and 
potential technologies will enable new applica-
tions and also create opportunities and threats for 
existing digital product companies. They are also 
likely to impact our global society because they 
will enable new forms of computing, applica-
tions, sensory-rich machine/user interaction, and 
electronic communications.

This chapter is organized as follows. First, basic 
digital technologies available during the past few 
decades are presented to provide a baseline for 
identifying areas for improvement across the spec-
trum of present technological capabilities. In the 
main section for this chapter several examples of 
interesting new digital technologies are presented 
and discussed to identify some of the potential 
improvements in this area that may be adopted 
in the 21st century and provide opportunities for 
new digital products, digital services, and im-
proved information search and communications. 

Next, impacts on broader societal institutions 
such as healthcare, government services, higher 
education, political campaigns, cybercrime law 
enforcement, and life at home are identified. The 
chapter concludes with a discussion of trends and 
directions for future research associated with new 
digital technologies and applications.

bAcKgRound

Most digital technologies fall into one of the 
following categories: input technology, process 
technology, output technology, storage technol-
ogy, telecommunications technology, multimedia 
protocols, software applications, and Internet/Web 
protocols and applications. Figure 1 describes the 
relationship between these digital technologies 
and lists some common examples available at the 
end of the previous century.

Each of these examples is a big improvement 
over the earliest digital technologies available in 
the 1940s and 1950s (Turban & Volonino, 2010). 
Early input and storage methods involved punch 
cards and magnetic tapes. They were slow, took 
a lot of space, and only supported the simplest 
forms of sequential file processing. Early proces-

Figure 1. Common digital technologies in the late 20th century
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sors used vacuum tubes that were large, hot, 
unreliable, and used a lot of electricity. Output 
may have used a slow teletype-like printout. And 
in this earliest digital age, there was no Internet 
so there were no applications such as e-mail or 
the Web. Networking of individual computers 
was very rare and involved costly, slow, unreliable 
connections. Given the explosion of individual 
computing activities that occurred after the com-
mercialization of the Internet in the early to mid 
1990s, most people understand the basic capa-
bilities and limitations of current digital technol-
ogy as shown in Figure 1. People use digital 
technologies not only in computers, but also 
televisions, cameras, phones, music players, and 
many other devices. What is not as well known 
is that many exciting new technologies are cur-
rently being developed which will impact our 
lives in the early part of the 21st century.

Advanced digital technologies 
for the future

Today, and in the future, individual digital tech-
nologies will be developed to better perform vari-
ous tasks. Input devices convert human activity 
into a digital representation. Smaller and faster 
process technology performs basic numerical and 
logic tasks on input data to produce some form 
of output. Output technology transforms digital 
representations into a format that a human can see 
or hear. Storage technologies place digitized data 
into denser, more efficiently organized, devices. 
Telecommunications transmits larger and larger 
volumes of data more quickly, safely, and with 
fewer transmission errors. And on top of these 
hardware devices and protocols a wide range of 
novel applications can be developed to gather and 
search vast amounts of information, replicate real 
world sensory-rich environments, and provide 
many different services.

An interesting question is why we even need 
newer digital technologies. One of the reasons is 
that new technologies can improve all aspects of 

society including the work environment, economy, 
governance, home life, and nearly every other hu-
man activity. Another reason we need improved 
digital technologies is to manage the explosion 
of online activity that is already taking place. 
Some interesting statistics illustrate just how big 
the digital explosion has been (Mearian, 2008). 
By 2011, it is forecast that there will be 1,800 
exabytes of electronic data in existence. This is 
1.8 million terabytes, or 1.8 billion gigabytes. 
The compound annual growth rate is almost 60% 
and most forecasts from the 1990s and 2000s 
underestimated the growth rate because they did 
not anticipate the explosion of the user-generated 
content. Improvements in digital technology are 
a must because something will be needed to store 
the data, and even more importantly, to find it 
and use it. Digitally enabled personal interaction 
through sites such as Facebook is another area that 
provides some interesting statistics (Facebook, 
2010). In early 2010 there were more than 400 
million active Facebook users. Half of them log 
on in any given day. In a month they upload three 
billion photos, and more than five billion pieces of 
content are shared each week. And each of these 
numbers continues to grow. Obviously, new digital 
technologies will also need to support growth in 
these applications through better interfaces and 
telecommunications.

In this section a number of recent real-world 
digital technology developments are discussed. 
The examples are summarized in Figure 2. The 
examples are not intended to illustrate all possible 
future digital technologies, but they are sufficient 
to show that developments are occurring in a wide 
range of hardware and software areas.

brain-computer Interfaces

Inputting data into a computer typically requires 
the user to perform some manual task such as 
typing or moving and clicking a mouse. Bar code 
readers and point-of-sale systems make data en-
try easier, but still require hardware devices and 



238

Digital Technology in the 21st Century

some human involvement. Imagine if a person 
was able to manipulate a computer or machine 
just by thinking about what they want it to do. 
Scientists are currently working on several forms 
of brain-computer interfaces (BCI) that will enable 
users to interact with machines through thought. 
Every time we think, move, feel, or remember, 
signals are generated in our brains through dif-
ferences in electric potential carried by ions on 
the membranes of our neurons (Grabianowski, 
2009a). A BCI interprets these signals and can 
send them to a computer just as if the user was 
typing a command or clicking a mouse. One of 
the biggest challenges is to create the interface. 
The least invasive interface uses a set of electrodes 
attached to the user’s scalp, but it may not be able 
to read all signals and some signals are distorted. 
To improve the signal, electrodes can be directly 
implanted into a user’s brain itself. The downside 
is obviously that this method is far more invasive 
and scar tissue may develop around the implant 
which reduces its capabilities over time (Grabi-
anowski, 2009a).

A brain-computer interface has a number of 
potential applications. Users could control games 
or remote controls through their thoughts. They 
could also enter data into a computer or select a 

link when using an Internet browser just by using 
their thoughts. More importantly, a BCI could 
allow disabled users to interact with comput-
ers and machines in ways that are not available 
using current digital technologies. BCI technol-
ogy has enormous potential, but also has some 
drawbacks. The brain is complex and signals are 
weak so some brain activity will not be able to be 
interpreted correctly. And current BCI equipment 
often involves hardware that is not easily portable 
or must be wired between the brain interface and 
computer (Grabianowski, 2009a).

NeuroSky has developed a brain-computer 
interface peripheral device that works with most 
current personal computers (NeuroSky, 2009). 
The MindSet resembles a pair of headphones with 
an electrode-laden arm that is in contact with a 
user’s forehead allowing interpreted signals to be 
transmitted to common entertainment, education, 
home, and work-related software applications. It 
may be some time before BCI is widely adopted, 
but if it provides cheap and reliable interaction 
with computers and machines through thought 
rather than manual effort on the part of the user, 
then it may replace many of the input devices the 
people rely upon today.

Figure 2. Example new digital technologies for the 21st century
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speech Recognition

Another technique for efficient data input is 
speech recognition (Grabianowski, 2009b). 
Some common uses are in automated telephone 
customer service systems and inputting data into 
word processing documents. Telephone systems 
used to require that a number be pressed on the 
phone to select an option. In many instances this 
has now been replaced by speaking a number 
or word. Personal computers can include input 
devices that translate speech into text rather than 
requiring a user to type on the keyboard. Speech, 
or voice, recognition is available today, but it is not 
widely used. Most interaction with computers is 
still through the traditional mouse and keyboard.

The process to translate speech into words on 
a screen involves several steps (Grabianowski, 
2009b).

1.  An analog-to-digital converter captures the 
sound wave and translates it into a digital 
representation.

2.  A system filters the digitized sound to re-
move noise that will make conversion more 
difficult in later steps.

3.  The digital sound is adjusted to a constant 
volume level.

4.  The signal is divided into discrete segments 
and the segments are matched to know 
phonemes. Phonemes are consonant sounds 
that are unique to the language. English has 
roughly 40 unique sounds.

5.  The phonemes are examined in context and a 
statistical model is used to identify the most 
likely word or phrase being spoken.

6.  The result is either typed on the screen, or 
a command may be issued to the computer.

It is apparent that there is a lot of room for 
error when using a speech recognition system. 
Even humans misinterpret words and phrases when 
talking to other people. Systems using artificial 
intelligence may be able to learn how a particular 

person speaks which could improve its ability to 
identify specific words or phrases. There are a 
number of potential advantages if these systems 
can be perfected. First, interaction with machines 
will mimic interaction with other people to bring 
us closer to a world where machines and people 
can work together more efficiently. People with 
disabilities will also benefit from these systems 
because they will be able to type or issue com-
mands to a machine by only having to speak.

One company that provides speech recogni-
tion software for many of the most common 
platforms is Nuance (http://www.nuance.com/
naturallyspeaking/). It is an efficient and useful 
tool because people can typically speak three times 
faster than they can type. Many keyboard tasks 
can be accomplished by translating speech into 
keystrokes. The program can be used in a range of 
situations where people do not have easy access 
to a desktop computer and need to document their 
activities. Some examples are sales, insurance 
claims, healthcare, and law enforcement.

electronic paper and Ink

Paper and ink is a simple way to record human 
thoughts and activities and it has been around for 
nearly two thousand years. Coupled with print-
ing presses, paper and ink has had a profound 
impact on people and organizations. Even in the 
digital world people continue to print out Web 
pages, receipts, and e-mail messages, but could 
there be a method that captures the best aspects 
of paper (portability, relatively low cost, user ac-
ceptance) with the best aspects of digital output 
(less resource use, reusability)? One possibility 
is electronic paper and electronic ink. Scientists 
are working on both of these ideas but their use 
is currently limited.

Electronic ink (e-ink) uses millions of tiny 
microcapsules that are filled with white and dark 
chips or balls (Bonsor, 2009). When an electrical 
charge is applied to the microcapsules, the chips 
will either rise to the top to display one color or 
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be pulled to the bottom to display the alternative 
color. Each microcapsule is similar to a pixel on 
a computer monitor that can each independently 
display a different color which will result in an 
overall image that the user can see. Only using 
positive and negative charges will limit the display 
to either white or dark unlike the millions of colors 
available using the red-green-blue (RGB) format 
that is used in computer monitors. E-ink can be 
spread over a paper or thin plastic surface and the 
display can be altered by changing the arrange-
ment of positive and negative charges applied to 
the surface. With enough microcapsules arranged 
close together on a page, a person will not be able 
to tell the difference between traditional printed 
pages or those displayed using electronic ink.

Electronic ink has several advantages (Bonsor, 
2009). It can be used on a wide variety of surfaces 
and it provides a readable output so users will 
not have to dramatically alter the ways they read 
books or newspapers. It also could eliminate the 
need for many tons of paper. One set of pages in 
a book could theoretically be used to store any 
book content and it could easily be changed to 
another book’s content with a wireless download.

An alternative to electronic ink is electronic 
paper. Color electronic paper (e-paper) looks like 
regular paper, but it can display more than one 
million different colors using ambient light (Nusca, 
2009). Researchers at Philips have developed this 
technology that can be used for changing colors 
on a wall or regulating the amount of sun coming 
through a window. The technology uses colored 
charged particles that are controlled by an elec-
trode to generate a spectrum of color combinations 
similar to the colors available on a television or 
compute r monitor. The technology is relatively 
inexpensive and can save time and money when 
changing the color of an object. Currently its use 
is very limited, but it has the potential to be used 
commercially in the future.

Virtual Retinal display

Some of the downsides for current computer 
display technology are that they can take a lot 
of space and they are not very portable. Future 
output technology could overcome these problems 
by projecting images directly into the eye. The 
idea for virtual retinal displays (VRD) has been 
around for two decades and despite technology 
breakthroughs it will be some time before it is 
available commercially (Wolk, 2009). A VRD 
uses ultra low power lasers to paint an image 
onto the human retina using a combination of red, 
green, and blue light. These displays would not 
block normal vision, but would overlay images 
in a person’s line of sight without requiring them 
to move their head. The benefits are that VRD 
is takes far less space than a typical computer 
monitor and uses far less energy. Early applica-
tions were for the military, but there are numerous 
commercial and home applications that will be 
developed in the next decades. Some roadblocks 
have slowed development of VRD technology. It 
is difficult to project images on eyes that are mov-
ing, the equipment is still not very mobile, and it 
is an expensive technology. Ultimately this could 
provide a virtual output technology that could be 
used anywhere and anytime, unlike a traditional 
computer monitor.

digital 3-d Imaging

Three dimensional movies have been shown in 
theaters for some time. Imagine the future where all 
digital output could be three dimensional. Rather 
than viewing a two dimension image of a product 
online, a customer could see a more realistic three 
dimensional representation. Electronic books 
could include more realistic pictures and online 
movies could provide a more realistic experi-
ence combining surround sound and 3D video. 
Games could also benefit from more realistic 
user experiences.



241

Digital Technology in the 21st Century

It is interesting how 3D digital image technol-
ogy works. Essentially it is a projection intended 
to fool your eyes and brain into thinking that you 
are seeing a real-world image (Wilson, 2009b). 
Today’s 3D imaging systems use polarization. 
Polarized lenses allow only light waves that are 
aligned in a particular direction to pass through the 
lenses. In a pair of 3D glasses, each lens is polar-
ized differently. A screen is aligned to maintain 
the correct polarization when the projector light 
bounces off it. The polarized glasses combine 
the two image sources and you see what appears 
to be a three dimensional moving image. Unlike 
early 3D movie technology, this technique does 
not produce side effects like headaches.

This has become a popular addition to the 
movie experience and there are numerous appli-
cations in other digital product areas that may be 
available in the future. Consumer demand for 3D 
entertainment has created opportunities for sites 
that offer other 3D-related products and services. 
There are a number of sites that help people convert 
their 2D images into 3D. This technology will be 
particularly useful if 3D images can be viewed 
without special glasses or projection screens.

holographic storage

Prior to the development of the digital computer, 
information was typically stored on paper and was 
organized using folders and file cabinets. This was 
an expensive way to store large amounts of data 
and it was often difficult to find the data needed 
to create a report or assist in making a decision. 
The earliest forms of computer-related data stor-
age involved punch cards or magnetic tapes. The 
advent of the personal computer created an op-
portunity for a number of improvements in data 
storage from cassette tapes to diskettes to CDs 
and flash drives. Commercial and scientific data 
storage requirements have grown quickly from 
kilobytes to gigabytes to terabytes. Over time data 
was able to be stored more densely and cheaply 
which enabled a number of more complex soft-

ware applications. The commercialization of the 
Internet and expansion of online search capabilities 
has led to the need for even more data storage and 
one new technology that may provide a solution 
is holographic storage.

Holographic storage uses an optical process 
where data is recorded in light patterns that are 
stored on a light sensitive material (Lohr, 2009). 
The holograms are like microscopic mirrors that 
reflect light patterns when a laser shines on them so 
that data can be read from the disc. General Electric 
has developed a holographic disc in a laboratory 
that can hold 500 gigabytes of data which is 100 
times more than a standard DVD. The technology 
is not yet available for the commercial market, 
but it does show that there is potential to make 
great leaps in storage density and cost. Given the 
volumes of data being collected by scientific labs 
and online companies there is certainly a market 
for improved data storage products.

Quantum and dnA computers

Can a computer processor ever be too fast? Prob-
ably not. There will always be a complex software 
application that would benefit from producing 
results more quickly. In the earliest days of digital 
computers, one of the major issues that had to be 
addressed was how to improve the hardware used 
for processing. Vacuum tubes provided an early 
solution, but they were slow, expensive, unreliable, 
hot, and needed a lot of space. An early computer 
may have only included a few thousand tubes 
which greatly limited its capabilities. Transistors 
replaced vacuum tubes in the 1950s and 1960s and 
they enabled smaller, cheaper, and faster proces-
sors. Today’s computers still use this same digital 
processing electromagnetic switch concept, but 
microprocessors now include billions of miniature 
transistors and they take up a very small amount 
of space. As software applications become more 
complex (for example, weather forecasting), and 
huge amounts of data must be stored and accessed, 
improving processing speed will continue to be 



242

Digital Technology in the 21st Century

an issue. Two new processor technologies are 
quantum computers and DNA computers.

Although they are years away from providing 
a practical computing platform, quantum comput-
ers are currently being developed that use atoms 
and molecules to perform storage and processing 
tasks (Bonsor & Strickland, 2009). In a typical 
electromagnetic computer, a switch described as a 
binary digit (bit) can hold one of two settings, on or 
off. In a quantum computer a quantum bit (qubit) 
can theoretically hold a value of one, zero, or both 
simultaneously. Because a quantum computer can 
have multiple states at the same time it has the 
potential to be millions of times more powerful 
than today’s computers. There are a number of 
technological issues that must be addressed prior 
to manufacturing a commercially viable quantum 
computer, but there is great potential if it is avail-
able in the future. Processing power can increase 
while size can decrease. There is also a nearly 
unlimited amount of atomic material available 
which would reduce resource usage.

Another direction for future processor technol-
ogy is to base storage and processing on biologi-
cal material such as DNA. Scientists have made 
a computer from a circular piece of DNA, also 
known as a plasmid, inserted into a living cell and 
then they were able to show that it could solve 
a mathematical problem (Swaminathan, 2008). 
The unique ability of DNA computers would be 
that they are able to be inserted into living cells 
which would be very difficult for a traditional 
silicon-based electromagnetic computer. Just 
like quantum computers, DNA computers are 
years away from commercial availability but they 
potentially provide a smaller and faster processor 
and there is an unlimited amount of DNA mate-
rial available because of their ability to replicate.

digital smell technology

Can a smell be digitized? The smell itself cannot, 
but if a representation of a smell can be digitized 
then it can be stored and distributed just like text, 

images, audio, and video. If this is possible then 
a virtual world of entertainment and shopping 
could expand its sensory environment to include 
smells. Instead of just seeing and hearing a movie, 
a person could also smell the environment shown 
on the screen. The same is true for shopping when 
a smell may increase a consumer’s likelihood of 
buying a product such as perfume, candles, wine, 
or flowers. These days may not be far off.

Digital smell technology, scentography, is 
being developed and we should soon be able to 
access digitally encoded smell data using a device 
that produces smells (Platt, 2009). The device 
is about the size of an electric pencil sharpener 
and works as a peripheral device with a personal 
computer. A digital file is input into the device 
where the appropriate heated vials of oils interact 
to produce a smell that is blown out of by small 
fans. In current multimedia environments, a sound 
can be synchronized with a visual image. This 
digital smell technology would be able to add an 
additional sensory experience where smell would 
be synched to the sound and moving images.

A number of issues will need to be addressed 
as this technology becomes available. How much 
will the hardware and oil refills cost for a typi-
cal home user? How many unique smells can be 
digitized? And which product areas will benefit 
from the use of this technology? As with any new 
technology development, it will take some time to 
diffuse throughout all of the potential industries 
and users and each will be motivated to adopt 
the technology for different reasons. In the early 
twentieth century, movies did not include sound 
and many people did not see the need. A century 
later it is hard to imagine a movie that would be 
silent. Perhaps in the next decades the inclusion 
of smell with a movie experience will be just a 
normal as sound is today, and it will not require 
a moviegoer to get the smell sensation through 
a scratch off card. Home-based aromatherapy 
would also be made possible by this technology.
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digital touch technology

Another sense that could be digitized is touch. 
In the real world people touch many different 
objects in a typical day and they incorporate the 
information gathered through these actions into 
their behaviors. In a shopping environment there 
are limitless possibilities for enabling customers 
to touch products online to enhance their shopping 
experience. Touch could also be incorporated into 
entertainment venues to create a more realistic 
experience.

One term used for the field of digital touch 
technology is computer haptics (Harris, 2009). 
When someone touches something, receptors on 
the body perceive several forms of stimulus: light 
touch, heavy touch, pressure, vibration and pain. 
A computer haptic system attempts to replicate 
the gathering, transmission, and analysis of these 
stimuli. A computer haptic system would include 
software to determine the forces involved in in-
teracting with an object in a virtual environment, 
and hardware that applies these forces to the user. 
The process used for performing this action is 
called haptic rendering. Digital touch could be 
incorporated into a wide variety of entertainment, 
educational, social interaction, and commercial 
experiences with the goal being to more closely 
replicate a real-world experience. In the end, the 
full online sensory experience may require all 
senses – sight, sound, smell, touch, and taste – be 
provided to the user to round out the experience 
because they each individually complement each 
other (Madrigal, 2009).

deep Web search

Digital technologies enable the collection and 
storage of vast amounts of data associated with 
human activities such as shopping, communica-
tions, financial transactions, and information 
search. The problem of the future will not be 
whether data is available, but how to use it to 
support problem solving. Creating a method for 

improved data collection and organization online 
is one example of an attempt to improve online 
information search in the future. Even with the 
tools available today, it is still frustrating to get 
thousands or millions of Web page results when 
using a search engine. Part of the problem is that 
even with the massive volume of information 
available to search engines, there is an even larger 
amount of information that is largely invisible to 
the crawler and spider technology that identifies 
and classifies information gathered from Web 
pages by following hyperlinks between sites 
(Wright, 2009).

Several organizations are attempting to mine 
online data to a deeper level using automated 
collection technologies. The challenge will be to 
incorporate deep Web content into search results 
without complicating the results shown to users. 
Turbo10 is available today as a deep Web search 
engine (Boswell, 2009). It is a metasearch engine 
that searches through many different niche-spe-
cific search engines plus government, business, 
and academic databases in an attempt to provide 
more useful results. The idea behind deep Web 
searching is promising, and utilization of higher 
speed processing technology should help it become 
a commercially viable future technology. There 
is a tremendous demand for improved online in-
formation search and many different perspectives 
on how to best solve the problem.

online language translation

Another digital technology related service that 
will bring global users closer together, and pro-
vide greater communications and commerce op-
portunities, is online language translation. Global 
communications requires digital systems that can 
connect people anywhere in the world, and the 
Internet provides this infrastructure. But there is 
still a major obstacle that must be overcome. There 
are hundreds of major languages and thousands 
of other regional dialects and obscure languages. 
When two people talk to each other face-to-face 
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they are often speaking the same language because 
it has evolved that way in their locale over many 
centuries. When connecting people from one part 
of the world to another it is likely that they will 
not share the same first language. A question is 
whether technology can provide a solution to 
overcome this second obstacle to global com-
munications. Can a digital service be created to 
automatically translate words and phrases from 
one language to another? And can it do it quickly 
enough to not only convert text and documents, 
but also real time voice and text communications.

Very basic online translation services are 
available on several Web sites and the service is 
typically free. More complex translations services 
are available for a fee. There are several existing 
Web sites that offer basic translation services for 
many common languages. One site, WorldLingo, 
(http://www.worldlingo.com/en/products_ser-
vices/worldlingo_translator.html) offers free 
translation for up to 500 words. Type or paste in 
the text to convert, choose the language to translate 
from and to, and then click the translate button. To 
improve the quality of translations there is also a 
drop down list to choose the subject for the text. 
Their service includes about 140 languages and 
they work with companies in most major indus-
tries. Some of their services include translations 
for websites, text, e-mail, and chat.

A similar online translation service is available 
at Yahoo (http://babelfish.yahoo.com/). One free 
service will translate up to 150 words. Type or 
paste in the text, choose from about 40 combina-
tions of from and to languages, and then click the 
translate button. It also offers a service to translate 
a Web page by providing the page’s URL and then 
clicking translate. A third example is available on 
Google (http://translate.google.com). It provides 
translation for text, Web pages, or documents. 
Enter text, provide a URL, or upload a document, 
choose the form and into language, and then click 
the translate button. About 50 languages are in-
cluded. They also offer a translator toolkit that 
supports other more complex translation services.

A number of other sites currently provide free or 
professional translation services online. They also 
provide dictionaries and language learning ser-
vices. With continued technological developments 
in this area, there is the opportunity for automatic 
language translation in any situation where people 
are interacting online. Two people could have a 
phone conversation, with each person using their 
primary spoken language, and technology could 
automatically translate the voice in both directions. 
This would eliminate any language barriers. This 
could also automatically translate any online text 
or Web pages into an understandable language so 
that an online company would only ever have to 
develop their site in one language. This would 
save a lot of time and effort. These services also 
provide the potential for a Web site customization 
feature that would allow every user to choose the 
language they want to use when viewing the page’s 
contents. With improvements in technology, there 
is also the potential for automatic translation for 
multimedia files such as audio clips and the audio 
portion of a video file.

A downside could be that ultimately some 
spoken and written languages will no longer be 
needed and will disappear. The cultural history 
embedded in language would be lost forever. To 
reduce the likelihood of this occurring, digital 
technology can capture and store examples for 
all existing written and spoken human languages 
which will mean that they will never ever truly 
be lost.

Advanced security techniques

Many of the future digital technologies discussed 
have been associated with improving interaction 
between people and machines, or providing op-
portunities for more complex applications. As im-
portant are digital technologies that will improve 
security for users of these systems. The following 
discusses three advanced security techniques: 
quantum encryption, biometric access controls, 
and a system for simplifying the login process 
for multiple websites.
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Quantum encryption

Businesses are increasingly connected by com-
puter networks and the Internet. This is both a 
blessing and a curse because it enables all kinds 
of electronic communications and data transfer, 
but it is also much more difficult to ensure that 
business secrets are kept safe. For digital products 
this is particularly important because the product 
itself can be stolen through a network connection 
if security is not sufficient. One future technology 
solution that may improve security is to introduce 
more complex encryption techniques. Encryption 
scrambles data being stored or transmitted so that 
even if it is stolen it will not be in a usable form. 
The text can’t be read and the multimedia file 
can’t be played. The future may find that the next 
big thing in encryption is quantum encryption.

Encryption uses an algorithm or cipher to 
convert digital content into an unreadable form. 
A key is used to unscramble the encrypted file to 
bring it back to its original contents. The more 
bits in the key, the more difficult it is to break. 
This idea has been around for a long time, but a 
new method involves quantum encryption where 
photons are used to make up qubits. Qubits were 
described earlier in the section on quantum 
computers. Quantum encryption is based on the 
same particle behaviors that enable quantum 
computers, but the purpose is much different. 
Quantum encryption uses photons transmitted via 
fiber-optic cable (Clark, 2009; Mayne, 2009). A 
photon’s polarization can be measured in three 
ways – the horizontal axis, diagonal axis, and the 
circular axis (Mayne, 2009), but measurement 
of a photon may alter its value which makes it a 
complex but highly useful method for encryption. 
Quantum encryption can be done in one of two 
ways: measurement protocols or entanglement 
protocols. Using the measurement protocol, the 
phenomenon that measuring an unknown quan-
tum state changes the state makes it impossible 
to intercept a message without changing it. This 
makes it easier to identify messages that have 

been intercepted. In the entanglement protocol, 
the quantum states of two separate objects are 
linked so that they reflect each other’s state. If 
one is measured then both are changed which 
again allows for the situation where a message 
has been intercepted to be recognized. Another 
advantage of quantum encryption is that once a 
photon-string key has been measured it ceases to 
exist which makes it nearly impossible to duplicate 
or reuse. Increased processing power makes this 
form of complex encryption a possibility, and it 
may be necessary in the future as hackers learn to 
break into systems that are using current security 
techniques.

biometric Access controls

Another method for improving security is the 
use of biometric access controls. Many of these 
techniques have been available for years, but they 
are still not widely used. A biometric control is a 
method used to verify a person’s identify based 
on their physical or behavioral characteristics 
(Turban & Volonino, 2010). Physical characteristic 
biometric systems include fingerprints, retinal 
scans, hand or finger geometry, vein geometry, and 
facial recognition. Behavioral examples include 
voice scans, handwriting, and keystroke dynamics.

Each system has some common characteristics 
(Wilson, 2009a). First, a system collects your 
basic identifying information (name, ID number, 
etc.) and then analyzes your trait and stores it in a 
digital format for later comparison. When using 
the system later, it compares the trait stored to the 
trait you present. It either accepts or rejects your 
attempt to enter the system. Fingerprint systems 
are fairly simple because they are matching a set 
of points on a finger pressed to a sensor to the 
fingerprint stored in their database. Retinal scans 
match blood vessel patterns in a person’s retina 
to the pattern stored. Hand and finger geometry 
can be used to authenticate a person’s identity in 
much the same way.
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Some methods are more complex. Voice scans 
attempt to match words or phrases spoken by 
someone with a sample that was stored previ-
ously. The way a person says something will 
vary from time to time which complicates the 
matching process. The data used in a voiceprint 
is a sound spectrogram. A spectrogram is a graph 
that includes sound frequency and time. A benefit 
is that a person does not have to be at a particular 
location to authenticate their self. They could talk 
on a telephone to provide a means of authenticating 
their identity. Another complex biometric system 
is based on handwriting. As you know, each time 
you sign your name it will vary to some extent. 
These systems do not try to match a signature 
with a stored signature based on what is visible. 
Someone could learn to copy another person’s 
signature. Handwriting biometric systems match 
based on the pressure a person uses and the speed 
and rhythm at which they write. This is harder to 
reproduce. There are enough variations in pressure, 
speed, and rhythm that handwriting systems can 
match a stored pattern for authentication.

Accuracy of stored traits and measurement 
systems is obviously an important issue, but in 
most situations the systems work for authenticating 
a user’s identity. The benefit of using biometric 
access controls is that is does not require a user 
to remember an ID or password for each separate 
system. Most user traits do not change so they are 
able to be used for access to many systems for a 
long period of time. Future biometric access con-
trol systems may also utilize more than one trait to 
verify identity. This will improve overall security, 
but still not place much burden on the user. There 
are some concerns with these systems. The systems 
are not fool proof and overreliance on one system 
may be risky. Some systems are not accessible by 
all people which would limit their usefulness. And 
if different agencies use different systems there 
may be difficulties in sharing information about 
potential misuses. This is particularly important 
given the worldwide terrorism threats.

openId

In the future, people will be doing more activi-
ties online and most of these systems will require 
some form of ID and password for access. Ideally 
each user would have a different ID and complex 
password for each system, but at some point 
people will not be able to remember them all. At 
the same time, the risks involved with someone 
stealing your personal or financial information is 
also growing. One method that could be used to 
simplify access is to have a common login and 
password for many, if not all, of the sites a user 
accesses. OpenID is one example of a system that 
may provide this now and in the future (openid.
net). It enables users to enter multiple sites with 
a common login and basic profile information 
can be automatically entered into online forms.

The critical issue for OpenID is to reach a 
critical mass of participating sites. When starting 
out there was little value to having a common 
login that could only allow access to a few sites, 
but as the number of participants grows so does 
the value of the OpenID system. In May, 2009, 
Facebook began to allow users to log in using 
OpenID (Kirkpatrick, 2009). Other OpenID 
foundation corporate members include Google, 
IBM, Microsoft, Paypal and Yahoo. The benefits 
of this system are obvious, but so are the risks. If 
someone can steal your OpenID login information 
then they would be able to access multiple sites 
instead of just one. So far it appears that early 
adopters are willing to take these risks.

ubiquitous payments

Imagine a world where payment is ubiquitous. 
There is no need to choose between cash, check, 
or credit card. Payments just happen automatically 
as they are required. Digital technology has been 
used in payment systems for decades because pay-
ment transaction information can be represented in 
a digital format and may only involve the need to 
add or subtract an amount from a person’s account. 



247

Digital Technology in the 21st Century

The earliest forms of payment outside of barter 
included gemstones, animal hides, or salt. These 
were physical goods and were a cumbersome and 
inconvenient method for making a payment. Gold 
and silver coins were a better solution, and paper 
money allowed for possessing larger monetary 
values in a smaller space. The increased digitiza-
tion of money has been occurring for awhile and 
has become a trusted form of payment, but many 
payment situations still require actions on the part 
of the payer. In a ubiquitous payment environment, 
no actions may ever be required.

Think of the example where you are shopping 
in a grocery store. Move the cart up and down the 
aisles to select the items to purchase, but then the 
shopper just walks through a device that identifies 
the products by their RFID tags, adds up the total 
amount owed, and automatically recognizes the 
shopper and chargers their account in the same 
way that a toll is paid by driving a car slowly 
through an automatic payment lane. No cash, 
checks, or credit cards are needed. It provides a 
highly convenient payment method, but a number 
of digital technologies must work with little room 
for error. Errors in product identification, pricing 
databases, individual recognition systems, and 
payment system account numbers could cause 
major problems. Grocery stores are currently 
reducing their number of employees by using 
self checkout lanes, but this would take it a step 
further. Employee reductions may be offset to some 
extent by the need for increased digital system 
security and maintenance. Grocery stores are just 
one example of a retail scenario where this could 
be used, but there are infinite other possibilities.

Another direction for future payment systems 
is to enable organizations and individuals to swap 
items of value through online barter systems. 
An accounting firm has extra time to work on 
someone’s taxes, and an office supply store has 
some extra chairs in inventory. If both companies 
are in the same online bartering system then they 
can match their needs and trade without any 
cash trading hands. This is another example of 

a service that requires a critical mass of users to 
make it a viable and valuable service. An offline 
barter system would be nearly impossible, but it 
is a possibility given the massive number of cur-
rent Internet users. Starting a barter site is very 
difficult, but once it reaches a certain size it will 
become more valuable to the next companies 
that join. A number of sites already provide these 
services either to businesses, or individuals, or 
both. Some sites also focus on niche industries 
which may make finding trading partners easier 
when needing a unique item.

Interplanetary Internet

Individual hardware and software technologies 
are useful by themselves, but they have even 
more impact when they are interconnected. The 
evolution of electronic communications technolo-
gies has seemingly reduced the size of the earth 
and this has occurred in several stages as new 
technologies were invented and then applied to 
real-world problems.

The means with which we communicate have 
changed dramatically in the past two centuries. 
Improved mail delivery systems in the mid-1800s 
allowed people to send and receive letters and 
other printed material to communicate with family 
and friends, and this also led to the development 
of new business models such as catalog retail-
ing. At the same time, the railroads provided a 
method for efficiently delivering large volumes 
of correspondence and products. Later in the 
1800s, telegraph technology provided a method 
for communicating simple information quickly 
and efficiently between interconnected points. 
News in one city could be shared with others 
cities in minutes instead of days or weeks. When 
first introduced it was not very useful because 
not enough people had the equipment, but over 
time new businesses were created that provided 
many people with the service at a reasonable cost. 
Phones, radio and television provided even richer 
interaction possibilities throughout the twentieth 
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century. The Internet has jump-started an entire 
new age of electronic communications, but we 
typically only think of it in terms of connecting 
people on our planet. The 21st century will see 
the introduction of electronic communications 
systems that go beyond Earth. As with earlier 
communications systems, it will be expensive 
at the beginning and many people will not see a 
use for it, but over time more applications will 
emerge and it will ultimately be a cost-effective 
means of connecting Earth with space.

The next phase in the evolution of the Inter-
net will take us outside our planet and lay the 
groundwork for a communications system that 
links our planet with space stations and manned 
missions to other parts of the solar system (Bonsor, 
2010). At this early stage, the primary question 
is whether the system can work. What are some 
of the unique challenges? And what are some of 
the potential solutions?

A wired system is impossible for the interplan-
etary Internet, so the system must be wireless and 
this introduces some challenges (Bonsor, 2010). 
The first challenge is distance. Internet commu-
nications on Earth only covers a small distance 
relative to the millions of miles and light years that 
separate planets. This distance creates a significant 
time lag between sending and receiving informa-
tion which can cause problems when combining 
digital data packets. This delay can be minutes 
or hours in some instances. Another challenge is 
line-of-sight obstructions. Wired systems do not 
have this problem, and Earth-based global wire-
less communications can be supported by a set 
of satellites. Each sending and receiving device 
can be connected to at least one satellite, and the 
satellites are high enough in the sky that they can 
directly communicate with the next satellite in the 
chain to move data and voice anywhere on Earth. 
Interplanetary systems are much more complex 
because there are more situations where line-of-
sight is blocked at least for part of each day. A 
third challenge is that antenna equipment that 

is powerful enough to overcome some of these 
problems is too heavy to send into space. Thus, 
this system must rely on a larger number of less 
powerful transmission technologies.

One solution to these problems is to create 
a new Internet protocol that can transfer data 
effectively even in situations where time delays 
and obstructions are common. The parcel transfer 
packet (PTP) is one example where data could be 
stored and forwarded to a planet’s gateway as con-
nections become available. Current data transfer 
rates in space are very slow and this should help 
overcome this problem. Increased data transfer 
rates will support improved communications 
both in space and between space and Earth. This 
will provide opportunities for more space-related 
research and exploration and the collection and 
transmission of more data.

neW dIgItAl technologIes 
summARY And conclusIons

Internet applications can benefit from the capabili-
ties enabled by new digital technologies. Informa-
tion search can be faster and provide more useful 
results based on an analysis of vast amounts of 
stored information as well as an understanding 
of individual user requirements. Online products 
and services can incorporate more sensory-rich 
environments in an attempt to replicate the tra-
ditional shopping experience. How a product 
smells or feels may increase buying of certain 
products and it also creates new industries for the 
manufacture and sale of hardware and software 
used to provide these sensory experiences. New 
digital technologies will perform tasks that are 
unheard of today, and machines may be able to 
serve people better by performing a wider range 
of tasks that are hazardous or tedious for people. 
Machines will also use higher level reasoning to 
perform tasks rather than finding answers through 
simple deduction or blind search through all pos-
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sible alternative solutions. It is hoped that future 
digital technologies may also be able to improve 
security and privacy for online environments us-
ing advanced encryption techniques.

The digital technologies discussed throughout 
this section provide a number of opportunities and 
threats for digital product companies. New infor-
mation search methods, new digital products, and 
new digital services will certainly be developed to 
fully take advantage of digital technologies that 
are smaller, faster, cheaper, and more efficient that 
previous technologies. The cycle will continue 
where new technologies are created, companies 
incorporate these capabilities into new products 
and services to improve their competitive position, 
some existing firms fail while others survive, and 
then the cycle begins anew.

managerial implications

Future digital technology capabilities provide 
digital product managers with external oppor-
tunities, and threats that must be incorporated 
into their strategic decision making. Each of the 
technologies discussed in this chapter has the 
potential to impact one or more of the digital 
product industries in the future. Based upon our 
previous discussion, examples of benefits and 
challenges for each digital product industry are 
listed in Table 1. There are many different impacts 
that the full range of new digital technologies will 
have on these industries in the future, but this 
small number of examples provides some idea 
of the extent of changes expected.

Table 1. Future digital technology benefits and challenges for digital product companies 

Digital Product 
Industry

Future Digital Technology 
Benefit

Future Digital Technology 
Challenge

Newspaper and Maga-
zine

Electronic ink and paper will eliminate the need 
to physically distribute newspaper and magazine 
content which will save time and money

Improved online information search technology 
will enable users to find up-to-date news stories 
from any news provider making it difficult for many 
newspapers and magazines to maintain a competitive 
advantage and survive

Electronic book Electronic ink and paper will allow readers to own 
one hardware device that can be reused for reading 
any content they want 
Digital language translation technology could mean 
that books only need to be written in one language 
and they can be automatically translated as needed 
for each user

Electronic ink and paper technology will need to be 
standardized so that users do not have to own several 
proprietary reading devices

Music Quantum and DNA computers will enable music 
playing devices to be very tiny while still being able 
to store many different songs

If one device can store and play millions of songs 
then some value chain participants may no longer be 
needed and overall profits may fall

Movies Holographic storage enables many different movies 
to be stored on one disc 
3-D imaging can make a movie appear more 
realistic

Some moviegoers may stop going to theaters if they 
do not want to experience smells and other sensory 
experiences that are part of future movies

Games Brain-computer interfaces and speech recognition 
systems enable people to play games without the 
need for peripheral input devices like mice and 
joysticks 
3-D imaging can create more realistic game envi-
ronments

Users may demand that all games include smell and 
touch technology so game development may be much 
more complex in the future

Software Quantum and DNA computers enable software to 
be much more complex without impacting response 
time

All future software development will be more com-
plex if users expect a full sensory experience to be 
included
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To illustrate the impact of these new technol-
ogy characteristics, think about how different the 
process will be for buying a book in the future. A 
person can initiate the buying process by thinking 
about buying a book in a particular subject area. 
A machine will quickly interpret the person’s 
needs and offer several recommendations, or it 
may just go ahead and order the best book for the 
person. The book may include video or smell 
rather than just text and images. The book will be 
immediately delivered to the person’s reusable 
e-book, and paid for automatically also. All aspects 
of the transaction will be stored by the book 
seller and the buyer, and all of this will be ac-
complished using technology that is very small 
and very cheap. Conceivably, this entire transac-
tion could also be completed while a person is in 
space. This example illustrates the dramatic 
changes that will impact consumer’s lives as well 
as business operations and strategy. Many current 
jobs will disappear, but new job categories will 
be created to work with the new technology.

The overall managerial implication arising 
from the development of new digital technologies 
is that product providers will be in a hypercompeti-
tive environment where change occurs rapidly and 
media companies in one industry may cross over 
into new industries because the digital technology 
enables it. Consumers will be the winners as more 
and more unique and novel products and services 
become available and companies must compete 
for limited revenues.

socIetAl InstItutIon 
ImplIcAtIons

Beyond the business and economic impact, 
improvement in digital technology will have a 
profound influence on people’s lives in the future 
because of its effect on a wide range of societal 
institutions. In this section six examples are dis-
cussed: healthcare, government services, higher 

education, political campaigns, cybercrime law 
enforcement, and life at home.

digital technology and healthcare

Digital technology will be an integral part of 
healthcare in the future. It will alter diagnosis, 
treatment, and interaction between patients and 
healthcare providers. Digital technologies can be 
used for automatically collecting relevant textual 
or image data at the source, combining data from 
different sources to support health care provider 
decisions, display of text and multimedia results 
in a usable format where needed, and transmission 
of data between locations and organizations. A 
variety of machines can create high density still 
and moving images for aid in diagnosis. Healthcare 
requires distributed systems and massive storage 
capabilities and future digital technology will be 
able provide it. The systems will also need to 
include all participants in healthcare including 
doctors and other healthcare personnel, patients, 
hospital organizations, insurance companies, and 
government agencies.

What can be expected for the future of infor-
mation technology use in healthcare? Glaser and 
Foley (2008) identify several major initiatives. 
Electronic health records (EHRs) will be used 
to support activities such as care documentation, 
medication administration, and results manage-
ment. Business intelligence systems can be used 
to reduce variations in care practices and im-
prove overall performance by monitoring actual 
performance relative to care goals. Customer 
relationship management (CRM) systems will be 
used to know and anticipate individual customer 
needs to build loyalty and increase profits. Digital 
networks will create opportunities for connected 
care where medical care is delivered to patients 
who may not be at a hospital or doctor’s office, 
and interorganizational systems will allow hos-
pitals to exchange patient information with other 
hospitals, pharmacies, and organizations making 
payments for service. Future digital technology 
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will also provide higher quality imaging systems 
to assist in diagnosis and treatment and improved 
networks will allow consultations with specialists 
who are located anywhere in the world.

In addition, the future of healthcare will be 
increasingly online according to Barras (2009). 
Health workers will be able to monitor home-
based patients through online medical records 
that are updated every time the patient takes their 
own blood pressure, checks their weight, or takes 
a medication. Health records may merge with 
social network technologies to provide a space 
for health worker and patient interaction. There 
are obvious concerns about privacy, but social 
networking acceptance continues to grow and 
it may become the norm for future interactions.

digital technology and 
government services

Local, state, and federal government agencies 
have adopted information systems to support a 
wide range of services. The earliest applications 
were used to automate and streamline processes. 
The Internet provided an opportunity for a new set 
of services related to collecting and sharing gov-
ernmental information. According to Castro and 
Atkinson (2009), the digital technologies that will 
be available in the next decades will provide further 
opportunities for improving government services. 
Geographic information systems, global position-
ing systems, and distributed sensor networks 
make it possible for state and local governments 
to address problems for energy, public safety, 
and transportation. Information about all ser-
vices, including any required forms, can be made 
available online and data that must be provided 
to government agencies can be collected online. 
Widespread inter-agency information sharing will 
also be possible, but jurisdictional and trust issues 
must be addressed to motivate these agencies to 
work together. It is possible that digital technology 
could lead to greater governmental transparency 
to improve relations with its citizens. The digital 

divide will be an increasingly important topic for 
the future as governments provide a greater portion 
of their services online and some people will not 
have equal access. Many of the benefits of these 
future systems will be lost if a sizable portion of 
the population does not have access.

Another impact of digital technology on gov-
ernment is the blurring of lines between boundaries 
and channels (Di Maio, 2009). Jurisdictions are 
blurring because there is so much economic and 
social activity across geographic boundaries and 
these activities happen so quickly and at any time. 
Government channels are blurring because there 
are so many potential points of contact between 
citizens and agencies. Agencies have offices that 
are open during work hours, but they also have 
Web sites that are expected to be available any 
hour of any day. Boundaries are also blurring 
between the roles of government as a holder of 
data versus being an owner of data. In the future 
the expectation may be that individuals and orga-
nizations outside of government own the data they 
provide and the government must ask permission 
to access these data. The data could be physically 
stored in many different places and tools would 
be used to integrate it. Finally, there is a blurring 
of technology boundaries between government 
and individuals. Everyone uses the same Internet 
and Web, but it is not clear where the boundary is 
between the government controlled infrastructure 
and the part it does not control.

digital technology and 
higher education

A third institution that will be affected by digital 
technology is higher education and training. Tech-
nology will impact the nature of the classroom and 
all forms of interaction between teacher, student, 
and information sources. McCrea (2009) has 
identified several higher education technology 
trends that will be important in the next decade. 
Classrooms will be more interactive. Handheld 
devices for classroom interaction, multimedia, and 
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streaming video will be increasingly in demand. 
Any technology that makes the classroom more 
interactive and engaging will be utilized to im-
prove the learning environment. More information 
will be available in more ways. There will be no 
need to wait until class is over to look something 
up. Answers to questions can be found any time 
during class and this will change the dynamic for 
classroom interaction and the ways class material 
is covered. Technological equipment and software 
will be impacted by technological convergence 
which means that a smaller number of devices 
will be needed and they will each serve several 
purposes. Technology will be less isolated. Inter-
active technologies in the classroom can provide 
for a more social environment. And finally, tech 
savvy students will demand more from educational 
technology. They expect to use all of their devices 
as part of their education including wireless de-
vices, online education, social networking, smart 
phones, and podcasting.

Higher education will be delivered in many 
ways to many people and many of the barriers 
from the past will be overcome. This will requires 
some cultural changes on the part of teachers and 
institutions, but the hope is that more people can 
be given more opportunities to continue their 
education. These changes will impact colleges 
and universities, but will also create increased 
opportunities for online training and continuing 
education.

digital technology and 
political campaigns

In the 1800s, candidates for political offices typi-
cally traveled on the railroad and made speeches 
in town squares or at the depot. Prior to World 
War II, candidates were heard on the radio and, in 
the last half of the 1900s, television provided an 
opportunity to speak to a larger audience without 
having to spend time travelling. Radio and televi-
sion had an impact on elections, but it was still 
a mass media approach where the same message 

went to everyone. In the 21st century the Internet 
and other digital technologies has again changed 
the ways that candidates and voters interact. There 
has been an explosion of online activity surround-
ing local, state, and especially federal elections, 
and this will continue to grow in the future.

Greengard (2009) and Elsasser (2008) identify 
several changes that have occurred because of 
digital technology and the Internet. In the late 
1990s elections, candidates used the Web as little 
more than an e-brochure. Candidates posted news, 
information, and messages about issues, but this 
did little to improve their interaction with voters. 
Elections in 2004 and 2008 were a better indica-
tion of the things to come. E-mail addresses are 
collected to create large supporter databases. 
Donations can be solicited through several chan-
nels. Supporters can interact with candidates and 
other voters through social networking sites. These 
groups can be used to discuss key issues and poli-
cies and provide immediate feedback. Audio and 
video messages can be posted by candidates or 
by supporters either on their Web site or on sites 
like YouTube. Participation can be bottom-up as 
candidate’s supporters individually create their 
own messages supporting a candidate. Voters are 
empowered in ways that were impossible before 
and their relationship with candidates will be much 
stronger. All of these activities can be continued 
after an election to provide greater interaction 
with constituents and potentially make govern-
ment more transparent.

There are downsides to the digital political 
world. Everything a candidate has ever said or 
done will be available in a digital format in the 
future. There are many more opportunities where 
a candidate can be embarrassed. There will be 
less truly candid moments. Political organizations 
will need to adapt and be less hierarchical. Also, 
not every voter has the time or knowledge to par-
ticipate in online political activities. These voters 
will continue to demand traditional communica-
tions before casting their vote. And ultimately, 
if every candidate uses all of these approaches, 
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there will be an information overload as people 
get more information than they can process. It 
will be difficult to gain an advantage by using an 
online strategy.

Digital technology will also change the vot-
ing process. For the past several years there has 
been an increase in the use of electronic voting 
systems, but they also introduce some new con-
cerns (Wallach, 2008). Will the right people be 
allowed to vote, and will the wrong people be able 
to vote more than once? Will the machines suffer 
glitches so that voter preferences are not properly 
recorded? And will hackers be able to break into 
the system to change votes? The goal is to have a 
system that accurately captures a person’s votes. 
The digital technology used to capture the data, 
store, and transmit it works, but there are other 
issues that have caused problems. Some systems 
are hard to use. It is sometimes difficult to tell 
which candidate you are voting for when using 
a touch screen. Another concern is cost (Zetter, 
2008). The old paper systems were relatively in-
expensive and did not require much maintenance. 
Newer electronic voting system are expensive to 
purchase, or lease, and require training costs and 
maintenance costs for hardware that is typically 
only used once or twice a year.

digital technology and 
cybercrime law enforcement

Digital technology has created a whole new world 
of potential crimes, but it has also provided tools 
for fighting crime. Some of the most common 
cybercrimes involve electronically stealing or 
destroying various forms of digital information 
(personal, financial, business-related), electroni-
cally transferring money from bank accounts, 
stealing copies of software programs, attacking 
Web servers to bring them down (denial-of-service 
attacks), misusing network bandwidth and pro-
cessing hardware, or stealing hardware devices. 
New methods of attack seem to appear daily. 
Cybercrimes can be conducted from anywhere 

and at any time, and the attacks can often inflict 
greater monetary damage that traditional crimes.

Some trends have been identified for recent 
cybercrime activity (Harwood, 2008; Voigt, 2009). 
Unsolicited message traffic, also known as spam, 
is increasing. In 2009, 87 percent of all e-mail 
traffic was spam. This amounts to 40 trillion 
messages. Malicious software, or malware, traffic 
is also rising as more attempts are made to hack 
into individual or business computers. Spam or 
malware are also being distributed using multi-
media files such as Flash files. Denial-of-service 
attacks are used to target not only businesses, but 
increasing they are used against government agen-
cies. In some cases it could even be considered 
terrorism as a country, or terrorist group, attacks 
another government. Attacks on non-PC operating 
systems such as the Mac operating system are also 
on the rise as their market share increases. Global 
financial crises and unemployment will mean that 
cybercrime activity will continue to rise.

The new digital technologies of the 21st cen-
tury will create even more cybercrime threats. 
Imagine if brain wave activity can be intercepted 
from a brain-computer interface. And what will 
be the problems created by hackers who can 
misuse smell or touch technologies. Increased 
processing power and storage capabilities will 
also make it easier to commit more cybercrimes, 
more easily, and in more places around the world. 
Tremendous opportunities will be created for 
firms that can provide protections against future 
cybercrime activity. Law enforcement personnel 
will require a very different skill set in the future 
as they are increasingly called upon to assist in the 
detection and prosecution of cybercriminals. The 
legal system will also require constant updating to 
prosecute entirely new forms of cybercrime. The 
good news is that new digital technologies will 
also offer improved tools for fighting cybercrime 
which will hopefully help law enforcement stay 
ahead of the criminals.
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digital technology and life at home

As important as any of the issues discussed earlier 
in this chapter, the impact digital technologies 
have on our life at home is perhaps the most 
important and interesting because we spend so 
much time at home. Home is also the focal point 
for family life. Each decade new technologies are 
introduced for the home to make our lives easier. 
The ‘home of the future’ has been an exhibition 
at fairs and expositions ever since the late 1800s. 
In the early part of the 20th century much of these 
technological innovations involved mechanical 
devices – electric ovens, washing machines, etc. 
Many tedious tasks were automated and some new 
forms of entertainment (radio and television) made 
their way into the home. In the 21st century we 
can count on most innovations arising from new 
digital technology applications. These innovations 
can be expected to change our home life in many 
ways and several terms are used to describe this 
diffusion of technology into the home – smart 
homes, digital homes, digital living, home of the 
future, and so forth (Venkatesh, 2008).

What is the range of possible impacts that 
digital technology may have on our home lives? 
Venkatesh (2008) identifies three roles for technol-
ogy in the home: (1) the enabling role of technol-
ogy, (2) the mediating role of technology, and (3) 
the transformative role of technology.

Enabling technology makes things work faster, 
better, or in an improved way. Improvements 
in output technologies will provide increased 
opportunities for entertainment throughout the 
house. Family members will no longer have to 
be in a particular room to watch television or use 
a computer. The technology capabilities will not 
change, but use may be done more efficiently.

Mediating technology acts as a facilitator 
between the family members and their living 
environment. Many of the input and output 
technologies discussed earlier will have a role in 
the way the family interacts with home technolo-
gies. Heating, air conditioning, security systems, 

entertainment devices, kitchen devices, and many 
other technologies may now be controlled by voice 
commands or by thoughts. Instead of having to 
learn how to control each device separately, the 
control will be done through more natural human 
forms of the interaction.

Transformational technology alters family 
life in some fundamental way. Connecting home 
devices to the Internet will allow closer intercon-
nectivity and control. For example, people will be 
able to check on their home’s security from work 
which has never been possible before. They will 
also be able to be informed if there are water or fire 
problems that need immediate attention. Further, 
the home of the future may use interconnected 
technologies to monitor refrigerator inventory and 
make automatic replenishment purchases which 
could save time for other activities.

Each of these changes will impact home life 
to some extent, but there are some factors that 
will limit any dramatic changes in the near future 
(Venkatesh, 2008). The average family is unaware 
of all of the possible uses for new digital technolo-
gies in their homes. In tough economic times it 
is also less likely that they would buy these new 
technologies without seeing some cost savings. 
Technology is also very complicated so even if 
they know something exists they may not feel 
that could learn to use it. There is also limited 
incentive for companies to provide entirely new 
digital services at home because demand is not 
sufficient at this time. It will take some before all 
homes are even using high definition television 
and high bandwidth Internet access, let alone 
some of the advanced technologies that are just 
being developed.

futuRe dIgItAl 
technologY tRends

Previous sections have presented a wide range of 
future digital technology issues from several per-
spectives including the technology capabilities, the 
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application of these technologies, and their impact 
on businesses, the economy, and society. In this 
section the question that is addressed is – what 
are the trends for future digital technology? Major 
trends that are expected for digital technology in 
the 21st century are identified below. Some of the 
issues have been discussed previously, while oth-
ers have not. Understanding these trends will help 
digital product managers anticipate changes that 
will occur in the near term and in the next decades.

• Digital technologies based on electromag-
netic microprocessors will continue to 
evolve, but at some point conversion to op-
tical, DNA, or some other underlying tech-
nology will create dramatic improvements 
and revolutionary change.

• Technology change will continue to accel-
erate. More new technologies will be cre-
ated in the 21st century than in all of the 
past centuries combined.

• Input devices will ultimately allow direct 
interaction between people and machines 
without the need for any digital hardware. 
Relying entirely on direct interaction will 
create some new risks and security issues.

• Digital processors will continue to get 
smaller, faster, and cheaper.

• Digital storage devices will continue to 
store more data in smaller areas. At some 
point the volume of data stored will over-
whelm people leading to information over-
load. An important digital technology ap-
plication for the future will be tools to make 
sense of vast amounts of data (knowledge 
management) so that humans can utilize it 
in decision making.

• Digital output devices in the future will be 
virtual. They will not require any hardware 
and they will be available anywhere a user 
is located.

• Future digital technologies will be wireless. 
There will no longer be any need to con-
nect devices by wires and this will create 

opportunities for many new applications. 
Improvements in networking technology 
will enable everything to be connected in-
cluding home, work, and everything in be-
tween. Technology will be ubiquitous.

• A greater proportion of news and informa-
tion content will be created by users. The 
billions of individual users worldwide 
have the potential to create vast amounts 
of content, but the quality of this material 
will always be a concern.

• Many digital products will be free, while 
others will set prices through various hy-
brid mechanisms that allow digital prod-
uct companies to price discriminate by 
charging users more if they are willing 
to pay more, and charging less for others. 
Ultimately, standard business models that 
are accepted by users will evolve for each 
digital product industry, but most new ven-
tures will fail because of the hypercompet-
itive nature of the online marketplace.

• Many digital products will be sold through 
a service model. Information content, 
books, music, movies, games, and other 
software can all be rented or available by 
subscription. Data storage will become a 
service in the future.

• Financing digital product ventures will be 
a vital part of bringing a new idea to mar-
ket and it will be increasingly difficult to 
obtain financing in the near future. Venture 
capital firms will not throw money at just 
any idea like they did in the early e-com-
merce days. Banks will also be hesitant to 
put money into highly risky ventures.

• The network effect (the value to a user 
grows as the number of other users grows, 
for example with an online auction site or 
a social networking site) will have a grow-
ing influence on digital product company 
success. Firms that reach a critical mass of 
users will be highly successful, while oth-
ers will fail. The result will be oligopolies 
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in many industries because it will be more 
efficient to have a smaller number of large 
online sites each providing unique digital 
products and services to the vast number 
of users.

• Multichannel strategies will be most suc-
cessful. Companies that provide choice for 
their customers will be chosen by more 
shoppers. People want to use online and 
traditional retail channels their own way. 
They can buy a product online or at a store, 
and they can get customer service online 
or at a store. They want all of the combina-
tions to be available at times that fit their 
schedule.

• All forms of digital convergence will con-
tinue to provide opportunities in the digi-
tal product industries. Hybrid devices that 
serve several functions will be more com-
mon. Digital content and multimedia will 
become indistinguishable as text, images, 
audio, video and more advanced sensory-
rich multimedia converges in all forms of 
interaction and communications. Industries 
will converge as partnerships across tradi-
tional industry boundaries become more 
common as a means of achieving competi-
tive advantage and reaching a critical mass 
for users.

• Inventory may become a concept from the 
past. Digital products can be sold through 
value chains that include almost no prod-
uct inventory. In the physical product in-
dustries, interorganizational information 
systems (including many of the new digital 
technologies discussed) will enable sup-
ply chain networks to use a demand-driven 
production and distribution process which 
will result in dramatic reductions in inven-
tory. Reductions in inventory cost will al-
low firms to pass some of the savings on to 
their customers.

• The government will monitor and regulate 
more online activities. Digital technology 

will make this possible. The issue will still 
be to what extent the government should 
be monitoring people and businesses on-
line. Ultimately, online commerce will be 
taxed because the government will need to 
tap any and all sources of tax revenue.

• Newly developed digital technologies will 
continue to make it possible to eliminate 
some human labor. But the same digital 
technologies will create new jobs that will 
require human workers. People will still be 
the best source of creative solutions to new 
and complex problems.

• Cultural differences will have an increas-
ingly profound impact on worldwide digi-
tal technology use. New digital technolo-
gies will have the same potential benefits 
for everyone, but differences in culture, 
religion, customs, language, and other fac-
tors will produce situations where the tech-
nology is not used to its fullest potential. 
Views on government control, freedom of 
expression, privacy, and other issues will 
play a role in online communications, in-
formation sharing, and commerce. Legal 
and ethical differences in different parts of 
the world will also impact these activities. 
Compromises will be necessary for coop-
eration across borders and there may never 
be complete agreement on any of these is-
sues related to the appropriate role technol-
ogy should play in society.

• The environmental impact of future digital 
information technologies will be consid-
ered when determining whether to create 
or adopt a new technology. Future digital 
technologies will use less energy, but gains 
will be offset by the fact that there are many 
more digital hardware devices that require 
power. Digital hardware devices will need 
to be entirely recyclable.

• Finally, new digital technologies will not 
make the world better or worse, but they 
will make the world different.
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futuRe ReseARch dIRectIons

The technical research directions in this area 
are fairly clear. The goals for digital technology 
scientists and engineers are to develop hardware 
and applications that are smaller, faster, cheaper, 
more efficient, more user-friendly, and provide 
more realistic user experiences. In this section 
the focus is on looking beyond purely technical 
research directions to identify business and social 
science research directions from the perspective 
of business managers, consumers, and society as 
a whole. All methodologies will be useful includ-
ing conceptual and theoretical research, empirical 
studies, experimental studies, and case studies.

From a strategic perspective, business manag-
ers need to know which technologies are commer-
cially viable and which ones will complement their 
current products and services. Studies may also be 
needed to identify business models that produce 
competitive advantages in this high-technology 
environment. From the psychology perspective 
there are a number of research issues that arise from 
these new technologies. Which technologies will 
people value? And what factors will affect their 
decision to adopt a new technology? Also, will 
users trust new technologies in situations where 
they feel that they have lost control to machines 
to some extent? Understanding the psychology 
of individuals in highly complex technology 
environments will be critical. As the number of 
activities involving technology increases, we will 
need to understand issues like Internet addiction to 
help people cope with technological change and 
maintain their real-world relationships.

Digital technology ethics research also must 
confront a number of issues related to what ac-
tions are right, even if they are legal. Individual 
information rights must be protected while still 
enabling organizations to collect and use informa-
tion for the benefit of their customers. Property 
rights are another important issue because digital 
technology enables information and products to 

be copied very easily and the law may not protect 
rights in all situations.

Governance over digital technologies and 
infrastructure must consider how best to allow 
an open exchange but also recognize that there 
are times where some regulations are necessary. 
Governance is complicated because digital tech-
nology is available globally which means that each 
of these issues must be addressed from multiple 
ethical perspectives realizing that actions in one 
place may be ethical, while in other areas they 
are not. Beginning around 2003, there has been 
some discussion of the idea that governance of the 
Internet could be placed under the control of the 
United Nations (Peake, 2009). Given the number 
of stakeholders, this is obviously a complex issue. 
One issue is whether governance involves only 
technical issues, or whether it should consider 
broader issues such as legal issues, e-commerce 
regulation, and privacy. A second issue is who 
should provide leadership. Should it be a large 
agency such as the United Nations, or should it 
continue to be led by a number of private sector 
organizations. The value of the Internet is that it 
offers one massive network that encompasses all 
online activities. It is important to keep all coun-
tries and organizations involved. These are very 
important issues because most nations view the 
Internet as a strategic issue and a potential threat 
to their sovereignty. In times of conflict, access 
to the Internet could be as important as energy, 
transportation, food, and water issues. Because 
of these risks, anyone currently controlling the 
Internet is probably unwilling to give it up. There 
are numerous technical, business, and social sci-
ence research areas that can be addressed related 
to appropriate Internet governance.

From a societal standpoint several additional 
philosophical issues must be considered. From a 
human-computer interaction research perspec-
tive, to what extent do we want the virtual world 
to replicate the real world? Will this new virtual 
world positively or negatively impact our interac-
tions with other humans and our quality of life? 
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How will it impact human employment levels? 
Will technology change accelerate to the point 
where humans cannot adapt to the change? What 
are the best ways to utilize the relative strengths 
of people and machines?

One study has addressed this question from the 
context of avatar use as online assistants in Web 
sites (McGoldrick et al., 2008). Avatars are not 
the same as humans, but they are images meant 
to represent a person in an online environment. 
Their study explored the potential uses for ava-
tars in providing online shoppers with assistance 
and recommending products for purchase. They 
found that online consumers wanted avatars to 
tell them about special offers and let them know 
if they had made errors in selection of products. 
They did not want them to make recommendations 
based on other people’s purchases. Overall, it was 
found that customers want to have a choice about 
whether to work with avatars or not, and care must 
be taken that avatars are not seen as inappropriate 
or offensive. The best avatars are ones that are 
adaptive and take into account user characteristics 
and desires when offering assistance.

Finally, given each of the issues identified 
above, and the inherent complexity involved in 
the interrelationship between technology, people, 
and society, this research needs to utilize an in-
terdisciplinary perspective including all of the 
physical, biological, computer, and social sciences.

conclusIon

All forms of digital technology will continue to 
evolve and improve. At some point the real and 
virtual worlds may become indistinguishable. 
The overall philosophical issue is not so much 
whether future digital technology will be able to 
do something, but whether we feel that it should 
do be used to do something. Are there tasks that 
we do not want technology to do in the future? 
These answers are complicated and may never 
be completely answered because every time we 

start to feel comfortable with our understanding 
of technology, something new will come along 
to change the status-quo.
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KeY teRms And defInItIons

Brain-Computer Interface (BCI): Devices 
that enable people to interact with computers 
through thought.

Computer Haptics: The study of touch in a 
computer environment.

Crawler Technology and Spider Technol-
ogy: Software that collects and classifies infor-
mation gather from Web sites by moving through 
hyperlinks between pages and Web sites.

Deep Web Search: An improved online in-
formation search technology that provides search 
results using a wider range of information sources 
such as multiple niche-specific search engines and 
government, business, and academic databases.

DNA Computer: A computer where data is 
stored and processed using DNA molecules.

Electronic Ink (e-ink): A material designed 
to look like regular ink that uses microcapsules 
containing white and dark color chips that can 
be manipulated by an electric charge to display 
information on a surface.

Electronic Paper (e-paper): A material de-
signed to look like regular paper that uses electric 
charges to manipulate embedded colored particles 
to display information.

Holographic Storage: A high-density data 
storage method that uses an optical process where 
data is recorded in light patterns stored on a light 
sensitive material.

Interplanetary Internet: A system using 
Internet protocols that is used to communicate 
beyond Earth.

Quantum Computer: A computer where data 
is stored and processed using quantum bits (qubits) 
that can hold a value of zero, one, or both values 
simultaneously.

Quantum Encryption: A complex encryp-
tion method that uses photon-string keys that are 
altered if they are intercepted. This encryption 
technique is based on the same qubit concept used 
in quantum computers.

Speech Recognition: A system that enables 
people to interact with machines through human 
speech. The speech is converted into a digital 
format to input text or to issue commands.

Virtual Retinal Display (VRD): A technol-
ogy used to paint an image directly on a person’s 
retina to display images using a combination of 
red, green, and blue ultra low power lasers.
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