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Preface

Over the past several years, I have taught a one-semester graduate
course on gravitation at the University of Rochester. The principles
of general relativity were developed systematically in a traditional
manner, and this book comprises my lectures of this course. The
class was attended by both graduate as well as several undergrad-
uate students. Correspondingly, the subject matter was developed
in detail using tensor analysis (rather than the compact differential
geometric concepts). The concepts and ideas of the material were
supplemented by a lot of worked out examples dispersed through
out the lectures, which the students found extremely useful.

Although it is the normal convention in a course on gravity to
use a metric of signature (—,+,+,+), I have used through out the
lectures the conventional Bjorken-Drell metric signature (+, —, —, —)
for consistency with my other books. Since the book consists of my
actual lectures in the course, it is informal with step by step deriva-
tion of every result which is quite helpful to students, particularly to
undergraduate students.

There are many references to the material covered in this course
and it is impractical to give all the references. Instead, let me note
only the few following books on the subject which can be used as
references and which contain further references on the subject.

1. Gravitation and Cosmology, S. Weinberg, John Wiley (1972),
New York.

2. Gravitation, C. W. Misner, K. S. Thorne and J. A. Wheeler,
W. H. Freeman (1973), San Francisco.

3. Introduction to General Relativity, R. Adler, M. Bazin and M.
Schiffer, McGraw-Hill (1975), New York.

The figures in this book were drawn using Jaxodraw as well as
PSTricks. I am grateful to the people who developed these extremely

vii
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useful software. Finally, I would like to thank Fernando Méndez for
his help with some of the figures and Dave Munson for sorting out
various computer related problems.

Ashok Das
Rochester
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CHAPTER 1

Basics of geometry and relativity

1.1 Two dimensional geometry

We have all heard of the statement that “Gravitation is the study of
geometry”. Let us see what this exactly means. We are, of course,
familiar with Euclidean geometry. For simplicity we will restrict here
only to two dimensions so that the study of geometry of the man-
ifold corresponds to the study of surfaces and Euclidean geometry
corresponds simply to the all familiar plane geometry.

A geometry, of course, has built in assumptions. For example,
one has to define the basic elements (concepts) of geometry such as
points. Furthermore, we know that given any two points we can draw
many curves joining them. However, the straight line, as we know,
defines the shortest path between two points in Euclidean geometry.
Euclid’s axioms, among other things, state that a straight line is
determined by two points, it may have indefinite length, that any
two right angles are equal, that only one line parallel to a given line
can pass through a point outside the line in the same plane, that
when equals (equal line segments) are added to equals, the sums are
always equal and that the whole is greater than any of its parts.
From these axioms Euclid deduced hundreds of theorems which tell
us a lot about Euclidean geometry.

For example, let us consider a triangle ABC in plane geometry
shown in Fig. 1.1. Through the vertex A let us draw a straight line
DAF parallel to BC'. From 1 the properties of the parallel lines we
immediately conclude that (DAB = Angle DAB)

Angle DAB = Angle ABC, or, DAB = @, (1.1)

and
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Figure 1.1: A triangle in plane geometry.

Angle EAC = Angle ACB, or, EAC = ACB. (1.2)

On the other hand, we also know that

DAB + BAC + EAC = 180°. (1.3)

Thus, we conclude that

DAB + BAC + EAC = ABC + BAC + ACB =180°.  (1.4)

This, of course, proves the familiar result that the sum of the angles
of a triangle on a plane equals 180°. Similarly many more interesting
results can be obtained by using Euclid’s axioms.

However, it is Euclid’s axiom on the parallel lines that generated
much interest. It says, “If a straight line falling on two straight lines
makes the interior angles on the same side less than two right angles,
the two straight lines produced indefinitely meet on that side on
which the angles are less than two right angles”, which is shown in
Fig. 1.2. Since this axiom involves extending straight lines to the
inexplorable region of spatial infinity, people tried hard to prove that
this follows from the other axioms of Euclid and that this is not truly
an independent axiom.
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Figure 1.2: Two straight lines in plane geometry which are not par-
allel according to Euclid’s axiom.

The study of this question, on the other hand, led to the birth
of other, non-Euclidean geometries which satisfy all the axioms of
Fuclid except the one on parallel lines. These are geometries of
curved surfaces where the definition of a straight line carries over
to what we know as geodesics. (As we will see later, geodesics are
paths along which the length is extremal.) Omne such geometry is
the geometry of the surface of a sphere. On a sphere the geodesics
(“straight lines”) are parts of great circles joining the opposite pole
points. It is clear that since any two great circles must intersect (at
the poles), on a sphere we cannot draw any line parallel to a given
line through a point outside of the line.

Another geometry which was developed independently by Gauss,
Bolyai and Lobachevski is opposite in its properties to the previous
one (namely, the geometry of a sphere). Therefore, it is also known
as the geometry of the surface of a pseudosphere. It is rather hard
to visualize. But a crude example of this geometry is the surface
of a horse saddle. On such a surface, many geodesics can be drawn
through a given point not intersecting a given line outside of this
point and hence in this geometry, it is possible to draw many lines
parallel to a given line through a point outside of the line. These are
the three possible distinct geometries we can have.

In a geometry described by curved surfaces it is no longer true
that the sum of all angles in a triangle equals 180°. In fact, one
can simply show that for a triangle on a sphere the sum of angles
is greater than 180° whereas for the geometry of Gauss, Bolyai and
Lobachevski, it is less than 180°. Construction of these geometries
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showed that the fifth postulate of Euclid is indeed independent.

A question we can ask at this point is what is the geometry of
the space we live in. Is it flat, or is it like a sphere or is it like a
pseudosphere? If we were two dimensional creatures living in a two
dimensional space, we can simply study the properties of geometrical
figures and deduce the nature of the geometry ourselves. But this
does not seem right. There ought to exist a general quantity which
distinguishes one geometry from the others. It must be an inner
property of the surface (or the manifold) and let us determine this.

First of all let us note that although a straight line is defined
as the shortest path between two points, we still have not defined
the concept of a distance. In plane geometry if two points have
coordinates (x1,x2) and (y1,y2), then we know that the shortest
distance between the two is given by

1
2

d(z,y) = |(x1—11)° + (22 —2)?| . (1.5)

Furthermore, it was shown that for the geometry of Gauss, Bolyai
and Lobachevski, a point with coordinates (x1, z2) satisfies (suitably
scaled so that the coordinates are dimensionless)

o+ 2l < 1, (1.6)

and the shortest distance between two points (x1,z2) and (y1,y2) is
given by

d 1— -
cosh, 4&Y) _ T1Y1 — Tayo ‘ (17)

1 1
© (-t -ad) (i - i)

Here “a” is a length scale set by the problem under study.

Gauss realized that the distance d(x,y) which gives the short-
est path between two points determines the inner properties of a
space. Thus for example, a cylinder or a cone has the same inner
properties as a plane since a plane can be rolled into a cylinder or
a cone without stretching or tearing. (The formula for the distance
on a cylinder or a cone is the same as on a plane.) However, as we
all know, a sphere cannot be unrolled into a plane without tearing




1.1 TWO DIMENSIONAL GEOMETRY 5)

it and correspondingly the formula for the distance on a sphere is
different.

Gauss also recognized that any space can be locally identified
with a Euclidean space. Hence locally we can set up a Euclidean co-
ordinate system &;,7 = 1, 2, to describe the space so that the infinites-
imal distance between the points (£1,&2) and (&1 + d&y, &2 + d&s) can
be written as

ds? = de? + dés. (1.8)

Of course, if the surface is curved, this coordinate system cannot
cover any finite space still satisfying the laws of plane geometry. Let
us suppose that there exists a coordinate system (z1, z2) which covers
the entire surface. Then we can write the distance between two points
with the coordinates (z1,x2) and (1 + dz1, ze + das) (which locally
coincides with (&1,&2) and (& + d&1, & + d&2)) as

ds® = d&f +de3

(05 S > (06 9, 2
‘<al " o >+<aldl+a_2d>

() (2] o

06 04 +3§2 082
axl 8%2 8%1 8952

o9&\ ? A
(s) * (522) ]d‘“

= gll(az)dx% + 2g12(z)dx1des + gzg(x)dxg
= gijdzdxy, (1.9)

+2 [ :| d:Eld:Eg

+

where we have identified
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061\? (052
e = (54 (52)
061 061 | 08 08
8%18%2 8xlax2

g22(x) = <g—2>2+<g—i>2. (1.10)

The form of ds? in (1.9) is the sign of a metric space and
gij»t,j = 1,2 represents the metric tensor of the two dimensional
space. Thus, for example, the metric for a plane where

gi2(x) = = g21(x),

ds® = da? + da?, (1.11)
is given by
g =g2=1, gi2=0. (1.12)

For a sphere of fixed radius r, on the other hand,

ds® = r? (d6? + sin® 6d¢?) . (1.13)

Thus, in this case, the metric takes the form

gog = 12, 906 =0, Ggp = r? sin? 6. (1.14)

It is this dependence of the metric on the coordinate # that gives the
sphere different inner properties from that of a plane. We can also
show that for the geometry of Gauss, Bolyai and Lobachevski, the
metric is given by

az(l—x%)
x = T o a2
R Cp g
gi2(x) = _ dmzy
(1—a?—a3)”
2 1— 2
g2(z) = M (1.15)

(1-af—a3)*
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Once we know the metric functions, the length of a path can be
obtained by integrating ds along that path. Thus the metric func-
tions determine all the inner properties of a space. Unfortunately,
however, they are also coordinate dependent. Note that if we pa-
rameterize a plane with Cartesian coordinates as in (1.12), then we
have

g =g2 =1, and gi2=0. (1.16)

However, if we parameterize the same surface with polar coordinates,
then we can write

ds? = dr? + r2d6?, (1.17)
so that
Grr = 1, Joog = r2, and gro = 0. (1.18)

This does not look like an Euclidean space (the metric component
gge is a function of coordinates), but it really is the same space. This
example shows that although the metric functions determine all the
inner properties of a space, since their forms depend on the particular
coordinate system used, they are not very useful in classifying spaces.
We should look for an object constructed from g;; that does not
depend on the choice of coordinate system.

In fact, Gauss had found a unique function (in two dimensions)
that does this. It is called the Gaussian curvature and is defined (for
two dimensional spaces) as

0x10x9 E?xg E?x%
g | (Og22 o0012 8911
442 Oza 0z 83:2

92 | (9gu o 0912 092 9911
492 0x1 0o ory 0z

1 2 2 2
K(a:l,xg):%[2 9"g12 _8911 8922}
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4 912 O0g11 0ga2 _9 0911 0g22
492 83:1 83:2 8ZE2 a331

dgi2  Ogn O0gi2 0922
o J912 G911 (o G912 0922 |
+ ( axl axg > ( 8952 8&31 >:|

(1.19)

Here g represents the determinant of the two dimensional metric g;;,
namely,

g = det gij = g11922 — Gio- (1.20)

It is clear from the expressions in (1.19) as well as (1.16) that
the Gaussian curvature vanishes for a plane surface (geometry),

K =0. (1.21)

For a sphere, on the other hand, we note from (1.14) that (we can
identify x1 = 6,22 = ¢, 911 = 9o, 922 = 9, 912 = Yo)
g =rtsin?0,

9900 _ 0900 _ 09ps _
00 fole 0

0,

8g¢¢, 2 . 2 .

50 = 2r°sinf cos 0 = r* sin 20,

829¢¢ 2

507 = 2r< cos 20. (1.22)

Thus, for a sphere we obtain

K = L[ Do\ g [ (9905
2¢ 062 442 00

_ Y _ r? 42

= 5 sin29( 2r° cos 26) e sin49( r* sin” 26)
N SR 1 2 2
= T aan?g (1 —2sin*0) + Gy (4sin” § cos” 0)
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1
= 3oy (1 — 2sin?6 — cos? 9)
< Ssin
1 L, 1

That is, the surface of a sphere is a space of constant (since r is a
fixed constant) positive curvature. Similarly, one can show that the
surface of a pseudosphere has a constant negative curvature,

K= —% < 0. (1.24)

We can check that the Gaussian curvature is independent of
the coordinate system used by simply calculating the curvature of a
plane in polar coordinates. Let us note from (1.18) that, in this case,
(we can identify x1 = r, 29 = 0,911 = grr, 922 = go6, 912 = Gro)

g=r?
897’7’ o 897’7’ o 8909 —0
or 00 00
9o
9966 _ o
or "
&g
= 2. 1.2
2 (1.25)

Thus, in these coordinates

1 9% gog Grr dgee \ >
Koo - 5 5] ()

1 1

rZ r

Thus we see that if we can calculate the Gaussian curvature of a
surface, we can distinguish between the three geometries independent
of the choice of coordinate system.
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So far we have been dealing with only two dimensions and hence
there is only one quantity independent of the coordinate system used.
This can be intuitively seen from the fact that since the metric is
symmetric, in two dimensions, there can only be three independent
metric components. There are, however, two coordinates to represent
any system. Hence the number of quantities that can be formed
which are independent of the coordinates used is exactly one (namely,
3 —2 =1). In higher dimensions, say D dimensions, the number of
independent metric components is

%1XD+1y (1.27)

However, since there are D coordinates to specify a system, the num-
ber of independent quantities that can be constructed which are in-
dependent of the coordinate system used is

%D@+U—D=%D@—D. (1.28)

As a result, the study of geometry becomes more complicated when
D > 2. This general problem was solved by Riemann and was ex-
tended to physics by Einstein.

» Example (Pseudosphere in two dimensions). For the pseudosphere in two di-
mensions we have (see (1.7))

cosh dlz.y) _ 1= o1 = Taye , (1.29)

1 1
@ (I—af—23)? (1 -yi —y3)2

where d(z,y) denotes the distance between the points (x1,x2) and (y1,y2). We
would like to determine the metric as well as the Gaussian curvature for this
space.

For any two vectors A, B in two dimensions, let us introduce the compact
notation

A-B=A;B; = A1By + AsBy, A* = A;A; = A1Ar + As A, (1.30)

where ¢ = 1,2 and we use the summation convention over repeated indices. Then
we can write (1.29) as

cosh d(zy) = -2y (1.31)
a

Nl
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To determine the metric tensor for this space, we need to consider only in-
finitesimal distances (see discussion following (1.7)) so that let us assume y; =
z; + dxz;, i = 1,2 and we can identify the infinitesimal distance with the proper
length d(z,y) = ds. Expanding both sides of the equation (1.31) and keeping
terms to quadratic order in the infinitesimal changes, we obtain

1+12x-dx+dxz+§ 2z - dz + dz? 2_‘_.”
2 1—z2 8 1—z2

14 =
+2 1—z2 1—xz2

12z -dz+dz? 3 <2x-d:c—|—d:c2>2 :|
g +...

da? 1 (z-dz)?

1 .
=1 — —
+21—m2+2(1—x2)27

(1.32)

where dz? = dz - dz. Note that the linear terms (in the differentials) on the right
hand side of (1.32) in the expansion for the distance cancel and the quadratic
terms lead to

d_sz_l da? +l(x~dx)2
2a2 21 —22  2(1—x2)2
1 Tidj
where 4,7 = 1,2 and summation over repeated indices is understood. This is

known as the line element for the space and determines the metric components
for the pseudosphere to be

a’(1—z3) z1220° a’(1—z?)

R e (i (=

(1.34)

Starting with the components of the metric tensor in (1.34), we obtain the
determinant of the metric to be (see (1.20))

9= 911922 — g1z

m[(l -z

)(1 —3) — aiad)

a4

- (1.35)

Next let us evaluate the three expressions involved in the calculation of the
Gaussian curvature (see (1.19)). For simplicity, let us define A, Bia, and C' as
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_ 82912 32911 32922

T T 0x1012 Ox2 Ox?

24> " 8a%x? +48a2:c§:c§
(-2  @-22p (-2t

n 2a? _ 4a>(1 — 5z3) _ 24a%x3(1 — x3)
-2 (1-a2pF fErar
n 2a2 _ 4a>(1 — 5z3) _ 24a%23(1 — %)
-2 (1-a2pF fErar
o 2d° B 4a®> _2(12(1 + 2?) (1.36)
BT Cr LA (s |
B, = 9922 (,0912  Ogu) (092 ?
2= o2 o1 o2 o1
_ 4a2x2(1 — m%) 2a%x2 8a’xixy 2a2%x2
G-ap  [(-wF  0-op T2
_4a2:cz(1 — 3) N 2a%x; 4ax1(1 — 23) ?
(-2 TEFE e
da'a?
= T (1.37)
o — 9910922 ,0911 Oga2 n 90912 Ogu\ (,0912 _ 09
Oxr1 Oz Ozrs Oz o1 o2 o2 o1
_ 4a’z(1 — 23) 4a’z2(1 — z7)
T (1 —22)3 (1—22)3
2a%x4 4(12:02(1 — :c%)
“2 g M 0o
n 2a%x4 8a’r3x? 2a2%x2 B 4(12232(1 — :c%) x (14 2)
G-wp " T-wp " O-wp (-
8a4:c1:c2
= e (1.38)

Substituting (1.36)-(1.38) into (1.19), we obtain the Gaussian curvature K
to be

1
K=—A &312—%32 + 92 o

29 4g2 4g2 T g2
1 _2a*(144%)
- 9 at (1 _ Jj2)3
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6,201 _ 2
B 1 i {_4(1 11(12:2)—(192)
4 at (1 -z )
(1—x2)3
(L2
n (xllfxzz)z 8a'zizo
(e 21— 22)4
-2
_ _é (1422 — 221 — 2d) — 22(1 — 22) — 22%42)
1 1
:_E (1+x2—x2) :—F7 (139)

which coincides with (1.24).

1.2 Inertial and gravitational masses

Newton’s second law of motion says that any force applied on a
particle is proportional to the acceleration it produces. Hence we
can write

F = m;a. (1.40)

This refers to the inertial properties of the system since the force can
be any force in general. However, when a particle is subjected to a
gravitational pull, it experiences a force given by

F = m,g, (1.41)

where g represents the acceleration due to gravity. Here m; and my
are constants of proportionality known respectively as the inertial
and the gravitational mass of the particle and can, in principle, be
different. However, if we combine both the equations (1.40) and
(1.41), we deduce that the acceleration produced by a gravitational
force has the form

a= <%> g (1.42)

If the inertial mass does not coincide with the gravitational
mass (m; # myg) and Zfb—f is not the same for different particles, then
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clearly different objects can fall with different accelerations under
the influence of gravity, the pendula of the same length but made
of different material can have different time periods. On the other
hand, if :Z—f is the same for all materials, they would fall with the
same acceleration. Newton tried to measure this ratio with pendula
of different material and Fresnel improved on it. It has been checked

by now that (in fact, it holds even up to 10713)

Mg _ 1' <1071, (1.43)
my
for different materials.

Let us examine the experimental set up which measures this ra-
tio. The experiment was designed by E6tvos of Hungary and consists
of suspending two weights of different material from a finely balanced
beam as shown in Fig. 1.3. Here ¢’ and ¢/ represent the vertical and
the horizontal components of the centrifugal acceleration due to the
rotation of earth as shown in Fig. 1.4 (¢’ is along the surface).

miag’ mipg’
| |
+ N lg +
| |
s s

/, //
MIAG MIBY,

MgAg MgBg

Figure 1.3: Experimental setup for measuring :’Z—?

The beam is in equilibrium so that we have

Oy (mgA g — Mia g,) =3 (mgB g— mIBg,) . (1-44)

Therefore, we can solve for /5 from (1.44) to obtain

(mgA g — M 9,)
(mgB g— s g/)
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Figure 1.4: Vertical and horizontal components of the centrifugal
acceleration.

On the other hand, the horizontal component of the centrifugal ac-
celeration would lead to a torque

T = EAmIAgé_EBmIBgé

. /
= gé <€AmIA — s (mgA g T g,) mIB)
Mg g — Ny g

_ €Agg <mIAmgB - mIBTrng> g, (1.46)
Mg g — Mg g

where we have used (1.45). Furthermore, if we assume that the
vertical component of the centrifugal acceleration is much smaller
than the acceleration due to gravity (¢’ < g), we can write

mmm
T = Ul <mIA—7lB gA)

Mg

Mgnlag) (mIA - mIB> . (1.47)

Mga Mgy

Any inequality in the ratio - for the two weights would lead to
a twist in the wire from which the beam is suspended. No twist
was observed and E6tvos concluded from this that the difference of
U (or conversely I) from unity can be at most one part in 10°.
Dicke and his coworkers later improved the experiment and the limit
we presently have is one part in 10! (or even 10'3). This is, of
course, an impressive result because a priori we do not know why
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the gravitational mass and the inertial mass should be equal to such
a high precision. (We note that if % is a constant for all materials,
then this constant can be absorbed into the definition of Newton’s

constant and we can identify Zfb—f =1,

1.3 Relativity

The Aristotelian view, the Galilean view and the modern view of
relativity have one point in common. Each assumes that space-time
is a collection of events and that each event is labelled by three spatial
coordinates and one time coordinate. That is to say, the space-time
manifold is a four dimensional continuum. However, beyond this the
different views differ drastically from one another.

For example, in the Aristotelian view, events take place at ab-
solute space and time coordinates and three different kinds of events
can take place in such a manifold. An Aristotelian observer would
observe an event A to precede event B or follow event B or happen
simultaneously with event B. All events that happen simultaneously
can happen anywhere in space and hence define a three dimensional
hypersurface. Therefore, the causal structure of space-time is de-
scribed as in Fig. 1.5.

future

simultaneous events

past

Figure 1.5: Causal structure of space-time in Aristotelian and
Galilean relativity.

On the other hand, if we look at Newton’s law of motion for a
particle under the influence of gravitational forces, the equation has
the form
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d?x mmy (Xy — X)
bl Z —|XN — (1.48)
where we are assuming that the gravitational force is due to a dis-
tribution of point masses in space with x, representing the location
of the mass m,. We see that Newton’s law selects out a family of
inertial frames of reference. For example, let us consider the trans-
formation

X — Rx+vi+a, det R =1,

t — t+T, (1.49)

where R is a rotation matrix (constant, independent of x,t), v, a
and T are constants. Clearly, then, under such a transformation,

d?x d?x
w e
(xy — X) R (xy — x)
|XN — X|3 — |XN — X|3 . (1.50)

Therefore, Newton’s equation (1.48) remains invariant under the
transformation (1.49) which is known as the Galilean transforma-
tion. It is a ten parameter family (group) of transformations (three
parameters of rotation, three velocity parameters v, three param-
eters of translation a for the coordinates and one time translation
parameter T') and Newton’s equations are invariant under Galilean
transformations. We note that Newton’s equation would not be in-
variant if we go to a rotating or linearly accelerating frame, i.e., if R
and v are time dependent.

Galilean transformations select out a family of inertial frames
in which Newton’s equations (laws) are valid. An observer in such a
frame would observe an event A to precede an event B or follow B or
happen simultaneously with B. In this sense it is the same as the view
of the Aristotelian observer and the causal structure of space-time
still remains the same as in Fig. 1.5. However, unlike the Aristotelian
observer, no two Galilean observers in two different inertial frames
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would agree on the exact position or the time of an event. The only
thing that they can agree on is the time interval between two events
and the space interval between them. Furthermore, we note that in
the Galilean view neither the concept of a constant absolute speed
nor the concept of a limiting speed exists (namely, frames can move
with any arbitrary velocity v).

According to Newton the view of space-time was the following.
He believed that there is an absolute fixed space-time and the inertial
forces are due to the frames of reference accelerating with respect to
the absolute space-time. He tried to justify his view through the
example of a rotating bucket of water. A great number of arguments
followed and the one that stands out in particular is known as Mach’s
principle. This says that the acceleration experienced by a particle is
influenced by the distribution of matter in space-time. That is, the
presence of big stars would change the acceleration experienced by a
particle. We can contrast this with the Newtonian view which would
say that the presence of big stars does not matter to the acceleration
of a particle. We will see later during the course of these lectures
how Einstein’s theory reconciles both these ideas.

The Newtonian theory along with Galilean relativity, namely
that the relative separation of events in space and time are meaning-
ful, met with a large number of success. The place where theoretical
prediction disagreed with observation was in the precession of the
perihelion of mercury. The theoretical calculations using Newton’s
equations yielded a value of 8” /century for the value of the preces-
sion in contrast to the observed value of 43” /century. (We will do
this calculation later using Einstein’s general relativity.)

We note here only two other phenomena that would not conform
to the views of Galilean relativity (the first was observed much later).
We experimentally observe that p mesons decay at rest in the labo-
ratory with a lifetime 7, = 107 sec. On the other hand, x mesons
are also produced in cosmic ray showers. And it was measured that
the cosmic ray muons have a lifetime about ten times longer than
the measured lifetime in the laboratory. Various explanations were
put forward to explain this, one of which is that the muon lifetime
changes with the speed of the particle. This was indeed verified in
the laboratory by producing muons at various speeds. However, this
poses a serious problem to Galilean relativity since we assume that
observers in different inertial frames have clocks which read the same
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time intervals and hence can be compared. The p meson example,
on the other hand, shows that if we regard the muon to be a clock
(in the sense that it defines a time interval of 1079 sec) then the time
reading depends on whether the muon is at rest or is in motion.

The second problem comes from Maxwell’s equations which, in
vacuum (without sources), take the form

V.-E=0,
V.-B=0,

VxB=- " (1.51)
First of all it is straightforward to check that these equations are no

longer invariant under the Galilean transformations (1.49). Secondly,
equations (1.51) lead to

V><(V><E):—12 (V xB),

c Ot
E)_-VE-_19 (1LOE
or, V(V-E)—V’E-= ot \o o)
5 1 9’E

This predicts that electromagnetic waves propagate with the con-
stant speed of light ¢. A constant absolute speed is, of course, against
the spirit of Galilean relativity and hence Maxwell postulated that
electromagnetic waves propagate through a medium called ether.
That is, one selects out a unique frame of reference to define the
speed of light. However, experiments failed to detect ether and the
Michelson-Morley experiment was decisive in establishing that there
was no ether and that the speed of light nonetheless is an absolute
constant.

These conflicts, among other issues, led people to reevaluate the
Galilean view and Einstein proposed to replace the requirement of
invariance of physical laws under Galilean transformations by that
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under Lorentz transformations. This goes under the name of special
theory of relativity. The first step in this direction and a great one
is to realize that space and time should be treated on equal footing.
Thus one defines a four dimensional space-time manifold as well as
a coordinate four vector (four dimensional vector) on this manifold
of the form

= (ct,x), w=0,1,2,3. (1.53)

The length of a vector on this manifold is defined as

s (1.54)

where 7, is the metric of the four dimensional space known as the
Minkowski space. The metric is symmetric and diagonal with com-
ponents

NMw = 0, if 2 7é v,
o = -—Mnii=1, i=1,2,3, i not summed.  (1.55)

We can define the inverse metric n** from the relation

N nuy = 0. (1.56)

It is easy to see that the inverse metric also has the form

o= 0, if p#v,

,’700 0 1’

= = 7 not summed. (1.57)

Note that we can raise and lower the index of a given four vector
with the help of the metric as

v
Ty = M,

= g, (1.58)
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where repeated indices are summed and this leads to

x, = (ct,—x). (1.59)

The two four vectors z#,x, are known respectively as contravariant
and covariant four vectors and the length of the coordinate vector
(1.54) takes the form

a? = ?7“”%% = TIWHJ“HJ” = x“xu =c? —x2 (160)

Clearly 22 must be a four dimensional scalar since it does not
carry any index. (We note that unlike the length of a vector in the
Euclidean space, here the length need not be positive since it involves
a difference of two terms.)

We can ask for the form of the four dimensional transformation
which leaves this length invariant. It is clear that if

ot — 't = AF 2Y (1.61)

then the length remains invariant under this transformation only if

/2 / v 2 v
o =nuata’’ =af =nuata?,
v ag 14
or, nWA“pa;pA w27 = nata’,
14
or, A A =1 (1.62)

This has the same form as ATnA = 7 in matrix notation (the su-
perscript T' denotes matrix transposition) which defines rotations
in this manifold. Therefore, we conclude that rotations in the four
dimensional space-time manifold which leave the length invariant
also leave the metric invariant. These are known as homogeneous
Lorentz transformations (they consist of three dimensional rotations
and boosts).

However, in addition to four dimensional rotations if we also
translate the coordinate axes by a constant amount, we obtain the in-
homogeneous Lorentz transformations (also known as Poincaré trans-
formations) under which
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ot — P = AF, 2 + at. (1.63)

The infinitesimal length interval between two points (as well as the
finite length interval) remains invariant under this transformation,
namely,

ds? = Nudatdz” — ds'? = nuwdadz’”
= NuAr,dz’ A" dz”
= AN ,dz"dz”
= Npedr’ds’ =ds® = Adt? —dx?. (1.64)

Here ds is known as the “proper length” of the interval. As
we know, Lorentz transformations mix up space and time coordi-
nates and hence neither a space interval nor a time interval remains
invariant under these transformations. However, it is the particular
combination of the space and time interval given by the proper length
in (1.64) which is invariant under an inhomogeneous Lorentz trans-
formation (Poincaré transformation). (We can contrast this with the
Galilean view according to which different observers will agree on
both space and time intervals.)

For a light wave, the wave velocity is given by |i—ﬂ = ¢ and
hence the proper length for the path of a light wave (photon) follows
from (1.64) to vanish

ds = 0. (1.65)

If we go to a different inertial frame the proper length does not change
so that for a light wave we still have

ds’ = 0. (1.66)

Hence in a different Lorentz frame the speed of light would still be
equal to c¢. That is, Lorentz transformations can accommodate a
constant absolute speed and the speed of light can be the same ir-
respective of the inertial frame of reference we choose. This is, of
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course, the content of the Michelson-Morley experiment. Clearly
since this represents a departure from the Galilean view, the causal
structure of space-time must be different. Indeed, in this framework,
we see that space-time can be divided into four disconnected regions,
as shown in Fig. 1.6, of the following three distinct types:

(z—y)? =(x—yulz—y)* >0, time-like,
(z—y)* =0, light-like,
(z—y)* <O, space-like.
(1.67)
/@}&/ V.&e
\j. . w
& aE Y
g
E
space-like + space-like
T
=
d
E

Figure 1.6: Different invariant regions of Minkowski space.

In the time-like regions, the propagation of any signal occurs
with a speed less than the speed of light and hence such regions rep-
resent causal regions. The light-like regions correspond to regions
where signals travel at the speed of light. Finally, in the space-like
regions the speed of propagation of any signal exceeds the speed of
light and hence, in such regions, no two points can be causally con-
nected. These three types of regions cannot be mapped into one
another through a Lorentz transformation. The Einstein view of
space-time, therefore, is that at every point in the manifold there
exists a cone which corresponds to a causal future cone where the
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time evolution of dynamical systems takes place. Furthermore, as
is evident from the transformations themselves, the notion of simul-
taneity does not exist in this manifold. Namely, simultaneity is not
a Lorentz invariant concept.

Note that the inhomogeneous Lorentz transformations (Poincaré
transformations) also constitute a family (group) of ten parameter
transformations (three rotations, three boosts and four space-time
translations) — exactly like the Galilean transformations. Therefore,
they do not represent a larger symmetry group. However, the nature
of the transformations is different. In addition to three dimensional
rotations Lorentz transformations also involve boosts. If we consider
only the homogeneous Lorentz group we can further restrict ourselves
to the proper Lorentz transformations by demanding that

A >1,  detA”, =1, (1.68)

representing orthochronous transformations.

Let us examine how, with these ideas, we can explain the decay
of the u mesons. Let us assume that an observer at rest observes the
ticks between his clock to be with intervals d¢t = At. Therefore, he
will calculate the proper length to be

[NIES

1
2\ 2
ds = (dt? — dx?)2 = cdt <1 - V—) = cdt = cAt, (1.69)

c2

where we have used v = 0 for an observer at rest. However, if
another observer traveling with a velocity v observes the ticks to be
of interval dt’ = At’, then he will calculate the proper length to be

= oAV <1 - V—>é . (1.70)

c2

However, since the proper length is an invariant quantity we have
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ds’ = ds,

!/ V2 _%
or, At' = At 1_0_2 = vyAt, (1.71)

where we have defined

- <1 - ‘;_22>_% . (1.72)

This shows that the faster an observer is moving, the longer would
be the time interval between the ticks of his clock. (The time in-
terval in a clock depends on the speed with which it is moving.)
This explains why the p mesons in cosmic rays have a longer life-
time. The constant v is conventionally known as the Lorentz
factor.

We show next that Maxwell’s equations in vacuum without
sources are covariant under Lorentz transformations (they are not
invariant under Galilean transformations). But before doing that let
us introduce the compact notation for four dimensional derivative
four vectors (we are going to assume ¢ = 1 from now on). The four
dimensional covariant derivative is defined as

0 0

which leads to the contravariant derivative

) )
R ——_— = — ., =
O = g =10, ( = v> . (1.74)

Furthermore, we note that

82

O = 1" 00y = =5

-Vvi=0, (1.75)

which is known as the D’Alembertian, is invariant under Lorentz
transformations.
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To show that Maxwell’s equations are Lorentz covariant, let us
combine the electric and the magnetic fields into a Lorentz tensor in
the following manner. Let us define a second rank anti-symmetric
tensor F,, = —F,, (it has six independent components in four di-
mensions) with

Fyi = E; = (E);, (1.76)
and
Fijj = —€ijBr = —€iji(B)r,
1
or, Bi = (B)z = —5 Eiij}'ky (177)

where €;;, denotes the three dimensional Levi-Civita tensor. With
this identification, two of Maxwell’s equations in vacuum without
sources (see (1.51)) can be written as

O F,, =0. (1.78)

To see this let us note that this actually reduces to two sets of equa-
tions. Namely, for v = 0, we have (Fyp = 0 by anti-symmetry)

0MFo =0,
or, aZEO =0,
or, (=V)-(-E)=V-E = 0. (1.79)

Similarly, for v = j, we obtain

oMF,; =0,
or, aoFoj + aiFij =0,
or, % + 0" (—€ijxBk) = 0,
or, aa—}f -V xB=0,
or, VxB= 9B (1.80)

ot
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These only represent two of the four equations of Maxwell in
(1.51). To obtain the other two, we note that given the field strength

tensor F),,, we can define the dual field strength tensor as

~ 1
Fo.=c

5 €. Fap- (1.81)

N —

A
€ =

Here €/ (or €,,,,) defines the four dimensional Levi-Civita tensor
with €123 = 1. The dual field strength interchanges the roles of the
electric and the magnetic fields and we have ﬁol- = —%eiijjk = B;
and E-j = €k, (where we have used the fact that %7k coincides
with the three dimensional Levi-Civita tensor €;;;). The other two

equations of Maxwell in (1.51) can now be written as

ME,, = 0. (1.82)

Equation (1.82) can, in fact, be explicitly solved to determine

Ful/ = 8;1141/ - aI/A/,U (183)

where A, is known as the (four) vector potential. (It contains the
three dimensional scalar and vector potentials as A* = (¢, A).)
Thus, the set of four Maxwell’s equations in (1.51) can be written
either as

HE,y =0=0"F,, (1.84)

or equivalently as

OMF, =0,  Fo=0,4, —0,A,. (1.85)

Before we examine the Lorentz covariance of Maxwell’s equa-
tions, let us discuss how various tensors transform under a Lorentz
transformation. We already know how a (contravariant) four vector
transforms (see (1.61)), namely,

o Ao, (1.86)
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This immediately tells us that under a Lorentz transformation, a
second rank contravariant tensor U#¥ would transform as

U — A A7 U (1.87)

Similarly any higher rank contravariant tensor would transform as

U“VAP“. — A““/AVV/A)\)\/APp/ ttt U,u,’l//)\/p/---‘ (188)

This is interesting because we can now ask what information can
be derived from the transformation property of the invariant (con-
travariant) metric tensor, namely,

= A AV . (1.89)

Since the metric is an invariant tensor, it does not change under a
Lorentz transformation. (Transformations which leave the metric of
a manifold invariant are also known as isometries of the manifold and
Lorentz transformations define isometries of the Minkowski space-
time.) This implies

Y — A”AA”pn)‘p =, (1.90)

which is what we had seen earlier in (1.62). Alternatively, we can
write this as

A“)\A”)‘ =n", or, equivalently AA“A)‘” = nh. (1.91)

Similarly, the inverse (covariant) metric 7),,, is also an invariant tensor
and one can show that this leads to (this also follows from (1.91) by
lowering the indices with the metric tensor)

A A =, or, equivalently Ay, AN, =1, (1.92)

Once we know the transformation properties of contravariant
tensors as well as the fact that the metric tensor is invariant, then
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we can calculate how the lower index (covariant) objects transform
under a Lorentz transformation. For example,

v v oA
Ty = Nwr’ — nuA\x

= Apat=A)z,. (1.93)

Remembering the relationship (see (1.91))

Au)\AuA — 77“”7

or, AMA} = o

', or, equivalently AA%, = "

v

(1.94)

we see that, under a Lorentz transformation, the lower index (covari-
ant) vectors transform in an inverse way compared to the upper index
(contravariant) vectors. Therefore, we distinguish between them by
saying that

* —  contravariant vector,
x, —» covariant vector,
UrAP s contravariant tensor,
Uuwxp... —  covariant tensor. (1.95)

We are now in a position to calculate how a covariant tensor
transforms under a Lorentz transformation

U — M)A Uy,
Uirp.. — ANM,AVV,A)\)\IApp/ Uty g (1.96)

In addition, we see that we can have tensors of mixed nature. A ten-
sor with m contravariant indices and n covariant ones would trans-
form under a Lorentz transformation as

/ ! i
M H1  AHm LS T v, Trh1 T Hm
U = N AT A A T U (1.97)
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We also see now that the length of a vector transforms as

2 _ u v B
r* =zt — Aux,,A)\x

— Au”A”)\x,,x)‘

A

= Mzt =x,a” =12, (1.98)

where we have used (1.94). Namely, the length of a four vector is a

Lorentz scalar as we have observed earlier.
Furthermore, let us note that since

ot — P = AF 2V (1.99)

we can write

ot = Afalv, (1.100)

which follows from (1.94), namely,

Iu JT—.
xt = A" ¥

or, Au)‘x'“ = AM)‘A“Vx” =0 =),
or, = Au’\x'”,
or, at=Alr". (1.101)

Similarly, since

x, = x, =N, (1.102)

using (1.94), it follows that

x, = Az, (1.103)
We are now in a position to calculate how the four derivatives

transform under a Lorentz transformation. For example,
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g 0 0 on D
- Oz, o), N ox, Oz,
SV Vi (1.104)
v Oz, veo

where we have used (1.103). Similarly, using (1.100) we obtain

5. — 0 o 0 oz 0
o gm o't 9x'* dzv
14 8 14

Thus we see that contragradient and the cogradient vectors transform
like contravariant and covariant vectors respectively. From these,
it now follows that the D’Alembertian (1.75) is invariant under a
Lorentz transformation.

We are now in a position to discuss the Lorentz covariance of
Maxwell’s equations. First of all we note that since the field strengths
are tensors of second rank, under a Lorentz transformation, they
transform as (see (1.96))

Fuw — AJMJPFy,

Fu — AMSFy,. (1.106)

Thus,

"A A
O"Fu — OPF,, =N 0" APy,
)\ /
= A AN OV F,
= WAL O Fy, = AL O'Fy,. (1.107)

This shows that if

HF,y, =0, (1.108)
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in one inertial frame of reference, the form of the equation does not
change in a Lorentz transformed frame of reference. Similarly, we
can also show that the equation for the dual (1.82)

ME,, =0, (1.109)

also maintains its form in any inertial Lorentz frame so that Maxwell’s
equations are Lorentz covariant. We should note here that since

Fu = A PF, (1.110)

and the transformation matrices Au)\ are not necessarily diagonal,
Lorentz transformations (boosts) mix up different field components.
This is another way of saying that under a Lorentz transformation,
the electric and the magnetic fields mix with each other which we
are all familiar with.

» Example (Null basis vectors). As we have seen in (1.67), in Minkowski space
vectors can be time-like, space-like or light-like (null). Let us ask if it is possi-
ble to find four linearly independent null (light-like) vectors in four dimensional
Minkowski space which are also orthogonal.

It is quite easy to find four linearly independent null four vectors. For
example, we can have

er =(1,1,0,0), ey =(1,0,1,0),
es =(1,0,0,1), e} =(1,-1,0,0). (1.111)

This set is obviously linearly independent and each vector is easily checked to be
light-like (null), namely, nu.et'e; = 0,47 (not summed) = 1,2,3,4. Such a set
defines a basis for the Minkowski space. In fact, this is the light-cone basis for a
photon. Note, however, that these basis vectors are not orthogonal.

It is not possible to find a set which is in addition orthogonal and null for
the following reason. We will attempt to build an orthogonal basis out of a set
of null vectors via the Graham-Schmidt procedure. To that end, take any of the
null vector and label it v{. v} necessarily has a time component and a space
component (it is the only way it can be null but non-zero) so we can write

v =(1,v1), vi-vi=1L1 (1.112)

To get the second vector vh we know it, too, must have a time and space compo-
nent so up to a multiplicative constant we can write
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v =(1,v2), vz-va=1 (1.113)

If we now impose orthogonality between the two vectors (1.112) and (1.113), we
obtain

V1 - V2 = 1 — Vi1 Vg = 07 (1.114)

which implies

V1 Va2 = 1. (1.115)

But, vi, vg are (three dimensional) unit vectors so that (1.115) implies that
vi = vz which would amount to their not being linearly independent. This
proves that it is impossible to find a set of four linearly independent light-like
(null) vectors in Minkowski space which are also orthogonal.

<
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CHAPTER 2

Relativistic dynamics

2.1 Relativistic point particle

It is clear that Newton’s equation which is covariant (form invari-
ant) under Galilean transformations, is not covariant under Lorentz
transformations. So if we require Lorentz invariance to be the invari-
ance group of the physical world, we must modify Newton’s laws. Let
us note, however, that since Newton’s laws have been tested again
and again in the laboratory for slowly moving particles, it is only
for highly relativistic particles (|[v| ~ ¢ = 1) that the equation may
require any modification.

We have already seen that in Minkowski space we can write the
line element as

ds® = dr? =y, dotde” = dt? — dx?, (2.1)

where d is known as the “proper time” of the particle and is related
to the proper length through the speed of light (ds = edr) which
we have set to unity. The proper time, like the proper length, is an
invariant quantity (since the speed of light is an invariant) and hence
can be used to characterize the trajectory of a particle. To describe a
Lorentz covariant generalization of Newton’s equation, let us define
a force four vector f* such that

d2zH
m ——s = f¥, 2.2
where m represents the rest mass of the particle. Clearly since the
proper time does not change under a Lorentz transformation, equa-
tion (2.2) takes the same form in all Lorentz frames. Furthermore, if

35
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we know the form of f#, we can calculate the trajectory of the parti-
cle. To understand the nature of this force four vector, we note that
the form of the relativistic force four vector can be obtained from
the observation that since (2.2) holds in all Lorentz frames, it must
be valid in the rest frame as well. In the rest frame of the particle

(& =0)

dr = dt, (2.3)

and hence (2.2) takes the form

d%z i
m W = f(rost)7
f((i“est) = 0. (24)

Furthermore, if we define the relativistic four velocity of a par-
ticle as

B da* B dt dx de¢ dx

K = —=— — ) = — —_—) =
w= S = () = 0,5 =4(1,v), 25)
then in the rest frame of the particle we have u?rest) = (1,0,0,0).
Therefore, in the rest frame we obtain
f(/ieSt)UI(jrCSt)n”V = fg“est)uffOSt) =0. (26)

On the other hand, this is a (Lorentz invariant) scalar equation and
hence must be true in any inertial reference frame. Secondly, we see
explicitly that

u?rest)ul(jrest)mw = “ﬁest)uff“t) —1. (2‘7)

This must also remain true in all inertial reference frames as can be
seen from (2.5) using the definition of the Lorentz factor in (1.72).
That these two equations are compatible can be seen in the following
way. If
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ututn,, =1, (2.8)

it follows that

— (u"u"nw) =0,

dr
du”
or, d—T uymw =0,
1 14
or, — fru”n,, =0,
m
or, fru"nw = ffu, = 0. (2.9)

Here we have used the fact that

2 H
f“:m%:m%. (2.10)
Equation (2.9) shows that the relativistic force (acceleration) has to
be orthogonal to the four velocity and, as a result, not all components
of the force four vector are independent.
In analogy with the non-relativistic case, we can define the four
momentum of a particle as

PP = mut, (2.11)

so that the dynamical equation (2.2) (or (2.10)) can also be written
in the familiar form (the rest mass m is a constant)

vt _

g (2.12)

We note that the space components of the four velocity are given by
(see (2.5))

_dx v (2.13)

u—a—
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N

where v = (1 —v?)" 2 is the Lorentz factor introduced in (1.72)
(remember ¢ = 1). It follows now that for slowly moving particles
(v=1v]| K1)

u=v+0 (vg) . (2.14)
Furthermore,
dt _1 1
uOZEzyz(l—vz) 2:1—1—5212—1—0(214). (2.15)

Thus, for slowly moving particles, we obtain from (2.11)

P = mux~myv,

1
P’ = mu’ ~m+ 3 mv?. (2.16)

It is clear that pY is nothing other than the (non-relativistic) energy
of the particle (including the rest energy) and (2.11) reduces to the
familiar energy and momentum relations of non-relativistic physics
(in the proper limit). Thus we see that the energy and momentum
are unified in this picture into a single four vector p* such that

P =(E,p). (2.17)

It follows from this that

PP =0 = (mu) (mu”) n,

= m*utu"n, =m?, (2.18)

where we have used (2.8). Therefore, the energy and momentum of
a relativistic particle satisfy the condition
p* =p'py = E*—p* =m?, (2.19)

which we recognize to be the Einstein relation.
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Once we know the components of the force in the rest frame, we
can calculate them in any other frame. Thus, for example, denoting
the rest frame components of the force by (see (2.6))

f(orest) = FO:O’
flesy = F (2.20)

in an arbitrary frame the components of the force take the form

fo = IVV'Fv

(v-F)

f = F+(7_1)V 2 )

. (2.21)

where v represents the instantaneous velocity of the particle (frame)
and v = |v|. Here we have used the fact that an arbitrary four vector
A* transforms under a general Lorentz boost as

AY = y(A+v-A),
A = A+(7—1)LéA) +vAL, (2.22)
v

Recalling that u* = (y,7v) in an arbitrary frame (see (2.5)), we note
that

ffu, = foul —f-u
= 7v-F—{yv-F+y(y-1)v-F}
= 0, (2.23)

as we would expect (see (2.9)).

» Example (Transformation of force). From the Lorentz transformation matrix
(1.61), we would like to derive that under an arbitrary Lorentz transformation
(boost) a contravariant vector transforms as (see (2.22))

AP=y(A+v-A),

v(v-A)

A'=A+(y-1) +vA°, (2.24)
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where v denotes the boost velocity, v = |v| and the Lorentz factor is given by
(see (1.72) in units ¢ = 1)

1
2

b= (1=?) (225)

Furthermore, using this as well as assuming that in the rest frame the force four
vector has the form

f(Orcst) = 07 f(ircst) = Fi: (226)

we would like to show that in a frame where the instantaneous velocity of the
particle is v = 9%

dt?
fO :’yv'F:fYV'f(rest%

v-F
v2

f=F+(n-1v (2.27)

We recall (see (2.5)) that the proper velocity of a particle (in any frame) is
defined as

_daz”

iy 2.28
' = (2.28)
leading to the components
o _dt
Cdr dr R
dx dt dx
_&x__arex 2.29
T T arar " (2:29)
where v = ﬂ—’: represents the instantaneous velocity of the particle and v =

(1 — v?)7/2 denotes the Lorentz factor. It follows from (2.29) that in the rest
frame of the particle where v = 0, we have

ult ey = (1,0,0,0). (2.30)

Since the proper velocity is a four vector, we can relate its components in
any frame to the rest frame through the Lorentz transformation (1.61)

©w

ut = A* uu’(/rcst)7 (231)

and comparing (2.29) and (2.31) (with the use of (2.30)) it follows that

Ay =n, A=t (2.32)
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Furthermore, from the orthogonality relation satisfied by the Lorentz transfor-
mation (1.62) (or (1.92))

A" A = (2.33)

we conclude that

A9 A% = 1,

or, A% A" + A% A% =1,
or, (A)?P=(A%)?—-1=9"-1=—= ="

or, A%, =0, (2.34)

where we have chosen the positive square root for simplicity (v can take positive
as well as negative values). The other components of the transformation matrix
can also be determined similarly. However, this is all we need to transform the
force four vector.

We know that

f(orest) =0, f(irest) = Fl (235)

From the form of the transformation matrix, we can now determine that in any
frame

fO = AO uf(l;cst) = AO Of(orcst) + AO if(ircst)
=0+9v -F=9v-F. (2.36)

The spatial component of the force can be easily determined from the orthogo-
nality relation

nwu”f”:uofo—u-f'zo7
or, ’)’2V'F—’}/V-f:07

or, v-(wF—-f)=0. (2.37)

This determines

f=7F+f,, (2.38)

where f; denotes a component perpendicular to the velocity v. The unique
orthogonal vector that one can construct from two vectors F and v is given by
(up to an overall multiplicative factor)
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_v(v-F)

F V2

. (2.39)

As aresult, we determine the unique spatial component of the force in an arbitrary
frame, which also has the correct rest frame limit, to be

f=~F +£ =7F+(1—7) <F_¥>

(v-F)

v
=F+(y-Do— (2.40)
We can write (2.36) and (2.40) together as
fO =V -F =V f(rcst):
F
f:F+(7—1)vVU2 7 (2.41)
as discussed in (2.21).
<«

» Example (Combination of velocities). Observer O, moves with velocity vg
with respect to O who moves with a velocity ve with respect to Oc. The
coordinate systems are related by the Lorentz transformations

TA = Ap;/ (VB)$]V37
ot = A (vo)at, (2.42)

where AY,(v)’s represent the respective Lorentz transformations (boosts). We
would like to determine the velocity of Oa with respect to Oc, namely, the ad-
dition formula if all the velocities are in the same direction, say along the =
direction.

We note from (2.42) that we can write

2 = A% (ve) A% (vo)at, (2.43)
and without loss of generality we can assume that the particle is at rest in frame
C so that
zt = (tc,0,0,0). (2.44)
From (2.34) we know that the Lorentz transformation matrix between any

two frames moving with velocity v has the form (Aij (v) can also be determined
in a similar manner)
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(2.42) as well as (2.45) that

dt dz¥
ﬁ - AOH(vB)A“V(vC)FS = A%, (vs) A% (ve)
= A% (vs)A%(ve) + A% (ve) Ao (ve)

= y(vs)y(ve)(1 + v - Vo),

i dx; i u dxd i m dtc
vh = B )0 (00) B A () M ) B
i 0 i ' dic
= (Ko 0% (u) + A, ()M ) B

= {7(1)3)7(%)1)% + (5; = (y(vs) = 1)

U%JT]%B]‘) w(vc)vé] dtc
_ {V(UBM; + 06 + (1(vs) — 1)

dta

VB -Vc
-1 5 L
(%3

] ¥(vs)y( S 1E

Uc)(l + vp - Vc)
In vector notation the velocity va can be written in terms of vg and v¢ as

VA = |:<1+VB .2VC)VB—|— 1 <Vc—VB .2VCVB)] 1
Vs v(ve) Up

. (247

1 + VB * Vo ( )

If the velocities are all in the same direction (say along the x-axis) then the
second term in (2.47), which represents vc (with respect to vi), will drop out,

(2.46)

UB + Vc
VA =

leaving the familiar expression for the addition of velocities
T 14 vgve’

(2.48)

where the vector notation is no longer relevant since the problem is now one
dimensional. We can recognize the transformation in (2.48) as being identical to
the relation for the sum of hyperbolic tangent of angles,

tanh(a 4 b)

tanh a + tanh b
" 1+ tanhatanhbd’
as rapidities) as

(2.49)

In fact, if we parameterize the velocities in terms of angular parameters (known

Denoting the instantaneous velocity in the frame A to be v, it follows now from

(2.45)
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va = tanhf,, v =tanhfz, wvc = tanhfc, (2.50)
then it follows from (2.48) and (2.49) that
tanh 0 + tanh 0¢

tanh 0, = T+ tanh 0n tanh 6 — tanh (05 + 6c), (2.51)

which leads to

OA = 0]3 + ac. (252)

In other words, while the addition of velocities (see (2.50)) have a nonstandard
form, rapidities or angles representing velocities have a standard composition.
This is analogous to the fact that while the slopes in Euclidean space have a
nonstandard composition, the angles representing the slopes simply add.

|

» Example (Proper acceleration). Let us consider the relativistic motion of a
particle along the z-direction where the particle undergoes a uniform (constant)
linear acceleration. We would like to show that the motion in this case leads to a
hyperbolic trajectory (hyperbolic motion) and compare this with the correspond-
ing motion in the non-relativistic case.

Since we have motion along just one spatial direction (z-axis), we can write
the proper velocity as (see (2.5))

_arr
dr

ullf

= 7(171)) = (77 7”)7 p=0,1, (253)

where v denotes the instantaneous velocity of the particle

dz
= —. 2.54

V=g (2.54)

Since the Lorentz factor (1.72) has the form
oy —1

y=(1-2") 2, (2.55)
it follows that

14+~%° =42 (2.56)
Furthermore, since we have

dy 3 dv

il - 2.

i T (2.57)

we obtain the proper acceleration to be
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_dwt  d __ydy dyv
=3 =150 =15 g)

n

(4 dv o 2 9y dv _ 4@
= (Vo (7)) = (0 Dy (2.58)

where we have used (2.56). It follows from (2.58) that

2 w v 2 s (dv 2 6 [ dv 2
a” =nuwa’a” = (v = 1)y %) = ¢ < 0. (2.59)

In the instantaneous rest frame of the particle where v = 1, we can write
this as

e 2——a2 (2.60)
-oo\at) ’ '

where the instantaneous acceleration is defined as

d(yv)
dt

=a. (2.61)

So far our discussion has been quite general. We will now consider the case
of constant acceleration (o =constant). In this case, (2.61) leads to

M = o = constant,
dt

or, ~wv=at,
or, a't"=~vy"v",

or, 1+a’t* =14+ =~*=@1-v%)"",

—1_ —
o ¥ 14 a2t2 1+ a2t?’

at

e R T IER

(2.62)
Here we have used (2.56), set the constant of integration to zero as well as taken
the positive square root for simplicity. This choice of the integration constant
corresponds to choosing the initial velocity to vanish, namely, v = 0 when ¢ = 0.
On the other hand, the instantaneous velocity is defined as (see (2.54))

_dzx

v= 1 (2.63)

which together with (2.62) leads to
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dx at

dt (1 + a2t2)/2’

1 d(e?t?)
or, adr = 5 W (264)
Equation (2.64) can be integrated to give (we assume x = 0 when ¢ = 0)
ax = (14 *tH)Y? -1,
or, (az+1)>=0a’2"+20z+1=1+ ",
or, az’+2x—at> =0, (2.65)
which describes a hyperbola with asymptotes
1
T+ — =+t (2.66)
a

Equation (2.65) should be contrasted with the nonrelativistic parabolic motion
of the form (with the same initial condition £ = 0 = v when t = 0)

1
r==at’ (2.67)

2
Finally, we note that we can carry out the complete analysis in terms of the

proper time as well and write all the variables as functions of the proper time as

v = tanh ar, v =(1-v%)""% = coshar,
. sinhon'7 v (coshom'—l). (2.68)
a a

2.2 Current and charge densities

Let us consider the motion of n charged particles with charge ¢, at
the coordinate x,,. In this case, the current density associated with
the system is given by

3@ =Y 00 P00 5 e, 0). (2.69)

n

Similarly, the charge density of the system is given by



2.2 CURRENT AND CHARGE DENSITIES 47

=" ud® (x — % (t)) - (2.70)

If we identify 20(¢) = ¢, then we note that we can write the charge
density also as

plz) = Zn:qn53(x—xn(t))
- an/dt 59— () 8t — 1)
= an/dt 5 (z — zn(t)))
- ;qn/df j—’i 54z — ()
_ /dT > dn day

where in the intermediate step we have changed the integration over
t' to that over the proper time 7. Similarly, the current density can
be rewritten as

) 54 (5 — (7)), (2.71)

3@ = Yo T 5,0

= /dTan dxn(7)

It is suggestive, therefore, to combine both the current and the charge
densities into a four vector of the form

6 (x —zp(7)). (2.72)

JH () = (p(x),I(2))

an (T
= [ar 0 5 ). (273
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where the time component of the current density four vector in (2.73)
is the charge density of the system while the space components yield
the (three dimensional) current density. The four vector nature of
the current density is obvious from the fact that the proper time does
not change under a Lorentz transformation and

ot (z) = o*(Az) = §t(x) = 6 (x), (2.74)

1
| det A

where in the last step we have used the fact that we are consider-
ing only proper Lorentz transformations with det A = 1 (see (1.68)).
Therefore, we see that J* has the same Lorentz transformation prop-
erties as x* which is a four vector.

Furthermore, we note that

0
Ot (z) = @J”(ﬂf)

zh(r
= %/dT;qn ddi ) §* (z — 2n(1))

(T
= /dTan dd7(_ ) 9 6t (x — 2p(7))

n

_ / arS g d“i“) <— 8332(7) 5 (o —:nn(T))>

n

_ /den: (%) 54 (& — (7)) = 0. (2.75)

Thus we see that the current is conserved (g, is a constant) and,
written out explicitly, equation (2.75) has the form of the familiar
continuity equation, namely,
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9, J" = 0,
or, 60J0 + 8ZJZ =0,

or, % +V-J=0. (2.76)

This shows that the continuity equation (2.75) or (2.76) is Lorentz
invariant (holds in any Lorentz frame).

Once we have a conservation law (conserved current density),
we can define a conserved charge as

Q= /d% JO(x,t) = Q(1). (2.77)
That this is a constant in time (conserved) can be seen as follows,

@  _ 5 01°(x,t)

EE R

= /d% w = /d%(—V-J(x,t)) =0, (2.78)

where we have used the continuity equation (2.76) and the right

hand side vanishes because of Gauss’ theorem if the currents vanish
at large separations. Thus, we obtain

aQ
o =0 (2.79)

We can further show that the conserved charge @) is not only
constant but is also a Lorentz scalar in the following way. Since

Q- / B JOx, 1), (2.80)

and since J° behaves like the time component of a four vector under
a Lorentz transformation, the charge must transform as

Q ~ /d4x = Lorentz invariant. (2.81)
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A more rigorous way of seeing this is as follows. Let us consider the
integral

I= /d4a: Oy (JH(x,8)0(n - x)), (2.82)

where n* is a time-like unit vector and

1 if 2 >0,
0(2) — 2.83
() { 0 if 2 <0, (283)

represents the step function. Therefore, writing out explicitly we
have

I= /d4a: (00 (J°(x,)0(n-z)) + 0; (J'(x,)0(n-2))]. (2.84)

The spatial divergence, of course, vanishes because of Gauss’ theorem
so that we can write

= / d'z B (JO(x, 1)0(n - z)) . (2.85)

If we now identify n* = (1,0,0,0) and do the time integral then we
have

I = / at d*z 9y (JO(x, 10 (1))

= /d?’x JO(x,1)6 (t)

— /d% JO(x,t = 00) = Q(c0) = Q, (2.86)

since @ is a constant. Thus we conclude that we can write
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Q = /d4:1: By (J*(x,1)0 (n - )
= /d4w (OuJ"O0(n - x) + J'0,0(n - x))

_ / Az J#(2)0,0(n - ). (2.87)

The Lorentz scalar nature of @) is now manifest since both d*z and
O(n - x) are Lorentz invariant quantities.

2.3 Maxwell’s equations in the presence of sources

If there are charges and currents present, then we know that Maxwell’s
equations take the form (¢ = 1)

V-E = P,
V.B = 0
0B
E = 2>
V x TR
OE
B = — 2.
V x 5 (2.88)

where p and J denote the charge density and the current density
respectively (produced by the charged matter). We have already
seen in (2.73) that p and J can be combined into a four vector

Jh=(p,d). (2.89)

Furthermore, we have also seen in (1.76) and (1.77) that the electric
field E and the magnetic field B can be combined into the field
strength tensor F},, such that

Fy = E,

Fij = _EijkBk' (290)
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The dual field strength tensor in (1.81) leads to the components

Foi = B,

—Fz’j = eijkEk' (291)

As a result, in the presence of sources we can write Maxwell’s
equations (2.88) as

MF,, =J,,  OF,, =0. (2.92)

That these give the correct Maxwell’s equations can be seen as fol-

lows. Let v = 0 in the first of the two equations in (2.92) which leads
to

oM Fuo = Jo,
or,  9'Fyp=p,
or, (-V)-(-E)=V - -E=p. (2.93)

Similarly, choosing v = j, we obtain

0" Eyy = Jj,
or, aOFoj + OZFZ] = Jj,

OE; .
or, 8—; + 8 (_EijkBk) = Jj

OE
or, E—l—(—V)XB:—J,

E

or, VxB= 869_t +J. (2.94)

These give two of Maxwell’s equations with sources in (2.88). The
other two equations which are unaltered in the presence of charges
and currents (compare with (1.51)) are still given by the equation
involving the dual field strength tensor (as in (1.82))
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ME,, =0, (2.95)

which can also be written as the Bianchi identity

8MF,,)\ + a,,F)\u + 8)\Fw, =0. (2.96)
(The Bianchi identity can be explicitly checked to be true from the
definition of the field strength tensor in (1.83).)

The Lorentz covariance of the equations can be seen from the
fact that

MF, — OVF, = (A“ M@”) (AMAAVP ) Fxp
= AN AN OF,

= SN OFFy,

17
= AN F\,=AL O'F,,. (2.97)

Similarly,
J, = J, = NS, (2.98)

Therefore, it is clear that the equation

O Fp = Jy, (2.99)

maintains its form in all Lorentz frames. In other words, if the above
equation is true in one frame, then in a different Lorentz frame the
equation has the same form, namely,

/ !/ !/
I1E, =T, (2.100)
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2.4 Motion of a charged particle in EM field

If a charged particle with charge ¢ is moving with a non-relativistic
velocity v in an electromagnetic field, then we know that it experi-
ences a force (Lorentz force) given by (¢ = 1)

Fary=¢(E+v xB). (2.101)

If the particle is at rest then, of course, the force is purely electrostatic
and is given by

F(est) = qE- (2.102)

We note that we can generalize this to the relativistic electro-
magnetic force experienced by a particle in the four vector notation
as

dz¥
B— g FH
f=q v I

For example, this force is by construction orthogonal to the four
velocity (as we would expect, see (2.9))

= qF"u”. (2.103)

fPuy = qFhu"uy, = qFutu’ =0, (2.104)

which follows from the anti-symmetry of the field strength tensor.
Furthermore, in the rest frame of the particle (%—’t‘ = 0), it is clear

that

dx” dz?
Jhesty = aF'y = =aF"

i ; da
f(rest) = qF, ?

- dz o dad

— e ) 2 —
q( 0 dr T dT)
~daY
B
o dr
or, fresty = qE, (2.105)

=0
" dr ’

= qF'y = —qFy = qFy; = qF;,
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as we would expect. Here we have used the fact that in the rest frame
of the particle 2° = ¢ = 7. For a non-relativistic particle (v < 1), on
the other hand, we note from (2.103) that

. . daY
fowmy = aF, dr

. da® ; dad
- q< 0 g T d7>
dz¥ dt dz? dt
= q(Fu - - Fy S T
q<° dt dr Y dt d7>
dt

= 44 (Foi + €ijrBiv’)

dt
or, far) = ¢ e (E+vxB)=g¢y(E+vxB)
= ¢(E+vxB)+0(v%). (2.106)

Furthermore, the time component of the force has the form

da”
f(ONR) = qFOzx ar

o dat
tdr

dzt dt

dt dr

= qvVv- E ol

= v foar =V fre) +0(0%), (2.107)

= qFy

which we can also identify with yv - fe). This, of course, also
gives the time rate of change of the energy of the particle in an
electromagnetic field. Thus, we see that the force four vector (2.103)
reduces to the appropriate limits and, therefore, we conclude that
the correct relativistic form of the equation of motion for a charged
particle in an electromagnetic field is given by

d2xH du*  dp* dz”
S TS gy e

" " G

(2.108)
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The non-relativistic form of the equation can be obtained in the
appropriate limit by using the components of the forces derived in
(2.106) and (2.107).

2.5 Energy-momentum tensor

Just as for a distribution of charged particles we can define a charge
density and a current density and combine them into a four vector,
similarly for a system of particles with nonzero momentum we can
define the following densities,

T(ﬁmer) — Z o3 (x — xp(t))

i dat,
T(!ﬁnatter) = an dt( ) 5 (X - Xn(t))

— /depg de C’{( )54( — x(7)). (2.110)

Therefore, we see that we can combine the two expressions in (2.109)
and (2.110) to form a second rank tensor density

xn 4
(matter /dTan dr 6 fL'—JIn( )) (2111)

Furthermore, if we use the definition of the momentum for a rela-
tivistic particle (see (2.11))

d I
p—m %7 (2.112)
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we see that the tensor 7" in (2.111) is a symmetric second rank
tensor density and can be written as

” dzf, dz?,
T(;inatter m/dTZ ? ? _wn(T))

=T (2.113)

(matter)

This is known as the stress tensor density or the energy momentum
tensor density of the system of particles.
Let us next note that

9, T O ppw

K= (matter) — W (matter)

B dak dxn 4
N ax“m/d dr dr G )

dr dr Oz

- [y SR (s e

= m/dTZ d—x% don i54(33_$n(7))

— /dT Zf”64 (2 — xp(7)) . (2.114)

We note that, unlike the current density in (2.73) where the coef-
ficients ¢, are time independent (see also (2.75)), here pl’s are, in
general, time dependent. Therefore, only if the total force acting on
the individual particles of the system is zero, then we have
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8T =0, (2.115)

M= (matter)

Namely, the energy momentum tensor for matter in (2.111) or (2.113)
is conserved only in the absence of external forces and in this case
we can define the charge associated with this tensor density as

3 0 3 0
Pgnattor)( ) /d z T(rgattor) /d z T(linatter) (2116)

which is easily seen to be conserved (see (2.78)), namely,

dprt

(matter)

dt
We note from (2.111) or (2.113) that

= 0. (2.117)

0 0
P(/jnattor) = /d3x T(rﬁattor) /d3 T(!ﬁnatter)
= /d3 /dTZ " 54 (x — xp (7))
= Z/d‘la;p‘,f 6t (x — z, (7))

= > ph (2.118)

In other words, the conserved charge in this case is the sum of the
momenta of individual particles (total momentum of the system) and
it is clear that under a Lorentz transformation it transforms like a
contravariant four vector.

On the other hand, if there are external forces acting on the
system, we have seen in (2.114) that the divergence of the energy
momentum tensor density (stress tensor density) of the system of
particles is not zero and is given by

matter

0, T /dT > frst (@ —an(r) . (2.119)
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Let us assume, for example, that the particles carry individual charges
gn and that the force they experience is due to the presence of an
external electromagnetic field. In this case, we can write (see (2.103))

Oy = [ 4778 = ()
= / dr g F%

d A
_ F';\/dTan ;: 8 (x—an(r)),  (2.120)

dx
d

A
2§ (2 — 2u(7))

where we have used the fact that the external field depends only on
x and, therefore, can be taken outside the sum and the integral. The
rest of the expression together with the integral sign is simply the
current density which we have defined earlier in (2.73) and hence we
obtain

Qv _ A

au‘zq’(n’latter) - FI;\J : (2121)

To understand better what this means, let us define a second

rank symmetric tensor from the electromagnetic field strength tensor
(so that it is gauge invariant) in the following way

1
A A
Tl = Titmy = —FAF"™ + 5 0 FaFY. (2.122)
We can work out the explicit forms of the components of this tensor

density associated with the electromagnetic field from its definition
in (2.122)

1
Temy = —FYF+ 50" Fu P

= —FUFS+ - (FuF" + FoF™ + F,;F¥)

1
4

1
= Foilp + 1 (—2Fi Fo; + (—€ijxBr) (—€ijeBe))
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1 1
= b — 3 E;E; + 3 B;B;

(E*+B?),

N —

. 1
T%Zm) = _FOHFZAL + 1 VOZFMVFW

B 07 i

= —FF

= —(—Foj) (=Fyj) = —Fo; Fy

= —Ej (_EijkBk) = EijkEjBk = (E X B)z (2.123)
This shows that the expressions for T(%?m) and T((Zm)
to the correct energy and momentum (recall the Poynting vector)
densities for the electromagnetic field as we know from electrody-
namics. Therefore, we can identify Tgu in (2.122) with the stress

m)
tensor density of the electromagnetic field.
It follows now from its definition in (2.122) that

lead respectively

1
OuTliny = ~(OuFR)F = FROF + 5 o (9, F V) E,

= (9, F")F" — F 0" F" + % (8" F)Fy,

_ —(OHF”)\)F”A n % Fy, <8”F”>‘ I aAFpu) n % (8VF)\P)F)\p
— (@ PR + % By, (0" + 9 P 4 ')

= (9, FH)F" = — I\ F" = —F%JA, (2.124)

Here, in the intermediate steps we have used the Bianchi identity
(see the discussion following (2.95))

8;LFV)\ + auFAu + 8)\F;w = 0, (2.125)
as well as Maxwell’s equations (2.92) in the presence of sources
uFH" = J". (2.126)

Thus, we see from (2.121) and (2.124) that
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pv _ A pv
OuT lmatter) = FXT" = =0T oy (2.127)
which shows that if we define the total energy momentum tensor den-
sity of the system of particles as well as the electromagnetic radiation
field as

T(légtal) = T(LIIlljatter) + T(l:;])
dz,”
= [arSon G e )
n
1
—FHFY + 1 N FAPFy, (2.128)

then we have

T ey = 0- (2.129)

Namely, the total stress tensor density associated with the system
including matter and radiation is conserved. (The energy momentum
tensor density of an isolated system is divergence free because of
Poincaré invariance.)

2.6 Angular momentum

Once we know that the energy momentum tensor density of an iso-
lated system is conserved, we can construct other tensor densities
from this, which would also be conserved. For example, given

9, TH =0 =98,T", T =T"" (2.130)

let us define

MY = ghTvA — gV THA, (2.131)

We note that by construction this tensor density is anti-symmetric
in the last two indices, namely,
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MM — _ NAVH, (2.132)

We also recognize that it is divergence free in the first index, namely,

MM = % (m“T’j)‘ — x”T“A)
s

e U VAR LR A
S N ) (2.133)

where we have used the fact that the stress tensor is symmetric and
conserved (see (2.130)). Furthermore, since M is conserved in its
first index, we can construct the charge associated with this tensor
density as

JH = / ddz MO = — v, (2.134)

We can show (in the standard manner, see (2.78)) that this tensor is
constant in time (conserved) and transforms like an anti-symmetric
second rank tensor under a Lorentz transformation. To see what
such a conserved charge corresponds to, let us look at a system of
free particles for which

e T o

= o'y phP(x—xu(t) —a? D phod(x — xn(t))

= Y (whph — ahp)) 8 (x = xu (1))

n

= Z €k LR 33 (x — x,(1)). (2.135)

n

In other words, the space components of the tensor density M
correspond to the angular momentum density of the system of parti-
cles. Hence we can identify J* = —J"* as the generalized relativistic
angular momentum of the system.
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The angular momentum of a particle, of course, consists of two
parts, the orbital angular momentum and the internal angular mo-
mentum. The internal angular momentum is isolated by defining the
Pauli-Lubanski spin four vector as

5= 73 pnpd P (2.136)

where J¥*, u” denote the generalized angular momentum (2.134) and
the four velocity (2.5) respectively. s, is a constant (time indepen-
dent) four vector for a free particle which can be seen from

ds, 1 duf

o 1 JA T — 0, 2.137
dt 9 CHA dt ( )
where we have used the fact that J** is time independent and that
in the absence of forces, the four velocity does not depend on time

either. We note that in the rest frame of the particle

ut = (1,0,0,0), (2.138)

the components of s, take the forms (in the rest frame, there is no
orbital angular momentum)

1 .
sz(.reSt) = 3 eijkﬂk = spin angular momentum, (2.139)
shest) =, (2.140)

Furthermore, although s, may appear to have four independent com-
ponents, it actually has three since it has to satisfy the constraint

ut's, =0, (2.141)

in any frame of reference which follows from its definition in (2.136).
(This is like the constraint on the relativistic force four vector derived
in (2.9).)
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CHAPTER 3

Principle of general covariance

3.1 Principle of equivalence

Let us consider a particle moving in a static, uniform gravitational
field as well as under the influence of other (translation invariant)
inertial forces. The equation of motion according to Newton, in this
case, would be given by

md2—x—m +ZF (x —xp) (3.1)
dt2_ g - n n) .

where the acceleration due to gravity g is assumed to be a space and
time independent constant and the F,(x — x,)’s represent inertial
forces. As a consequence of the fact that the inertial and the gravita-
tional masses are the same (see (1.43)), we conclude from (3.1) that
we can transform away the gravitational force, in the present case,
by a simple coordinate redefinition, namely, if we let

1
X x—5 gt?, (3.2)

we can write the equation of motion (3.1) as

d?x
moy = Z F,(x —xy,). (3.3)

In other words, in this case we can always find a coordinate system
where the effects of a static uniform gravitational field would dis-
appear. (In this case, the new frame of reference would correspond
to a uniformly accelerated frame.) In this sense, we can think of

65
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a static uniform gravitational force as being an apparent force or a
pseudoforce.

Let us see physically what this example implies. Consider a
person (observer) in an elevator (laboratory) in space (say, in a space
ship) who performs the following experiment. He releases various
masses and finds that they all fall down with the same acceleration.
He wishes to find out the cause of the acceleration except that he
is not allowed to look outside the elevator. Clearly from all the
experiments that he can perform inside the elevator, he can conclude
that there exist only two possibilities for the source of acceleration:

1. There is a large gravitational mass attached to the bottom of
the elevator which pulls all particles downwards.

2. The other possibility is, of course, that the elevator is being
accelerated upwards uniformly so that all particles appear to
be falling downwards.

However, he cannot differentiate between the two possibilities. This
shows that the acceleration due to a static uniform gravitational force
is equivalent to the uniform acceleration due to an inertial force.
Therefore, by a suitable change of the coordinate system we can
transform away the effects of gravitation and the equations of motion
would take the same form as in an inertial reference frame without
gravitation.

There are two interesting issues that arise at this point. If the
above analogy is correct we can do the following experiment. Let
one side of the elevator be fitted with a source that emits a pulse
of light. Let the opposite side of the elevator be fixed with a de-
tector which receives the pulse. If the elevator is being accelerated
upwards we can calculate and show that the light ray would define
a parabolic trajectory as shown in Fig. 3.1. That is, its trajectory
would bend. However, if this is equivalent to the presence of a grav-
itational mass, then we would conclude that a light ray would bend
in the presence of a large gravitational mass. This was, of course,
a phenomenon unheard of in classical physics. However, Einstein
was so strongly convinced of the equivalence principle that he made
the daring prediction that light rays would bend in the presence of
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large gravitational masses. This was later verified experimentally by
Eddington. (We would do this calculation later in the course of the
lectures.)

Figure 3.1: Bending of light in a space ship.

The second question we need to ask is what happens to this
equivalence in the presence of a non-static and nonuniform gravita-
tional field. Pulsars and other astrophysical objects provide physical
examples of non-static gravitational sources. Our own earth provides
an example of a nonuniform gravitational field since all particles are
attracted radially towards the center of the earth. It is not possible
to balance such nonuniform accelerations by any linear inertial ac-
celeration as shown in Fig. 3.2. Therefore, in such a case the two
situations would be distinguishable. In the background of a non-
static and nonuniform gravitational force particles would feel tidal
forces which would lead their trajectories to deviate from the vertical
straight line motion. These geodesic deviations, of course, would al-
low one to detect the presence of gravitation. However, if we restrict
ourselves to very small regions of space (and time) then the gravita-
tional field would be uniform and in such regions it would again be
impossible to detect the presence of gravitation.

These observations led to the formulation of the principle of
equivalence. It says that at every space-time point in an arbitrary
gravitational field, it is always possible to choose a locally inertial
frame such that within a sufficiently small region around the point
in question, the laws of nature take the same form as in inertial
Cartesian coordinate systems in the absence of gravitation.

Some comments are in order here. First of all, note that this is
what is usually referred to as the strong principle of equivalence. If
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Figure 3.2: The effect of gravitation is represented on the left diagram
while the right denotes linear acceleration.

the phrase “laws of nature” is replaced by “laws of motion of freely
falling (moving) particles”, then it is referred to as the weak principle
of equivalence. Furthermore, we are yet to specify what we mean by
the form of the laws of nature. If we choose the laws of nature as those
invariant under Lorentz transformations then we are led to what is
known as the Einstein’s theory of gravity or the general theory of
relativity. However, if we choose the laws of nature in the Cartesian
frame to satisfy Galilean invariance, we obtain the Newton-Cartan
theory of gravity. We note that these theories have essentially very
different characters. In the case of Lorentz invariance we can define
a four dimensional invariant length (¢ = 1)

ds? = dr? = dt* — dx?, (3.4)

so that such theories admit a nontrivial metric and lead to met-
ric (Riemannian) theories of gravitation. However, in the case of
Galilean invariance we cannot define a four dimensional invariant
length. Theories with Galilean invariance, therefore, do not admit
a metric and hence lead to non-metric (non-Riemannian) theories
of gravitation. We will concern ourselves only with laws of nature
that remain invariant under a Lorentz transformation of the inertial
frames.

The principle of equivalence further emphasizes that gravita-
tion is a kinematic effect. One of the interpretations of this is that a
gravitational field would not produce any new phenomenon that we
cannot observe in a Lorentz frame. However, the physical interpre-
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tations of the equivalence principle are still open to discussions.

Furthermore, let us also note the similarity between the equiv-
alence principle and the observations of Gauss. As we have already
discussed, Gauss had observed that even in a curved manifold we can
establish a locally Euclidean coordinate system (see the discussion
around (1.8)). Principle of equivalence, on the other hand, tells us
that even in the presence of a gravitational field we can find a locally
inertial Cartesian coordinate system. Correspondingly, we can think
of a gravitational field as producing curvature in the space-time man-
ifold and the effect of gravitation on a particle can then be simply
thought of as being equivalent to a particle moving in a curved geom-
etry. That this is plausible can be seen with the following examples.

Let us consider a sheet of rubber attached to some boundary so
that it is flat. If we now roll a steel ball on to the sheet, it is clear
that it would create some dip thereby producing a curvature in the
manifold of the rubber sheet. If we roll another steel ball onto the
rubber sheet it would again make a dip in the rubber sheet and it
would move towards the other steel ball giving the impression that
the two balls are attracted towards each other as indicated in Fig.
3.3. This shows that it is plausible to think of the effect of grav-
itation entirely as producing curvature in the space-time manifold.
Gravitational attraction between masses can then be thought of as
the motion of a particle in the curved manifold which is produced by
the distribution of all other masses.

J ) e

Figure 3.3: Masses giving rise to curvature in a rubber sheet.

A second example is the movement of bugs on the surface of
a spherical apple. Let us allow two bugs at the equator to crawl
towards the north pole along straight paths as shown in Figure. 3.4.
Over a very small region (locally), they would, of course, appear
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to be moving parallel to each other. However, over a larger region
the paths would appear converging. This is what is known as the
geodesic deviation and we have noted this in connection with the
experiment in the elevator in Fig. 3.2. Furthermore, note that if
the apple has a stem, then the shape of the apple is not completely
spherical. Therefore, when the bugs crawl near the dimple caused
by the stem, there would be a large deflection in their paths. This
is similar to the deflection caused in the path of a comet by the sun.
It would appear as if the bugs are attracted by the stem and that is
the cause of the deflection in their paths.

Figure 3.4: Motion on the surface of an apple.

These examples illustrate that in Einstein’s view space-time is
curved due to a distribution of matter (masses) in the universe and
on this curved manifold freely moving particles follow the straightest
possible paths also known as geodesics. Locally the paths look like
the paths in a flat manifold. However, over a finite region it is the
geodesic deviation which exhibits the curved nature of the manifold.
The way in which the dimple around the stem gives the impression
of attraction corresponds to the fact that massive bodies modify the
space-time curvature in their vicinity and this modification affects
the geodesics in such a way as to give the impression that the free
particles are being acted on by a force whereas in reality they are
simply following the straightest paths in the curved space-time.

3.2 Principle of general covariance

In the case of Lorentz transformations we have observed that the
length interval (¢ = 1)
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ds® = dr? =y, datda”, (3.5)

remains invariant under a Lorentz transformation. We also know
that a Lorentz frame is a special Cartesian coordinate system. In
general for a curved manifold with a metric, the length interval is
defined as (recall (1.9))

ds? = dr? = g, (v)datda”. (3.6)

Furthermore, we can use different coordinate systems to describe
events but the essential point is that the length interval between any
two infinitesimally close events remains invariant under a general
coordinate transformation (change of coordinates). The principle
of general covariance further says that all physical equations are be
covariant under a general coordinate transformation. That is, they
retain their form under a general change of coordinates.

Let us examine the consequences of a general coordinate trans-
formation on tensors in some detail. Let us define an arbitrary coor-
dinate transformation of the form

at — o't =2 (x), (3.7)
so that
o'+
dzt — da'* = dz”. .
at — dx 5 W (3.8)

Any quantity V#(x) which transforms like the coordinate differential
dx* is called a contravariant vector. We note that in a curved man-
ifold, coordinates x* are merely labels (and are not vectors unlike
the flat Minkowski space) and, therefore, their transformation sim-
ply defines four functions. It is worth emphasizing here that, unlike
flat space-time, here there is no concept of a coordinate x, (since
xH is not a vector, we cannot lower its index). It is the coordinate
differentials that behave like vectors. That is, under an arbitrary
coordinate transformation

ot — ' =2 (), (3.9)



72 3 PRINCIPLE OF GENERAL COVARIANCE

a contravariant vector V#(z) transforms as

ox'#
- Oxv

Vi) — V() VY (2). (3.10)

Furthermore, under such a coordinate transformation

0 o _ 0 _ o0n

- Oxk S A

O (3.11)
The transformation matrix in (3.11) is, in fact, the inverse of the
transformation matrix in (3.10) and a vector A, (x) which transforms
like the gradient in (3.11) is called a covariant vector. Namely, under
a general coordinate transformation, a covariant vector transforms
as

oxY

Ay(x) = A (2') = e A, (x). (3.12)
The transformation
ot — 't =2 (z), (3.13)

implies an inverse relation of the form (the coordinate transformation
is assumed to be invertible)

ot = a2t (2), (3.14)
from which we can calculate the transformation matrix % in (3.12).
Note that unlike Lorentz transformations, these coordinate transfor-
mations do not have to be linear.

Once we know how covariant and contravariant vectors trans-
form under a coordinate change we can look for many other inter-
esting consequences. First of all, we note that under a general coor-
dinate change the scalar product of a covariant and a contravariant
vector would transform as
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Au(x) B! (x) —  AL(")BM(2')

oz” oz'#

= g ) Fx B@)

ox¥ Ox'H A\
= 9 oor Ay(z)B* (z)

= A, (z)BNz) = Ax(z)BMNx). (3.15)
In other words, the scalar product of two vectors and, therefore, the
length of a vector behaves like a scalar (invariant) under an arbitrary
change of coordinates. Furthermore, since the scalar product of two

vectors can also be written in terms of the metric tensor, we conclude
that

Au(z)B*(z) = gu(x)A"(z)B"(x)

= G (A (@) B (2)

= ) 28 @) 2 o
= gt 2O P )
= gy(z)AN2)B (2). (3.16)
Therefore, this determines
) L0 @)
on gl = 2 0w 1)

Note that we can write the scalar product of two vectors also as
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Au(x)B(x) = g"(2)Au(x)By(7)
— g (a')AL (") B, (2)

oz oxP
g @) g Bol@)

= ")

Y ozt OxP
= 9/“ (x’) OrE OV A)\(x)Bp(x)

= gV (2)Ax(2)B, (). (3.18)
Therefore, we obtain
/MV([I;/) 8"1;)\ oxP o )‘p(g;)
9 ok gzv I ’
ox'* 9z’
rpy N A
or, g a (:E)_ (%c)‘ (%cp g p($)7 (319)

so that the covariant and the contravariant metric tensors trans-
form as second rank covariant and contravariant tensors respectively.
They maintain their symmetry properties under a coordinate trans-
formation. However, note that unlike the case of Lorentz transfor-
mations, here the metric tensors change under a coordinate transfor-
mation (they are not invariant tensors).

Note also that the Kronecker delta defined as the product of
the contravariant and the covariant metric tensor transforms as

& = ¢N@)gn (@)
— g (@)gh, (@)

oz'r o' - 027 Ox°
= o o O g g 9700)

ozt ox'* da” 02°
dxr dz° 0x'> 0x'v ! (@)grs(x)

ox'm _ 0x®
8$p 60’ 817“/ gp (‘T)gT(S
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ox'h 9x®
= 8:1;p ax/,/ gp (‘T)ga'é(x)
o' o0 o, Ox't OxP

a7 v 0 " wr awv % (8.20)
This shows that the Kronecker delta which is a mixed second rank
tensor is really an invariant tensor under an arbitrary change of the
coordinate system.

It is clear now that, under a general coordinate transformation,
a contravariant tensor of rank n would transform as

TMIMZ---Mn(I.) — T’MIMZ---Mn(x/)

ox'™ Ox'H2 Ox' Hn
- G G G e, o

Similarly a covariant tensor of rank n would transform as

Tyrpizeesin (@) = Ty (2)

ox¥r  Oz¥? ox¥n

T 9rm drme WTV1V2~-V7L(33)7 (3.22)

while for a mixed tensor, we have

e 7 e /
Trvkn, (@) = TR ()
ox'M Qx'H2 ' Fm QP oxPr 5.
= 1---Am (f]}')
Ox™ Oxr2 Oxrm Ox'vi O vn P1--Pn

(3.23)

We note that a tensor retains its symmetry properties under a general
coordinate transformation. Furthermore, it is worth recognizing here
that the transformation properties in (3.21)-(3.23) have the same
forms as we have seen in Minkowski space, (1.88), (1.96), (1.97), if
we identify

(3.24)
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and allow the transformation matrices to be coordinate dependent.
Furthermore, it is important to recognize that the transformation
matrices in (3.24) should not be thought of as tensors in a curved
manifold.

3.3 Tensor densities

In addition to tensors, in a curved manifold we also come across ten-
sor densities. The most familiar example of a density is, of course,
the volume element (of the manifold). We note that in flat space,
the volume element remains invariant under a proper Lorentz trans-
formation, namely,

!
ox H

d'z — d'2' = |
v ozv

d*z = (det A*) d?z = d'x, (3.25)

where ‘%—“’g‘ is the Jacobian of the transformation and we have used

the fact that, for a proper Lorentz transformation, (see (1.68))

det A¥, = 1. (3.26)

(In fact, we have already used the invariance of the volume element in
(2.87) to show that the conserved charge is a Lorentz scalar.) How-
ever, under a general coordinate transformation in a curved manifold

d*z — d* = o'
oz

'
dz = <det %Z . ) d*z, (3.27)

where the Jacobian is no longer unity and we see that the volume
element in a curved manifold behaves like a scalar except for this
determinant factor. We call such a quantity a scalar density of weight
+1 where the weight is determined{ from the power of the determinant
of the transformation matrix %’; ~ that arises under a coordinate
transformation. It is, of course, important to know that the four
volume is a scalar density because to form a scalar action (which is
invariant under a general coordinate transformation) for a dynamical
system
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S = / d'z L, (3.28)

we then need to choose a Lagrangian density £ for the dynamical
system such that it transforms like a scalar density of weight —1
under a general coordinate transformation.

Another scalar density that frequently arises in the study of
gravitation (metric spaces) is the determinant of the covariant metric
tensor

g =det g,. (3:29)

Since under a coordinate transformation (see (3.17))

dr*  OxP
G () = g:w(x/) = 97 9pv 9rp(), (3.30)
it follows that
g—g¢g = det g, ()
oz ox?
= det w det W det g)\p
ox |
~ lar| Y
ox' |72
= |5 . 3.31
ozl 9 (3.31)

Therefore, the determinant of the covariant metric g, transforms as
a scalar density of weight —2. The last step in (3.31) follows from
the observation (through the use of chain rule) that

or'r ozt 9z’
oz oz’ o'V 9. (3:32)

and, therefore,
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02| | Oz | _
or | |0z
oz ox' |71
or, % = % (333)

Since g"” and g,, transform inversely under a general coordinate
transformation, we have (see (3.19))

det g"(x) — detg' " (2)

o'+ o' Ap
et ey det B det g™ (x)

oz’ |?
. det g™ (), (3.34)

= d

so that det g"”(x) transforms like a scalar density of weight +2. This
tells us that we can obtain a scalar action from a scalar Lagrangian
density (with weight zero) as

S = /d4:1: V=g L. (3.35)

In other words \/—g d*z defines the invariant volume element in a
curved manifold ((—g) is positive in any even dimension with our
choice of signatures for the metric (1.55)).

These are, of course, all scalar densities. But there is also a
tensor density that is quite useful in curved manifolds. It is the Levi-
Civita tensor density e**** (in four dimensions), which is completely
anti-symmetric and has constant components in any reference frame
(this is what we normally know as the Levi-Civita tensor in flat
space-time)

+1 if purp are even permutations of 0,1,2,3,
M = 1 if prAp are odd permutations,

0  if any two indices are the same.
(3.36)
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We note that if it were a true tensor, under a change of coordinates,
it would transform as

ox'* dx'vV ox'r Ox'P
oxr 0z Ox" Oxf

Ny A G (3.37)

But by definition of a determinant the right hand side is nothing

other than ¢***? multiplied by the Jacobian of the transformation.
Namely,

A’ dx'V dx' dx'P

NN N Kkong
¢ 9z% 0z° 0z 02t ©
o "k b !
= (det %) AP = a—z AP, (3.38)

Consequently, we see that if ¢#/*? were a true tensor then it would
transform as in (3.38) and, in such a case, it cannot be constant
in any arbitrary frame (it will have different coordinate dependent
values for its components in different frames). In other words, we
can no longer say that in the new frame

+1 for even permutations,
e = —1 for odd permutations,
0  if any two indices are the same.

For this to be true, e***? must transform under a coordinate change
as

Y Ox oz'H 9’V dx'N Ox'P oy
ox'| Ozrk Ox° Ox" Oz
0 oz’
- a—; ‘a_i AP = NP (3.39)

In other words the Levi-Civita tensor density must transform as a
tensor density of weight —1. Similarly the covariant Levi-Civita ten-
sor density must transform as a tensor density of weight +1, namely,
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ox'| OxzF 0x° 9x" Ozt
€uvip oz | 0'r dr'v x> e €roné
oz'| | Oz
= % ‘% E/M/)\p = E}J«VAP' (340)

It is clear now that given any tensor density one can form a true
tensor in the following way. Let t#1-#" be a tensor density of rank
n and weight w so that under a coordinate transformation

Y 9z'm Ox'

dxzvr T Qxvn

/
i ox

ox

e, (3.41)

Let us now define the quantity

THvtin — ((J/=g)" b, (3.42)

Then clearly under a coordinate change

o' | 1o [V ox'm Ox'Hn
Tﬂl---llf'n — _ /__ _ . tVl---Vn
< ox g) Ox | Oz oxvn
oz’ oz’ #n w
= D ces Dpin (1 /—g) oLy
o
= pr S Dpm " . (3.43)

In other words, T#1#» defined in (3.42) would behave like a true
tensor of rank n under a change of coordinates.

We now see that we can define the following tensors from the
Levi-Civita tensor densities

eAe (\/__g)—l AP,
€Euwrp = V9 € (3'44)

which will transform as true fourth rank anti-symmetric tensors un-
der a general coordinate transformation, namely,
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ox'* 9x'v ox'r oz’

e =Kong

‘ oz Bx° Ox" 0zt

_ oz 9x° Ox" Ozt _

Carp 7 Or'E DTV Op ™ Oglp Cromé: (3.45)

However, it is clear that, unlike the Levi-Civita tensor densities, the
tensors in (3.44) would not have the form (3.36) in arbitrary coordi-
nate frames. Let us note from the transformation properties of the
Levi-Civita tensor densities, (3.39) and (3.40), that they can also be
used to form a scalar action out of a Lagrangian density involving
the anti-symmetric contravariant Levi-Civita tensor density (such as
in the case of spin % fields). Namely, this provides an alternative to
forming a scalar Lagrangian density with \/—g as in (3.35).
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CHAPTER 4
Affine connection and covariant
derivative

4.1 Parallel transport of a vector

In a curved manifold various geometric concepts are inherently more
involved than in a flat manifold. For example, let us discuss the
idea of parallel transport of vectors in a curved manifold. We need
to parallel transport a vector in order to define the derivative (of
the vector) which transforms covariantly under a general coordinate
transformation. We note that the derivative of a vector is conven-
tionally defined as

By A(z) = lim A& en) = AMw) (4.1)

e—0 €

where € represents an infinitesimal (scalar) parameter while n* de-
notes a unit vector along the fixed direction z¥ (along which the
derivative is taken). We see from this definition that the derivative
in (4.1) involves comparing the vector at two different (neighboring)
coordinates and, consequently, the difference is not a vector in gen-
eral. To compare the vector at two coordinates and thereby define
a derivative with covariant properties, we have to parallel transport
A*(z) to the point x + en such that the difference of the two will be
a vector.

Let us define the problem of parallel transport with a simple
example. Let us consider the surface of a sphere and take a vector at
the north pole pointing south along a given longitude. Let us move
it parallel to itself along the longitude. The naive idea of parallel
transport is, of course, to take the vector and put its tip on the
arrow so that its direction is always along the south and length the
same. When we reach the equator we move along the equator by an

83
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angle 6 keeping the vector pointing south all along and then move
back up to the north pole along a different longitude. In this entire
operation we keep the vector pointing south throughout. However,
we note that when we reach the starting point, the transported vector
makes an angle 6 with the starting vector. That is, we note that if
we follow our naive idea of parallel transport, then when we move
around a closed curve the initial and the final vectors are no longer
parallel. This is because the surface of a sphere is a curved manifold
and the parallel transport of a vector leads to new features.

O

Figure 4.1: Parallel transport of a vector on the surface of a sphere.

Of course, the naive notion of parallel transport has to be mod-
ified even in the absence of curvature if we are using curvilinear
coordinates. We illustrate this with a simple example using polar
coordinates in the flat two dimensional space. First, let us look at
two vectors A and B at equidistant points from the origin in two
dimensions as shown in Fig. 4.2. If we use Cartesian coordinates,
then we can write

A =(A1,42),  B=(B,B). (4.2)

We say that B is the parallel transport of the vector A if the com-
ponents are equal, namely, if

Ay = By, Ay = By, (4.3)
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A
A

Figure 4.2: Parallel transport of a vector on the plane to an equidis-
tant point from the origin in Cartesian coordinates.

B represents the parallel transport of the vector A and it follows from
(4.3) that |A| = |B| (under parallel transport the length remains
invariant).

Let us now look at the same system in the polar coordinates
shown in Fig. 4.3. Then, clearly the components of the vector and
its parallel transport in polar coordinates are given by

A = (A", A% = (Acos€, ésing),
B = (B",B%) = (Bcos(¢ —db), g sin(¢ — dé))

~ (B(cosé—l—d@sinﬁ),g(siné’—dﬁcosﬁ)), (4.4)
where r denotes the radial coordinate of the two vectors (they are
equidistant from the origin). Here we have used the fact that in
polar coordinates, the angular component is divided by the radial
coordinate (recall that the angular component of the metric in polar
coordinates is 72) and have identified A = |A|, B = |B|. We see that
the components of the two vectors A and B are no longer identical
in polar coordinates (even if we assume A = B) even though B is the
parallel transport of A. That is, a vector being the parallel transport
of another does not necessarily imply that the components of the two
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Figure 4.3: Parallel transport of a vector on the plane to an equidis-
tant point in polar coordinates.

vectors have to be equal in a general curvilinear coordinate system.
In fact, even the coordinate axes change as we move from point to
point on the manifold.

That having equal components does not lead to parallel trans-
port in a curved manifold (or in curvilinear coordinates) can also be
seen in the following way. Let A*(x) be a vector at the point z* and
let us assume that A#(x’) defines the vector at a’# such that

AP (z) = AM(z!). (4.5)

Namely, let us assume that the components of the vectors are equal
at the two points so that we may naively conclude that A*(z') is
the vector A*(x) parallel transported to the point 2/#. However, if
under parallel transport the lengths of the two vectors are the same,
namely,

g (2) AP (2) A" (2) = gy () A" (2") A” (), (4.6)

we conclude that this relation can be true only if

Guv (v) = Guv (517/) (4.7)
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Namely, only if the manifold is flat or only if the metric does not
change with the coordinates of the manifold will the equality of com-
ponents of two vectors imply the lengths of the two vectors to be the
same. In general, on a curved manifold (or in curvilinear coordinates)

g/u/(x) # g;w(xl)y (48)

and, therefore, parallel transport of vectors would imply

AR (z) £ AP (2!). (4.9)

A constant vector is also against the spirit of general covariance.
For example, let us assume that in a coordinate system T# the vector
A"(Z) has constant components. Then in a new coordinate system
z# we have

A (z) = % @), (4.10)

and clearly this cannot have constant components in all coordinate
systems since the transformation matrix is in general coordinate de-
pendent. (This is like the example of the vector in polar coordinates
that we have discussed in (4.4).) Let us, therefore, find out how a
constant vector in one coordinate system T* changes in a different
coordinate system z* as we move from one point to a neighboring
point on a curve parameterized by an invariant parameter 7 (proper
time). In this case, we can represent the vector along the trajectory
xH(T) as

Al (z) = AF(z(T)), (4.11)

from which it follows that
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dAH*(z(T)) d [0zt —\ _
& " w\w i@
?xt Az —n
= o ar 7
Ozt 9zf da’ 0T
-~ 9zMozTP Ox° dr Oz A (7))
B O*zt oz 0T\ da’
oz oxP Ox° Oxv ) dr

A”(x(7))

— e 7 ey, (4.12)

%Y dr

where we have used (4.10) and have defined

0%zt oz OT
B
Vo <afkafp Ox° axV>' (4.13)

Although T'5, is by definition symmetric in o and v, let us ignore
its actual form derived above and write the differential increment
of the vector A*(z(7)) as we move along a curve to a neighboring
point as

dA" =T* dz° A”, (4.14)

where we assume that I'b, is a matrix of arbitrary form to be deter-
mined. This is known as the affine connection of the manifold and
is clearly needed to compare vectors at neighboring points along a
curve if we are in a curved manifold or if we are using curvilinear
coordinates.

What the above relation tells us is that if we have a vector
AM(z) at the point x, then its value when parallel transported to a
neighboring point x 4 dx is given by

Az +dz) = A¥(x)+ dAH(x)

= Al(z) +TH, (x)dz? A (x). (4.15)
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Furthermore, if we want this to be a tensor relation valid in all co-
ordinate frames then we expect

A*'(a! + da') = AV (') + D (a/)da' 7 A"V (). (4.16)

If the parallel displacement (transport) does not change the vector
nature of A¥, then we have

ox'
AP
(@)= 20 P,
* 8:17/# *\
A (2! 4+ da’) = 5 m+dmA (z + dx). (4.17)
Using these, eq, (4.16) leads to
ox'# ED dx' A 1o Atv( 1
v deA (x4 dx) = ) AMx) + T8 (2")da' 7 A"V (o),
(4.18)
which can be written out explicitly as (see (4.15))
dz'H A A K A"
Fey . (A (z) + Iy, (x)da™A (x))
2"
8; AMz) + T (2)da' T AT (2). (4.19)
Furthermore, we can expand
oz’ oz’ 9% a'H
il = dz" & ... 4.20
ox? ox? + drndar o (420)

r+dx

and keeping up to terms only linear in the increment dx we obtain
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oz’ Ot

= (AA( )+r2,7(x)dxmﬁ(x)> + ooy daAM(z)
In
= 00 AN (@) + Tl e’ A ),
o Iy ox'* . 9%
or, T'E (2')da' 7 A’V (/) = ey Féndx A(z) + DO da" AN (z)
_8:17/# A a lo 8:1;77 v ./
ETY “()axwd ox'v (@)
o?x'* 9x" . 0>,
Oxndx> Ox'° dz ox'v AT (@),
or, T/E (2')da' 7 A’V (2)
oz’ ox" dx" 0%x'H 92" Ozt o Iy
_<8$>\ o1’ O’V (@) + 92197 07’7 ax/u> da'7 A" (a').
(4.21)
This determines
oz'* 9zt Ox" o%x'H 9z Ozt
Tk (2)) = p . (422
(@) dzr Oz’ 'V () Azndzr Ox'c Ox'v (422)

Thus, we see that even if we may not know the exact form of the
affine connection, the requirement of general covariance determines
the transformation properties of the connection under a coordinate
transformation. Furthermore, we note that the affine connection does
not behave like a true tensor. It is the second (inhomogeneous) term
in (4.22) which spoils the tensor nature of the connection.

With these conditions, we see that parallel transport of a vector
is defined through the relation (namely, how the components of a
vector change under an infinitesimal parallel transport)

dA* =T# da® A", (4.23)

where the affine connection has the transformation property under a
coordinate transformation as derived in (4.22). The transformation
(4.23) (namely, the change under a parallel transport) is also known
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as an affine transformation. We note here that affine transformations
are quite common in physics although we may not always recognize
them. For example, we note that in the case of the two dimensional
example involving polar coordinates in (4.4), we can write (|B| =

Al = 4)
A" = Acos¢, A% = é siné,
dA” = Adfsiné = dfAsiné = rdoA?,
dA? = —éd@cos{ = —%d@Acosf = —%d@A". (4.24)
Consequently, we conclude that this corresponds to an affine trans-
formation with the identification (the components of the connection

can actually be calculated explicitly once we know its definition in
terms of the metric which we will discuss in the next section)

T, = T =T -0,
A
Fgr = Fgea
o, = Ffez—%, (4.25)

so that we can express (4.24) as

dA’ = T,da? AF, (4.26)

where i, j,k = r,0 and dz" = dr = 0(the vectors are equidistant),
while dz? = d6.

Some comments are in order here. First of all we note that
manifolds where parallel transport of vectors is defined are called
affine spaces. We simply need the notion of a connection to define
parallel transport. A metric is not necessary for this in general. A
space where a metric is also defined is called a metric space. Fur-
thermore, although the connection does not transform like a tensor,
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we note that under a coordinate redefinition, the difference between
two affine connections transforms like a genuine tensor (since the
inhomogeneous term in (4.22) cancels). Namely,

%, (z) — T, (z) = Dl (a') = T (2)

oV

_O0a't 0z 0x 0%z’ 9z" O
Qx> Ox' dx'v R 9xrdxn O dx'V
ox'* Ox" Ox" —x Q%' 9z Oz

9z Ox'c 9’V Qzrdxn Ox'c O’V

oz'H dzt Ox" =X
- ox> Ox'c Ox'v (an(x) _an(x)> .

Although initially within the context in which the connection was
introduced, it was symmetric in its lower indices (i.e., in the study of
gauge symmetries etc.) both Weyl and Einstein pointed out that for
the purposes of defining parallel transport of a vector, no symmetry
property of the affine connection is necessary. In other words, one
should allow for the fact that the affine connection can be asymmet-
ric, namely,

(4.27)

T, =5 (T, +Thy) + 5 (T, —Th,), (4.28)
where the anti-symmetric part is not necessarily zero. In this case
the anti-symmetric part of the connection leads to what is known
as the torsion tensor. However, for the purpose of discussions in
classical gravity, we will assume that the connection is symmetric in
its lower indices. Let us, however, point out the following two useful
general theorems.

If there exists a coordinate system in which the connection is
asymmetric, i.e., Ih, # Thy,

1. then the connection remains asymmetric in any other coordi-
nate frame.

2. then it is impossible to find a coordinate system in which all
components of the connection vanish at a given point.
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The proof of the first theorem can be given in the following way.
Let us assume that there exists a coordinate system in which the
connection is symmetric so that

L5, (@) =T, (). (4.29)

We know that under a coordinate change the connection transforms
as (see (4.22))

_Ox'* Ox® 0z (2) + 0?x'* 9z~ Ox"
—9xN 9xlo dalv N Ozrdx Ox'c Oz'v’

K (2 (4.30)
so that the transformed connection would again be symmetric and
this symmetry property would be true in all coordinate frames. In
other words, the connection cannot develop an anti-symmetric part
through a coordinate change. Conversely, it follows that if the con-
nection is asymmetric (has an anti-symmetric part) in one coordinate
frame it must be asymmetric in all frames. (We cannot get rid off the
anti-symmetric part of the connection through a coordinate transfor-
mation.)

The proof of the second theorem follows from the fact that if
all the components of the connection are zero at a gven point in one
coordinate frame, then under a coordinate transformation it would
have the form (see (4.22))

2.0 14 K n
0wl 0" 02" oy (4.31)

/ !
Tou(a’) = Oxrox" Oz’ Oz'V va

Namely, the connection would have a symmetric form in all coor-
dinates. (It cannot have an anti-symmetric part in any coordinate
frame.) Conversely, if the connection is asymmetric (has an anti-
symmetric part), all of its components cannot vanish at a given point
in any coordinate frame since the anti-symmetric part cannot be set
to zero through a coordinate transformation. Let us recall that the
principle of equivalence says that locally we can always find a flat
Cartesian coordinate system. This requires that all the coefficients
of the connection must vanish in that frame at that point which,
therefore, restricts the form of the connection to be symmetric in an
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arbitrary frame in light of these theorems. This fact is expressed as
the following theorem.

The necessary and sufficient condition for the existence of a local
coordinate system in which the components of a vector are not altered
by an infinitesimal affine transformation is that the components of
the affine conmection be symmetric in the lower indices.

To prove the necessary condition, let us assume that there exists
a coordinate system where the vector components are unaltered by
parallel transport, namely,

dA" =T dz° A” = 0. (4.32)

Since both dx? and A" are arbitrary, this implies that in this coor-
dinate system

I (z) = 0. (4.33)

In any other coordinate system, therefore, the connection would be

0%z'*  9xt Ox"
=TIH(2)). (4.34)
Oxrdzn ' dx'v ve
which is symmetric in the lower indices.
To prove the sufficient condition we assume that the components
of the connection are symmetric in the lower indices, namely,

Ty (') =

Iy () = Tyg(2). (4.35)

Let us consider a point at the origin of the coordinate system x*.
Furthermore, let us consider the following coordinate transformation

1
't =t + 3 Ab a2 (4.36)

where AL, is an arbitrary constant matrix (only the symmetric part
in the lower indices participates in this coordinate definition by sym-
metry). This gives
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(AL, + AL ). (4.37)

Therefore, under this coordinate transformation (see (4.22))

ox'* OxF Oz 0%’ 9zt QN
! / — A
PO.V(.Z' )|5L"=0 - < 8117)\ ax/o— axlu K1 + axnaxﬂ 8x/0 8xlu>m_0

K 1 K
= 6550517/7 Féfl(o) + 5 (All-”fﬁ + Aﬁli) 505112
1
= 5, (0) + 5 (A6, + Ay,). (4.38)

In other words, under this coordinate change the connection retains
its symmetric form as it should. Furthermore, if we choose the trans-
formation matrix such that

(A%, + ALy) = —15,(0), (4.39)

DO | =

then, in the new coordinate frame we will have

Ik (0) = 0. (4.40)

Hence in this coordinate system we have

dA'" =T/Hda"7 A" = 0. (4.41)

We note that if T'5,,(0) has an anti-symmetric part, (4.39) cannot be
satisfied and it would not be possible to find a (locally flat) coor-
dinate system with I';%,(0) = 0. Therefore, in the study of classical
gravitation, where we frequently make contact with a (locally) flat
Minkowski frame, we assume that the affine connection is symmetric
in its lower indices.
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4.2 Christoffel symbol

We have seen so far that a vector can be transported parallel to
itself in an affine space if we know the components of the connection.
We do not need the metric at all for this purpose. However, if in
addition we also require the length of a vector to remain constant in
the process, then the notion of the metric also has to be brought in
(in defining length). As we will see this determines the connection
uniquely in terms of the metric tensor.

Let us take two vectors A* and V* defined on a curve z#(7) pa-
rameterized by the proper time 7. The scalar product of the vectors
along the curve is defined to be

Gy ((7)) A" (2 (7)) V" (2(7)). (4.42)

If we require that the scalar product of the two vectors remains
invariant as we parallel transport them to neighboring points (if A* =
V# this defines the length of the vector), then we conclude

d
= (g APV =0,
A e aar dvv
or, dM APVY + g o VY 4+ gu At = 0. (4.43)

If we now use (4.13) for the parallel transport of the two vectors (as
well as the chain rule of differentiation) we obtain

da? da? da?
8)\9;111 ar ARV 4 guurl)fp ar APVY + .g,uuA F P dr VP =
da? - 5\ da?
or, Oxguw T AFVY 4+ (go,,F)\M + gWF)\V) T APVY =0,
da? v
or, a)x.g,uu + gcwriu + gourg)\ = 07 (4'44)

where we have used the symmetry of the metric tensor as well as the
affine connection in the intermediate steps, namely,
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Guw = Gups re, =1y,. (4.45)

Furthermore, if we cyclically permute the indices A, u,v, we
obtain

8ugu)\ + ga)\FZV + Gou S\ru =0, (446)

Ovgrp + Gou 'y + ga)\FZV =0. (4.47)
Let us add (4.46) and (4.47) which leads to

8ugu>\ + 81/9)\# + 290’)\qu + gauriu + gouF,C/r)\ =0. (4'48)

If we subtract (4.44) from the sum in (4.48), we obtain

augu)\ + 8Vg)\u - 8)\g/w + 290AFZV + gauriu + gaurg)\
_go'l/rip, - gaurg)\ = 07

or, Ougux + Ougau — O\Guw + 290')\FZV =0,

1
0r7 FZV = _5 gO—A (8;1,91/)\ + 81/9)\;1, - a)\g;u/) . (449)

This is known as the Christoffel symbol and defines the con-
nection as the unique function of the metric in (4.49). First of all
we note from this definition that the connection or the Christoffel
symbol is explicitly symmetric in the lower indices

re, =Tr7,. (4.50)

Secondly we had noted earlier that the connection can be thought
of as describing the effect of curvature of the manifold which is due
to gravitational forces. Hence the connection can be thought of as
the potential for gravitation. But we now see that the connection is
uniquely expressible in terms of the metric and hence we can think of
the metric tensor as the true potential of gravitation. Furthermore,
if we can find a (locally) flat Cartesian coordinate system, then the
connection would vanish at that point since the metric tensor at that
point has constant value.
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» Example (Parallel transport in polar coordinates). Let us consider the line el-
ement on the plane in polar coordinates given by

dr? = dr® 4 r2do>. (4.51)
The covariant and the contravariant metric components for the space follow from
(4.51) to be

gr=1, ge=r" ¢"=1 ¢"=- (4.52)

We note that the metric components in (4.52) depend at the most on the radial
coordinate r which leads to

Ougur = 2r8,00ur0x1, VA =r1,0. (4.53)

Using this, we can now determine the nontrivial components of the connection
from the definition (4.49)
o 1 oA
L = _59 (Ougvr + Ovgux — Orguv), (4.54)

which have the forms

1
[lg =T =——, Thp=r. (4.55)

These can, in fact, be compared with (4.25).
The general formula for parallel transport (4.14)

dA* =T¥ dz" A7, (4.56)

in this case, leads to

dA” =T',d0A% = rA®de,
dA? = T%drA® +T9,.dgA™ — —%(Agdr + A"do). (4.57)

Setting dr = 0 we recover the result in (4.24).
<«

» Example (Parallel transport in spherical coordinates). Let us consider the three

dimensional space parameterized in spherical coordinates so that the line element
is given by

d7? = dr? + r*(d6? + sin® 0dp?). (4.58)
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It follows from (4.58) that the nontrivial components of the covariant metric
tensor have the forms

grr =1, goo =17, gop = 7 sin” 0. (4.59)

Since this is a diagonal matrix the contravariant metric tensor is trivially deter-
mined from the inverse to be

. 1 1
=1 (A — L — 4.60
g .9 .9 anZg (4.60)

Let us note from (4.59) that only r and 6 derivatives of the metric tensor
can be nonzero and we can write (u, v, A\ = 1,0, ¢)

Ougur = 21 0,ur0u9000 + 2(r sin® 0 + r2 sin 6 cos 0)0,60060xp- (4.61)
Using this as well as (4.60) we can now determine the components of the connec-

tion from the definition (4.49) which take the forms

[}, = (8,000 +sin” 08,40,4),

qu = —% (6,r006 + 0,000r) + sin 0 cos 06,,40,4,
1
qu = _; (5;”'611(;5 + 6/,1.¢>6u7') — cot 9(6/,1.95V¢> + 6/,1.4351/9)« (462)

The parallel transport of any vector A* can now be obtained from (4.14)
to be

dA™ = r(df A? + sin® 0 dp A?),
0 1 0 r . p
dA” = - (drA +do A ) + sinf cosfdo A7,
dA® = —% (d4r A% +dp A7) — cot0 (46 4% + dp A°) (4.63)
<
» Example (Parallel transport in cylindrical coordinates). Let us consider the three

dimensional space parameterized in cylindrical coordinates so that the line ele-
ment is given by

dr? = dr® +r2d6® + d2°. (4.64)

It follows now that the nontrivial covariant and contravariant metric components
of the space are given respectively by
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grr =1, goo = 7"27 9=z = 1,

g7 =1, 9" ==, g7 =1 (4.65)

Comparing with (4.51) and (4.52), we recognize that this problem is quite
similar to the analysis carried out in the polar coordinates. Although the prob-
lem involves an extra dimension, since the metric g.. = 1 and the other metric
components are independent of the coordinate z, the nontrivial components of
the connection remain the same as in (4.55), namely,

1
g =T =—~, Too=r, (4.66)

The parallel transport of a vector is now determined to be

dA” =T5,d0A% = rA%de,
dA? =T0drA® + 1§, d0A" = —%(Aedr + A”d0),
dA* = 0. (4.67)

We note that the z-component of the vector does not change under a parallel
transport because the connection vanishes along the direction z, namely,

i, =0, uv=r0,z. (4.68)

pv

Let us next show that the Christoffel symbol transforms cor-
rectly (see (4.22)) under a coordinate change. We note from (4.49)
that under a coordinate change

Lo
Ty =T =—59° (8905 + 0,95, — O0Gyw) - (4.69)

Let us simplify the expression inside the parenthesis in (4.69)
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(%91//,\ + 3,/,gf\u - f\g:w
, (92 O™ / Oz dx
— aﬂ oz ax/)\ i + al/ ax»\ 8—1'/“ I\
/ ozHt Jx™
_8,\ 81"“ ax,,, gulul

Dt JaM / dxzM dxt o
oz 8$/)\ ugu1>\1+—8$0\ —ax/l‘ 9

_dw 0w
or'v Hx'v A

02xv1  HaM Hpr PPz
<ax/ﬂax/u x> " oxv ax/paw»\> Juin

62113)\1 OxH1 8$>\1 821:;/,1
+ <a:1;‘/l/8$/)\ Ox'm a:E/)\ 5%”’83:’#) I\

82ZE’“ Ox¥t oMt 82$,,1
- <533/’\533’“ oz’ Ox'm 8515/)‘8:17/”) Gy

Ozv OrM Gp 9rM utt Hpn

oz Hx'™ Ot 8ulgul)\1+ o™ Dxh Dzl 8,/19)\1“1

oxrHt Ot 8$>\1
Oz Oz Oz N G

DM 9 KoL aat
—l——ax,A <9u1/\1 DR OL” + 9 W)
Oz O™ 92 i
ox'v <gu1)\1 W — G W)
al"“ 82;17)\1 82$V1

ox'H <g>‘1“1 oo™ Jpan W)

ax“l 81‘”1 ax)‘l
ox'r Ox'v axo\ (amgzq)\l + 81/19)\1“1 - Z?Algm,,l)
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oxM 9%
2900 ox'r Oz'mdxv

Iz [oxM 9z
oz’ | Oa'r 83:”’(

au19V1>\1 + 81/19)\1#1 - a>\19M1V1)

bR

+2Gu, ) oo | (4.70)

where, in the intermediate steps we have simplified the parenthesis
using relations such as

0%z 0%z
I Guingey — Iy G g i
82:1:)\1 82:1:)\1

= glll)\l W - g)\lljl W - 0 (471)

Using (4.70) in (4.69) we obtain

1
7, = —= g (0,9, + 0,95, — Org)

2
1 927 0z 5, Oz
= -3 g
2 0z%1 Ox>2 oz
oxH Jz™1

2w o Omvin T 00 — Ongun)

82$V1
TN G
1, 027
2 A2 gro
orHt QJxa™
[W 9z |

o1A\2

au19V1>\1 + 81/19)\1#1 - 8>\19M1V1)

oAt}
+291/1)\1 8;{;/”61:/” :|

(aulgm)\l + 81/1g>\1,ul - aAlgulm)

1Ly, [02"7 Ot O™
T2 0xo1 Qx'* dx'v
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8$IU 8233‘V1
+ 2900 0x°t  Ox'mox'v
oz’ Oz Oz*1 or'c 92z

— o YLt
- 8$O'1 8$lu 83:’” I‘,u11/1 8:17)‘ 8!17/“633‘,'/. (472)

This shows that the Christoffel symbol does not transform like a true
tensor. However, the inhomogeneous term in (4.72) looks different
from the one we have derived earlier in (4.22). The fact that they
are the same can be seen as follows,

_ax/" &% L o [0z ox> o [0z7\ oz
oxr Ox'mox  Ox'm \ dx N Oz ox'v \ dz> ) Oz
0

_ (59) 0zf 9 (0x'7\ Ozt
ox'w Y ox'* 9zr \ 9x> | Ox'v
9% OxP Ozt %' 9z OzP

T Oxrdx> Ox'k Oz 0z 0xP Ox'M OxlV’ (4.73)

Therefore, the Christoffel symbol (4.49) transforms like the affine
connection in (4.22) and we conclude, through the principle of equiv-
alence, that once we know the metric tensor, the parallel transport
of a vector is simply given by the relation

dA” =T9,da" A", (4.74)

where we can identify

o 1 o
P/u/ = _5 g A (8ugu>\ + al/g)\,u - aAg;w) . (475)

Let us end this discussion by discussing an example from me-
chanics to show that the Christoffel symbol occurs very frequently
in the study of equations of motion, although we may not recognize
them. For example, if 2%(t) and i(t) denote the generalized coor-
dinates and velocities of a classical, non-relativistic system, then we
can write down the Lagrangian of the system as (a dot denotes a
derivative with respect to t)



104 4 AFFINE CONNECTION AND COVARIANT DERIVATIVE

1 o

L= 5 Gij (l‘)i?li‘] -V (ZEZ) s (4.76)
where we have set the mass of the particle to unity for simplicity and
V' (x;) represents the potential in which the particle is moving. This
is a very general form of the Lagrangian. For example, for a particle
moving in a given potential in two dimensional Euclidean space, the

Lagrangian has the form

L= (i +9%) — V(z,y), (4.77)

N —

which in polar coordinates becomes

(72 +7%6%) — V(r,0)

= = gyd'd! =V (w), (4.78)

N = N

with the identifications

= 7 22 =0,
g = 1, gao =17, 912 =921 = 0. (4.79)

The equation of motion (Euler-Lagrange equation) for this general
system is given by

doL_or .
dt 9t 9zt
d gy 109k i OV

or, a(gijaﬂ)—a a—;ix]x 57 =0,

09ij ..; 109k ;. ov
oak T g G P = g =k

or, g +

i 1 iy
or, gy + <akgji 3 5i9jk> it = F
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Lo 1 i
or,  giji’ + 5 (Okgji + igin — Oigj) it = Fy

or, I'+ 5 9" (Ogje + 0jgex — Oegjy) P i* = F*,
or, i —Tiali"=F" (4.80)

We note that if we write the generalized (non-relativistic) velocity as

ul = =i’ (4.81)

then in the force free case, i.e., when F* = 0, the equation of motion
(4.80) takes the form

du' o da?
dt ikt

dx?
=k =o, (4.82)

which is nothing other than the equation for the parallel transport of
the velocity vector u’ (see (4.13)). Namely, the equation of motion
in this (force free) case simply implies that the velocity vector is
transported parallel to itself along the trajectory z*(t).

4.3 Covariant derivative of contravariant tensors

We have seen how scalars, vectors and tensors transform under a
coordinate change. We have also seen that the gradients themselves
transform like covariant vectors under a change of coordinates (in
fact, their transformation defines covariant vectors, see discussion
following (3.11)). Let us now see how the gradients acting on various
tensors transform under a general coordinate transformation. For
example, for a scalar function (tensor of rank 0) we have

¢(z) — ¢'(2') = ¢(2),

/o / 8 -
0ub(x) = 00 = Ton D ole),
o) o't
o) > OY(a) = o o). (4.83)

Ozt
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Therefore, we see that the cogradient and the contragradient of scalar
functions transform like covariant and contravariant vectors respec-
tively.

Let us next look at the transformation of the derivative acting
on a contravariant vector (contravariant tensor of rank 1),

oz’

A@) — A = oo

A (),

g1 n
DA () > DA = g, (ggfu A*”(:s))

oz’ 92a/¢ 0z Ox'H
= - AMm ——— Oy A .(4.84
0x'% Oxo1 0z ox'e Oz Do (). (4.84)

Thus we see that the cogradient of a contravariant vector does not
transform like a pure tensor. (This is what we had pointed out earlier
in motivating the concept of parallel transport of a vector.) The first
term which spoils the tensor nature is, however, reminiscent of the
transformation property of the affine connection or the Christoffel
symbol. Namely, we know that under a general coordinate transfor-
mation (see (4.22))

' (z) — F:}f&(a:’)

_Oa" 9xor dxM O’z 9zt PaM

Orkt 9r'c 9x™ T M L Gpoi M Hxlo ' (4.85)

As a result, we see that under a general coordinate transformation,

I AMz) — TE AN )

dx'M 9zt dxM O 9zt GaM
Oz gz 9/ "M 9prdzM Oz’ da’

oz’
o2

A <83:’“ Ozt

X A2 (z)

A2

151 82:17/“ Oz A)\2
drt Pxlo A ProigpM Jrlo
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_ ozt Jxt L Ox Pz

dxt Pxlo 1M Oxo1 0z Ox'o

(4.86)

Consequently, we note from (4.84) and (4.86) that if we define a
generalized derivative of a contravariant vector as

D, At (z) = 0, A*(z) — TX, (2) A (), (4.87)

it would transform under a general coordinate transformation as

Dy At(z) — DLAM(a') = 9, A (z') — TH (/) A ()

dzor  §Pam
= AM =
0z'% Oxo1dxM () + oz'c Oxt1

oz Oz 0%’ 9z
Ot dalo AN (@) = dzo19zM Oz'7 ‘(@)
oz Ozt
= (00, 4% (@) = T8, ()42 (@) )

0x'® Ozt

ozt Oz
= S o De 4 (@), (4.88)

0z Oz'M

0y AM ()

In other words, the generalized derivative of a contravariant vector
defined in (4.87) transforms like a pure tensor under a change of
coordinates. Such a derivative which has covariance properties under
a transformation of the coordinates is called the covariant derivative
of a contravariant vector.

To understand the physical meaning of a covariant derivative,
let us recall what it means to take the derivative of a vector in the
Euclidean space. In Cartesian coordinates we have

. . - dA*
A’ — A = da? .
(x +dx) (x) =dx g

+ O(dz?). (4.89)

Namely, we parallel transport the vector A*(z) at the point z to the
point x + dz and the difference between A?(z + dx) and the parallel
transported vector in the limit of vanishing separation defines the
derivative. (As we have already seen, in the Euclidean space, parallel
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At (x) A (2 + dx)

Figure 4.4: Parallel transport of a vector and the covariant derivative.

transport of a vector in Cartesian coordinates is trivial in the sense
that A*(x + dx) = A%(z). The reason why parallel transport is
necessary is because A*(x 4 dx) — A¥(z) is not a vector in general in
a curved space since the coefficient matrices for the transformation
of the two vectors at the two points will be different. On the other
hand, A#(x + dz) — A*#(xz + dz) where A*#(z + dx) represents the
parallel transport of A*(z) to the point x 4+ dz is a genuine vector
and hence can be used to define a derivative.)

If we now extend the above definition to a curved manifold as
shown in Fig. 4.4, we see that the definition of the parallel transport
leads to the definition of the derivative as (see (4.15))

At (x 4+ dz) — A™(z + dx)

12
8% — AM(z) — T¥ da” AN + O(dz?)

Y v
Al(z) + dz e

AH
= dz¥ @xy —~ rgyﬁ) + O(da?)

= da” (9,4 T}, 4Y) + O(dz?)
= da”D, A" + O(dz?). (4.90)

In other words, the covariant derivative is the natural extension of the
derivative to a curved manifold. Furthermore, note that if gravitation
is absent, the covariant derivative reduces to the normal derivative
in Cartesian coordinates. This also gives a method for introducing
gravity into a Lorentz invariant theory. Namely, we take a Lorentz
invariant theory and replace the Minkowski metric by the metric of
the curved manifold and the ordinary derivatives by the covariant
derivatives.
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Let us next look at the contragradient derivative acting on a
contravariant vector which would transform as

97 A — 97 A (")
lo /1
_ Ox oo (C% A (:13))

0zt Ot
ox'° oo 82:1://1 L' Ot i
= e goLo? E APt (z) 4+ DT D 7LAM . (4.91)

Again we see that this does not transform like a pure tensor. But
we have also noted in (4.86) that under a general coordinate trans-
formation

Ff;AAA — F;‘;A’A

0 a0 . O O
 Qx Qalp A OxPrOx™ Ox'P

AN (4.92)

which leads to

gongAA)\ N g/oprlupAA/)\

ox'7 9z’ . (D™ 0" L g O%alr 0z 1\
0x°1 OzP2 dxt dgle~ PLA OxP1Oz Ox'P

ox' ox'M g
p1 0102 H1 AN A
- Oz 0029 <8x“1 Fon A dxP1 Oz >

ox'" 02’7 oz'e g

— O1PITHL A o1p1

= 9zm 9z (9 Fond )*9 9171 D1 Oz
ox'" 9’ 1 0z’ 02t

_ prpm A/\) o102 AN, (4.93
Ox POt < PLA + oz Y 0x72 0z ( )

It is clear now that the generalized derivative

DAV = (E?UA“ - g"pfﬁf}\A’\> : (4.94)
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would transform under a general coordinate transformation as

D7 AH(x) — D'7 A" (")

_ 07 gy 0P\ 027 oa 971 g
Oz Oxo20x* Orol Hrm
B 0 (e ) g P
= G g (A T
N g;;: S;CZ D7 A% (). (4.95)

This generalized derivative, therefore, transforms covariantly under a
general transformation of coordinates and is known as the contravari-
ant derivative of a contravariant vector. Furthermore, we note that

DIAM = §°AF — g7, A
= §TO,A — g ITH AN = g7 (9,41 — TH )
— ¢7’D, A", (4.96)

as we would expect. (In fact, the contravariant derivative can be
simply introduced through the metric tensor as in (4.96) since each
factor, ¢g°” and (D,A*), transforms individually like a tensor.)

This shows that in the case of curved manifolds one has to re-
place the ordinary derivatives by covariant and contravariant deriva-
tives. However, the exact form of these derivatives depends on the
objects they act on. For example, for a scalar function (see (4.83))

Dyug(z) = 0Oud(x),
Dro(z) = o(x), (4.97)
since ordinary derivatives acting on scalar functions have covariant

properties. However, for contravariant tensors, the covariant and
contravariant derivatives are defined as,
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DO—T/J,l...,U/n, — 8O_TP'1~“/J'TL — FZ;T)‘/JQ‘U'”
B N VALRSU NP Vi A (4.98)
and
DO’TMl---/Jzn — gJPDpTMI---Nn‘ (499)

That these have covariant transformation properties under a general
coordinate transformation can be easily checked.

» Example (Leibniz rule). Let us recall that if we have a product of vectors

(A*BY), this behaves like a second rank tensor under a general coordinate trans-
formation. Therefore, the covariant derivative acts on such a product as in (4.98)

Dy(A*B") = 8,(A*B") — T4 ,(A’B") — T’y ,(A"B”)
= (9, A")B” + A*(9,B") — (¥ ,A")B" — A*(T%,B")
= (8,A" —T%,A") B" + A" (8,B” — T, ,B”)
= (DsA")BY + A" (D,B"). (4.100)
Namely, the covariant derivative satisfies the Leibniz rule for a product of vectors

(tensors).
<«

4.4 Metric compatibility

As a particular application of the results of the last section, let us an-
alyze how the covariant derivatives would act on the metric tensors.
From (4.98) we see that

Dyg"? = dyg"* — T g7 —T%_gh°. (4.101)

Furthermore, if we use the expression for the Christoffel symbol de-
fined in (4.49), namely,

1
Py = =5 " (0rgov + 0o9ur — Dutro) - (4.102)
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we see from (4.101) that

1
D)\gup = a)\gup + 5 gwj (8)\901/ + 8091/)\ - 81/9)\0) gap
1 pv uo
+§ g (8)\901/ + 8091/)\ - 81/9)\0) g
wp L 1w op
= a)\g + 5 g (8)\901/ + 8091/)\ - 81/9)\0) g

1
+§ gwj (8)\91/0 + 0uGor — 809)\11) gap

= g+ " (Orgov) 9°°
= g + g" (0r (95v9°") — 9o 0r9°")

= O\g"" — 10\g"P = Org"" — Drg"* = 0, (4.103)

where we have used the symmetry properties of the metric tensor.
This shows that the covariant derivative of the contravariant metric
tensor vanishes. Furthermore, since

9" gpv = 0y, (4.104)

it follows that (the covariant derivative, like the ordinary derivative,
satisfies the Leibniz rule, see previous example)

Ds (g gpy) = 0,
or, (Dggﬂp) Gpv + gﬂpDong =0,

or, ¢"”Dsgpn =0. (4.105)

Since this is true for an arbitrary metric we conclude that

Dsgpn = 0. (4.106)

In a similar manner we can show
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D°g" =0,  D%g,, =0. (4.107)

In other words, the covariant derivatives of the metric tensor iden-
tically vanish. (Metric tensor is covariantly flat.) It is a constant
tensor in the absolute sense in a curved manifold. Of course, this
can be seen intuitively in the following way. In a locally flat Carte-
sian coordinate system the metric tensor reduces to the constant
Minkowski metric. In such a frame the Christoffel symbol vanishes
since the metric tensor is constant. (The other way of seeing this is
that the effect of gravitation is zero in this frame.) In this frame,
therefore,

Dyg"" = 0,n"" = 0. (4.108)

Since this is a tensor equation, it must be true in all coordinate
frames which leads to (4.103).

Of course, we could have reversed this argument and could have
demanded

Dyg" =0, (4.109)

and this would have led to the unique choice for the Christoffel sym-
bol determined in (4.49). It is for this reason that this condition
(covariant constancy of the metric) is also known as the metric com-
patibility condition. This simply means that the parallel transported
metric tensor has the same value at x+dx as the metric at that point,
namely,

G ( + dz) = g (z + da). (4.110)

Of all possible spaces, metric compatibility selects out a special class
of spaces that is relevant in the study of gravitation. Furthermore,
let us note that the metric compatibility condition rests on the fact
that we can find a locally flat Cartesian coordinate system free of
gravitation. This in turn requires the connections to be symmetric.
In spaces with torsion, i.e., in spaces where the connection is not
symmetric, metric compatibility raises special questions which we
will not go into here.
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» Example (Christoffel symbol from metric compatibilty). Let us consider the
metric compatibility condition (4.105)

Do'g,u,u = 07 (4111)

which when written out explicitly has the form

aog;u/ + Fgugpu + Fg,/gﬂp =0. (4.112)

This is exactly the same relation as in (4.44) (with o <> ). Therefore, following
exactly the same steps as in (4.44)-(4.49), we can determine the Christoffel symbol
to be

leg 1 o
Pow=-59 * (Ougur + Ovgan — Orguw) , (4.113)

which is equivalent to saying that the Christoffel symbol can be determined from
the metric compatibility condition.
<

» Example (Covariant derivative of a scalar density). Let us consider the deter-

minant of a second rank covariant tensor

A=det A, (4.114)

which appears to be a scalar. However, under a general transformation A in
(4.114) transforms as

, , 8z® 9z°
A— A :detAW = det E):C’HW af
2 71—2
- (det %) det A, = ‘%—Z A+ A (4.115)

Thus we see that A = det A, is not a scalar, rather it is a scalar density of
weight w = —2 (see (3.31)).

We can construct a scalar quantity from this determinant by multiplying
(appropriate power of) the determinant of the metric tensor of the manifold, in
this case as

A= (—g) "4, (4.116)

where g = det g, and A would transform like a scalar under a general coordinate
transformation. Since A is a genuine scalar, it follows from (4.83) that

8.A=DyA=D, ((—g) 'A) = —g ' D,A,

or, — gilDMA = QA =0y ((_9)71*’4) )

or, D,A= g0, (gilA) . (4.117)
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Here we have used the metric compatibility condition (4.105) in the intermediate
steps. This shows how we can define the covariant derivative of the determinant of
any second rank covariant tensor (or for that matter any tensor density) through
the use of powers of g. In particular, we note that when A, = gu., (4.117) leads
to

Dug =90, (9 "'9) =0, (4.118)

consistent with metric compatibility (4.105).

4.5 Covariant derivative of covariant and mixed tensors

For the present, however, we note that since the metric is covariantly
flat, raising and lowering of tensor indices commute with covariant
differentiation. That is, for a covariant tensor of rank n, we have

DJT’“”Z"'”" = D, (gulmguzuz Tt gun,,nT”l”%Vn)
- ngVlguguz T gMnVnDO_TVlVl--Vn' (4119)

This rule is of particular interest since we can now write down the
covariant derivative of a covariant vector in the following way

D;A, = Dg(guwA”) = guDsA"
— (8JA” — rgAA*)

= 0o (Q;WAV) - (809;“/) A” — guurcl;)\AA
= 05 A, — (Opgu) A" — g Th AN (4.120)

To simplify this let us use the form of the Christoffel symbol in (4.49)
which leads to
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(809;0\ + guurg)\) A)\

1
= |O0sGur — Guv ¥ 5 97 (0s9xp + OrGpo — 8,,909] AN

1
= 8oguA - 5 5,6 (acr.g)\p + 8)\9;)0 - apga)\):| AA

1
= |059ux — 5 (Osgru + OrGuo — augax)} A

L 2

1 A
= 5 (80,9”)\ + 8;LQAJ - a)\gou) A

1 Ap
= 5 (809/0\ + 8;LQAJ - aAgou) g Ap
=-T%,4,=-T,,A. (4.121)

As a result, we can write the covariant derivative in (4.120) as

Dy Ay = 054, + T, A\ (4.122)

We can derive this also from the fact that for the scalar product
of two vectors (which is a scalar) we have

Dy (A,B*) = 8, (A, B"), (4.123)

which leads to (using the Leibniz rule (4.100))

(DyA,) B* + A, (DyB*) = 0, (A, B*) ,

or, (DgAu) B*+ A, (0,B* —T# B") =, (A,B"),

or, (DyA,)B" = <8(,Au + PQ\WAA) B",

or, DgA,=0,A,+T,,A,. (4.124)

That this behaves covariantly under a coordinate transforma-
tion can be seen as follows.
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Dy Ayu(x) — DL A (a)) = 0, Al + FQuA’A

0zt oxHt
= g O <a— Am)
o' Ozt Oz 9%z 9z GzH\ O
Ox™ 9z'7 dx'm” T T o1 dxm Oz’ 't ) Ox'A

Ay,

o1 1 g1 H1
_ 0zt Ox B, A +8w O, (835 >Au1

dz'o dx'm Y oz'm
+5§\‘2 O0x7t OxM | Ayt 0%z 9x2 9z Ox .
L Qx/o dxln T2 Gro1 g Qx'r Gt Qalo TP
(4.125)
To simplify this expression we use the relation
ax»\ ax)‘Q 5\
o 9™ e (4.126)
which leads to
a A a A2
o, (L x_> _o,
Az 9z’
0?x oz 9z Ox™2
or + — | =0
T Oz 9z 9x'r T a7t <8w’)‘> ’
2 I\ A2 A2 A
or O 0w, (922 922 (4.127)
’ dxo1dxh Jz' Y\ 9z ) dxm

Using this relation in (4.125) we obtain

Dy Au(w) — DL AL ()

o1 “1 o1 ©1
_ 0z Ox B, A +8w O, <8x )Am

ox'e Oxa'm HL0 Oglo Oz’

0z Ozt
ox'c oz’

™ A, — 9 <8$A2> 0x' dxt 9zt
o1p1 1 g1

A
ox' ) Oz Qx'm Oxlo 2
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0x' Ozt
= G g (O T T2 An)
83:"1 OxM Ox! Ox)? N
o (a ) A = i O <W> b
0x Ozt
= 55 5o DA (4.128)

Similarly, we can show that

D7Ay = §7DyAu = g7 (9,4, +Th,A) )
A
= 074, + 97T, Ax, (4.129)
also transforms covariantly under a general coordinate transforma-

tion. We can now write down the covariant derivative of a covariant
tensor of rank n as

_ A A
olpipe..pn = 80Tu1~~un + FomT)\uz---un + chsz/\---un

AT Ty i (4.130)

O Un

The covariant derivative for a mixed tensor can likewise be shown to
correspond to

1 -
D T 7;;1 Un
_ H1---Um _ TM A---Mm .. _THm Ml--->\
- aJT V1...Un PU)\T Vi...Un Pcr)\ T V1...Un

A m A m
+F T;u'l “)\ » ++Fo— T/Jfl -

ovy [ 2N

(4.131)

4.6 Electromagnetic analogy

We have seen that in dealing with gravitation and hence with curved
manifolds, we have to introduce the notion of a connection in order
to define the covariant derivative (of tensors). This is deeply con-
nected with the fact that there is a local gauge symmetry associated
with gravitation which we recognize as general covariance (invariance
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under a general coordinate transformation). A similar situation also
arises in flat space-time in the study of gauge theories. For exam-
ple, if ¢ (x) represents the quantum mechanical wave function of a
charged particle, then we know that under a local Abelian gauge
transformation, the wave function transforms as

P(x) — P (x) = e y(x). (4.132)

Under this gauge transformation we find that

ubw) — 9t (@) = 9 (7 (a))

= —ie(dya(z))e @y (z) 4 UG qp(x), (4.133)

so that the expectation value of the momentum operator is no longer
invariant under this transformation (the derivative of the wave func-
tion does not transform covariantly under the gauge transformation).
On the other hand, if we require physical results to be invariant under
such a gauge transformation, we find that invariance can be restored
if we assume that there exists a connection A,(x) (vector potential)
which transforms under the gauge transformation as

Ay(x) = A (z) = Ay + Opa(x), (4.134)

and if we generalize the ordinary derivative to a covariant derivative
of the form (recall minimal coupling)

D,(x) = (0, +ieAu(z)) Y(x). (4.135)

In this case, under the gauge transformations (4.132) and (4.134)
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Dyp(x) — Diy'(x) = (9, +iedl (z)) ¢/ (x)
= 9 (x) +iedl (2)y (z)
= —ie(Qual@)e (@) + e ()
tie(A,(z) + d,a(z))e @y (x)
= W (9 +iedy(2)) Y(x)
= ¢ @D (). (4.136)

Namely, the covariant derivative of the wave function transforms
covariantly under the Abelian gauge transformation. We note here
that the connection A,(x), in this case, is nothing other than the
electromagnetic potential (1.83) or the Maxwell gauge field and the
presence of the gauge field or the connection is intimately connected
with the local gauge symmetry associated with electromagnetism.
Let us also note from (4.134) that the connection (gauge field) does
not transform covariantly under the gauge transformation because of
the inhomogeneous term much like the transformation of the affine
connection in (4.22).

Similarly in the case of gravitation (curved manifold) we note
that the presence of the connection signals the presence of a local
gauge symmetry in the theory which corresponds to the general co-
ordinate invariance of the system. Furthermore, this also suggests
that Einstein theory, which describes gravitational forces, must have
the nature of a gauge theory and we will study this later in the
course.

4.7 Gradient, divergence and curl

Although the derivatives in the case of a curved manifold have to
be generalized to covariant derivatives, there are special cases where
they take simple forms. We have already seen in (4.97) that for a
scalar function

D,o(x) = 0uo(x), (4.137)
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so that the gradient of a scalar function remains unchanged in a
curved manifold. Furthermore, we note that the covariant derivative
of a contravariant vector is defined as (see (4.87))

DAY = §,A” —T% A°. (4.138)

Therefore, we can define the (covariant) divergence of a contravariant
vector as

DAl = AP = 9, A1 — TV A, (4.139)

where a semi-colon conventionally denotes covariant differentiation.
To simplify this expression let us recall that

1
I‘M}w = D) g’ (8ugop + 8ogpu - apg;w)

1
= ) (apgap + gupaagpu - 8“gu0)

1

Let us now use the following simplifying relation. If A denotes
any (square) matrix, then we note that we can represent its deter-
minant as

det A = ¢TI0 4, (4.141)

This is obvious if the matrix A is diagonal, for in this case

det A =T A, (4.142)

where the diagonal elements \; represent the eigenvalues of the ma-
trix and we have

StIn A,
eTrind — o5 = H)‘i =det A, (4.143)
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which establishes the equivalence in (4.141). If A is not diagonal, on
the other hand, we can write

A=SApST, (4.144)

where Ap is the diagonalized form of A and S is the similarity trans-
formation that takes A to its diagonal form. In this case, we have

erinA  _ Trin(SApS™) _  Tr(lnS+lnAp—InS)

— eTI‘ll’lAD — det AD — det SADS_l = det A (4145)

This proves the formula (4.141) in general. If we further assume
that the matrix A depends on space-time coordinates we can take
the derivative of the determinant of the matrix with respect to coor-
dinates to obtain

Os(det A) = 0,4 =9, (Trin A)eTn4
= Tr(d,InA)det A
= Tr(A7'9,A) det A. (4.146)
Let us apply the relation in (4.146) to the determinant of the

metric tensor (metric tensor can be thought of as a 4 x 4 matrix in
four dimensions), which leads to

809 = aa det Juv = (glwaaguu) g, (4'147)

where we have identified g = det g,,,. Therefore, we have

1 (—9)
—0s9) = o
= T_g gW o Guis (4148)

80\/__9 =

so that comparing with (4.140) we can write
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1
FMM =—3 9" Oy Gy = —

1
= B/ 9. (4.149)

The divergence of a contravariant vector now follows to be (see
(4.139))

Dy AP = 9,A" —TH A°

1
= QA"+ — (0sv/—9)A”7
N

= 0, (v/—g A*). 4.150

This leads to an invariant formulation of Gauss’ theorem in

a curved manifold. Namely, if the vector field A*(z) vanishes at
infinity, then

[vFadaepar = [ate =g (V=g4")

1
N
= /d%; Ou(v/—g A") = 0. (4.151)

A particularly simple application of the expression for the covariant
divergence in (4.150) arises when the vector field itself corresponds
to the gradient of a scalar function. In other words,

Dy D*¢(x) = D, (0"¢(x)),
1
V=9

where [ stands for the invariant D’Alembertian in a curved manifold.
We note here that much like the covariant derivative, the exact form
of the D’Alembertian depends on the space of functions on which
it acts. However, from (4.152) we see that acting on the space of
scalar functions, the invariant D’Alembertian can be identified with
the operator

or,  Od(x) = —= 0,(/~g9"d(x)), (4.152)
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1 1
O=——0,/—got=—
V=9 V=g
Let us apply this result to the simple case of three dimensional
Euclidean space in spherical coordinates with the line element given

by

Dun/—3 9" D, . (4.153)

ds? = dr? + r2(d6? + sin® 0dp?). (4.154)

In this case, we can read out the nontrivial components of the co-
variant metric tensor to be

grr = 1, gog = 12, 9o = r?sin’ 6, (4.155)

and the inverse (contravariant) metric tensor is given by

1 1
=1 00— = 99 — 4.156
g L 9= 9= e (4.156)
which leads to
g = det gij = 9rr9069¢6 = rtsin? 6. (4.157)

Thus using (4.152) we see that, in spherical coordinates, the Lapla-
cian (analog of the D’Alembertian in three dimensions) acting on
scalar functions becomes

1
r2sin

Vo = % 0; (\/g_]gijﬁjq)) = 0; (7"2 sin Hgij8j<1>)

_ L [& (r2 sinfg""0,) + Oy (7"2 sin 999089>

r2siné
+0p <r2 sin ng(‘)d))} )

— _1 [(‘?r(r2 sin00,) + O <7’2 sin @ % (%)
T

r2siné
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2 - 1
—|—5¢ <7" Sln9 m 8¢ )

- 1120 10 g0, 1 il
= 2 lor" o T sing a9 > 90 sin®0 0¢2|
(4.158)

so that, in this case, the form of the Laplacian (acting on scalar
functions) in spherical coordinates has the familiar form

V=

2
712[@ 0, 1 0 0 10

or | or * sn0a6 " 6 sin29W] ' (4.159)

It is worth noting that the divergence of some of the tensors
also takes a particularly simpler form. For example, we note that for
a second rank tensor

D,T™ = §,T" —TH T —T% TH
1
= T+ = (05/=g) T — T}, T
1 ag
= = Bu(v/=g TH) — TV, T (4.160)

In particular, if the tensor is anti-symmetric, namely,

TH = TV, (4.161)

then the second term in (4.160) vanishes (because of the symmetry
of the Christoffel symbol in the lower indices) and we can write (for
THY = —TVH)

1
v—9g
This result generalizes to any tensor that is completely anti-symmetric
in all its indices.

The covariant curl of a covariant vector takes a particularly
simple form. For example, we know that (see (4.122))

D,TH = O (v/—gT™™). (4.162)
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DyAy, = 0,4, +T),Aj, (4.163)

from which it follows that

DyA, —DyAy = Ay — Apw

= OuA, +T),A\— 0,4, —T), A,

= 0,A, — 9,A,, (4.164)

where we have used the symmetry of the Christoffel symbol (4.50).
This shows that the curl of a covariant vector remains unchanged
in the presence of gravitation (or in a curved manifold). However,
it is worth emphasizing here that this follows only because we have
assumed the connection to be torsion free (the connection is symmet-
ric). In the presence of torsion, this relation would modify since the
connection will have an anti-symmetric part as well. In the present
case we note that the curl of a covariant vector is a second rank
anti-symmetric tensor,

Ay = DyA, — DA, = 0,4, — 0,A, = —A,,, (4.165)

which does not involve the Christoffel symbol at all.
Let us next note that for a covariant second rank tensor which
is anti-symmetric A,, = —A,, (see (4.130)),

ij;)\ = D)\A“,, = 6,\14“,, + FK;LAUV + F(;\—I/AHU
= O\Au — TS, Ay + T A, (4.166)

where we have used the symmetry property of the Christoffel symbol
as well as the anti-symmetry of A, and have introduced the conven-
tional notation of representing a covariant derivative by a semi-colon.
Taking cyclic permutations of this relation we obtain

DyAuy = 0uAuy — 17, AN + 15, Ave,

DVA)\;,L = 81/14)\;; — FZAAHU + FZVA)\J. (4.167)
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Taking the sum these three relations we obtain

DAy + DyAyy + Dy Ay,
= A — TS5, Ave + T\ Ao + 0 Ay —T7, Axe + 15,400
+0, Az — T\ Aps + 17, AN
= O\Au + 0, A0+ 0, A\, (4.168)

That is, in this case all of the effects of gravitation drop out. This
is particularly interesting since it implies that a relation such as the
Bianchi identity in the case of electromagnetic theory remains un-
changed in the presence of gravitation (or in a curved manifold).
Namely,

D)\FH,, —I—DuF,,)\ —I—DVF)\M = a)\FH,, + a“FV)\ +8,,FAM =0, (4.169)

which is the Bianchi identity in flat space.

» Example (Nijenhuis torsion tensor). As we understand now, the ordinary deriva-
tive acting on tensors in a curved manifold does not transform, in general, like a
tensor under a general coordinate transformation. We need to use the covariant
derivative for this purpose. However, we have also seen in (4.164) and (4.168) that
under special circumstances, the connection (Christoffel symbol) in the covariant
derivative drops out and the combination of ordinary derivatives indeed leads to
a true tensor. Nijenhuis torsion tensor is one such tensor in a curved manifold.

Let S be a mixed tensor of rank 2 with one covariant and one contravariant
index. Using the covariant derivative (4.131), we can now define

N, = S5DySy — SIDySp — Sa(DuST — DuSS) = —Np,, (4.170)

which by construction is a mixed tensor of rank 3 with one contravariant and two
covariant indices.
If we write out the tensor (4.170) in detail, we obtain

N, = S5(9.5) + 12,80 —T2,85) — S(9sSp + 14,82 —T2,55)
— 83(8uS7 + 10,85 —T%,50) + S2(8,S) + 10,8y —T'7,50).  (4.171)

We note that if we use the symmetry property of the Christoffel symbol (4.50),
all the terms involving the connection cancel pairwise and we have

Ny, = =N}, = 80,5 — 870557 — 520,57 — 9.57,). (4.172)
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Even though the tensor (4.172) involves only ordinary derivatives, it is a
true tensor. This is known as the Nijenhuis torsion tensor associated with the
mixed tensor SY and plays an important role in the study of complex manifolds

(as well as in integrable systems).
<

Therefore, we see that if A, is a covariant anti-symmetric ten-
sor of second rank, namely,

Ay = — Ay, (4.173)

then we can construct an anti-symmetric tensor of third rank from
A, independent of the Christoffel symbol (this would correspond to
taking the curl of the second rank tensor), as

Auwx = DAy + DA+ DAy,
= A +0,A)+ 0, AN, (4.174)
These results suggest the following general fact. Given a covariant
rank n anti-symmetric tensor, we can form a unique covariant rank
n + 1 anti-symmetric tensor which does not involve the Christoffel
symbol (by taking its curl). The general result can be quickly proved
with p-forms which we will not get into. Here let us study this only

for a third rank tensor. If A, is a completely anti-symmetric tensor,
then

DpAyr = OpAyr + 1% Agir + T Ay + 1% Ay
= 8PAMV)\ + FgMAV)\U + FgVA)\MJ + Fg)\ijg. (4.175)

Taking the cyclic permutations of this relation we obtain

D,uAV)\p = 8;LAV)\p + FZVA)\pU + FZ)\Apzxo + FZpAV)\U7
D VA/\pu = 8VA/\pu + Pg)\APMU + ngAuAcr + F‘ZMA,\,)U,
D)\Ap“l, == 8)\Ap“l, + Fg\—pA/ﬂ’o + FK}/«AVPO' + FKVAMJO—. (4176)

It follows now that the totally anti-symmetric combination
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Auvkp = DpAuw\ - DMAV/\p + DVA)\PH - D)\APMV
= 8[)14”,,)\ — OHA,,AP + 81/A>\pu — 8)\prj, (4.177)

which is, of course, a covariant anti-symmetric tensor of rank 4 in-
dependent of the Christoffel symbol.

Some comments are in order here. First of all we note that we
can increase the rank of a covariant anti-symmetric tensor by one
simply by taking its curl. If we try to apply this procedure twice,
then it yields a tensor which vanishes identically. For example, we
note that given a scalar function, we can construct a covariant vector
by applying the covariant derivative (curl)

Ay = Dy = 9,9. (4.178)

If we try to construct an anti-symmetric second rank tensor from
this by taking its curl, then we find

DA, —DyA, = 0,4, —08,A,
= 0.0,6 — 0,0, = 0. (4.179)

Let us next consider a covariant vector A, and construct the second
rank anti-symmetric tensor by taking its curl as (see (4.164))

Ay = DuA, — DA, = 9,4, — 8,A,,. (4.180)

If we now try to construct an anti-symmetric tensor of rank 3 by
taking curl once more, we have (the square bracket represents anti-
symmetrization)

A[,uu)\} = D)\Aul/ + D;,LAV)\ + DVA)\;L
= A+ 0 Ay + Oy Ay,
= OA(&LA,, — &,AH) + 8u(8VA)\ — 8)\14,/) + 8,,(8)\14# — 8MA)\)

= 0, (4.181)
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where we have used (4.168). We can show that this result is true in
general and the general result follows in a simple manner with the
use of p-forms that we will not go into. Furthermore, let us note that
in n dimensions, the highest rank nontrivial anti-symmetric tensor
would have rank n. This is easy to see because if there exists an
anti-symmetric tensor of rank n + 1, then two of its indices have to
be the same in which case it will vanish identically. The same is true
for any higher rank tensor as well.

Let us also note that in n dimensions any anti-symmetric tensor
of rank n must be proportional to the generalization of the Levi-
Civita tensor to this space. This can also be seen simply because
if

Ty ..pin) (4.182)

is the anti-symmetric tensor (anti-symmetrization is denoted by the
square bracket), then the combination

EMlmMnT[Ml---Mn}’ (4183)

is a scalar function (density). Therefore, we can always write

Thscon] = €ptrecin (), (4.184)

where ¢(x) denotes a scalar density.
Let us define the following terminology. An anti-symmetric ten-
sor with the property

DA =0, (4.185)

is called closed. (Namely, the covariant curl of the tensor vanishes.)
Furthermore, an anti-symmetric tensor A, ) is called exact if it
can be written in terms of a lower rank (anti-symmetric) tensor as

A1 = DTy = Ty (4.186)
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Thus for example, in the case of three dimensional electrostatic in
Fuclidean space, as we know, one of Maxwell’s equations takes the
form

V xE=0. (4.187)

Therefore, the electric field can be thought of as a closed vector and
since we know that it can be written as the gradient of a scalar
potential

E = -V, (4.188)

it is also exact.
Another example follows from the definition of the electromag-
netic field strength tensor itself (see (1.83) and (4.164))

F,, = D,A, — DA, =9,A, — 0,A, (4.189)

where A, denotes the vector potential. Thus we see that one can
think of the electromagnetic field strength as an exact tensor. Fur-
thermore, we know that the field strength tensor satisfies Bianchi
identity (see (4.168))

D)\FH,, + D“FV)\ + DVF)\M = 8)\FH,, + a“FV)\ + &,F,\u
= O\(0uAL, — 0, A,) + 0u(0, AN — O\AL) + 0, (0NAy — 0, AN)
= 0, (4.190)

so that it is also closed. These observations lead to the following two
theorems.

Theorem 1: Fvery exact tensor is closed.

It follows from the definition of an exact tensor in (4.186) that

T[m---un} = a[mT[uz---unH' (4.191)
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Therefore, since derivatives commute (their product is symmetric)
we have

Dy It o Wyt Os Tz} = 0y

(4.192)

ptin]] = Opnsr Lpancpin]] = Opn1 s Ttz

which proves the theorem. (This is the same result as we had dis-
cussed earlier, namely, that taking the curl twice gives zero.)

Theorem 2: FEvery closed tensor is at least locally exact, i.e., it
admits a tensor potential locally.

We will not prove this theorem here but simply study its con-
sequences in four dimensions.
Theorem: In four dimensions a second rank anti-symmetric tensor
being closed is equivalent to its dual having zero divergence.

Let F},, be a second rank anti-symmetric tensor in four dimen-
sions. Then it is closed if (see (4.185))

DyF,, + D, F,\+ D,Fy, = OzFj,, + 0, Fn+ 0,F\, = 0. (4.193)

Furthermore, the divergence free nature of the dual tensor (see (1.81))
is defined as (any factor of \/—g commutes with the covariant deriva-
tive and, therefore, can only be a multiplicative factor)

~ 1 1
DMF‘L“/ = DN <§ GuVApF)\p> = 5 GuVApDuF)\p

1 1
_ 3 X ge/u/)\P (DHF)‘p + DyF,, + DpF;M) =0. (4.194)
This is known as the Bianchi identity and as we had noted earlier in

chapter 1, the two relations (4.193) and (4.194) are equivalent.



CHAPTER 5

Geodesic equation

5.1 Covariant differentiation along a curve

Sometimes a vector field or a tensor field is defined only on a certain
trajectory rather than on the entire space-time manifold. Thus for
example, the four momentum or the stress tensor or the spin vector
of a particle can be defined only along the trajectory of the particle.
In this case we have to develop the notion of covariant differentiation
along the curve.

From what we have seen already in the last chapter, the co-
variant derivative measures the change in a vector or a tensor in an
absolute sense. Let us apply this notion to a vector £ defined along
a curve x*(7) so that we can write

M (x(r)) = €(7), (5.1)

and at an infinitesimally separated point on the curve we have

dét(7)
dr

M +dr) =& (1) +dr + 0(d7?). (5.2)
On the other hand, we have defined the parallel transport of a vector
&*(7) to the point 7 + d7 as given by (see (4.15))

v
de

by 7 £ (5:3)

§Hr+dr) =¢(m) +T

From (5.2) and (5.3) we obtain

133



134 5 GEODESIC EQUATION

(T +dr) = & H (T +dr)

= e+ ar S ey 18 S ryar 1 0far?)
agr da
= dr 76(17(_7) 9\ d—i_ eNr)dr 4+ 0(dr?)

dgt dax”
= ar (S0 1, G €m) +otar?)

Dér(r)

= dr
Dr

+0(d7?), (5.4)

which defines the covariant derivative of the vector £* along a curve
to be (see also the discussion around (4.90))

D&+ d§ dz¥
i N — —_T*
Dr dr VA dr ¢
_ o da” ogr e da” e
 dr oxv o dr
_ dz¥ (8 ¢h _ H éA)
dr v VA
_ 4 e (5.5)
dr

Comparing with (4.12) we recognize that the parallel transport of a
vector along a curve can also be written as

Der da”
— = D, g = 0. 5.6
Dt dr ¢ (56)

Similarly, the covariant derivative of a contravariant tensor field
along a curve can be expressed as

4] -eefhn, dz?
7DTDT = —— DIV (5.7)

We note from (5.7) that
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Dy _
Dr  dr

Dyg" =0, (5.8)

which follows from the fact that the metric is flat under covariant
differentiation (see (4.103)). Since g,, denotes the inverse of the
contravariant metric tensor g"”, it follows that

= — D)\gw, =0. (59)
T

Using these, we can now derive

DSN _ D vy __ Dgl/
Dr Dr (g;w§ ) = Guv Dr’ (5.10)

Similarly, for an arbitrary covariant tensor we have

D D
Dr (Tul'”l/‘n) = E (gﬂlVl cee gMnVnTVL”Vn)
D Vi...Un
= G G Ty (T70), (5.11)
and so on.

5.2 Curvature from derivatives

So far we have talked about the metric and the connection as rep-
resenting the effects of gravitation. However, we have also said on
several occasions that gravitation produces curvature in the space-
time manifold. But, we are yet to define and identify the curvature.
We will do so now in two different ways before studying its properties
in detail in chapter 7.

First, let us go back to the example of electromagnetism in sec-
tion 4.6. We have noted earlier that invariance under the U(1) gauge
transformation requires that the ordinary derivative be replaced by
the covariant derivative defined as (see (4.135))

Dyib = (9, + ieA, ). (5.12)
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On the other hand, the first property that we notice from the defi-
nition of the covariant derivative is that unlike ordinary derivatives,
the covariant derivatives do not commute. Namely,

Dy DL = (DD, = DD, )
= [(Op +1ieA,)(0y +ieA,)) — (0 +ieA,)(Oy + ieA,)]
= iedu(AyY) +ieA 0 —ied, (Au) — ieA, 0
= ie(0,A))Y + ieA, 0 + ieA, 0,0 — ie(0y ALY
—ieA, 0,0 —ieA, 01
= ie(0Ay — By A = ieF 0, (5.13)

where [, represents the electromagnetic field strength tensor. The
non-commutativity of the covariant derivatives arisesbecause of cur-
vature in the space (in this case the Hilbert space) and we identify
the observable curvature of the space with the field strength tensor
Foy.

Similarly, we can derive the curvature in the case of a gravita-
tional field (or a curved manifold) by taking the commutator of two
covariant derivatives. We have defined the covariant derivative of a
contravariant vector as (see (4.87))

D, AP = 9,AP —Th A, (5.14)

It follows from this as well as from the definition of the covariant
derivative for mixed tensors that (see (4.131))

D,D,A? = 0,(DuA?) + T}, D\A? —T?, D, A*
= 0, (0,47 —T%,A%) + T}, (0, AP —T%_A%)
T\ (@AY — T, A7)
= 9,0,4" — (9,I%,)A” —T%,0,A°
+ T, (0, AP — T8 A7) —T%, (9, A" =T, A%). (5.15)

Interchanging p <> v, we obtain from this
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D,D,A? = 8,0,A° — (9,I0,)A° —T%_9,A°
+ T, (BaAP —T5, A7) = Th,(8,A* =T}, A7), (5.16)

and these results lead to the commutator of the covariant derivatives
acting on a contravariant vector as

[D,., D,]A” = (D, D, A? — D, D, A?)
= (8VPZ0- - aurlp/o)AU + (FZ)\P?/\U - Plp/)\r,t);o)AU
= (8VFZO' - aﬂrga + FZ)\FI)/\O' - Flp/)\r/i\a)AJ
= R, A, (5.17)

where we have identified
R, = 0,00, — 0,10, + T4, T, =TTy, (5.18)

This is known as the Riemann-Christoffel curvature tensor of the
manifold. Similarly, for a covariant vector we can show that

[Dy, DuJA, = Du(DyAp) — Dy(DyAp)
= O0u(Dy,A,) +T,Dr\A, +T),D, Ay
~0,(DyA,) — T, DyAp — T}, D, Ay
= 0. (0,4, +T9,A,) +T), (0, A + T\ As)
—0y (0 Ay +T9,Aq) =T, (0Ax + T\ As)

o o A 10 A 1o
= = [&/Fup - (%F,,p + I — Puprw\] As

= —R%,,A,. (5.19)
Furthermore, note that since the curvature tensor is a function of
the connection and its derivative, if the space were flat the curvature
tensor would vanish and then the covariant derivatives would reduce
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to ordinary derivatives and they would commute. (Since curvature
is a tensor, if it vanishes in one coordinate system, say the Cartesian
coordinate system, then it will vanish in any curvilinear coordinate
system.)

» Example (Commutator of covariant derivatives on a tensor). Let us study how
the commutator of two covariant derivatives acts on tensors, in particular on a
second rank tensor T*”. From the definition of the covariant derivatives in (4.98)
and (4.131) we have

DAD,T" = 0\(D,T"") +T%,D,T" —T% D,T°" —T* D,T"",
D, DAT"" = 8,(DAT") + T\ Do T" — T4, DA\T" =T, D\T".  (5.20)

Therefore, we obtain

[Dx, D,JT* = 0\(D,T"") +T%,D,T"" —T'X D, T°" —T% D,T"
— Op(DAT"") + ToADsT"" —Tho DATY — T4, DAT""
=O\(8,T" —Th,T°" —T},,T"7)
- Fi\La (apT(w - anTW - FZnTW)
— 5, (0,T" —=TK T7" —=T5,T") — (p < N)
= (8,T%, — Ty + T, Ty — T, T, )T
(9,1 — OISy + T,y — T, T )T

= R!

T+ RYA T (5.21)

We see that when the commutator of two covariant derivatives acts on a tensor,
it leads to a sum of terms involving the Riemann-Christoffel curvature tensor.
<

» Example (Curvature for a two dimensional manifold). Let us consider the two
dimensional space defined by the line element

1

dr? = t—z(dtQ —dz?). (5.22)

The nonzero components of the metric tensor follow from (5.22) to have the forms

gtt = t_27 Jax — —— g = t27 gmc = _t2' (5‘23)

The metric tensors depend only on the coordinate ¢ and, therefore, the nontrivial
components of the connection (4.49)
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o 1 o
FHV = -3 g A ((%gm + augAM - &\gw) y V0 =1, (5'24)

can be determined to have the forms

1 1 1

so that the geodesic equations are given by
{—TLi? T, i* =0,
t t
& =Tt i — T%at =0,

or, i— %i:b =0. (5.26)

In two dimensions there is only one nontrivial, independent component of
the Riemann-Christoffel curvature tensor (5.18) which we denote as R',;, and it
has the form

R:tvtz = axrfmﬁ - atrtzz + Fio'rgz - Ffrzrtacv

—OuTh, + 15T, — T4, 1%,

1 11
=, 5.27
t ottt ( )

It follows now that

Rigtz = gttR;m = (5.28)

t—4.

5.3 Parallel transport along a closed curve

Let us next discuss the notion of curvature from a second point of
view. To differentiate between flat space and a curved space, let us
study the example of parallel transport of a vector along a closed
path. First, let us consider a closed curve in flat space as shown in
Fig. 5.1. If we take any vector and parallel transport it along the
curve keeping it always parallel to itself, then when we come back
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S

Figure 5.1: Parallel transport of a vector along a closed path in flat
space.

to the starting point the final vector would coincide with the initial
vector. This is the characteristic of a flat space.

Let us next consider the surface of a sphere. If we move a
vector from the north pole ) along the closed curve QPRQ always
maintaining the vector locally parallel (always facing the south pole)
as shown in Fig. 5.2, then when we reach the starting point (the
north pole), the final vector would be pointing in a different direction
from the initial direction. This is a characteristic of curved spaces,
namely, when a vector is parallel transported along a closed curve
it does not come back to itself. The angle between the initial and
the final vector depends on the closed path. Therefore, the change
in the vector must be related to the curvature as well as the closed
path along which it is transported.

Q

O

Figure 5.2: Parallel transport along a closed path on the surface of
a sphere.

From the definition of parallel transport in (4.14) we know that
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when a vector is parallel transported infinitesimally in a curved space
the change in its components is given by

d¢t(x) = Fﬁ/\(x)dx”@(aﬁ). (5.29)

However, since the value of the connection is different at different
points in a curved space-time manifold, the change in a vector parallel
transported from point A to point B along path 1 would be different
from the change along path 2 (see Fig. 5.3). The other way of
saying this is that a vector parallel transported along a closed curve
would not come back to itself. Therefore, the change in a vector
around a closed path would be a measure of the curvature of the
manifold.

Figure 5.3: Parallel transporting of a vector from A to B along two
paths.

» Example (Parallel transport on the surface of the unit sphere). Let us consider
a vector A% = (A%, A?) on the surface of the unit sphere with components (1, 0)
at the coordinates (0 = 0o, ¢ = 0), namely,

Aa(a =00, =0) = (A0(9070)7A¢(0070)) =(1,0). (5.30)

We would like to calculate the components of this vector when it is parallel trans-
ported along a circle at § = 0y and, in particular, when it is parallel transported
back to the starting point.

The line element on the surface of the unit sphere is given by

dr?® = d6® + sin” 0d¢, (5.31)

This is the same as the line element studied in (4.58) with » = 1,dr = 0 and,
therefore, we have
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goo =1, gop =sin’0, (5.32)

and we can carry over the nontrivial components of the connection from (4.62)
(I}, vanishes in this case since g, = 0)

%, = sinf cos#, Fg’¢ = er = —cot 6. (5.33)

At this point there are several ways to solve the problem. Let us indicate only
two methods.

Method 1: The equation for the parallel transport of the vector A% has the
form (see (5.6))

de a a ¥
v (0sA* —T§,A7) =0, o, B,7=0,0¢. (5.34)

Furthermore, since we are parallel transporting along a circle where ¢ is changing
but 6 = 6y is fixed, the relevant equation to study is

Dy A™ — TS (0 = 00)A” =0, (5.35)
which in components (with the use of (5.33)) becomes
9 A” —T%,(0 = 00)A® =0,
or, 8,A% = sinfycos by A?, (5.36)
FsA? —T5,(0 = 00)A° =0,
or, 9yA% = —cotby A’ (5.37)
The two coupled equations (5.36) and (5.37) lead to
83,144’ = —cot 908¢A9 = —cot by (sin 0o cos 90A¢)
= —cos® 9y A?, (5.38)

whose general solution has the form

A?(0o,¢) = C sin(¢pcosbo) + D cos(¢cos bp). (5.39)

On the other hand, the “initial” condition (5.30)

A?(6o,0) =0, (5.40)
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determines D = 0 so that we can write

A?(0o,¢) = C sin(¢cos bp). (5.41)

Substituting (5.41) into (5.36) we obtain

84,149(907 ¢) = sin Oy cos tﬁ?oAd’(Ho7 ¢) = C sin 6 cos O sin(¢ cos o),
or, A%(00,¢) = —C sinf cos(¢cosby). (5.42)

Imposing the “initial” condition (5.30)

A%(0o,0) =1, (5.43)
determines
C = —csc o, (5.44)

so that we can write the solutions to be

A% (0o, ¢) = cos(pcosby), A?(0y,d) = — cscly sin(¢cos ). (5.45)

We note that the length of the “initial” vector is given by

900 A% (0, 0)A% (60, 0) + gos A®(60,0)A% (6,0) = 1. (5.46)

The length of the parallel transported vector at any subsequent point on the circle
is given by

990A9(007 ¢)A9(907 ¢) + g¢¢A¢(907 ¢)A¢(907 (yb)
= cos” (¢ cos B) + sin® O csc® By sin® (¢ cos o) = 1, (5.47)

which shows that the length of the vector remains invariant under parallel trans-
port. However, the vector gets rotated (the components change) as we move
along the circle. In particular when we return to the starting point, namely,
when ¢ = 27, the vector has the components

A% = (cos(2m cos ), — csc bp sin(2m cos 0p)) , (5.48)

which is different from the “initial” vector (5.30) unless 6y = 0, or
the pole or at the equator .

s
5, namely, at

Method 2: We have already determined the formula for parallel transport by an
infinitesimal amount in spherical coordinates in (4.63). In the present problem,
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however, we have dr = df = 0,7 = 1, A" = 0 so that the change in the vector
under an infinitesimal parallel transport along the circle § = 6y is given by

dA? =T%,(00)dpA? = sin b cos o A°d o,
dA? =T}, (00)dpA’ = — cot 6 A’d¢. (5.49)

Let us take the total angle traversed along the circle at 8 = 6y to be ¢ and
divide it into N equal infinitesimal parts so that

Ndé = ¢, (5.50)

where N is assumed to be large and we will take the limit N — oo,d¢ — 0
such that (5.50) holds. Namely, we have divided the parallel transport by a
finite amount into a series of successive infinitesimal parallel transports of equal
amount. From (5.50) we recognize that at every order of the parallel transport,
the components of the transported vector will be related as (n < N)

AZH _ 0 sin O cos Bpd ¢ A%
(Aiﬂ =11 cot bodo 0 Av ) (5.51)

We can write the components of the vector after IV successive infinitesimal parallel
transports compactly as

N
A% =[] +Aan)AS, (5.52)

n=1

where A§ denotes the “initial” vector (5.30) (in column form) and we have iden-
tified

A — 0 sin 6o cos Bodp\ ¢ cos o 0 sin 6o
"7\ —cot fodo 0 - N —csc o 0
A
- = 5.53
= (5.53)
where we have defined, for later use,
. 0 sin Og
A = ¢cosby (_ cse 0o 0 > . (5.54)
Let us recall here the important identity that
N
. Al A
A}gﬂm _1(1 + N) =e", (5.55)

so that in the limit N — oo the transformation (5.52) takes the form
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A%(p) = e™ Af. (5.56)
Since the matrix in (5.54) squares to A% = —(¢pcosfp)®1 we have the general
identities

AP = (=1)"(¢cosp)*1, AT = (=1)"(¢cos )" A, (5.57)

which can be used to simplify the exponent in (5.56)

e® = cos(pcos )l + sin(¢ cos 6p) A. (5.58)

1
¢ cos O

Using (5.54) as well as (5.58) in (5.56), we finally have

A%(00,0)\ cos(¢cos o) sin fp sin(¢pcos o)\ (1
A®(60,¢)) — \[6pt] — csc o sin(¢ cos bo) cos(¢ cos o) 0

_ cos(¢ cos o)

B <[6pt] — csc By sin(¢ cos Ho)> ’ (5-59)

which coincides with (5.45).
<

To calculate the change in a vector (in general) when paral-
lel transported around a closed curve, we note that any finite path
can be decomposed into many infinitesimal closed loops. And hence
the problem of studying the change in a vector parallel transported
around a finite loop is equivalent to studying the change in going
around an infinitesimal loop as shown in Fig. 5.4. If we use the rule
for parallel displacement (see (4.12))

dgr = TYda"¢h,

den da”
or, F = Ffj)\ dr

(5.60)

then, the change in the vector in going around a closed infinitesimal
loop can be written as

A&“:%%“—fﬁ fﬁ r g@y (5.61)
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.73(7'0)

Figure 5.4: Parallel transport of a vector along an infinitesimal closed
path.

Here we are assuming that the curve is parameterized by the proper
time 7. Furthermore, the evaluation of the integral can be simplified
by expanding quantities inside the integral around a fixed point on
the curve, say, x(19) = z¢. Since the loop is infinitesimal, we have

I# (z) =T% (20) + (x — 20)?0,T%, (z0) + O ((x — 20)?), (5.62)

and similarly,

§H(x) =~ &"(x0) + 6€" (o)
= &M (x0) + T, (20)(z — 20)"EN(20). (5.63)

Using these relations and keeping terms only up to linear power in
(z—x), the expression for the change in the vector in (5.61) becomes

AL = ]édT [Ty (o) + (2 — 20)70, '), (o) + - -]

dx”

dr

x [ @0) + T (o — 20)/€" (o)

v

= f ar [P0 ) S + o = € () {00, o

dx¥
+ F’,fx(fco)Fﬁo(mo)} i }
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dx”

= Pﬁx(wo)ik(wo)jng 4

+€7(20){ 95T L (w0) + T (20) T (0) }
dz”
-

y jfdf(:n ~ 2

(5.64)

Let us note that for a closed curve

jq{ ar 927 jq{ da¥ =0, (5.65)
dr

since the coordinate comes back to the same point. The expression
for the change in the vector in (5.64), therefore, simplifies to

dx?
dr -

A€ = € (an) {9t 20) + Tl () (a0) | f dra”
(5.66)

Furthermore, let us note that

dx¥ d da?
P — 2PV - 2
jéd?:p I jéd? [dT(aj:E) dT:E:|
p
= —j{dﬂ' x¥ % (5.67)

Namely, the integral is anti-symmetric in the indices p and v so that
we can manifestly antisymmetrize the coefficient of the integral in
the indices p, v and write

Mg = 5 €(w0) {1 o) — DT (v0)

dz”
L (@)D, 20) = D ()0 (a0)} 2 5

1 5 dz”
= 3 £ (mO)R“m,p(xo)j(I{dT x? T (5.68)
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where R* ovp is the Riemann-Christoffel curvature tensor defined ear-
lier in (5.18).

The remaining integral is easily recognized as the area of the
infinitesimal loop. This can be seen simply by recalling that in three
dimensional Euclidean space the area enclosed by a curve is given by

1
A = ——jédrxr,
2
1
or, A; = —3 €ijkda; ). (5.69)

Thus, we note from (5.68) that the change in a vector parallel trans-
ported along a closed infinitesimal curve at any point is proportional
to the curvature tensor at that point as well as the area enclosed by
the curve. Thus we see that the vector would not change when par-
allel transported along an infinitesimal closed curve around a point
only if the curvature tensor vanishes at that point. Furthermore since
a finite closed curve can be thought of as a sum of many infinitesimal
closed curves, when parallel transported along a finite closed curve,
a vector would not change only if the curvature tensor vanishes iden-
tically at every point in that region.

If the curvature vanishes identically in any finite region of space-
time, then, of course, any vector can be parallel transported along
any closed curve in that region without any change. This simply
means that in that region parallel transporting a vector from point
A to B (see Fig. 5.3) is independent of the path along which the
vector is parallel transported. Thus in such a case, given a vector at
a point, namely, £#(zg), we can obtain its value at any other point
&H(x) in the region uniquely simply because parallel transport does
not depend on the path. Furthermore, in such a case if we choose a
curve z#(7), then along this curve

d¢r  da” ogH
dr — dr 9w’ (5:70)
On the other hand, the law of parallel transport gives
" v
di =T" di &, (5.71)

dr VA dr
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so that combining the two relations we obtain

dz¥ dz¥
— A
dT ay§ PV}‘ dT 5 ’
or, 3 (85“—F“£A):gD£“:0 (5.72)
’ dr v VA dr 7 ' '

Since this is true for any x*(7) we conclude that for this to be true
the covariant derivative of the vector must vanish in that region,
namely,

D, " = 0. (5.73)

Conversely, if we can find a vector field whose covariant deriva-

tive vanishes in some region of space-time, the curvature must also
vanish in that region. This follows because if

D,¢* =0, (5.74)

then the vector can be parallel transported along an arbitrary closed
curve without any change. This implies

1 da”
W Z RpH ¢O p —
A = 5 R € }[dT == =0,
Or7 R“O'I/pgo- = 07
or, R‘ =0. (5.75)

ovp

This can also be obtained from the fact that if the covariant derivative
of a vector vanishes, then so will the commutator of two covariant
derivatives and, therefore, the curvature.

5.4 Geodesic equation

There are several ways to derive the geodesic equations in a curved
manifold. Let us first derive it from the requirement of general co-
variance.
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Let us ask how we can generalize the equations of motion for a
particle in flat space to a curved manifold (in the presence of gravi-
tation). The simplest equation to consider is, of course, the equation
of motion of a free particle. In the locally flat Cartesian coordinate
system we know that the equation is given by

d2zH

where d72 = Nuwdxtdz” is the proper time. If we now go to a general
coordinate frame defined by

(1) — o™ (x(1)), (5.77)
then

dz# . dz'*  O0x™ da¥
dr dr  9zv dr’

(5.78)

where it is understood that %x% is evaluated at z(7). It now follows

that
d2zH . i da'™™
dr? dr dr
B i oz'* dxV
 dr \oxv dr
ox't A2z 2 dz dzv

= 9w 2 oo ar dar (5.79)

In other words, the naive generalization of the free particle equa-
tion (5.76) to a curved space does not transform covariantly under a
general coordinate transformation and, consequently, it cannot rep-
resent the true equation of motion if general covariance is to hold.
On the other hand, we know that the affine connection changes under
a general coordinate transformation as (see (4.22))
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I I
PV)\ - PV)\

0z 9 oz, O Gz faM 5 %0
Ozt 9z Q™ VM ggridxM Ox' O (5.80)
so that
P dx¥ d_acA . ,“A dz’ da/?
YA dr dr vA o dr  dr
[0 9z dxM o %z’ Ozt 9zM
[ Qxm dxv dxN M PavigaM dxv dxN
X@az’” dzv2 9z dz
Oxv2 dr Oz*2 dr
_ gugh oz F“l O%x' 1 dxv2 dat?
2722 | g M g g | dr dr
o O2x/m ] dzr daM (5.81)
[ Qxm TN g ggM | dr dr '
As a result, we see that the combination
dZzH p da” dz? d2a/m o da’™ dz?
J— P — _) - -
dr? A dr dr dr2 YA odr  dr
oz [d%z° da¥ daz?
= S N 82
Ox° | dr? A dr dr |’ (5-82)

transforms like a contravariant vector under a general coordinate
transformation. In a locally flat Cartesian coordinate system, the
connection vanishes and hence this simply reduces to dde;. There-
fore, from considerations of general covariance alone we conclude
that the equation of motion for a free particle in a gravitational field

(curved manifold) is given by

d2zH " dz¥ daz?
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This equation is known as the geodesic equation and determines
the trajectory of a free particle in a curved manifold. We recall here
that the four velocity of a particle is defined as (see (2.5))

da#

ut = —, 5.84

dr ( )

and behaves like a contravariant vector under a general coordinate

transformation (see (5.78)). The free particle equation (5.76) can be
written in flat space in terms of the proper velocity u* as

du#

As we have seen in (5.79), this is not covariant in a curved space and
we recall that covariantizing this equation simply would correspond
to replacing % by the appropriate covariant derivative (see (5.5)).
Thus the covariant equation for a free particle in a curved manifold
is given by

Du#* B
Dr
du* podz” oy
or, 4 Do u® = 0. (5.86)

If we now substitute the form of u* in (5.84) into (5.86), we obtain
the geodesic equation (5.83) or the equation for the free particle as

dZzH p o daz” dz?
ar2 I'ox dr dr 0. (5.87)

» Example (Affine parameter). We note that the geodesic equation (5.83) de-
scribes the equation of motion for a free particle in a curved manifold

Pt da¥ da?

dr2 Nar dr

(5.88)

where 7 is any parameter labeling the trajectory which we can choose to be the
proper time as well.
Let us choose a new parameter
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s = s(1), (5.89)

to parameterize the trajectory. The geodesic equation (5.88), in this new variable,
takes the form

i %d_x“ —re ds dz” ds dz? _
dr \dr ds dr ds dr ds 0,
ds? dz* ds\? d%z# o dz¥ dz?
or, 19 3. + - - u)x =Y
dr2 ds dr ds? ds ds
or, T _ “dxug——% da” (5.90)
7 ds? A ds ds (3_5)2 ds ’ ’

Thus, the form of the geodesic equation (5.88) will remain invariant in the new
parameterization if

d?s

drz 7

or, s(t)y=ar+ 8, (5.91)

where o and  are constants. This is a linear transformation relating the two
parameters — also known as an affine transformation. Parameters which leave the
form of the geodesic equation (5.83) or (5.88) invariant are also known as affine
parameters (related through affine transformations).

<«

The geodesic equation can alternatively be derived as the straight-
est path in a curved manifold as follows. From the study of parallel
transport we have seen that under parallel transport the change in
a vector is given by (see (4.12))

S

=S A
o i & (5.92)

Thus any vector field which satisfies the differential equation

dgr _ L da?

=S A
ar g &
1]
or, et _ 5A gA (5.93)

dr d
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is parallel to itself along a curve z#(7r). We recall from the study
of Euclidean geometry that a straight line carries the tangent along
itself. So we can generalize this definition to a curved manifold by
defining a “straight line” in a curved manifold as one which carries
its tangent vector parallel to itself along the curve. Defining &* to be
the tangent vector to the curve we have (this is the proper velocity)

daH
K = —
¢ dr

Thus the tangent vector would be carried parallel to itself only if

(5.94)

e

dx”
|
dr VA dr ¢ 0,
A2+ dzv da?
S I — .
o dr? vA dr dr 0 (5.95)

This is precisely the geodesic equation (5.83) and we conclude that
the geodesic curve carries its tangent parallel to itself and hence is
the straightest curve in a curved manifold.

B

Figure 5.5: Motion from A to B along a given trajectory.

» Example (Solution of the geodesic equation). Let us consider the geodesic equa-
tion in the plane in polar coordinates where the line element is given by

dr? = dr® 4 r2do>. (5.96)

This is the same space as in (4.51) and, therefore, we can carry over the metric
and the nontrivial components of the connection from (4.52) and (4.55) which
have the forms

grr = 1, goo = 7,27 g = 1, g ==

Do =7, Thy=Th =—1. (5.97)
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The geodesic equations (5.83) are given by
d?zH p dz” dz?
— — =0 vA=r1,0. 5.98
dr2 YA dr dr BB " (5.98)
In the present case, there are two equations. For p = r, we have
a0 do
dr? % dr dr
d?r do\*
or, ﬁ -Tr (E) = 07 (599)
while for p =6, eq. (5.98) leads to
d2e o do dr
2 oy 2
dr? " dr dr '
d?0  2do dr
Equation (5.100) can be integrated as follows
#0240 dr _
dr?2 " rdrdr =
IR RET
T d8dr? rdr -
d 2 dé
or, P In (r E) =0,
or, r? % = ¢ = constant, (5.101)

where we recognize ¢ to correspond to the orbital angular momentum of the

particle. Note that (5.100) and (5.101) lead to

d [ 5 /do\? ,do d%0
— = =?2 = 42
dr (r <d7’) > " dr dr2 +
dr
4r—
dr

Using (5.102) in (5.99) we obtain

dr
= —2 e —
TdT

(5.102)
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or, 2——— —2r—
or d (dr i + 4 r? 40 ’ =0
T odr \dr dr dr -

dr\? 5 /do\?

Here the constant of integration is chosen to be compatible with the line element
(5.96).
Since r = r(7),0 = 6(7), we can also write r in the parametric form

ar _dras
dr =~ dédr’

(& 2 (dr\?) [d9)®
== (= = .104
dr? <d02 T (d@) (dr) ’ (5.104)
where we have used (5.100). Using this in (5.99) we obtain
d*r 2 (dr)? do\?
ST} ) () =o,
dez  r \ do dr

2 (dr)?

r=r(0),

The geodesic equation (5.105) describes a free particle motion and, there-
fore, in Euclidean coordinates we expect the general solution to be of the form

y = ax + b, (5.106)

where a, b are constants depending on the initial conditions. In polar coordinates,
(5.106) can be expressed as

b

- 5.107
sinf —acosf’ ( )

r(0) =

where we have used x = rcosf,y = rsin . Indeed it can be checked easily that
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dr _ b(cosf + asinf)
d0  (sinf — acosf)?’

d_2r _ b 2b(cos 0 + asin §)?
df?  sinf —acosd (sinf — acos 0)3
2 (dr\®
=T + ; (@) 5 (5.108)

so that (5.108) gives the general solution of the geodesic equation (5.105). This
shows that the geodesic describes the straightest path in the manifold.
<«

The geodesic equation can also be derived as the equation for
the shortest (extremal) path between two points in a curved manifold
as follows. Let 7,5 be the (proper) time taken by a particle in going
from point A to B in a gravitational field (see Fig. 5.5), namely,

B
A / dr, (5.109)
A
where (¢ = 1)
ds® = dr? = g, da*da”. (5.110)

Let us assume that the curve x* along which the particle moves is
parameterized by an invariant parameter A. Thus we can write

dr = <gW % (gfdA’ (5.111)
so that
B B 1
Tap = /dT: /d/\ (gm, % (iix;>§ . (5'112)
A A

This is like an action and hence we can derive the equation of
for the shortest (extremal) path simply by extremizing the action.
Let us change the path infinitesimally,
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zh(N) = zH(N) + 0z (N), (5.113)

subject to the condition

dzt(A) = dzH(B) = 0, (5.114)

so that the end points are held fixed during the variation. Further-
more, let us note that the present action (5.112) has a one parameter
group of gauge invariance. Namely, under the reparameterization

A=t =t(N), (5.115)

we note that

dx*  da#*  daxH dA
N -

d\ dt ~ dx dt’ (5.116)

so that we have

B 1
dat da¥ 2
e = oo d>\>

A

dat da”
= A9

/B

» dz# dA dz” dA 2
I “ax At X dt

A/

dz? dz¥ >
A 9 o v

da? dx
= /d/\ (g“,, O d)\> = Tug. (5.117)
A
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Namely, the action does not change under the reparameterization
(5.115) of the curve. This is reminiscent of the gauge invariance of
Maxwell’s theory. Thus we can choose a gauge condition and we
choose

A=T. (5.118)

With this choice of the gauge condition as well as the condition of
fixed end points in (5.114) we obtain from (5.112)

5TAB_/d/\ dudul
gxw o dx)\)z
o (sq, Azt da” o, dat dox”
I “ax A T TN Tdn
B
1 dz* déz¥ 1 dz# dz¥
= d\ +— vV "1y —80 ,,(50—
/ %(9“ D Tdn g YeImT gy d/\>
A

B
dz¥ déx” 1 dzt da¥ _
= [ (o G Tt g oo G G 007) 11

A

where we have used (5.111) and (5.118). Integrating the first term
by parts and remembering that the end points do not change under
the variation (5.114), we obtain

0Tap = Juv 5
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B

- dz¥ dazt A2t
= - faran [8“9“0 A ar T g
A
21 9 da* dz”
9 I T4 Tdr
B Lt
T
= —/dT ox’ [g,w F
A
1 dz* dz¥
+ 5 (alfgua + 8ugua - aag;w) ? P :| . (5.120)

If the action has to be stationary along the actual path (geodesic) of
the particle then, we must have

5TAB - O7 (5121)

and since the variation dz? is arbitrary this is possible only if the
integrand in (5.120) vanishes identically. Namely, the action will be
stationary only along the trajectory given by the equation

A%zt 1 dzt dz”
Guo F + 5 (8ugucr + &Jgou - acr.g,uu) d—T ? =y,

2z 1, dz# dz”

or, G2 + 2 g (8u9uo + 81/90“ — acr.g,ul/) T a0
d2z? y dzt dz¥

or, dT2 — FNV ? dT = O (5122)

This is, of course, the geodesic equation (5.83) which shows that the
trajectory of a freely falling particle (under the influence of gravi-
tation) is given by its geodesic which is the shortest (longest) path
between two points. Furthermore, note that although the equation
seems to be a vector equation, the particle in reality has only three
independent degrees of freedom. The other degree of freedom is
expressed in terms of the independent degrees through the gauge
condition (5.118)

A=, (5.123)
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which leads to (see (5.111))

a9 Ay
or, guwulu” =1 (5.124)

d_¢_< da* de>% .

We have already seen such a condition in the case of the Lorentz
covariant description of particle motion (see (2.8)) and we conclude
that the particle truly has only three independent degrees of freedom
as it should.

5.5 Derivation of geodesic equation from a Lagrangian

The discussion of the last section suggests that the motion of a free
particle in a curved manifold can be given a Lagrangian description
much like in flat space. As we have seen in (5.112), the action for
the free particle can be written as

B 1
dz? da¥\ 2
= [ (o S 52) (5125)

A

where (see also (5.111))

1
dr da¥ da? 2 1
I _ TSR AN
dA (g,w dA d)\> (g,w(x)a: )2, (5.126)

where a dot denotes a derivative with respect to the parameter .
Thus we can think of the Lagrangian for the system to be

1
dz# da¥\ 2 e L
L= (o) G5 ) = i) (5127)

which is a function of the coordinate z*(\) and the velocity #(\)
with
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oL 1 . 1

. = 2g/wwu = guuiua
oz 2 (.gaﬁj}aiﬁ)% (gaﬁiaiﬁ)%
OL dA dz” dz”
or A, 5.128
G T ar I an T ar (5.128)
where we have used (5.111).
Similarly, we also have
oL 1 1 dA dz? dz¥

TP R R T P

_1ldr,  dz? do¥
T2 ax M Tar A

(5.129)

The Euler-Lagrange equation for the system can be written as

d oL oL _

< 2 )
d\ 9zt Oz# ’
op, Sr 4 0L OL
©dh dr 9 dxi
o 3 d d2¥) 1ldr o~ da% dz¥
Coan ar \Im A ) T2y M T Tar T
DN R e P P R F e S
d2zr 1 dz? dz¥
or, guuw + 5(&79#1/ +augu0 - 8#901/)? dr =0, (5130)

Multiplying with the inverse metric, this can be written as

dZa?
rr=

1 dz? dz”
Ty (O 9uv + OvGuo — Ougov) dr dr 0

d%z? y dz? dz¥
) A = 131
e Y dr dr 0 (5.131)
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where we have used the identification (4.49) for the Christoffel sym-
bol. This is, of course, the geodesic equation (5.83) that we have
derived earlier from various points of view. As we will see in the
next chapter, the Lagrangian description gives a simpler method for
determining the components of the connection.

» Example (Alternative action for the geodesic). For a massive particle, the ac-
tion that leads to the geodesic equations can be written as

N
S = m/dT (gwdd“; d;i) 7 (5.132)

which coincides with (5.112) except for the multiplicative factor m (mass of the
particle) which makes the action dimensionless. The Euler-Lagrange equation
following from this gives

d?z# p dz” dz? .

drz2 " dr dr
which coincides with the geodesic equation. There are several things to note here.
First of all the parameter 7 can be any affine parameter labelling the trajectory
and not necessarily the proper time unless a specific gauge choice is used (see
(5.118)). Furthermore, the geodesic equation is the same for any massive particle
(the mass drops out in the equation) reflecting the fact that gravitation acts the
same way on all particles.

However, there are certain disadvantages in using the action in the form
(5.132). For example, the action is meaningful only for time-like trajectories
(because of the square root) for which we have

(5.133)

dz* dz¥
G g > 0. (5.134)

Furthermore, since mass is an overall multiplicative parameter in the action
(5.132), it is not a good action for massless particles for which it identically
vanishes. For these reasons we look for an alternative action which would lead
to the geodesic equations as Euler-Lagrange equations and would also overcome
the disadvantages in (5.132). Normally this is done through the introduction of
auxiliary (non-dynamical) variables (fields).

Let us consider the action

T2 T2
~ 1 1 dz* dz¥ 9
S—/dTL—E/dT <ﬁg,wF T +\/Fm>7 (5.135)
T1 T1
where F is an auxiliary (non-dynamical) variable. We note that the action (5.135)

is defined for arbitrary m including m = 0. Similarly, since there is no square
root, the action is defined as well for
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dz* da”
P <0, (5.136)

in addition to time like trajectories.

Since F' is an auxiliary variable (there is no ﬂ—F term in the Lagrangian),
T

the Euler-Lagrange equation for I is quite simple and has the form

oL
2= 0
oF ’
1 dz* dz¥ 1 2_p
b o Iar gy o™ T
1 dz* dz”
or, F = ﬁg”l’? ar . (5137)

This is a constraint equation (not a dynamical equation) and if this is used to
eliminate F' in the action (5.136) we recover the action (5.132)

T2

51 far [z dotde” [ dordet
B dzX dar uv dr dr Guar dr dr
X dr “dr
7 dor d
rH dx?
= m/dT T S. (5.138)
T1

Therefore, we see that the alternative action (5.135) is equivalent to the action
(5.132) if the constraint involving the auxiliary variable F is used. Therefore, the
action (5.136) would also lead to the geodesic equation which can be explicitly
verified from the Euler-Lagrange equation for z* together with (5.138). However,
as we have emphasized this alternative action does not suffer from the criticisms
which apply to (5.132).

The variable F' can be identified with the induced one-dimensional metric,
g-+, on the trajectory. This alternative formulation of the action is particularly
useful in theories like string theory.

<

» Example (Geodesic equation in polar coordinates). The action for a particle
moving on a plane in polar coordinates is given by

S = /dtL = % /dt (72 + r26%), (5.139)

where dots denote derivatives with respect to t. The Euler-Lagrange equations
lead to the dynamical equations
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F—rf? = 0,
20 + 2rif = 0,
.92
or, 0+ =70 =0. (5.140)
r

Let us note that the geodesic equation (5.83) describing the motion of the particle
for the present problem can be written as (u,v, A = r,0)

datp, detdat
dr2 Wdr dr
2 2 1 v A
or, dr d'w —F“Adx da? =0,
dt dr2 vAdr dr
or, " —T"i"i* =0. (5.141)

Comparing (5.140) with (5.141) leads immediately to the nontrivial components
of the connection

Fg@ =T,
) ) 1
Tlg =T = ——. (5.142)

These coincide with our earlier results derived in (4.55).
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CHAPTER 6

Applications of the geodesic equation

6.1 Geodesic as representing gravitational effect

We have seen that the geodesic equation leads to the extremal path
in a curved manifold. However, it is not clear if it incorporates the
true effect of gravitational force on a particle. More specifically, we
may ask how we can choose the equation

d2zH " dz” d_l’)‘

dr2 v dr dr =9 (6.1)
over, say, the equation
d2zH PR Ei da? " da? dz?
_ - p - = 2
&7 g g TR T e =0 (6.2)

as representing the motion of a free particle in a curved manifold.
Here « is a constant, R" | o denotes the Riemann-Christoffel curva-
ture tensor defined in (5.18) and S” is the spin vector of the parti-
cle. General covariance arguments cannot distinguish between the
two since both the equations transform covariantly like contravari-
ant vectors under a general coordinate transformation. Furthermore,
the principle of equivalence cannot distinguish between the two either
since in a locally flat Cartesian coordinate system

r“, =0, R

VAo

= 0. (6.3)

Therefore, both the equations (6.1) and (6.2) reduce to the free par-
ticle equation in a Lorentz (inertial) frame,

dZzH

7 =0 (6.4)

167
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The answer to this interesting question comes from the observa-
tion that whichever equation represents the true equation of motion
must reduce to Newton’s equation of motion in the nonrelativistic
limit. Let us consider a particle falling freely under the influence
of a weak, stationary gravitational field produced by a point mass
M. Classically we know that the gravitational potential at a point
x (with the mass M at the origin) can be written as

GyM
x|

$(x) = (6.5)

where Gy denotes Newton’s constant. Newton’s equation of motion
for a particle in this potential has the form

d?x

— = —Vo(x). 6.6

= Vo) (6.
If we assume that the geodesic equation represents the true equation

of motion incorporating the effects of gravitation, then we have

d2zt da¥ da?
a2 VA T a0 (6.7)

and it should reduce to (6.6) in the appropriate limit. Furthermore, if
we assume the gravitational field to be weak, the metric would change
only slightly from the Minkowski metric and we can decompose the
metric as

G (T) = N + (), (6.8)

where hy,, (x) is assumed to be small in magnitude. Consequently we
can write the inverse metric as

g™ () =" = W, (6.9)

so that
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9" (@)gua(x) = (" = B*) (o + hyy)
= 77“”771/)\ - nu)\h'uy + nwjhu)\
= o (6.10)

We note that the indices of h,, """ can be effectively raised (or
lowered) with the Minkowski metric (since hy, is assumed to be a
weak field).

Since the gravitational field is stationary, the metric must be
independent of time and we have

909w = ohyw = 0. (6.11)

Furthermore, if the gravitational field is weak and the particle is
nonrelativistic, then we note that we can neglect terms of the type %
in (6.7) in comparison to ‘fd—“"f = %. (This is equivalent to assuming
|v| < 1 with ¢ = 1.) With these assumptions the geodesic equation

(6.7) in this limit reduces to

d?z# dt dt
Y 6.12
drz % dr dr (6.12)
Let us also recall the definition of the connections (see (4.49))
z L
F,,)\ = _5 g (8ug)\p + aAgpu - angA% (6'13)
from which it follows that
i L Lo
oo = =5 9"(%0g00 + Bogpo — Fpgo0) = 5 9" Ipgoo, (6.14)

where we have used the static nature of the metric tensor (6.11).
Keeping only terms linear in the field A, , we have

1
PgO = 5 T]‘upapho(), (615)
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so that
0 i L
Lo =0, Lo = B 9" hoo- (6.16)

Substituting these into (6.12), we see that the geodesic equation
now reduces to

d?t

P

d?x dt

T2t 3 Vhoo( e o (6.17)

The first equation simply says that d—i is a constant. Therefore, we

can divide the second equation by ( ) to obtain

d?x 1

— =—- Vh . 6.18
2 = 5 Vho(x) (6.18)
This has the right form as the classical Newtonian equation (6.6) and
hence we conclude that the geodesic equation (5.83) represents the
true gravitational effects. Furthermore comparing with the classical
equation (6.6) we see that in the weakfield limit we can identify

2GNM
hoo(x) = 2¢(x) + constant = —% + constant. (6.19)
x

The constant can be determined by imposing the asymptotic condi-
tion that infinitely far away from the gravitational source (the mass
M) the metric must be Lorentzian (Minkowski) and hence

lim  hy(x) — 0, (6.20)

|x|—00

which determines the value of the constant to be zero. Consequently,
we determine the metric to be diagonal with
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2GNM
hoo(x) = 2¢(x) = _L,
x|
2GNM
or, goo(x) = Mmoo+ hoo(x)=1+2¢(x)=1- |>1\(I| ,
9i;(xX) = ni, goi(x) = 0. (6.21)

In this case, far away from the source the invariant line element
reduces to

dr? = Guvdatda”,

(Y e

o\w) T Iy w
dz? daf

= goo + Nij E E

— 02 = (1220 ) -

™
dr 2GM\ 2
o g = (1w -7
~ 11 XQ_G_M
~ 1 5 (x) ]
— 1 (5 7= 00
- 1-(T-V), (6.22)

where we have used |%x| < 1 and |x| > 1. (T and V denote respec-
tively the non-relativistic kinetic energy and the potential energy of
the particle scaled by the mass of the particle.) Therefore, the action
for the system can be written as (see (5.112))
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T2
dr
= dr = [ dt —
. /T / 2
T1

_ /dt[l—(T—V)]

= const —/dt (T-V)

= const —/dt L, (6.23)

which is familiar from classical mechanics. This leads to the dynam-
ical equation from

—0T = 5/dt L=0, (6.24)
which we recognize as the minimum action principle.

6.2 Rotating coordinate system and the Coriolis force

The geodesic equation holds not only in a gravitational field but
also in any curvilinear coordinate system. Therefore, we can again
test the validity of the geodesic equation by expressing it in a uni-
formly rotating coordinate system in flat space and comparing with
the classical expressions for the Coriolis and the centrifugal forces.

Let us recall that the earth provides an example of a uniformly
rotating coordinate system. If we assume that the earth is rotating
around the z-axis with a constant angular frequency w, then this
system has cylindrical symmetry as shown in Fig. 6.1. Therefore,
we can write the invariant length in the inertial frame or the space
fixed frame in cylindrical coordinates as

dr? = dt? — (dr? + r2d¢? + dz?). (6.25)

We can go to the uniformly rotating coordinate system from this
through the transformation
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Figure 6.1: Rotating earth as a natural coordinate system with cylin-
drical symmetry.

t — t, =,
z =z, ¢ — ¢+ wt. (6.26)

In the rotating coordinate frame the invariant length (6.25) takes the
form

dr? = dt? — (dr? +r2(d(¢ + wt))? + dz?)
= dt? — (dr? + r2d¢? + r’w?dt? + 2riwdtdg + dz?)
= (1 —r%w?)dt? — 2r’wdtdp — (dr® + r2d¢® +dz?).  (6.27)

Therefore, we can simply read off the components of the metric tensor
in this frame as

git = (1 - T2w2)7 grr = —1,
9o = _T27 9zz = _17
Gt = Got = —Tw. (6.28)

It is worth noting here that the components of the metric tensor
depend at best on the radial coordinate r. This also shows that if
we restrict ourselves to time-like motion
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g = (1 —1%w?) >0, (6.29)

we must have rw < 1 and accordingly we assume that the frequency
of rotation is small.

We note that we can invert the metric tensor in (6.28) and
calculate all the components of the connection. However, (as we have
already mentioned) a simpler way of determining the connection is
to look at the dynamical equation from the Lagrangian (see (5.130))
and identify the coefficients of the double derivative terms, namely,
terms of the kind ‘ﬁ”—: ddi: with the components of the connection (see
(5.83)). To do this we write the geodesic equation in the alternate

form (5.130) (by multiplying with the metric tensor) as

d2l‘V 1 dz® dz¥
Guv F + 5 (aag/u/ + 8Vgua - augua)

The r equation (= r) has the form (a dot here denotes a derivative
with respect to the proper time 7)

d?r 1 dz? dz¥
9rr m + 5 (8097’1/ + al/gTO' - a?“gua) ? dr - 07
| o
or, —F — 3 OrGuod’x” =0,
or, P+ 3 (argtttt + Or G PP + 28,,gt¢t¢> =0,
1 . . ..

or, 74 3 (—2rw2t2 —2rd? — 47‘wt<;5> =0,
or, P — rw?t? — r¢? — 2rwig = 0. (6.31)

Therefore, comparing with the form of the geodesic equation (5.83)
for u = r, we conclude that

If,=rw?  Thy=r  Tiy=T) =rw (6.32)

Similarly, the z-equation (u = z) is given by
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d2Z 1 dﬂja d$u
[/ m + 5 (80921/ + al/gza - 8291/0) d—T dr =0,
or, —Zz= 07
or, =0, (6.33)

so that we have

Iz, =0. (6.34)

The ¢ equation (u = ¢) is similarly given by

Goo g7z + 9ot gz + 5 (Orbow + Dolloo = Ooguo) g = 0.

or, —1r%¢ —r?wi+ d,94,273" =0,

or, r2¢ + r2wi — 8rg¢¢7'"<;.5 — 8rg¢t7'"7f =0,

or, 72¢+r’wi+ 2rid + 2rwrit = 0. (6.35)
Equation (6.35) can also be written as
d o oi o
— (reg +r°wt) =0, (6.36)
dr

which shows that 7‘2@ + wt) is a constant of motion for the problem
under study. Finally, the t-equation (u = t) has the form

d2t d2¢ 1 dz? da¥
Gtt a2 + 9t 2 + B (Oogtv + Ovgto — Orguo) dr dr 0,
or, (1 =r*wWhi—r’wé+ Opgni’d” =0,

or, (1- r2w2)if — rzwé + Opgurt + E?rgw?'"é =0,
or, (1—7r2%2)t—r?wé — 2rwii — 2rwig = 0. (6.37)

Equation (6.37) can also be written as
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(= (b + i) = 0 (6.38)

which shows that ¢ — rzw(q'ﬁ + wt) is a conserved quantity. In fact,
from these two conserved quantities, we conclude that £ must be
conserved.

That f is conserved can also be seen directly as follows. Multi-
plying (6.35) by w and adding to (6.37) we obtain

(1 — r2w?)t — r2wéd — 2rw*ii — 2rwirg + rPwe + riw’t
+2rwirg + 2rw?it = 0, (6.39)
which simplifies to give

t=0, or, t = constant. (6.40)

This determines

i, =0. (6.41)

Similarly substituting (6.40) into (6.35), we obtain
r2¢ 4 2rig + 2rwit = 0,
o2 e 2
or, ¢+ — 19+ — wrt =0, (6.42)
r r
which determines

1 w
r, =19 = — Iy, =Ty = - (6.43)

This completes the determination of all the components of the con-
nection. Namely, the nontrivial components are given by
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I'7, = rw?, Loy =T, I =T = 1w,
1 w
re, =14, = - Iy, =T¢ = - (6.44)

To see the centrifugal and the Coriolis forces, let us note from
(6.40) that

t= % = constant. (6.45)

If we choose the scale of time suitably then the constant can be taken
to be unity in which case we can identify

t=r. (6.46)

(Another way to say this is to note that we can divide the dynamical
equations by factors of g—ﬁ.) Furthermore, in the rotating frame,

¢ =0, (6.47)

so that the r-equation (6.31) becomes (remember ¢ = 1)

i —rw?t? =0,

2
d“r 9

or, Pk (6.48)

which gives the familiar centrifugal force.

Using (6.47), the Coriolis force is obtained from the ¢-equation
(6.42) and reads as (recall £ = 1)

¢ + 2rid + 2rwit = 0,

a2 dar
2 _
or, T F+2T‘WE—O,
2
or, r d'¢ + 2w dr_ 0. (6.49)

dt? dt
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We recognize the second term as the classical Coriolis force. (We note
here that in a non-uniformly rotating frame, the force generalizes to
what is known as the Euler force.) These examples give us further
confidence that the geodesic equation is the true equation of motion
for a free particle in a curved manifold as well as in a curvilinear
system of coordinates.

» Example (Calculation of connection from action). The calculation of the com-
ponents of the connection from the definition (4.49) is, in general, quite tedious
and as we have mentioned earlier, the calculation can be simplified enormously
by considering the action for the geodesic equation. The action for the geodesic
equation has already been described in (5.112) (see also (5.132)) and an alterna-
tive form is given in (5.135). For purposes of calculation, however, there is still
a simpler form of the action for a massive particle (we do not write the overall
multiplicative mass term) given by

TB 1 TB
S = /dT 5 i’ = /dT L, (6.50)
TA TA

where a dot denotes a derivative with respect to 7. The Euler-Lagrange equation
for this action leads to

4oL oL

dr 9ir  ozr

d N o
or, E (gl“/x )_ 5(8%901/)37 r = 07

v .o v 1 .o v
or, Guv® +(8o-gp.u)=75 xr — 5(8,u,go'u)x x :O7

v 1 .oV
or, guv® + 5 (ao'g,u,u + 81/9/,1.0- — ay‘go'y) xr r = O7

.. 1 o,
or, -TH + §gﬂ/\ (809/\11 + 8ugo'/\ - akgou) T my = 07
or, # —T", %" =0, (6.51)

which we recognize to be the geodesic equation (5.83). The action (6.50), there-
fore, also leads to the Euler-Lagrange equation and is much simpler to manipulate.
Let us next consider a space described by the line element

dr® = M A — 2 dr? — 2 (d6? + sin® 0dg) . (6.52)

The nonzero components of the metric tensor are obtained from (6.52) to be

g =€ g = =P gog = =%, ggs = —1?sin” 6. (6.53)
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Consequently, the action for the geodesic (6.50) can be written as

B B
S = /dTL = /dT% (ew(”iz — M2 202 (2 gip? %2) : (6.54)
TA TA

where a dot denotes a derivative with respect to 7. The Euler-Lagrange equations

d;i% _ % _o, (6.55)
following from (6.54) (for u = ¢,7,0, @, respectively) are given by

2 4 2e* My (1) = 0,

— Py ezw(r)vj/(r)t'z - ezA(T)A'(r)f’z + 70 +rsin® 04> =0,

— 720 — 2770 + r* sin 0 cos 9(;.52 =0,

—r%sin® 0¢ — 2r sin® 07d — 2r? sin 0 cos 06 = 0, (6.56)
where a prime denotes a derivative with respect to the radial coordinate r.

We can simplify and rewrite the equations in (6.56) also as
i 420" (r)it = 0,
7+ 6211}(7")72)\“)1/1,(7‘)152 + N (r)i? — re 2% _ re=22 M gin? 9¢? = 0,

6+ 2;9 — sianosHQ'S2 =0,

<25+2;q's+2coteéq's —0. (6.57)

Comparing these with the geodesic equations (5.83) or (6.51), we obtain the
nonzero components of the connection to be

Iy =T = —¢'(r), Ify = =720y (),
F:"r = )\/(7,)7 Fg& = r672)\(r)7
_ 1
Iy = rsin® e 2", [y =T5, =% =19 = -
1
rf, = 5 Sin 20, Iy, =T%, = —coto. (6.58)

This shows that it is a lot easier to derive the components of the connection from

the action for the geodesic.
<
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6.3 Gravitational red shift

In flat space we are all familiar with the phenomenon of Doppler
shift. Let us briefly recapitulate here the principle behind this before
discussing the phenomenon of gravitational red shift. Let us consider
the following one dimensional problem. A source S which emits a
light wave of frequency vy moves with a velocity v with respect to
an observer O. (For v > 0, the source moves away from the observer
while for v < 0, it moves towards the observer.) If we denote by dtg
and dt,, the time intervals (between two events) as seen in the source
and the observer frames respectively, then they are related as (¢ = 1)

dto = 'y(v)dts, (659)

where (basically if the observer is at rest and the source is moving
with a velocity v, then dr = dt, = y(v)dts)

y(v) = (1 —2v?)"2. (6.60)

If Atg denotes the time interval between two successive pulses
in the frame of the source, then during this interval the source would
have moved a distance

Ats v. (6.61)

Consequently, the time interval (distance) between successive crests
of a light wave in the source frame is given by

A{S — Ats + Ats v = (1 + 'U)Ats. (662)

Using (6.59), we conclude that the time interval seen in the frame of
the observer is given by

Aty = ~(v)Ats = v(v)(1 + v)Atg,

o, ii‘s’ — ()1 +v). (6.63)
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Consequently, if vg and v, denote respectively the frequencies of the
photon as observed in the source and the observer frames, then from
(6.63) we obtain

I/S_U U:1+U:1+U%
Z_W( (14 v) (1_1)2)% <1—v> . (6.64)

For small v, this can be approximated by

Ao
— ~1 — ~1 .
Ve + v, N + v, (6.65)

which shows (see also (6.64)) that if v > 0,

Vg > Vo, As < Ao (6.66)

Namely, if the source is moving away from the observer, then the
frequency of the light wave measured by the observer will be red
shifted.

On the other hand, if v < 0, namely, if the source is moving
towards the observer, then it follows from (6.64) or (6.65) that

v < Vo, As > As. (6.67)

Namely, in this case, the frequency of the light wave measured by the
observer will be blue shifted. This phenomenon is known as Doppler
shift. A similar phenomenon is also observed in the presence of a
gravitational field resulting in a red shift in the light wave (spectral
lines) emitted by stars.

Let us assume that the gravitational field we are interested in is
produced by a static stellar body (star) of mass M and is weak. For
such a field we have already determined the metric to be diagonal
with (see (6.21))

2GM
goo(x) =14 2¢(x) =1— W7 Gij = Mij- (6.68)
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Let us suppose that a photon (light wave) is emitted by the star and
is moving away in this gravitational field as shown in Fig. 6.2. Let
us assume that at point A, the light wave (photon) has a frequency
v, and that when it falls to the point B the frequency has changed
to vg. At point A, the total energy of the photon is

EA - hVA, (669)

o> h

Figure 6.2: Light emitted by a distant star passing through two
points A and B.

where we are assuming that the gravitational potential is zero at this
point (reference point). Furthermore, we know that for purposes of
gravitational interactions, a photon of frequency v can be thought
of as a particle of mass m = hv (recall ¢ = 1). Thus like any other
particle, when the photon falls in the gravitational field it would gain
a potential energy equivalent to m|A¢|. Therefore, we conclude that
the total energy of the photon when it reaches the point B would be

Ey = huvg + m|Ag). (6.70)

FEnergy conservation leads to
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E, = Es,
or, hvy, = hvg+m|A¢| = hvg+ hvg|Ad|,
Vg 1 1 GNM
Tl T THAd 1+ B A - A 671

Here Ar is the radial separation between the two points and r is
the radial distance of point B from the star. This shows that the
frequency of the photon decreases as it falls in a gravitational field.
We can calculate the ratio of the wavelengths from the relation (re-
member ¢ = 1)

Av =1, (6.72)

so that we have

A M
—B:V—Azl—I—GN
Ay Vg 72

Ar. (6.73)

In other words, the wavelength of the light wave received at B would
be longer than that at A. That is, there would be a red shift in the
photon frequency and wavelength. Let us emphasize here that in our
calculation we have kept only linear changes. The photon mass also
keeps on changing as it falls in the gravitational field. We have not
taken such effects into consideration since they only induce higher
order corrections.

We can also derive the red shift (6.71) or (6.73) purely from the
principle of equivalence. According to the principle of equivalence
the effect of gravitation can be completely rotated away locally by
simply changing coordinate frames. Equivalently we can think of the
observer at B as accelerating downwards with a constant acceleration
g with respect to the observer at A (we note that the observer at A
is attracted more strongly to the star than the observer at B). If
at t = 0 both the observers are moving with the same velocity, then
observer B would move away from A with time. Let observer A send
a light signal at ¢ = 0 towards the observer B as shown in Fig. 6.3.
If the signal reaches B at time ¢, then (¢ = 1)
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l |Av|

Figure 6.3: Gravitational red shift from the principle of equivalence.

t=h, (6.74)

the radial separation between the two observers. Here again we
are neglecting higher order terms like retardation due to motion of
the observers. Clearly, in this time interval, observer B would have
gained a velocity with respect to A which is given by

|Av| = gt = gh. (6.75)

Thus the light wave reaching B would be Doppler shifted and the
wavelength would be given by (see (6.65))

)\B — )\A(l‘i_‘AU‘),
A
or, £ = 1+gh. (6.76)
Aa
That is, the light wave would be red shifted. Furthermore, this is
the same result as in (6.73) if we identify

GNM
= ,'42

. h=Ar (6.77)

It is useful to keep the limitations of this method in mind. Principle
of equivalence applies only locally and hence this method is not ap-
plicable when we are talking about widely separated points in space
time.
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We would next derive the gravitational red shift through yet
another method, namely through the dilation of time. But to do
that we have to discuss how measurements are done in a curved
manifold or in a gravitational frame of reference. First of all we note
that the invariant proper time interval in the presence of gravitation
(in a curved manifold) is given by

dr = (g ()datda”)? . (6.78)

Unlike the Minkowski space, it is only the infinitesimal proper inter-
val that makes any sense in a curved manifold. There is no global
proper time. This can be seen from the fact that the time interval
between two events A and B

B

(AT)ap = / dr, (6.79)

TA

is path dependent. Therefore, although it is invariant under a co-
ordinate change it is not very useful. (By the way, this kind of an
approach gives a simple solution to the twin paradox which we will
discuss shortly. Since the two persons have two different world lines,
there is no reason why the associated time intervals would be equal.)
In contrast, however, the coordinate system used by any observer
gives a unique time interval between two events although it is not
coordinate invariant, namely,

B
(At)AB — /dt — tB - tA) (680)

TA

is unique but not invariant. The proper time of a clock is, of course,
related to the coordinate time by the relation

dr = (goo)2dt, (6.81)

when the clock is at rest.
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Let us now extend these ideas to the case of a star which sends
out N light waves of frequency vgar. If the interval between pulses
as measured by an observer on earth is d¢, then the proper time
interval between pulses at the star is given by (i.e., the time interval
measured by a clock on the star)

1
d7star = (900 ($star))§ dt. (682)

Similarly on earth, the proper time interval between pulses is

1
dTearth = (QOO(xoarth))2 dt. (683)

Let us assume that the N waves are emitted in a proper time
interval ATgar. On earth N waves are received but in an interval
ATearth- Thus, we have

N = VstarATstara N = VearthATearth- (684)

Clearly then

N

Vstar - AToarth (900 (xoarth))

Vearth ATstar (g()(] (l‘star ) )

_ (1 + 2¢earth> %
1 + 2¢star
= 1+ (¢oarth - (bstar)
= 1+ ]|Ag), (6.85)

D=

where we have used (6.68) as well as the fact that the gravitational
potential ¢ is negative and inversely proportional to distance (see
(6.5)). This again shows that the frequency received on earth would
be lower or correspondingly the wavelength on earth

)\earth

=1+|A¢| > 1, (6.86)

)\star
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would be longer. Consequently we say that a light wave moving away
from a gravitational source must be red shifted.

The phenomenon of gravitational red shift has been experi-
mentally verified. If we assume that light waves emitted by a star
(Mg, Rg) are received on earth (Mg, Rg), then (6.85) gives

ax
A

Ms Mg

= |A¢| = Gy <R_s - R—E> . (6.87)

The red shift of hydrogen spectrum of the white dwarf star 40 Eridani
B is measured and the value

A)
<—> =7x107°, (6.88)
)\ EXPT
is obtained. Theoretically we can calculate the value to be
AX
<—> =5.6 x 1077, (6.89)
A TH

where Mg, Rg are used as inputs. This is in quite good agreement.
However, astronomical tests of red shift are hard since there is a lot of
error due to other cosmological effects. For example, the expansion of
the universe causes a Doppler shift, the overall metric of the universe
is not so simple as we have used and so on.

Therefore, one looks for terrestrial measurements of gravita-
tional red shift and since the shifts involved are so small we may think
it is humanly impossible to verify them on earth. It is, however, pos-
sible because of the sensitivity gained through the Mdssbauer effect.
Such a measurement involves the study of the v ray spectrum of a
radioactive nucleus. In general it is hard to study the v ray spectrum
of a nucleus since the emission of the v ray leads to a recoil of the
nucleus which then Doppler shifts the spectrum. What Modssbauer
had observed is that in certain crystals like Fe7, the entire crystal
rather than the nucleus alone, picks up the recoil and hence the pro-
cess becomes virtually recoilless. In fact Fe®” shows a line at 14.4 keV
with a fractional half width 107!2. If a radioactive emitter, say of
Fe® | is placed near a nonradioactive absorber of the same material,
then, of course, it would lead to resonant absorption. However, if
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the emitter is moved with a slight relative velocity, then the Doppler
shift would change the frequency and hence the resonant absorption
would be completely wiped out.

To measure the gravitational red shift, an emitter was placed
at the bottom of a 21.6 m (72 ft) tower and an absorber at the top.
Due to gravitational red shift there was no absorption. However, by
moving the emitter with a relative velocity to compensate for the
gravitational red shift, resonance was restored. And this led to the
experimental value of

Av

=2.56 x 10715, (6.90)
14

EXPT

On the other hand, theoretically we can calculate (see (6.85))

Av 1 1
— = |A¢| = GnME (— — —>
14 TH (&) 2
A
= GxMg R—Z = 2.46 x 10715, (6.91)
E

Here we have made the approximation

rire = R, (6.92)

and used Ar =ry —r; = 21.6 m (72 ft). This shows extremely good
agreement between the theoretical calculation and the experimental
measurement.

» Example (Stereographic projection of unit sphere). Let us consider a two di-
mensional space described by the line element
4 2 47”2 2
d d 6.93
e T a4 (6.93)
where r € [0,00] and ¢ € [0,27] with ¢ = 0 and ¢ = 27 identified. The metric
tensor follows from (6.93) to have the diagonal form

dr? =

4 R
grr = (1 +7”2)27 g¢¢ - (1 +7”2)27
rr 1 2,2 [oY0) 1 252
g :Z(1+T)7 g zﬁ(l-l-r). (6.94)
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The proper length (time) between the points A and B along a path is given
by

B B
T = /dT = /(gwdr2 + g¢¢d¢2)%. (6.95)
TA TA

For a circle at » = Rop we can identify the two points A and B to correspond to
¢a =0 and ¢ = 27 with r = Ry fixed. In this case, (6.95) leads to

T=/d¢\/9¢¢(RO)

0

27

2Ro
= [ dop =0
/‘¢1+R3

0

_ 41 Ry
14+ RE

(6.96)

Expression (6.96) gives the length of the circumference of the circle r = Ry and
shows that

lim 7 — 0, (6.97)

Rp—00

so that the region described by Ry — oo actually corresponds to a point.
As we have seen, the action (6.50) (a dot denotes a derivative with respect
to )

1 . ;
S = /dT 5(97'7"7"2 + g¢¢¢2)

- /dT ((1 isz)z + (12:2f§)2> : (6.98)

leads to the geodesic equations through the Euler-Lagrange equations. The Euler-
Lagrange equations (see (6.55)) for r and ¢, respectively give

. 2r .o r(1 —r2)
7 — 7 —
1472 1472

We conclude from the second equation in (6.99) that

¢* =0,

47'%5

(1 + ,,.2)2 = const. (6100)
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The region r — 00, as we have seen in (6.97), is mapped to a point and
all other points seem to be regular. This is, in fact, nothing other than the unit
sphere. To see this we note that if we define

r = tan g, (6.101)

with 6 € [0, 7] then,
dr=d (tan §> = % seczg dé. (6.102)
It follows now from (6.93), (6.101) and (6.102) that

4 5 4r?

dr® = d
TEar e T ar e

2
749

1 0
= i sect= d#? + i
sects 2 sect 3

4 tan? g

d¢?
= d6* + sin® 0 d¢>. (6.103)

This is nothing other than the line element on a unit sphere. We can view the
original coordinate as representing the stereographic projection of the unit sphere
with the azimuth angle ¢.

<«

6.4 Twin paradox and general covariance

In special relativity we know of the following paradox involving a pair
of identical twins. If one of the twins stays on the earth while the
other travels in a space craft then for the twin on earth, the partner
is in a moving frame and hence his biological clock would slow down.
Therefore, when he comes back to earth, he should be much younger
than his twin partner on earth. On the other hand, in the rest frame
of the twin on the space craft, the partner on earth is moving and
hence his biological clock should slow down. Consequently, upon
return the twin travelling in the space craft should find the earth
partner to be much younger.

This, therefore, poses a problem and is referred to as the twin
paradox. We can see now how the resolution of this puzzle (paradox)
comes simply from considerations of general coordinate transforma-
tion. To simplify the problem let us assume that there exists only



6.4 TWIN PARADOX AND GENERAL COVARIANCE 191

one space and one time dimension. Let us further assume that in the
rest frame of A, the position of B is given by
xp = f(t). (6.104)

Then in the rest frame of B, the position of A is given by

X=x—x=u—f(t). (6.105)
Let us further assume that both observers use the same coordinate
time, i.e.,

t="1T. (6.106)
Then the invariant length interval (¢ = 1) in the frame of A has the
general form

dr? = gppda? + 2guedadt + gydt?, (6.107)

whereas in the frame of B we can write

d7? = gxxdX? + 29x7d XdT + grrdT?. (6.108)

From the transformation relations (6.105) and (6.106) between
the two coordinate frames we note that

dr? = gy xdX? + 295 dXdT + gppdT?
= gxx(dz — fdt)? + 2gxr(dz — fdt)dt + grpdt?
= gxxd2® + (29xr — 29xx f)dadt + (g0 — 29xrf + gxx f2)dt
= gppdaz? + 2gpdadt + gudt®. (6.109)

This leads to the relations between the metric components in the two
coordinate frames as
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9zz = JGxx,
gzt = YGxr — gxxf,
gt = JGrr — ZQXTf + gXXf27 (6-110)

which can also be obtained from the transformation of the covariant
metric tensor (3.17) under the coordinate transformations (6.105)
and (6.106). Conversely, we can invert the metric components in
(6.110) and write

gxx = Yo
gxr = Gat + Geal
grr = gu +2(9ut + guaf)f — Gaaf’

= gt +20atf + Gau f. (6.111)

Let us now assume that the take off time of the space craft is
labeled by t; = T and that the time of return by to = 75. Thus the
age of B in the rest frame of A is given by

t2

7.(B) = /dT

t1
to 1
dxg dzg 2\ 2
= dt 200t —— zx \ —3,
/ <gtt+ 9t~ +g (dt>>
t1

to
. ot
= /dt (gt + 29t f + gmmf2)2
t1

1>
— /dT \/gTT. (6.112)
T

On the other hand, the age of B in his own (rest) frame is given by
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Ts
TB(B)Z/dT V9rr, (6.113)
T
which shows that

7(B) = 75(B). (6.114)

In other words, the age of a person is independent of the coordinate
system. It is also clear that the age difference of the two persons is
unique and is given by

t2

ra(B) — 7a(A) = / 0t (/G — \/Gi) = 75(B) — 7o(A), (6.115)

t1

so that there is really no paradox involving (the frames of) the twins.

6.5 Other equations in the presence of gravitation

We have already seen that the free particle equation in the presence
of gravitation is given by

d2zH " dzv da?

de2 mV}‘dTF

= 0. (6.116)

In addition, if the particle experiences an external (nongravitational)
force f*, then the equation of motion would modify to

d2aH
rr=

A dr dr

m = [ (6.117)

where f* represents the external force four vector. As in the case of
flat space-time (see (2.9)), the force four vector (acceleration) has to
be orthogonal to the proper velocity four vector, namely,

up ff = guut f¥ = 0. (6.118)
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There are various ways of seeing this, but probably the simplest
is to note that the equation (6.117) can be written in terms of the
proper velocity as

Du#*
m —_—
Dr

which leads to

= (6.119)

v

u
mguuuu D—T = guuuufyy
m D(gutu”)
m d(guru?)

or, G == =0=guu'f". (6.120)

Here, in the intermediate steps, we have used the metric compatibil-
ity condition (5.8) as well as the normalization of the proper velocity
(2.8) in the curved manifold (5.124), namely,

guutu” = 1. (6.121)

The electromagnetic theory or Maxwell’s theory (with sources)
can also be extended to curved space in the following way. We know
that in flat space, Maxwell’s equations are given by

O F"™ =JY,  9,F,\=0. (6.122)

In the presence of gravitation the first equation can be written in the
covariant form

D, F = J¥, (6.123)

where (the connections do not vanish for the contravariant field
strength tensor unlike in the case of the covariant tensor in (4.189))

FH = DMAY — DY AW = — FVH, (6.124)
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Furthermore, we know that (see (4.162)) we can write

D, P — \/L__g 9,(v—g F™), (6.125)

so that the first equation of Maxwell becomes

D, F™ = J”,

S 0T ) = "
or, 8.(vV=g F™) =g J". (6.126)

The second equation (the Bianchi identity) takes the covariant form
(see (4.190))

or,

Dy, F,y = 0, F,y = 0. (6.127)

Thus, Maxwell’s equations (with sources) in a curved manifold
(or in the presence of a gravitational field) can be written as

8#(\/ —g F‘uy) =g JV, O[HF,,M = 0. (6.128)

Furthermore, from the first equation we see that

0,0,(\/—g F*) = 0,(/—g J*) =0, (6.129)

which follows from the anti-symmetry of the field strength tensor.
Therefore, we see that, in the presence of gravitation, current con-
servation takes the covariant form (see (4.150) and compare with
(2.75))

Ou(v/—g J*) = /=g D,J" = 0. (6.130)

It is now obvious that we can define a global charge associated with
the system which is conserved. Namely, if we define
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Q= [ as v=g 1, (6.131)

then, it follows that

% = [ &3z do(v/—g J°) = —/d% di(v/—g J) =0, (6.132)
where we have used (6.129) (or (6.130)) and have also assumed that
the current vanishes asymptotically.

Let us now examine the stress tensor of a particle. We have
already seen that if a particle is subjected to an external force field
then we have to define a total energy momentum (stress) tensor as
(see (2.128))

Ttl(L)I;al = TrlrLllzjittor + Télolida (6133)
and it is the total stress temsor which is conserved in flat space,
namely,

OuTigta = 0- (6.134)
In the presence of gravitation this equation should be covariantized
which leads to

wo
D;U«T’total - 0’

WY eV T ol
or, a:uTtotal F,U«pT’total F,U«thotal - 0’

1
or,  OuTigra + Ve O (V=9) Tt = TipTiokar
1
or, V=9 8#( -9 Tt/é’;al) = FZth’é?al- (6.135)

Thus we see that unlike the charge current, the total stress
tensor for the matter and the external fields does not satisfy a con-
servation law. Consequently, we cannot define a global momentum
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from /—¢g Tt%’éal which would be a constant in time. In other words,
if we define

0
Pl = / @z (V=9 Tohy) (6.136)

then it follows that

dPtl(L)tal
3 #0. (6.137)
This difference from flat space is understandable since the total mo-
mentum that would be conserved has to include the momentum as-
sociated with the gravitational field as well. However, we do not
yet know how to construct the energy momentum associated with
the gravitational field. This is because so far we only know how to
extend quantities from flat space to a curved manifold. However,
in a locally flat Cartesian coordinate frame the gravitational energy
would vanish since it would be constructed out of derivatives of the
metric tensor which is constant in the local frame. This, therefore,
leads to difficulties in defining a global conserved momentum for a
gravitational system. However, let us note here that for an isolated
(closed) system it is always possible to define a global momentum
which is conserved. We would come back to this question later.
As another example of a dynamical equation, let us consider the
relativistic Klein-Gordon equation for a scalar field in flat space-time

(O+m?) ¢(z) = (0,0" + m*) ¢(z) = 0. (6.138)

In the presence of gravitation this generalizes to

(DD +m?) ¢(z) =0,
or, D, 0" p(x) + m2p(z) =0,

J%_g B (V=7 0"6(x)) + m?(x) =0,

or, 9, (v—gd(z)) +—g m*¢(z) =0. (6.139)

or,
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This discussion shows how any equation in flat space-time can be
generalized to a curved manifold. (Generalization of equations in-
volving fermion fields needs the concept of tetrads or vierbeins that
we will not go into.)



CHAPTER 7

Curvature tensor and Einstein’s equation

7.1 Curvilinear coordinates versus gravitational field

A natural question we can ask at this point is how we can distinguish
between a curvilinear coordinate system (in a flat space) and a grav-
itational field. Quantitatively we may ask if we make a coordinate
change such that

o™ ogr

UWZ@ ox?

g)\p(‘r)’ (71)

and g, (x) has a nontrivial form, how can we distinguish this metric
from a genuine gravitational metric. The answer lies in the fact that
in such a case, given g, (x) we can always find a coordinate frame in
which the metric becomes the flat Cartesian metric. Correspondingly
in that frame the curvature tensor will vanish identically. Namely,
in that frame

v

and since this is a tensor equation it must be true in any coordinate
frame even if the metric has a nontrivial form. Consequently the
manifold must be flat. On the other hand, the Riemann-Christoffel
curvature tensor will not vanish in the presence of a genuine gravi-
tational field.

7.2 Definition of an inertial coordinate frame

We have seen that in any coordinate frame the metric must satisfy
the metric compatibility condition (4.103)

199
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Dugu)\ = augu)\ + Ffwgp)\ + FZ)\gup = 0. (7.3)

Furthermore, we have seen (see the theorem following (4.31)) that
given a symmetric connection, we can always make a coordinate
change to bring the connection to zero at a particular point. Thus we
see that in addition to making the metric flat at some point we can
also make the connection vanish at that point through a coordinate
transformation. Mathematically this is equivalent to saying that at
T = xp we can have

.g,ul/(xp) = Npv 8p.g,uu|gczxp =0. (74)

A frame where (7.4) holds is known as an inertial frame. However, we
note that this does not say anything about the higher order deriva-
tives of g, at x = xp. In particular,

8aapg/w ‘x:mp 7é 0, (7'5)

if the manifold is curved. On the other hand, if we go back to the
definition of the curvature tensor, we note that

RM o ~ _guaapanAo 4 ... , (7.6)

v

so that with a coordinate change we cannot rotate away the curva-
ture. However, over infinitesimal distances the effect of curvature
will be negligible.

7.3 Geodesic deviation

We have already seen that a free particle follows the geodesic path.
Let us now consider a region of space containing a number of geodesics.
Let us assume that the family of geodesics is parameterized by the
proper time 7 as well as by a second parameter A which distinguishes
between the different geodesics. The geodesics, of course, obey the
equation (see (5.83))

0%xH (1, h) ox¥ Ox*
o7 wgr ar 0 (1)
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If we define the tangent vector as

() = 2T, (78)

then the geodesic equation can also be written as (see (5.86))

Dut ot
A VT (7.9)

Dr  Or

Let us now define a second vector associated with the trajecto-

ries as
m
vH(T,h) = W (7.10)

This describes the difference in the coordinates of two infinitesimally
close geodesics (for the same value of 7). Clearly from the commu-

tativity of the ordinary derivatives we have

ov# 0%t out
or " oroh - on (7.11)

Therefore, we can write

L 8:EVU)\
Dr Or vA or
n
= %%—r;u%& (7.12)

which leads to
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D2ZyH 0 Do u OxP Dv?
D2 97 Dr 7 or Dt
o
e
T
8 lea
—Ihy u” (—5;1 — Fg/\u”vA>
0 Out ou”
— " O_FM oV, _FM A
gh o Orbwi = e
v ou’
BN 8—”7 . 6—1;1 + T T ufuo™, (7.13)

Using the geodesic equation (7.9) we can write

D2yH 0

D—;)Z = % (FZAUVUA) — 8UF5>\UUUV?}>\

ou?
—Iy (Dh,uu”) ot — 20H ¥ Bh

+T# F”/\u”u”v}‘

pot v

_ w0, v, A w0, VoA

= 0,1, v7u"u" — 0,1, u”u"v
—T8, IV ufuv* + Th T ulu v

_ I B K o B T IR0

= (8,\F,,p — 0pI"\ —FJ/\FPV+FPUFV)\)U u’v

2

or, ]]))—:: = R”Vpku”upv)‘. (7.14)
Thus we see that the second derivative of v* is proportional to the
Riemann curvature tensor. Therefore, the separation between the

geodesics changes (as 7 changes) if the curvature does not vanish.
This shows that in the presence of a gravitational field a group
of geodesics do not remain parallel. This is known as the geodesic
deviation and we immediately see that by studying the deviation of
the geodesics we can detect the presence of a gravitational field. This,
of course, does not contradict the principle of equivalence because
if we restrict ourselves to an infinitesimal volume in the manifold,
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then the term on the right hand side of (7.14) will be negligible and
hence we cannot detect the deviation in the geodesics in such an
infinitesimal region (locally).

7.4 Properties of the curvature tensor

The Riemann curvature tensor is a rank four tensor and hence has
4* = 256 components. However, not all of them are independent or
nontrivial. This is because the curvature tensor has many symmetry
properties. For example, from the defining relation (see (5.17))

[DM,DV]AP = RPJWA", (7.15)
we note that

R’,,, = —R’

opuv ovp®

(7.16)

That is, the curvature tensor is anti-symmetric in the last two indices.
Furthermore, let us consider the scalar length of a vector &* defined
by

¢ = gugu = g,uuéugu' (7'17)

This leads to

D)\Dp¢ = Dy (29;111 (Dpéu) gu)
= 29 ((DADp€") £ + (Dp&") (DAEY)) , (7.18)

where we have used the metric compatibility condition (7.3).
It now follows from (7.18) that

[D)\7Dp]¢ = 2guV£V[D)nDp]£“
= 2gMV§VRu0')\p§O—
= 2£V£URI/U)\p‘ (719)
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On the other hand, we know that since ¢ is a scalar function (see
(4.179))

[Dx; Dyl = [0x, 0yl = 0, (7.20)

so that, comparing with (7.19), we have

267 Rygp = 0. (7.21)

Since this is true for any arbitrary vector £* in an arbitrary curved
manifold, this implies

RVU)\p = _RUV)\pa (722)

and we conclude that the Riemann-Christoffel curvature tensor is
anti-symmetric in the first two indices as well.

Furthermore, let us take an arbitrary vector &, and construct
from it the completely anti-symmetric third rank tensor

SNy =  (§un — §uay) + cyclic permutation of pvA
= [Dy, D)), + cyclic permutation of puvA
—R%,,,&s + cyclic permutation of uvA, (7.23)

where we have used (5.19). On the other hand, we also know that
(see (4.181))

g[u;u;)\} =0. (724)

Therefore, since &, is an arbitrary vector, it follows from (7.23) that
(it can be checked easily that the cyclic permutation of uvA is the
same as the cyclic permutation of uAv)

Ro—y)\yécr + cyclic permutation of pAv =0,
or, R"MV + cyclic permutation of pAv =0,

or, Ry + cyclic permutation of pAv =0, (7.25)
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which can be written explicitly as

Rau)\u + RO’)\VM + Rauu)\ = 0. (726)

Alternatively, using the anti-symmetry property in the first two in-
dices (7.22), we can also write this relation as

R,ucr)\u + R)\ou,u + Ruou)\ =0. (727)

With these relations, let us now look at the combination of the
curvature tensors

R/u/)\p - R)\puu- (728)

Using the cyclic identities (7.26) and (7.27), we determine

Runp — Rappwr = —(Ruxpw + Rupun) + (Rupur + Rupan)
= —Rupw + Rupa
= (RP)\VM + Rw\up) - (RMMP + RVM))\)
= — (Ruxp — Rapw) = 0. (7.29)

Since this is a tensor equation it follows that

Rul/)\p - R)\puu =0,

or,  Ruuxnp = Rpuw- (7.30)
Parenthetically we note that this relation can also be derived simply
from

Ruwxg = —Runpw — Rupun

= R + (Rupau + Bapun),
Ruwxg = —Rxvpp — Rovpn

= (RAp;w + R)\qu) - Rpuu)\- (7.31)
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This leads to

R,u)\pu - Rpuu)\ = 07 (732)

which coincides with (7.30).

We can now collect all the algebraic properties of the curvature
tensor as (see (7.16), (7.22), (7.26) and (7.30))

R,ul/)\p = _R;wp)\ = _Ru,u)\p = R}\p/.l,lla

R,W)\p + RM)\pV + RMPV)\ = 0. (7.33)

This reduces the number of independent components of the curvature
tensor to 20 (36 — 12 — 4 = 20). This is still a large number of
components since we know that they have to be constructed out of
ten components of the metric tensor. In fact, these 20 components
depend on the choice of the coordinate system used.

Let us recall that the curvature tensor is defined as (see (5.18))

Ruu)\p = apr’:)\ - 8)\P/ij + Fgargu - FZUF§V7 (734)

with the connection given by the Christoffel symbol (4.49)

1
Fllj)\ = _5 gua(&/g)\a + 8)\9011 - 8091/)\)- (735)

In a locally flat Cartesian coordinate system we have (see (7.4))

uv = Nuv, acr.g,uu =0. (7.36)

Therefore, in this coordinate system, we can write (the connection
vanishes in this coordinate system)
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1
Rul/)\p = _5 nua(apaugka + apa)\gmj — 8,)809,,,\

- a)\augpa - 8)\8pgm/ + 8)\80.gl/p)7

1
or, R,uu)\p = _5 (apaug)\,u - 8paugu)\ + 8)\augup - 8)\8Vgpu)

= _% (apaug)\,u - 8paug)\u + 8)\augup - 8)\8Vgup)’
(7.37)
Written in this form the symmetry properties of the curvature tensor
(7.33) are manifest and they continue to hold in any coordinate frame
since the symmetry properties are respected by a general coordinate
transformation.

Let us also note that we can obtain other symmetry relations
of the curvature tensor which are not algebraic in nature. These are
known as the Bianchi identities. (See (4.190) for the Bianchi identity
in the electromagnetic theory.) To derive these, let us consider a
general vector §,. From (5.19) we know that

[D)u Dp]fu = fu;[p;)\} = R,uu)\pgu' (738)

Let us further differentiate this covariantly which leads to

Eslonio = Buwnpio€” + Ruwap’'o- (7.39)

On the other hand, we note that (see (5.21) and note that the metric
tensor is covariantly flat)

§u;ff;[p)\] = [D)”DPKMU
= R,ul/)\pfu;a""Rcru)\pgu;V' (740)

If we anti-symmetrize both sides of (7.39) with respect to pAo we
obtain

piloinio] = SuslpiNso T cyclic permutation of pAc

= [RW)\p;Jé” + Ruyxpﬁ”;a] + cyclic permutation of plo,
(7.41)
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while the anti-symmetrization of (7.40) leads to

Euslpsnio] = Susospin] T cyclic permutation of pAo

= [Rw,)\pi”;o + RWA,,SH;"] + cyclic permutation of pAo.
(7.42)

The second term on the right hand side of (7.42) vanishes because
of the cyclic identity (7.27). As a result, from (7.41) and (7.42) we
obtain

Eilono] = Buvapio§” + Ruwap€”, + cyclic permutation of pAo
= Ruux&", + cyclic permutation of pAo, (7.43)

which yields

Ryup;0c&” + cyclic permutation of pAo = 0. (7.44)

Since this must be true for any arbitrary vector £, we conclude that

R,u)p;0 + cyclic permutation of pAo = 0. (7.45)

This is known as the Bianchi identity (in gravitation) and is quite
useful in the study of gravitation as we will see.

Let us note here that we can contract various tensor indices of
the Riemann-Christoffel curvature tensor to obtain other curvature
tensors of lower rank. However, because of the anti-symmetry of the
curvature tensor in various indices, the number of contractions we
can make is limited. Let us define

R/J)\ = ngR/»“’)\P = R“V)\V = ﬂVAV' (746)

It is clear from the definition in (7.46) that

RM)\ = V;w)\ = _Ryu)\u = _Ruyu)\v (747)
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where we have used the symmetry properties in (7.33). The second
rank tensor R, is known as the contracted Riemann curvature or
the Ricci tensor. It is symmetric in the two indices as can be seen
from

RM = QVPRAVW = ngRMp)\V = RM? (7.48)

where we have used (7.30). Therefore, the Ricci tensor is a second
rank symmetric tensor with only ten independent components (ex-
actly like the metric tensor which is also a second rank symmetric
tensor). Furthermore, if we contract the indices of the Ricci tensor,
we obtain the Ricci scalar curvature, namely

R = g"R,y. (7.49)

Note that this is the only nontrivial scalar curvature that we
can construct from the Riemann tensor. The only other possibility
which can be constructed using the Levi-Civita tensor vanishes,

" Ryunp = 0, (7.50)

because of the cyclicity identity (7.26) satisfied by the Riemann
tensor.

Let us now examine the consequences of the Bianchi identity
(7.45) for the Ricci tensor. To see this, we recall that

R,5p:0 + cyclic permutation of pAo = 0. (7.51)

Since the metric is flat with respect to covariant differentiation (4.103),
we now obtain

g"" (Ruvapie + cyclic permutation of pAo) =0,
or, gyp(R;u/)\p;J + Ruupa;)\ + Ruua)\;p) = 07

or, Ryxo — Ruox — Rp/w)\;p =0. (7.52)
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Contracting further the indices p and A this leads to

g“A (Ru)\;cr - R,u,o;)\ - Rpug)\;p> =0,

or, R,,—R,, —R;,=0,
1
or, Rt ——=R., =0,

or, RW ——RY=0. (7.53)

If we define a second rank symmetric tensor from the Ricci tensor
(7.46) and the Ricci scalar (7.49) as

1
G" =R" — 3 g"R. (7.54)

then, it is clear from (7.53) that we can write

)

1
DG = R", — 5 R =0, (7.55)

which shows that this tensor is conserved in a curved manifold. G*
is known as the Einstein curvature tensor and with these preparations
we are now ready to discuss Einstein’s equations.

» Example (Symmetry in inertial frame). We recall from (7.37) that in an iner-
tial frame defined by (7.4)

Guv = Npv,  Ooguw =0, (7.56)

so that in this frame we have

7, =0, (7.57)

we can write

1
Ry = =5 (00097 = 00ugr + 030G — 030ugin). (7.58)
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Since the metric tensor is symmetric and the derivatives commute, namely,

Guv = Gup, 8M81/ = 81/8”7 (759)

it follows from the definition in (7.58) that (see (7.33))

R,u,u)\p = _Ru/,L/\p = _R,u,up)\ = R)\p,u,u« (760)

Similarly, from (7.58) we also obtain

R,u,u)\p + R/,L/\pu + R/,Lpu/\
1
=73 (8,)51,%“ — 0p0ugrw + O\Ouguvp — 0x0uGpp
+ 0v0rgpu — OvOugpr + 0p0ugr — 0pOrguw
+ 070pgvu — O\OpGup + 0u0ugpx — a/apguk)

=0. (7.61)

Finally, we note that since in the inertial frame the connection vanishes (see
(7.57)) we have

R,u,u)\p;o' = aoR/,LV/\py (762)

which leads to

R,u,u)\p;o' + R,u,upo';)\ + R/,Luo'/\;p

1
= 5 (90 (00093 = DuBugrs + 030900 — 020.9,0)

+ 0x(050v9pp — 050ugpr + 0pOugve — 0pOuguc)
+ 8/)(8)\81/90;1, - akap,gou + aoaugu)\ - 808ugu/\))

=0, (7.63)

which coincides with (7.45). Thus, the symmetry properties of the curvature
tensor are easily checked in a locally inertial frame and being tensor symmetries,
they hold in any frame.

<
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» Example (Curvature in two dimensional space). Let us consider the two di-
mensional Euclidean space. In two dimensions R,.,», must have the symmetries
already mentioned in (7.60) and (7.61) which implies (in two dimensions)

Ri111 = Ri122 = Ri112 = Ra211 = Rao12 = Rag22 =0, (7.64)

by antisymmetry (for example, Ri112 = —Ri112 = 0). Therefore, the only non-
trivial component of the curvature in two dimensions, from symmetry considera-
tions, follows to be

Ri212 = R2121 = —R2112 = —Ri221. (7.65)

This is in agreement with the fact that there is only one linearly independent
term in R,,x, in two dimensions. We can relate this curvature to the Gaussian
curvature discussed in chapter 1 (see (1.19)) in the following way.

From the definition of the Christoffel symbol (4.49) we can calculate and
obtain

1 1
Iy, = 3 91131911 -3 912 (201912 — D2911) s

1 1
I =T = 5 g dag11 — 5 g"%01 902,

1 1
I3 = —5 g'" (202912 — D1 g2o) — 3 g'% 02020,

1 1
i = 3 92151911 —3 922 (201912 — D2g11) ,

1 1
I, =13 = ~3 g dagi1 — 5 9201902,

1 1
s, = —5 9% (202921 — D1 g22) — 3 9% 02g20. (7.66)

The Riemann-Christoffel curvature tensor can be calculated from the definition
in (5.18) as well as
Ruvrp = GuoR%xp- (7.67)

However, we note that in two dimensions, it is much easier to calculate

gRuvxp, (7.68)

where g denotes the determinant of the metric tensor.
In two dimensions, the determinant of the metric tensor has the simple
form

g = g11922 — g12921, (7.69)
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which leads to

99" = g22, 99" =gu, 99" = 99" = —guo. (7.70)

In deriving (7.70) we have used the two dimensional identities (g"*gx, = 0%)

g g1 +9%g =1,
92922+ g7 g1 = 1,
9" g2+ 9'%g22 = 0,
9% g11 + %% g21 = 0. (7.71)

With this, we can now calculate (7.68) which leads to

gR1212 = % (20102912 — B3 911 — D7 g22)
- % (01911 (202912 — D1ga2) — (Dagn1)’]
+ % [0191102922 — 20291101922 + (201912 — 02911) (202912 — D1922)]
- % (02922 (201912 — Dag11) — (D1g22)°]

- 7K, (7.72)

where K is the Gaussian curvature defined in (1.19). Therefore, we conclude
that, in two dimensions,

1
K = — Rz, (7.73)
g
is the unique curvature tensor. Alternatively, we can write

Ri212 = gK, (7.74)

and keeping in mind (7.69) we recognize that in two dimensions (7.74) allows us
to write the Riemann-Christoffel tensor as

Ry = K (guAQVﬂ - gwgv)\) ) (7‘75)

which has all the symmetries (7.64) and (7.65) manifest. Furthermore, from
(7.75), the Ricci tensor follows to be (in two dimensions)

Ruw = 97" Ruovp = Kgpuw, (7.76)
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leading to the Ricci scalar

R=g"R,, =2K. (7.77)

7.5 Einstein’s equation

In the last chapter we extended equations for various particles and
fields to a curved manifold (in the presence of gravitation). This
involved simply taking the relativistic dynamical equations in a flat
manifold and covariantizing them. A natural question that comes
to mind is, of course, what is the equation for the gravitational po-
tential itself. This is particularly interesting because we know the
equation for the gravitational potential only in the non-relativistic
limit. Classically we know that the static gravitational potential sat-
isfies the Poisson equation. Namely, if ¢(x) denotes the gravitational
potential, then it satisfies the Laplace equation

V2¢(x) =0, (7.78)

in regions free of gravitational sources (masses). However, if there is
a distribution of (non-relativistic) matter in a given region, then the
gravitational potential satisfies the Poisson equation

V2¢(x) = 4nGyp(x), (7.79)

where Gy is Newton’s constant and p(x) describes the matter density
in the given region. In CGS units, Newton’s constant has the value

Gy ~ 6.67 x 10 %cm®g tsec™2. (7.80)

Equation (7.79) can be seen easily to hold by noting that the gravita-
tional potential for a continuous distribution of matter can be written
as

é(x) = —Gx / e LX) (7.81)

[x — x|
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so that

V2h(x) = —GCi / B! p(x') V2 <L>

[x — x|

= —GN/dsﬂj‘/ p(x')( —4nd® (x — X))
—  4nGhp(x). (7.82)

We have also seen in (6.21) that in the weak field limit, we can
identify

goo(x) = 1+ 2¢(x), Gij = Mij- (7.83)

Thus if we assume that the metric tensor g, represents the gravita-
tional potential, then the equations for g,,, must involve second order
derivatives of the metric and must reduce to the respective equations
(7.78) and (7.79) in the appropriate limit for the two cases (matter
free and in the presence of a distribution of matter). Furthermore,
we are looking for at least ten equations since g,, has ten compo-
nents. These must be tensor equations since g, is a tensor and the
equations are expected to be covariant under a general coordinate
transformation.

Let us now look at the geodesic deviation equation which we
have derived in (7.14)

DZy#
D—:2 = R”Vp/\u’/upv)‘, (7.84)
where
Ozt Ozt
p_ 9 po_
u 5 U o (7.85)

Infinitesimally, therefore, we can write down the geodesic deviation
as satisfying the equation

D25z ou dx¥ dxf

D2 'vex Qr dr 5 = Ku)\ 5z, (7.86)
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where we have identified

da¥ dxf
K#)\ — RH

vpA ? F (787)

Let us now consider the equivalent problem in classical Newto-
nian physics. Let us assume that a particle of unit mass is subjected
to a static, space dependent gravitational force. In this case, from
Newton’s equation (see (6.6)) we have

d2a! i
i |, (7.88)

Similarly, a nearby geodesic (trajectory) satisfies

d2z! ;
7 =9 9| - (7.89)

If these trajectories are infinitesimally apart then we can write

bxt =zt — 2, (7.90)

and

Io(x)|. = 0'¢(x)|, + 6270'0;6(x)| + O(5z?), (7.91)

which leads to

A2zt d22!
Az de?
d26a
A2

=~ 9'6(x)|; + d'o(x)|,,

or, (7.92)

~ — 5a:j8i8j¢(x)|

P

Comparing this with the geodesic deviation equation (7.86) in the
curved space we can identify

K'; = -9'0;0. (7.93)
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We know that in empty space we can write (see (7.78))

V2= —-00;¢p = K'; = 0. (7.94)

Therefore, we feel comfortable in generalizing this equation to curved
space, free of matter, as

da¥ dxf

H _— pH —
Kl = oy dr dr 0,
dz¥ dz?
or, —R,/p ? ? =0. (795)

Since this must be true for any arbitrary vector %, we have

Ry, =0, (7.96)

in a region free of matter (gravitational source).
In other words in empty space we can write the gravitational
field equations as

Ry, =0. (7.97)

This is a tensor equation and since R, has ten components, there are
ten equations. Furthermore, the curvature involves second deriva-
tives of the metric tensor and hence it is plausible that this is the
correct equation in the case of empty space. We also note here that
the more stringent equation

R”V/\p =0, (7.98)
involves more than ten equations and leads to the trivial flat space-
time solution for the metric and, therefore, has to be rejected.

To derive the equation in the presence of matter, let us note that
the classical non-relativistic (static) equation (7.79) can be written
in the weak field limit in the form
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V2¢ = 47TGN/07
or, Vg = 81GxTpo. (7.99)

Therefore, we recognize that generalization to curved space-time
would involve the stress tensor on the right hand side of the equation
(as source for the gravitational field). As we have seen in (2.113),
TH is a symmetric second rank tensor and hence it is tempting to
generalize (7.97) to the case of non-empty space as

RM = TH. (7.100)

where TH" is the stress tensor (associated with matter including ra-
diation and other non-gravitational fields) and « is a normalization
constant to be determined. This is a genuine tensor equation which
reduces to the free space equation (7.97) in the source free case
when

T = (. (7.101)
However, this equation suffers from the defect that it is not a con-

sistent equation. That is, whereas the stress tensor is conserved (see
(6.135))

D, T" =0, (7.102)

the Ricci tensor is not in general

D,R* 0. (7.103)

Historically, equation (7.100) is what Einstein had suggested
originally to describe the dynamics of the gravitational field. How-
ever, very quickly he as well as Poincaré, independently, realized the
inconsistency in the equation and generalized the equation to

GM = o™, (7.104)
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where G*¥ is the Einstein tensor defined in (7.54). As we have seen
in (7.55)

1
DMG/JI/ — DM <RHV _ 5 gl“’R> = ()7 (7105)

so that the equation (7.104) is at least consistent. Furthermore, we
note that in empty space (7.104) reduces to
174 174 1 174
GM = RN — 3 "R =0. (7.106)

This seems to be different from (7.97), but we note from (7.106) that

4
guqu/ =R- 5 R:O,
or, R=0. (7.107)

Hence using this in (7.106), we obtain

G = RM =, (7.108)

in the case of empty space. Therefore, in the source free limit, (7.104)
indeed reduces to the free space equation (7.97).

The constant « in (7.104) is a normalization constant to be
determined shortly. We note that the field equations also lead to the
relation that

1
guuG“V = Guv <R'Lw - 5 gHVR> = agij,uu7

4
or, R— 5 R =aT,
or, R=—-aT, (7.109)

so that we can write the Einstein equation (7.104) also as

1
R™ = q (TW - 59" T> . (7.110)
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Here T' = T, denotes the trace of the stress tensor. Furthermore,
the stress tensor is that associated with matter particles and fields
(not including gravitation).

Let us now see whether the Einstein equation (7.104) (or (7.110))
reduces to Poisson equation (7.79) and if so what is the value of the
normalization constant « for which this would be true. To simplify
the derivation, we assume that matter consists of static dust parti-
cles (without any radiation field) for which we can write the stress
tensor as

e
—Par A

™ = putu” (7.111)

Since the dust particles are static (¢t = 7), then it follows that

T =p,
TO — T — 0,
T = g T" = gooT” = goop = p. (7.112)

Here we have assumed that the metric changes only slightly from the
Minkowski metric and correspondingly have kept only the dominant
term in the trace in the last relation in (7.112).

Assuming that the gravitational potential is weak, we can ap-
proximate the Riemann curvature (5.18) as

R\, =00y — O\, (7.113)
so that the Ricci tensor (7.46) takes the form
Ryp = 0,1y, — 0,10, (7.114)

Furthermore, since only Ty is nonzero (see (7.112)), it is sufficient
to look at the Rgg equation in (7.110) to determine the constant c.
From (7.114) we have

Roo = AT, — 9L (7.115)
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However, since we are assuming the gravitational potential to be
static, the metric tensor would not involve time and we can write

Ry = —08,Ify=—0Th

1
= -0 (—5 9" (00905 + Oogjo — 5;’900))

1 , 1
= —5 8,0’900 = 5 V2g()0. (7.116)

Furthermore, we recall that for a weak field, we can write

goo = 1+ 20, (7.117)

where ¢ is the gravitational potential so that the field equation in
(7.110) leads to

1
R™ ~ Ry = « <T00 —3 gOOT> ,

1 9 1 o'
or, §V(2¢)—a<ﬂ—§ﬂ>—gﬂ7

or, V2= % p. (7.118)

Comparing this with the Poisson equation (7.79)

V26 = 4nGyp, (7.119)

we determine

o = 871Gy, (7.120)

so that the field equations (7.104) and (7.110) in the presence of
matter can be written as (Gy is Newton’s constant)



222 7 CURVATURE TENSOR AND EINSTEIN’S EQUATION

1

1
or, R" = 8nGyx <T“” ~3 g“”T) . (7.121)

Both forms of these equations are known as Einstein’s equations and
it is clear that they relate the distribution of matter and energy to
the curvature associated with the space-time manifold.

Let us note here that different authors use different conventions
for the metric as well as for the definitions of the Christoffel symbol,
Riemann tensor, Ricci tensor etc. Consequently, the sign of the term
on the right hand side of the Einstein equation (7.121) depends on
the convention used to define various quantities. However, consis-
tency requires that in the weak field limit they reduce to the Poisson
equation (7.79).

7.6 Cosmological constant

Let us note here that the Einstein tensor G*¥ is not the only tensor
that can be constructed from the metric tensor and its first and
second derivatives which is conserved. In fact, it is clear that one
can write a modified equation

RM — % g R — Ag"" = 8nGTH", (7.122)
where A is a constant known as the cosmological constant and since
g is constant under covariant differentiation (see (4.103)), this term
does not violate any consistency condition. However, physically one
can think of this term as a constant gravitational force acting on
all particles. Namely, we can take it to the right hand side of the
equation and absorb it into the definition of T#*”. Then in the flat
space-time limit, it would correspond to a universal constant force
acting on all particles. This term is known as the cosmological con-
stant term and historically Einstein had introduced this term into the
field equations for gravity in order to obtain a static solution of the
field equations. However, we note here that if this modified equation
were the true equation, then it has to reduce to the right Newtonian
limit. Since Newton’s equation works so well in the classical domain,
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this puts a limit on the magnitude of the cosmological constant A.
In fact, just looking at the equation, we note that since the metric is
dimensionless, the canonical dimension of A must be (recall that the
curvature involves second order derivatives of the metric)

[A] = [L] 72 (7.123)

Therefore, its value must be related to a characteristic length in the
problem. The only meaningful characteristic length in the study of
the universe is its radius. The observational measurements give a
value for this radius to be

Radius > 10 light-yrs
~ 109 x (3 x 10 ems/sec) x (3 x 107sec)
= 9x10* cms ~ 10%® cms. (7.124)

(The present observed value for the age of the universe is 13.7 billion
years leading to a radius of 78 billion light-years.) The theoreti-
cal limit on the cosmological constant can then be written as and
compared with the observed value

1

Ap < ——
= (Radius)?

=107 em ™2 x~ 1075 (eV)?,

Aops =~ 10757 (eV)2. (7.125)

This simple argument gives the right order of magnitude for the
cosmological constant. One of the burning questions in physics today
is why the cosmological constant is so small and how to derive this
within the context of physical theories.

7.7 Initial value problem

Let us now look at the structure of Einstein’s equations. Although
what we say is true in the presence of matter, for simplicity we will
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restrict only to the case of the gravitational field equations in empty
space (7.97)

Gﬂu(g) = Rm,(g) = 0. (7'126)

This is a tensor equation and there are ten equations involving the
ten components of the metric tensor. Furthermore, this involves the
first and the second order derivatives of the metric tensor as well as
the metric tensor itself. However, unlike other simple physical equa-
tions which we come across in physics, here the equation is highly
nonlinear. That is although the second order derivative terms are
linear, the first order derivative terms are nonlinear. Therefore, the
superposition principle which is so dear to us becomes inapplicable
here.

The Cauchy initial value problem also suffers from difficulties.
Since this is a second order differential equation, if we give the value

of the metric and its first derivative at an initial time 20, namely, if
0 8g;w
gﬂl’(x7$ ) = f,ul/(x)v ot = huu(x)a (7127)

20

are known, then we would expect that we can determine the metric
components at all later times uniquely. However, in the case of Ein-
stein’s equation this is not possible. This can be seen simply from
the fact that although the equation

G =0, (7.128)
seems like ten equations, the Einstein tensor satisfies the divergence
free condition (7.55)

D,G" = 0. (7.129)

These are four constraint equations and hence the Einstein equation
represents truly six independent equations. The situation here is
analogous to Maxwell’s equations

O FM = Jv, (7.130)



7.7 INITIAL VALUE PROBLEM 225

which define a set of four equations and involve second order deriva-
tives of the vector potential. Thus we expect that if the vector po-
tential A, (z) and its time derivative A, (z) are given at some initial
time 2°, then we can determine the value of the vector potential
uniquely at any later time. However, as we know this is not true.
This is because, there exist identities of the form

0,0, F" = 8,.J" = 0. (7.131)

Hence Maxwell’s equations truly represent three independent equa-
tions. The reason for the existence of constraints in the case of
Maxwell’s equations is understood as the consequence of gauge in-
variance in this theory. Namely, under

A, — Ay + 0ua(x), (7.132)

Maxwell’s equations remain invariant. This also explains why the
Cauchy initial value problem cannot be solved uniquely in the case
of Maxwell’s theory because, if we determine one solution which sat-
isfies the initial conditions, we can always make a gauge transfor-
mation (with the parameter of the transformation vanishing at the
initial time) to obtain a different solution so that the solution cannot
be unique. In this case, we know that the initial value problem can
be solved uniquely only after choosing a gauge condition. A pop-
ular gauge condition which is commonly used in Maxwell’s theory
(respecting relativistic invariance) is the Landau gauge condition,
namely,

9, A" = 0. (7.133)

That we can always bring the vector potential to satisfy this condition
can be seen as follows. Let us assume that

9, Al £ 0. (7.134)

In this case, we can make a gauge transformation
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Ay — A=A, + 90, (7.135)

such that

DA = 8, (A* + 0 a(z)) =0,

or, Oa(z)=-0,A"(x),
or, «ar)= /d4:17' G(z, 2", A ('), (7.136)

where the Green’s function G(z — ') satisfies

0.G(z — 2') = 6%z — 2'). (7.137)

Therefore, we see that there always exists a gauge transformation
which would bring the vector field to satisfy the Landau gauge con-
dition.

The situation is quite similar in the case of Einstein’s equation.
The presence of the constraints can be traced to the fact that the
equations are covariant under a general coordinate transformation,

ot — 2P (x). (7.138)

This again shows the difficulty in solving the Cauchy initial value
problem uniquely. Namely, if we determine a metric tensor g, ()
which satisfies the initial conditions and solves the equation, we can
always make a coordinate change to obtain another solution (still
maintaining the initial conditions). Therefore, as in Maxwell’s theory
we have to choose a coordinate condition in order to solve the Cauchy
initial value problem uniquely.

A particularly convenient choice of the coordinate system is
obtained by imposing

I = g"T, = 0. (7.139)

We note that if I'* # 0, then under a coordinate transformation
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ot — 2 (z), (7.140)

we have (see (4.22))

I ox'N 9z° Ox” o 0%z 0x° 837. (7.141)
" OxP Ox'm Qz'v 0xeox™ Ox'* Ox'v
Requiring that
I = g™ (2T, =0, (7.142)
we obtain
() ox'N 9z° Ox” e 0%z 0x° Ox7 _
OxP Ox'm 9z ~°T  Qxc0xT Ox'* Ox'V ’
axu 82:E/)‘
oT p oT _
or, aﬂj‘p g (.Z')FUT(.Z') + 8£E08£ET g (‘T) - 07
axu 82:E/)‘
I or =0
o, S TP@) + 7 (@) e = 0,
Y 2.\
or, O I'(z) = —¢°" (x) 0w (7.143)

oxP

0x0x™"

This shows that if I'” # 0, then we can always find a coordinate
transformation which will bring it to satisfy this condition.
To see what this condition means, let us note that

" =

A
9T,

g

1
<_§ g)\p(augup + OvGop — apguv))

1
5 guyg)\p(augup + &/gpu - apg;w)

1
pgwjaugup + 5 gApg“Vapg/u/
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1
=~ (=(0u9")gup) + 3 9 g 0y gyu

1
= Jug" + Ve 9p(vV/—=9)9™"

1

= = W5 9™, (7.144)

ﬁ

where we have used (4.148). Therefore, the condition (7.139) can be
written as

M = 9,(v=g ¢"*) =0, (7.145)

which is quite similar to the Landau gauge. This is known as the
harmonic coordinate condition (harmonic gauge). The reason for
this nomenclature is that if this is true, then we have

O¢(x) = DaD*(x) = DA(0*¢(x))
= = 05 9()
= = o (V=3 00(0))
= = [a 000 + V=5 030,000
= P0ho(x). (7.146)

Therefore, if a scalar function satisfies

P o\g(z) = 0, (7.147)

then with this gauge condition it also satisfies

O¢(z) = DyD*é(z) = 0. (7.148)

Functions satisfying this condition are known as harmonic func-
tions. In particular it is easy to see that with this condition, the
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coordinates themselves become harmonic functions. To see this note
that although the coordinates carry a vector index, they are really
not vectors under a general coordinate transformation. In fact

ot — 2t = 2P (z), (7.149)

can be thought of as defining four functional scalar relations. Thus
under a general coordinate transformation, the coordinates can be
thought of as scalars. In the harmonic gauge, this leads to

Ozt = DyD 2t = &zt = 0. (7.150)

Therefore, with this gauge condition the coordinates, themselves,
become harmonic functions and hence the condition

™ =0, (7.151)

is referred to as the harmonic coordinate condition.

7.8 Einstein’s equation from an action

Let us now ask whether we can obtain Einstein’s equation (7.121)
from a variational principle. To do this, of course, we have to define
an action for the theory. And to simplify, we will restrict ourselves
only to the matter free case first. The method generalizes easily to
incorporate matter which we also discuss afterwards.

Let us note that the action has to be a scalar under a coordinate
transformation. We have already seen that (see discussion around
(3.35))

/ d'z /=g, (7.152)

represents an invariant volume element in a curved manifold. There-
fore, we simply have to look for a scalar Lagrangian density (of weight
zero) formed out of gravitational field (metric). Furthermore, if we
restrict ourselves only to quantities involving at most second order
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derivatives of the dynamical variable (as is conventional in dynamical
theories), then the choice is unique (this excludes terms of the form,
say R, R", R? etc.)

Ly =PBR= 9" R, (7.153)

where 3 is a normalization constant to be determined. Therefore, we
can write the invariant action in the form

Sg = /d4a: V—g Lg = B/d4x V=9 9" Ry (7.154)

Let us now define the problem of variation in the case of a grav-
itational theory. The metric tensor in this case is the fundamental
dynamical variable and plays the role analogous to the trajectory of
a particle in classical mechanics. The question, therefore, is what is
the dynamical equation satisfied by the metric tensor which would
leave the Einstein action (7.154) unchanged if we change the metric
infinitesimally. Namely, under the infinitesimal variation

Guv = Guv + 59/W7
I

lim g, — 0, (7.155)

T—00

we would like to know the condition (equation) under which the

Einstein action would be stationary. To determine the variation of

the action (7.154) we need various relations which we collect below.
First, let us note that

9" gux = 95,
or,  0g"gux+g""dgur =0,
or, Sg" = —g"8gong™. (7.156)

Furthermore (see also (4.148)),
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5(V"g) = %5(—@

_ _2\/1__9 5 (eTrlng,“,>

(_g) K 5

5 —9Y
29

v

- —V2_9 9" 5. (7.157)

Let us also note from (4.49) that

1
F;pu/ = _5 gpa(a,uguo + al/gcrp - &79#1/), (7158)

which leads to

1
5FZJJ = D) 59p0(8ugl/0 + 81/90;1, - acr.g,uu)

1
_5 gpg(a,uéguo + 51/590“ - 8(79#1/), (7.159)

and we will analyze the two terms on the right hand side separately.
Using (7.156), the first term leads to

1
5 gpaégaﬁgﬁa(augucr + al/gou - 809#1/) = _gpaégaﬁrgy- (7-160)

To simplify the second term in (7.159), let us use the identities

Dybgve = 0ubgve +1,0985 + Thybgus,
Dygoy = 0u0gop + hydgsu + I',0908,
DoSguy = Oo0gu + 15,698, + 5,69, (7.161)

which lead to
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(Du(sgua + Dl/(sgau - Daéguu)
= (Ou09vo + 0u0Gan — Oo0gw) + 215,090 (7.162)

It follows from this that

(a,uéguo + auégou - 8059;111)

= (Dudgvo + Dudgep — Dadgu) — 210,55, (7.163)
Consequently, the second term in (7.159) gives

1
L (Duégua + Dy8goy — Dodgy — 2Pﬁyagﬁg>

1 .
= =5 9" (Dudgvo + Dud9ou — Dodguw)+ 9 0gapTl,. (7.164)

Adding (7.160) and (7.164) we obtain

1
ors, = = 9"’ (Dudguve + Dyogoy — Dedgu), (7.165)

which shows that the variation of the connection (Christoffel symbol)
is a tensor as we have noted earlier.

We are now ready to calculate the change in the Ricci tensor.
We know from (5.18) that the Riemann curvature tensor is defined
as

Ruu)\p = aprﬁA - 8)\P/ij + FKUPZP - FZG’ g)n (7166)
so that
Rup = 5l)\lfR“I/)\p
= 8pf’ju — (%Fﬁp + P;j(,r‘;p — FZUF,%. (7.167)

Therefore, we have
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Ry, = 0,01, — 0,0y, + 6T, I'7, + 1,007,

=6, Iy, — I, 0Ty,
= (8p0T%, —Th o607, + 19,604, + 19 6T%, )

— (Quort, —Th 0Ty, 4+ 17,004 + 1T 6T%,)
= Dy (M‘ﬁu) — Dy (M‘ﬁp)

or, 6R,, = D, <5F,§A>—DA (mp). (7.168)

This is known as the Palatini identity. Let us note further that the
Ricci scalar is given by (7.49)

R=g"R,,, (7.169)

which leads to

SR = 09" Ry + g" R,
= g+ o (D, (50) - Da (1))
= —8guR™ + D, (QMV5P2A> — D, <gw/5r2y>

1

_ uv — uv A

= —Sgu R+ ——= 0, (V=g g"oT),)
1

BN (\/_—g gwarjw) : (7.170)

NS

where we have used (7.156), (7.165) and (7.168).

Therefore, we finally obtain the variation of the action (7.154)
to be
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6S, = 6/d4 V=9)R+ /=g éR)
= 6 [dte (5 V=7 g

++/— { 89 R* + \/—_ 0, (\/—g g‘“’dffb\)

~ =0 (\/ g™ sT?, )}) . (11T
We note that the last two terms in (7.171) are total divergences and
if we assume the connections to vanish at infinity, then we can ignore
the last two terms and rearrange the other terms to write the change
in the action as

88, = ﬁ/d4x V=g <% "R — R‘“’) OG- (7.172)

Since we require that the action be stationary for arbitrary infinites-
imal variations of the metric

555 =0, (7.173)

this leads to

% 9" R~ R"™ =0,

1
or, R -2 g"R=G"=0. (7.174)

This is the correct equation for empty space (7.97) and we have
derived it from an action through a variational approach. Note that
the normalization constant § remains undetermined at this point and
gets determined only when matter is included.

In the presence of matter, we can generalize the action (7.154)
to



7.8 EINSTEIN’S EQUATION FROM AN ACTION 235

S = SE+Smatter
= 5/d4x vV—g R+ /d% V=9 Luatter- (7.175)

If we now look for a variation of the complete action in (7.175), we
can write

5S = 8 / d'z /=g 5gw< "R — R“”)

/ d4 < >59HVTI¢11;ttor
1
= [t v=gog [5 (59“”1% - Rﬂ”) - —Trﬁzmer] (7.176)

Here, although we have not yet derived, we are using the fact that
we can write the change in the action for matter as

1
5Smatter = _5 /d4x vV —9 5guVTMV' (7177)

In fact, this is quite plausible recalling the fact that, in the case of
charged particles coupled to the Maxwell field, the variation of the
matter action (under an infinitesimal change of the gauge field) can
be written as

8 Smatter = / d*xsA, J*, (7.178)

where J* represents the source for the Maxwell theory. Clearly if
the action (7.175) is to be stationary for an arbitrary infinitesimal
variations of the metric, namely,

58 =0, (7.179)

then it follows from (7.176) that
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1 1
ﬁ <§ gHVR - RHV> - 5 Trlrlll;tter = 0’

1 1
o, RS gV R=G" =~ T oo (7.180)

Comparing this with Einstein’s equation (7.121)

1
GM = RM — 5 g" R =8nG\ThY (., (7.181)

we determine

1

= — . 182
b 167Gy (7.182)

This determines the normalization constant uniquely and thus we
can write the Einstein Lagrangian density (7.153) for the matter free
case as

1
Lo=—Tomao I (7.183)

Written as an action the analogy with the Maxwell theory is obvious.
The analogous gauge invariance in this case is the invariance under
a general (local) coordinate transformation. Let us also note that
a cosmological constant can also be incorporated into the Einstein
action (Lagrangian density) simply as

1
167Gy

Ly = (R+A). (7.184)
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Schwarzschild solution

As a simple application of Einstein’s equations, let us determine the
gravitational field (metric) of a static, spherically symmetric star.
Many stars conform to this condition. There are also many others
that behave differently. For example, a star may have asymmetries
associated with it, it may be rotating or it may be pulsating. How-
ever, the static, spherically symmetric star is a simple example for
which the metric can be solved exactly. Therefore, it leads to theo-
retical predictions which can be verified as tests of general relativity.

8.1 Line element

Although Einstein’s equations are highly nonlinear, the reason why
we can solve them for a static, spherically symmetric star is that the
symmetry present in the problem restricts the form of the solution
greatly. For example, since the gravitating mass (source) is static,
the metric components would be independent of time. Furthermore,
the spherical symmetry of the problem requires that the components
of the metric can depend only on the radial coordinate r. Let us recall
that in spherical coordinates, the flat space-time can be characterized
by the line element

dr? = dt? — (dr? + 73(d6? + sin? 0d¢?)). (8.1)
We can generalize this line element to a static, isotropic curved space
as

dr? = A(r)dt* — (B(r)dr* + C(r)r*d6*+ D(r)r* sin® d¢?). (8.2)

The following assumptions have gone into writing the line element in
this form. First of all since the metric components are independent

237
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of time, the line element should be invariant if we let d¢ — —d¢. This
implies that linear terms in dt cannot occur. Isotropy similarly tells
that if we let d — —df or d¢p — —d¢, the line element should be
invariant. Thus terms of the form drdf, drd¢ or dfd¢ cannot occur
either. This restricts the form of the metric to be diagonal.

Let us now look at the line element (8.2) at a fixed time and
radius. At the north pole (d¢ = 0) with e = rdf, we have

dr? = —C(r)é. (8.3)
On the other hand, if we look at the line element in the same slice
of space-time but at the equator (6 = 7) with € = rd¢, then

dr? = —D(r)é. (8.4)
However, if the space is isotropic then these two lengths must be
equal which requires

C(r) = D(r). (8.5)

Thus we can write the line element (8.2) as

dr? = A(r)dt* — B(r)dr? — C(r)r?(d6? + sin? 0d¢?). (8.6)

There is a simpler way of understanding this result. The spherically
symmetric line element (8.1)

dr? = dt? — dr? — r2dQ2, (8.7)
with the angular element

dQ? = (d6? + sin” d¢?), (8.8)
generalizes to a static, spherically symmetric curved space as

dr? = A(r)dt* — B(r)dr? — C(r)r?dQ2. (8.9)
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We note here that the function C(r) in (8.6) is redundant in the
sense that it can be scaled away. Namely, if we let

r—i=[C(r)z 1, (8.10)
then
N 11 rC'(r)
dr = dr |(C(r))2 4+ = T | s
O oo
or, dr = f(r)dr, (8.11)

where we have identified (prime denotes a derivative with respect to
r)

1

() = % (8.12)
Let us also define
A(r) = A(F), B(r)dr? = B(#)di>. (8.13)

Thus with this scaling the form of the line element (8.6) becomes

dr? = A(7)dt* — B(7)di? — 7#2(d6* + sin® 0dp?). (8.14)

This shows that with a proper choice of the coordinate system the
line element for a static, spherically symmetric gravitational field can
be written as

dr? = A(r)dt* — B(r)dr? — r2(d6?* + sin® Ad¢?), (8.15)

which is known as the general Schwarzschild line element.

Birkhoff has demonstrated that the requirement of a static grav-
itational potential is superfluous for the Schwarzschild line element.
In fact, he has shown that even when a spherically symmetric star or
a gravitational mass is undergoing a radial motion, the line element
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can be written in the Schwarzschild form (8.15). This is known as
Birkhoff’s theorem and is important in the sense that it rules out
the possibility of gravitational waves being emitted by radial pul-
sars since the metric in this case can be equivalently thought of as
static. Therefore, to be able to emit gravitational waves, if such a
phenomenon exists, a star must undergo different deformations.

8.2 Connection

As we see now, the Schwarzschild line element (8.15) is given in terms
of two unknown functions A(r) and B(r). The metric components
can be read off from the line element (8.15) to be

goo = gtt:A(T)a

g11 = Grr = —B(?"),
g22 = Geos = —7’27
933 = gpp = —r’sin?0. (8.16)

This is a diagonal metric and hence the nontrivial components of the
inverse metric can also be easily written down as

1
00 __ it _
.g - g A(T),
1
11 rr __
g - g B(T‘)’
1
22 _ 60 -
g - g 7’27
g3 = g% = R . (8.17)
r2sin? 0

We can solve Einstein’s equations far away from the star to
determine the forms of the functions A(r), B(r). That is, outside
the star we can solve the empty space equation (7.97)

Ry, =0, (8.18)
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subject to the boundary condition that infinitely far away from the
star, the metric reduces to the Minkowski form (8.1). To solve
Einstein’s equations we must, of course, calculate the connections
and the curvature tensor. For example, from the definition of the
Christoffel symbol (4.49) we have

1
PﬁA = _5 gup(al/g)\p + a)\gpu - apguA)7 (819)

and since we know the metric components, these can be calculated.
But this method is tedious (as we have pointed out earlier) and hence
let us try to determine the components of the connection from the
geodesic equation which has the form (see (5.130))

2z 1 dz* dz?
Juw F + 5 (aAgpu + 8pg,u>\ - C%QA,)) ? F =0. (8.20)

For ;1 = 0 (t-equation), this leads to

220 1 dz* dzP
90 T3 t3 (Oxgp0 + Opgox — Dogxp) T o =0
d2z0 dz0 dat
A _ - =
or, (T) dT2 + 81900 dr dr 07
2,0 g 0 3.1
or, T2 AW dda (8.21)

T AW O ar

Comparing this with the u = 0 equation of (see (5.83))

dZzH " dz* daP

_ et .22
dr? Ao dr dr 0, (8:22)
we determine
1 A(r)
. =0 — _= . 2
01 10 2 A(r) (8.23)

Here prime denotes differentiation with respect to r.
For 1 =1 (r-equation), from (8.20) we obtain
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d2at

dz? dzP
gi1 FEl + 5 (Oxgp1 + Fpgr1 — 019xp) T dr 0,
d2at 1 dz? 1 dzt
T _
or, 2 5 9900 < I > + 5 dignn ( I )
dz? 1 dz?
—= 31922 ( I ) 01933 < I ) =0,
A2zt 1 dz0\?% 1 dz\ 2
Y Bl U i R
b drz 2 < dr > 2 < dr >

dz?\> o [dad 2
+r (E) + rsin 9<E> =0,
d2:131+1 A [ da® 2+1 B (da'\?
b dr2 2 B \ dr 2 B \ dr

2 3\ 2
-z (i‘i) —% sin2 ¢ <%> = 0. (8.24)

Thus, comparing with the ;1 = 1 equation of (8.22), we obtain

T'fy = —3 A—,, Ph - -1 Z
(1]0 2 B 2 B> (8.25)
Iy = 5 T3 = TSIE .
For ;1 = 2 (f-equation), equation (8.20) leads to
d?a2? dz? dzr
— + = (0 9] 9] =0
g22 dr2 + 9 ( NGp2 T OpG2x — 2g>\p) dr dT )
d?2? de! da? 1 dz3\?
2
—r® —— 40 —_— — — =0 — ] =0
or, U + 01922 Ir dr o %2983 ( d7-> )
%2 de' d da?\?
or, —r2d—$2—2rdidi—|—r sin 6§ cos 0 < 3:) =0,
T T dr T
d?2? 2 da! da? dz3\
— + - — — —sinflcosf | — | =0. 8.26
or, e + e P sin 6 cos < - ) ( )
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This determines

1
rf, =13 = — '3, = sinf cos 6. (8.27)

Similarly for y = 3 (¢-equation), we obtain from (8.20)

d?z3 1 dz? da?
93 3 T3 (Oxgp3 + 0pgax — 039xp) = o =0
or —r?sin? @ —d%s +0 da? di + d_x2 d_x?’ =
) dr2 1933 dr dr 2933 dr dr >
d?z3 dz! da3
22 )
or, —r“sin HW—%sm 0??
dz? da3
—2r?sinf cos — =
7 sin 6 cos o dr =0,
d?z3 2 da! da? dz? da3
—+ - — — 4+ 2cotf — — = 2
o dr? +7‘ dr dr * dr dr 0, (8.28)

which yields

1
3, =13 = - I3, =T3, = —cotd. (8.29)

Let us collect all the nontrivial components of the connection
which are given by

Top = F(1]0—_% AZ/7

Iy = -4, Iy = _%%

h = § Ml - e (5.0
rz, = F%lz—%, %, = sinfcosd,

1
Ify = I =-1 I3, = T, =—cotd.
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8.3 Solution of the Einstein equation

It is now easy to calculate the Ricci tensor from the connections
(8.30). We recall that the Riemann-Christoffel curvature tensor

(5.18) is defined to be

Rpﬂ)\z/ = 8’/Fp - aAFp + Fiorfw FVO' HA?

so that

A
R/,u/ - 5/) RPH)\V

= 9, I')\ — ), + T3, T, — T2, I,

It follows now that

R(]O = OOFSA — 8)\F())‘0 -+ Fﬁa F FO)\
= —0,T%o + T T60 — T0, T8 — To, I

= -l + ([0 + 11 + F§1 +T%)) F(l]O

(8.31)

(8.32)

0 1 1 10
_FOIFOO_FOOFOI

= -0+ (-T9 +T1, + T3, +T'%,) I'f

Lo (AN (1A 1B 1
2 0r \ B 2 A 2B r

[

so that the 00-component of (8.18) leads to

:2B 2 B2 2B \24

)

_ Lo AN 1AM A 1B 2
2 0r \ B 2 B\2A 2B r)’

1A
2 B

1 A" 1 AAB 1 4 1A 1B 2
moml® 14T 14 (14 15 3 )=

A// 1 A/ A/ B/ A/
or, ————<Z+§>+T—B:0
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Similarly, we have
Ry = O — O\ + 3,09, — I, T,
= O (F?O‘FFh +F%2+F:1)’3) — oy,
+07y (6 + 1y + 15, +15,)

~I9o — P11y — Ty — Tl
Lo (1A o\ (1B 1A 2
o 2 A r 2 B 2 A r
LAY L 1
4 \ A r2  r2
_ AT (AN 2 1 (AN (BN B
24 2\ 4 r2 4 \A)\B rB
LAY 2
4 \ A 72
A// 1 A/ A/ B/ B/
= —ﬂ+1 <Z> <Z+E>+E (835)
Thus, the 11-component of (8.18) leads to

Ry =0,
A" 1 A A B B’
o, 21 <I> (Z + E) -2 (8.36)
We also have
Ryy = 0oT9y — O\, + T3, 1'%, — T3, T3,

= oI35 — 1'%, + 'y (F81+F%1+F%1+F§1)

1 2 2 1l 3 3
_F22F21_F21F22_F23F23
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:cosec%—% (%)4_(%) <_%%_%%+%_%>

—cot? 9

i yB L (A B
B B2 2B \A B
1 r A B

Thus, the 22-component of (8.18) yields

Rap =0,

1 r A B

(2 _Z)Y_1=0 )
o, 5tog <A B) (8.38)

Multiplying (8.34) by £ and subtracting from (8.36) we have

B A
B A
A B’
o A=
or, AB = constant = k. (8.39)

If we now impose the boundary condition that at large distances the
metric becomes Minkowskian (see (8.1)), we have

lim A(r) — 1,

r—00

lim B(r) — 1. (8.40)

r—00

This therefore, determines the constant of integration in (8.39) to be

k=1, (8.41)

and we have
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A(r)B(r) =1,
1
or, B(r)= A0 (8.42)
If we now substitute this relation into (8.38), we obtain
rA (A A
A — |+ -1=
(r) + 5 (A + A> 0,
or, A(r)+rA'(r)=1,
or, rdm) _ o
dr
or, rA(r)=r+ constant =r+m, (8.43)
so that
A = 1+
,
1 m\ —1
B) = g0 = (1 + 7) . (8.44)

Here m is a constant of integration to be determined.
We can now write down the Schwarzschild line element (8.15)
in the form

dr? = (1 n %) ar?— (1 n %) dr?—r2(d6? +sin® 0d¢?). (8.45)

Let us emphasize here that there are ten equations of Einstein

Ry, =0, (8.46)

and we have used only three of them to determine the form of the
Schwarzschild line element. Therefore, it remains to be shown that
the other seven equations are consistent with the solution in (8.45).
(Namely, since there are ten equations involving two unknown func-
tions, it is an overdetermined system and we should check for the
compatibility of the solution.) In fact it can be easily shown that
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R, = 0, for p#v,
R33 = Sin29 R22 :0, (8.47)

so that all the ten equations are consistent with the line element
(8.45).

To determine the constant of integration m, let us note that
very far away from a star of mass M we have seen that the metric
has the form (see (6.21))

2G M
goo = 1+2¢(r) =1— : ; (8.48)

where M denotes the mass of the star. Comparing this with the
solution in (8.45) we determine the constant of integration to be

m = —2Gy M, (8.49)

so that the Schwarzschild line element (8.45) takes the final form

-1
dr? = (1 _ M) de?— (1 - 2GNM> dr2—7‘2(d92+sin2 qubz).

T T

(8.50)

This determines the form of the line element and, therefore, the
metric uniquely.

One striking feature of the Schwarzschild metric in (8.50) is that
at r = 2GyM,

goo =0,  grp = 00. (8.51)

That is, the Schwarzschild metric is singular at the Schwarzschild
radius defined by

rs = 2Gy M. (8.52)

For most objects, this radius lies inside the object. For example,
since (in order to have the appropriate dimension, the actual constant
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appearing in (8.50) (or (8.52)) is the Newton’s constant Gy defined
in (7.80) divided by ¢? which we have set to unity in our convention,
but which can now be restored for calculations)

N~ 7x107% ¢cm gm™!,

M (earth) ~ 6 x 10** kg = 6 x 10*" gm, (8.53)
the Schwarzschild radius (8.52) for earth has the value
rs(earth) = 2GyM(earth) ~2 x 7 x 1072 x 6 x 10*” cm
= .84 cm, (8.54)

which is well inside the earth (r(earth) ~ 6 x 10m ~ 6 x 10% km).
For the sun, we have

M (sun) ~ 2 x 10%° kg = 2 x 1033 gm, (8.55)
so that
rs(sun) = 2GyM(sun) ~2x 7 x 107% x 2 x 10** cm
= 28x10°cm ~ 3 km. (8.56)

We can compare this with the radius of the sun which is given by

Fun ~ 7 X 10° k. (8.57)

Let us, for the sake of curiosity, calculate the Schwarzschild radius
for the proton. We know that

m(proton) ~ 1.6 x 10724 gm, (8.58)

and, therefore,

rs(proton) =~ 2x7x 1072 x 1.6 x 1072* cm

~ 22x107%% cm. (8.59)
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We can compare this with the radius of proton which has the value

r(proton) ~ 1.2 x 10713 cm. (8.60)

Thus we see that for most objects the Schwarzschild radius indeed lies
inside the object which is, of course, beyond the region of validity
of the solution (which holds true only in the exterior of the star).
Therefore, we can ignore this singularity in the metric in such cases
since the solution in the interior of the star is given by a different set
of equations.

For some other astronomical objects like the neutron stars, how-
ever, the Schwarzschild radius is quite close to the physical radius
of the object. In this case, we cannot neglect the singularity in the
metric. However, the curvature tensor in this case can be shown to
be singularity free. Thus the apparent singularity in the metric is an
artifact of our choice of coordinates and can be rotated away by a
suitable choice of coordinates. We will see this later. However, we
note that if we compress matter into a star hard enough so that its
physical radius is smaller than its Schwarzschild radius, then we ob-
tain a black hole which we will also discuss later. The Schwarzschild
radius is often referred to as the event horizon for reasons that will
become clear shortly. We note that if » < rg = 2GyM, i.e., when
the Schwarzschild radius is larger than the size of the object and we
go inside the Schwarzschild radius, then

goo <0, gu >0. (8.61)

Namely, the time and the radial coordinates seem to exchange their
roles. This leads to a lot of interesting phenomena. Let us emphasize
here that the Schwarzschild solution does have a genuine singularity
at the origin 7 = 0 when the star is a point mass object. This is not
surprising since such a singularity occurs even in classical gravity.

» Example (Schwarzschild solution in the presence of a cosmological constant).

As we have seen in (8.50), the Schwarzschild line element has the form

dr? = A(r)dt® — B(r)dr® — r?dQ?

-1
= (1 - 2GTNM> dt® — (1 - 2GTNM> dr® — r*dQ?. (8.62)
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We obtained the line element by solving the Einstein’s equations away from the
star where

Ru, =0, pv=0,1,23, (8.63)

for only the components Roo, Ri1, and Rg2. Since there are 10 independent
components of Ry, we still have to show that the line element (8.62) also solves
the remaining seven equations

R33 = Ro1 = Ro2 = Ro3 = Ri2 = R13 = R23 = 0. (8.64)

To proceed, we recall that the components of the connection have been
determined in (8.30) to have the form (see also the determination of A, B in
(8.44) and (8.49))

o =Y :_i/:_GNiM
ot 10 2A r2 — 2GNMr’
r :_i':_GNM 1_2GNM
0o 2B r r ’
B’ M
A

2B~ r2 —2G M7’

T
FéQZE :T‘—2GNM7

1
I =T35 = —-,
T
1
Py =T5 = ——,
T

Iy = (r — 2Gx M) sin® 6,
'35 = sin cos¥,

I3, =I5, = —cotf. (8.65)

Furthermore, from the definition of the Ricci curvature tensor in (8.32)

Ruw = 8,0y — Oy, + A T0, — To,T0, (8.66)

we obtain
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Rss = 05T5\ — 0AI'33 + TR, 1'%y — T3, 15,
= —Asin®0 — rA’sin® 6 — cos 20 + %A/r sin? — Asin’® 0
+ % sin 20 cot 0 + Asin® 0 — % sin® Or A’
= —Asin®0 — (1 — A)sin® 6 — 1 + 2sin” § + cos” #
= —sin®f — 1 +sin” 0 + sin® 6 + cos” 0
=0,
Ror = 9ot = 03Il + TR,y — T5, T
=Iol'0y — Tl — T'1i Ty
=0,
Rop = 8519y — a2 + TA, 152 — 2,16,
=0,
Ros = 95T6x — 0aL'03 + T3 1G5 — T3, 10,
=0,
Riz = 8511\ — OaI'e + TA, 172 — 3,19,
= F§2F§2 - Félr%l - 1%21?2 - Fg:’,ris - ljgor(ljo
=0,
Ris = 051 — 03Ity + TR, I's = T3, T
=0,
Ras = 05125 — 0aI'g5 + TR, 155 — 3,15,
=0. (8.67)

Here we have used the fact that the connections are independent of the azimuthal
angle ¢ and that only some of the connections depend on 6. This shows that the
line element (8.62) also solves the remaining seven Einstein’s equations.

In the presence of a cosmological constant, Einstein’s equations (7.122) (see
also (7.121)) become

1
Ry = 8mGn(Tuw — §9WT) + Aguv, (8.68)

where A denotes the cosmological constant. Far away from the star, we have
T" =T =0, and (8.68) takes the form
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Rp,u = Aguyo (869)

For the spherically symmetric line element (8.15), we have already deter-
mined the Ricci curvature tensors and the relevant equations in this case, take
the forms (compare with (8.34), (8.36) and (8.38) respectively)

A// Al A/ B/ A/
ROO*%‘E<Z+E)+@*M’
A// Al A/ B/ B/
R“"ﬂ‘ﬂ(f*ﬁ) 7B AB
1 T A/ B/ 2
Rzzf1_§_§<z—§)f—m. (8.70)
It follows from (8.70) that
B 1 /A B
ZROO‘FRH = ; <Z+F) 70,
or 4 In(AB) =0 (8.71)
Todr o ‘
which determines
A(r)B(r) = constant = 1, (8.72)

as before. Using this in the R22 equation, we obtain

1—A(r) —rA(r) x = —Ar?,

d _ 2
or, 5(7"14) =14+ Ar7,

or, A(r)=1+ %Ar?’ + ? (8.73)

where m is an integration constant. It follows now from (8.72) that

1 1,5 m\ "'
B(r)=——==(14+=A — . 8.74
=05 = (1+30°+2) (8.71)
As in the case of the absence of the cosmological constant, we can determine
m = —2GxM, so that far away from the star we get the familiar solution goo =

1-— 2GTM (see (8.49)), if A is extremely small (as is normally the case).

The Schwarzschild line element then becomes
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—1
dr? = (1 + %Aﬁ - M) de® — (1 + %Aﬁ - M) dr? — r2d02.
T T

(8.75)
|

» Example (3-dimensional space of constant curvature). A space is said to be
of constant curvature if the Riemann-Christoffel curvature can be written in the
form

Ry = K (guAQVﬂ - gwgvk) ) (8‘76)

where K denotes the constant curvature of the space (see also (7.75)).
Let us consider an isotropic 3-dimensional space of constant curvature K.
For an isotropic space we can write the line element as

dr? = A(r)dr® +72dQ? = A(r)dr® + r*(d6® + sin” 0 de?). (8.77)

The nontrivial components of the metric tensor for this space are given by

gu =A(r), goa =7 gas=r’sin’0, (8.78)

and the Lagrangian for the geodesic, in this case, is given by (a dot denotes a
derivative with respect to 7)

L = —(Ar? +1%0% + r*sin® 04°). (8.79)

N =

From the Euler-Lagrange equations we can determine the affine connections as
in section 8.2 and the nontrivial components have the forms

A’
Iy =——
H 24°
Tl =~
22 A7

1 ro.2
I'33 = — sin” 0,

A

1

F%Q = Fgl ="
r
1

iy =I5 = ——,
r

'35 = sin cos¥, (8.80)

I3, =T, = — cot . (8.81)
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We can now compute the components of the Riemann-Christoffel curvature
tensor

RuMp = Guo (&JFZA - akrgp + Fr[jprgk - FfArgp)‘ (8‘82)

For example, for y = A =1,v = p = 2 we have

Ri212 = g15(021'9 — 1'% + F§2F%1 - Fglrgz)

r r A 17
= —AGTZ —Azﬂ —|—A;Z
_rA
T 247

(8.83)

On the other hand, since the space is of constant curvature, we conclude from
(8.76) that

Ri212 = K(g11922 — g12921) = Kg11g22 = KAr®. (8.84)

Comparing (8.83) and (8.84) we obtain

rA’

_ 2
oA = KAre,
/
or, % = 2K,
1
or, A(?”) = m, (885)

where c is a constant of integration. Requiring that the space corresponds to flat
space (in spherical coordinates) when the curvature vanishes, namely,

lim A(r) — 1, (8.86)

K—0

we determine the constant of integration to be ¢ =1 and

1
Alr) = ——— .
G —— (357)
so that the line element (8.77) takes the form
arz = 97 e g (8.88)
T 11— Kr2 ' '

There are three cases to consider now. For K = 0, we get the familiar
“flat-space” geometry described in spherical coordinates,
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dr? = dr® 4+ r* dQ°. (8.89)

For K > 0, and Kr? < 1 (equivalently, r < K71/27 which is the radius of
the universe) we can define

_ sin(VKp) 4 dr?

TTVUR Y TR (8:90)
and the line element (8.88) becomes
1
dr? =dp* + 174 sin® (VK p) dQ?, (8.91)

which describes a spherical space with an oscillating radius & sin®*(vKp). (Note

that for small v/ K p, the line element becomes dr2 ~ dp? + p? dQ?).
Finally, for K < 0, with K = —|K|, we can define

_ sinh(y/|K|p) 2 dr?

= , dp' = ——F—, 8.92
VK] P 1+ |K|r? ( )
and the line element takes the form
dr? =dp* + ﬁ sinh®(v/|K|p) dQ°. (8.93)
This describes a pseudosphere of expanding radius.
<

» Example (Angular momentum conservation). Given the Schwarzschild line el-
ement (8.50), the Lagrangian for the geodesic in such a space is determined to be
(see (6.50) and a dot denotes a derivative with respect to 7)

L= %(Aiz — Bi% 4 12(6 + sin® 047)), (8.94)
where, as we have seen in (8.44) and (8.49)

265 M

Alr)y=1 "

=B '(r). (8.95)

The generalized conjugate momenta follow from (8.94) to be,

oL _

=5 =

Dt (r)i, Pr=55= —B(r)7,

_ 8_L — r29.7 Do = 8—L = r2sin? 0(]5. (8.96)

Po="96 ~ 96
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The geodesic equations for the 0, ¢ components can now be written as (see (6.51))

dpo = r%sinf cos H(;'527

dr

dpy _

P 0. (8.97)

Let us consider the total (orbital) angular momentum of a particle, moving
along the geodesic, defined by

s

sin” 6

Law =pe + (8.98)

Using (8.97) as well as the definitions of the conjugate momenta in (8.96), we
obtain

dr, _d (. p}
dr — dr <p9 * sin? 6

dpe  2ps dpy 20 ;
= 2pg —— —_= - — 00
po dr + sin?6 dr sin® 6 o8

o 2picosf
= 2py(r® sin 0 cos 09°) — %
sin® 0
: 2y 2(r?sin®0¢)%cos 6 0
= 2(r*6)(r* sin 0 cos 0¢°) — (r” sin - f) o8
sin” 0
=0, (8.99)
proving that L2, = constant. Namely, the orbital angular momentum of a

particle moving along a Schwarzschild geodesic is conserved.
<
8.4 Properties of the Schwarzschild solution

Let us try to understand the features of the Schwarzschild solution
(8.50). It is an exact solution and the line element has the form

-1
dﬁzé—%%gyw—e—%%%>dﬂ—ﬂ@#+wfm&y
(8.100)

First of all, let us note that if the mass of the star is zero (M =
0), then the line element simply reduces to that of flat space-time
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of relativity (8.1) as it should. (This is also the asymptotic form
(space) of the Schwarzschild solution.) Consequently we can identify
the time and spatial coordinates to be those as measured in that
coordinate frame. In the presence of a star we can continue to identify
these coordinates as before (namely, as observed by an asymptotic
observer), the effect of curvature manifests mainly in the term 2G+M
Let us also note that the Schwarzschild solution mainly investigates
the effects of a single star in the external region without considering
the effects of other masses in the universe. This is a reasonable
thing to do in the vicinity of a star where the effect of other stars is
negligible (if the other stars are far away).

Furthermore, it is a property of static spaces that the space-time
splits into a time direction and spatial hypersurfaces. The angular
coordinates 6, ¢, of course, take values 0 < 6 < 7w and 0 < ¢ < 27
as in flat space. The radial distance, however, is restricted to lie
between r, < r < oo where r, is the larger of r5 and rga,. Since
the metric is static we can assume —oco < t < co. Let us also note
that the static nature of the space allows us to identify the three
dimensional spaces as fixed in time. We can, in fact, study the three
dimensional surfaces (at any fixed time) given by

-1
ds? = <1 - 2G:M > dr? + r2(d6? 4 sin? 0d¢?). (8.101)

Furthermore, if we restrict ourselves to surfaces with constant r, then
we can write
do? = r%(d6? + sin” 6d¢?). (8.102)

This is, of course, the surface of a sphere embedded in a FKuclidean
space. The circumference at the equator (i.e., § = §) is given by

2T
/da = r/ d¢ = 27r. (8.103)
0

Thus by measuring the circumference of the great circles we can in
fact obtain the value of the radial coordinate uniquely. This is like
in flat space.
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However, if we look at the radial increment of the line element
(8.101) for fixed 8 and ¢, we obtain

1
2G M\ 2
— Gix > dr,

a1
r

or, dR>dr (8.104)

This shows that r no longer correctly measures the radial distance.
However, we note that as we go infinitely far away from the star we
have

dR — dr, (8.105)

and r does measure the radial distance in this limit. This can be
understood on physical grounds simply as due to the effects of cur-
vature. That is, the space becomes curved near the star such that
any radial cross-section projects onto flat space-time as a circle of
radius r. However, because of the curvature, the radial distance be-
tween the projected circles which gives dr is smaller than the actual
length between the two corresponding radial cross sections as shown
in Fig. 8.1. Similarly we note from (8.50) that a clock at rest records
the proper time to be

Figure 8.1: Radial increment on a curved space compared with its
projection on a plane.
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1
dr = <1 _ 2G:M> ©ar. (8.106)

These results are quite similar in form to the relations in special
relativity with which we are familiar, namely, (¢ = 1)

=

dt,

1
2G M\ 2
dr = (1— G: ) dt,  dme = (1—12?)

Nl

1

dR = (1_2G:M> dr, dLgy = (1 —v?) " 2dL.

(8.107)

However, there are important differences. First of all we note that
the Lorentz contraction or dilation in the case of special relativity is
a constant factor whereas in the case of the Schwarzschild solution
it is position dependent. Furthermore, the relations in the case of
the Schwarzschild solution are coordinate dependent. If we use a
different coordinate system, these relations would change.

8.5 Isotropic coordinates

In general most soluble problems in gravity have more than one sim-
ple coordinate system where exact results can be obtained. Another
such coordinate system for the Schwarzschild solution is the isotropic
coordinate system. Here we would like to write the line element in
the isotropic form

dr? = A(r)dt* — B(r)ds?, (8.108)

where ds? denotes the line element for the flat three dimensional
Euclidean space. The reason behind looking for an isotropic line ele-
ment is that the spatial element ds? is invariant under changes in the
spatial coordinate system. Namely, we can express the space coor-
dinates by Cartesian coordinates x, y, z or by spherical coordinates
or by cylindrical coordinates and the line element would still have
the same form. Furthermore, if we look at the cosine of the angle
between two vectors in this three dimensional space
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&'
€lInl”

cosf = — (8.109)

it is the same as in the flat Euclidean space (the metric cancels out
in the numerator and in the denominator). That is, this coordinate
system is angle preserving and for this reason this line element is
often also referred to as the conformal line element. The coordinate
system in which the line element takes this particular form is known
as the isotropic coordinate system.

Let us assume that there exists a coordinate system parameter-
ized by p(r), 0 and ¢ such that (unlike the line element in (8.50),
here B(r) is not the inverse of A(r))

dr? = A(r)dt* — B(r)ds?

T

> dt? — B(r)(dp? + p*(d#?* + sin® 0d¢?)).
(8.110)

Comparing this with the Schwarzschild line element (8.50)

-1
dr? — (1 _ M) a2 <1 _ 2(;%]‘6 dr? —r2(d6 +sin® 0d6?),

r
(8.111)
the angular components lead to
2 _ 2
¢ = B(r)p*(r). (8.112)

Similarly comparison of the radial component gives

-1
B(r)dp* = (1 - 2GNM> dr?,

r

2 —1
or, r? dp” _ <1 — 2GNM> dr?,
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dp dr dr
or, — = i )
ro (1 _ 2GNM> 2 (r2—2GyMr)?2
T

dr
= \/(r G (GNM)Q' (8.113)

This can be integrated to give

In p(r) = In (r G M 12— 2GNM7“‘ +C, (8.114)

where C' is a constant which can be determined from the boundary
condition that as r — oo the line element (8.110) should correspond
to that of the flat space-time and hence (asymptotically B(r) — 1)

lim p(r) — r (8.115)

r—00

This leads to

lim Inp(r) - In(r+7r)+C=Inr+mn2+C=Inr,

r—00

or, (C=-In2 (8.116)
and determines the form of the solution in (8.114) uniquely to be

Inp(r)=In|r— GyM + /r?2 —2GyMr| —In2,

or, 2p(r)=(r—GxM)++/r?—=2GyMr,

[(r — GM) + /72— 2GNMr] . (8.117)

N —

or,  p(r) =

Once we know the coordinate dependence of p(r), we can ex-
press the metric coefficient B(r) as a function of p. We note from
(8.117) that
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(20(r) = (r — GxM))* = r* = 2G M,
or,  4p*(r) —4p(r)(r — GxM) + (r — GxM)? = 12 — 2G\ M,
or,  4p® —4p(r — GxM) + (GyM)? =0,
or, (2p+GxM)?—4pr=0,
or, % - (1 + G;;w>2, (8.118)
which leads to (see (8.112))

2 4
B(r) = e (1 + G;‘;”) . (8.119)

Furthermore, using (8.118) we note that

Ay — 1o 26y M _ | 2GM
r GNM>
p <1 + GNM + <G2p ) > 2GyM
B (1 + GNM)
— (1;%%{ (8.120)
1+ )

form

2
1— GNM 4
dr? = M de? — (1 + GNM> ds?. (8.121)







CHAPTER 9

Tests of general relativity

There are several tests of general relativity that we can do with the
Schwarzschild solution obtained in the last chapter. We have already
talked about the gravitational red shift in section 6.3. That essen-
tially tests the principle of equivalence. In this chapter we describe
some other experiments which directly test general relativity.

9.1 Radar echo experiment

lanet
P earth

sun

Figure 9.1: Radar echo experiment.

Let us consider a small planet such as Mercury or Venus between the
earth and the sun and assume that there is an observer on earth in the
gravitational field of the sun as shown in Fig. 9.1. Let the coordinates
of the observer and the planet at a given time be (r1,61,¢1) and
(ro, 02, ¢2) respectively (r1 > r9) with the sun defining the origin
of the coordinate system. Furthermore, let us assume that when
they are aligned, the observer on earth sends a radar signal which
is reflected by the planet and is received back on earth. We are
interested in calculating the time interval between the transmission
and the reception of the radar signal. In special relativity light signals
travel with the speed of light (¢ = 1) and hence the time interval is

265
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the same as twice the radial separation between the two planets given
by (see (8.104))

T

1 1 _
ATsr:Q/dR:Q/dr<l—2G:M> . (9.1)

r2 r2

=

Assuming the gravitational potential of the sun to be small we can
approximate this as

1

AT, = 2/dr <1+GNM>
,

T2

= 2 [(7’1 — 1) + GyMIn :—j (9.2)

On the other hand, looking at the Schwarzschild metric (8.50)
we know that since for the photon d7 = 0, we have (motion is along
the radial direction so that df = 0 = d¢)

r r

dr 2G\M
or, 4= <1 - ) . (9.3)

-1
(1 - 72GNM> dt? = <1 - 2GNM> dr?,

This is the coordinate velocity of light. Therefore, the coordinate
time interval taken by the signal for the same process is given by

1

T1
dr 2G M

72 T2

= 2 [(7’1 —79) + 2GyMIn :—1} . (9.4)
2
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The proper time interval recorded by the observer on earth is
obtained from the coordinate time interval to be

1
AT = ggy(r)At

1
= (1 — 2GNM> At

1
~ (1 — GNM> X 2 [(7‘1 —179) + 2GxM In ﬂ]
1 )

T1 GNM(Tl — 7‘2):| ' (95)

= 2 [(rl — 1) +2GyMIn — —

T2 ™
Here we have restricted only to the dominant terms. However, this
already shows that there is a difference in the time interval predicted

by special relativity and general relativity. In fact

A7 — A7, ~ 2G M [mﬂ _n _7’2} .

e (9.6)

This time interval has been measured experimentally and the
result agrees with the theoretical prediction up to about 20 percent.
However, one can criticize such experiments on many grounds. First
of all the planet involved is not a point object. The earth is not
stationary, but is moving in its orbit. Both the planet as well as
the earth produce gravitational fields which have not been taken
into consideration in the calculation. In recent years, however, such
questions have been taken into account and experiments yield a 5
percent agreement with the theoretical result. These tests come from
the tracking of the satellite systems where the satellites are relatively
small and can be treated as massless objects. Thus the time delay
experiment marks a good success of general relativity.

9.2 Motion of a particle in a Schwarzschild background

The Schwarzschild metric (8.50) is given by the line element

1
dr? — <1 _ ZC%M> 42— (1 _ QG%M> dr? —r2(d62 + sin® 0d6?),

(9.7)
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where Gy is Newton’s constant and M is the mass of the star pro-
ducing the gravitational field. Let us now consider the motion of a
particle of unit mass in the gravitational field of this star. Since the
particle is massive, we can use its proper time to label the geodesics.
We will discuss the motion of the photon separately in the next sec-
tion. For the present problem, therefore, we can write a Lagrangian

for the particle motion as (up to a factor %)

L =guati”

—1
= (1 — 2GNM> i? — <1 - 2GNM> 2 — 1262 + sin® 0¢?),

r

(9.8)

where a dot denotes differentiation with respect to the proper time
7. Let us note that ¢ and ¢ are cyclic variables and, consequently,
we would have constants of motion. However, before we write down
all four equations, let us look at the 6 equation which leads to

a oL oL _
dr 96 96
or, di (—2r%0) + 2r?sin A cos 6 ¢* = 0,
T
d o 2 2
or, —2 . (r“0) + r*sin26 ¢° = 0. (9.9)

Therefore, we see that if the particle motion initially is in the equa-
torial plane, namely, if initially we have

0=m/2, 6=0, (9.10)

then,

d | 5
E(T 6)_07

or, 726 = constant =0, (9.11)
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where the vanishing of the constant follows from the fact that its
value is zero initially. Therefore, the angle 6 for the particle does not
change with time and the motion of the particle always lies in the
equatorial plane.

Consequently, to simplify the problem, we would consider the
motion only in the equatorial plane (§ = §). The Lagrangian (9.8),
in this case, has the form

-1
L= <1 - M) T <1 - 2GNM> i — r2¢2. (9.12)

r

The ¢ equation following from this Lagrangian leads to the relation

aor or_
dr 96 0¢
d 9

or, I (—2r<¢) =0,

or, 1r2¢ = constant = /. (9.13)

Similarly, the ¢ equation yields

doL oL _
dr of ot

or, i <2 <1 — 2GNM> i) =0,
dr r

or, (1 - 2G:M> t = constant = k. (9.14)

These relations lead to the two conserved quantities associated with
the problem alluded to earlier. In particular, we note that the ¢
equation can be thought of as leading to the conservation of angular
momentum.

Furthermore, the r equation has the form
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@ (ory or_,
dr 7 or
-1
or, 4 (-2 <1 - 2GNM> 7’«) — 2G“;M i
dr T r
)
r r
1 2
r r r

72 +r<;32 =0,

GxM 5 (1 B 2GNM>_2 Gy M

r2 r 72

( 2GNM>_1__ ( 2GNM>_2GNM,2
or, 1- P — 11— T

r r 72

G M . :
+:j—2 i2—ré*=0. (9.15)

Although we can try to solve the radial equation (9.15), it is
often more convenient to solve for r from the equation we obtain
from the line element (9.7) (with 6 = ), namely,

-1
1= (1 — M) i? — <1 - 2GNM> i — r2g2. (9.16)

r r

Dividing (9.16) throughout by $? we obtain
L_2G MY 2 ( 2GWMN T\t ]
r P2 r do) " T
2 2 9
v (L) (- BV E o300
do r @2 r

_(y_26sMY L

— . g2

dr\? k2rt 9 2G M 2G M\
o (-
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ar\* 2GM\ | ([, 2GM
o () 0 )

(9.17)

where we have used (9.13) and (9.14). If we now define a new variable

1 dr 1 du

=t Eem (9.18)

then equation (9.17) simplifies to

1 [du\? 1 2
) = 21— 2G5 Mu) + 5 ((k* = 1) + 2Gx Mu),

L
do 2t
du 2 2 1 2
or, @ = —u*(1 —2GyMu) + 6—2((1{7 —1) + 2GxMu)
= e% ((k* = 1) + 2GyMu) — v*(1 — 2GyMu).  (9.19)

Upon integration, this leads to

du ¢
d s
/ = / — 1) + 2GyMu) — L2u%(1 — 2GyMu))?
du ¢
) + .
o 0= / [((K? = 1) + 2Gx Mu) — (2u2(1 — 2GxMu)]?
(9.20)

As a result, we see that the value of ¢ can be determined as a
function of r or conversely the value of r as a function of ¢. This is
an exact result. However, it is not easy to see from this relation the
elliptic form of the orbital motion of the particle (planet) that we
expect. To see this, we differentiate (9.19) with respect to ¢ which
yields

du d*u  2GyM du du 5 du
- = — —2u — Mu* —
1 a2~ @ ag g TOGNMuT gz,
du (d*u GyM 9
or, d_gb <W - €2 U — 3GNMU > = 0. (921)
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One of the solutions of (9.21) is

au _
dop
or,  r(¢)= constant, (9.22)

0,
which corresponds to circular motion. However, the more interesting

solution of (9.21) comes from

& _ G
dgz ~ 2

—u+ 3Gy Mu?. (9.23)

To understand the meaning of this equation, let us look at the
Newtonian problem of a point particle of unit mass moving in the
equatorial plane in the gravitational field of a star for which the
Lagrangian is given by (here a dot denotes a derivative with respect
to t)

1 1 . M
L=_7*42 r2¢2+GN—. (9.24)
2 2
The ¢ equation following from this gives (as also in (9.13))
r2¢ = constant = . (9.25)
The r equation, on the other hand, has the form
. M
P —rd? + GN2 =0,
r
2 GyM
or, 7 g+ ;2 = 0. (9.26)
As before, let us change variable as
1
_ 2
u= -, (9.27)

so that we have



9.2 MOTION OF A PARTICLE IN A SCHWARZSCHILD BACKGROUND 273

A _dodr (1L dey_ du
T aw T wa T2 ag) T A
, A d¢ d [dr 5 d du
o= SL_82 () g2 & (S
Az~ dat dg \dt do do
d%u
_ 2,2

Thus the classical Kepler problem (9.26) leads to

2
— 02 d_u — 0203 4+ Gy Mu? =0,

d¢?
v GyM
or, 2o e u. (9.29)

This equation is known to lead to elliptic orbits and is similar to
(9.23) which we have derived from the Schwarzschild metric. Com-
paring the two we conclude that the term 3GyMu? in (9.23) must
represent the relativistic correction to the particle motion. There are
now two special cases which we consider below.

9.2.1 Vertical free fall. Let us consider the case where a massive par-
ticle (m = 1) falls radially in the gravitational field of a massive star.
In this case

¢ =0, (9.30)

which leads to (see (9.13))

(=0, (9.31)

and consequently we cannot divide by ¢2? as we had done earlier
in (9.17). In this case the equation from the line element in (9.16)
becomes (¢ = 0)
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-1
<1_ 2GNM>L£2_ <1_ 2GNM> 2

T T
k,2 7:,2
of ( 2G M) N ( 2G M) =1L
1 — 2GnM 1 — 2GNM
2G M
or, 2 — k2 + (1 - G;f > =0. (9.32)

This clarifies the meaning of the constant k. For if the particle falls
from rest at some value of r = rg, namely, if

7;’7"27‘0 = O’ (933)

then (9.32) implies

1
k= <1 - 2GNM> ° (9.34)
To

where the positive sign of the square root is taken to signify that
coordinate time increases with 7 (see (9.14)). Equation (9.34) shows
that the constant k is not a universal constant, rather its value de-
pends on the particular geodesic of the particle. For example, if the
geodesic corresponds to the particle being at rest at a coordinate
infinitely far away from the star then

k=1. (9.35)

Putting in this form of & into (9.32) we have

f2—2GNM<1—i>: ,

1 11
or, =172=GyM <— — —> . (9.36)

[\)

Differentiating this equation with respect to 7, we obtain
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GaM
o= —— T
r
GyM
Po= — . 9.37
or, - (9.37)

Both these equations in (9.36) and (9.37) are similar to the classical
Newtonian equation. The first one is analogous to the statement that
a particle falling in a gravitational field gains an amount of kinetic
energy equal to the change in its potential energy. The second form
merely represents Newton’s equation for the radial fall of a particle
in the gravitational field of a massive object. However, we must
remember the differences also. In particular, » does not measure the
radial distance as we have seen and dots here refer to differentiation
with respect to proper time.

Equation (9.36) also allows us to calculate the proper time ex-
perienced by a particle falling from rest at » = rg. Thus if we assume
r=rg at 7 =0, then

. /dT_/wN __iﬂ%

To

i [ (255 63

Here the limits of integration are chosen such that the proper time
is positive (that is, the radial velocity actually decreases vectori-
ally). The limit of integration can actually be extended up to the
Schwarzschild radius r = rg = 2GyM unless the physical radius
of the star is larger than the Schwarzchild radius. We also note
that the proper time experienced by the particle in going up to the
Schwarzchild radius is finite since there is no singularity in the inte-
grand.

On the other hand, if we look at the coordinate time we note
from (9.14) that

1
. 1— 2GTNM 2
b= % - (1 _ fGTNM> - <(1 _ ZG;M>) ' (9-39)
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Integrating this we have

1
2GNM) 2

t = /dTTl\4>

(9.40)

1

2GNM 1\ 2

e )y
V2G M <1 _ 2GNM) ro—r')

r r!

This clearly shows that the coordinate time diverges as we approach

the Schwarzschild radius. In fact, the integrand is singular at the

Schwarzschild radius.

Let us next calculate the coordinate speed of the particle from
the definition in (9.36)

1
dr . (ro—r)]2
== [QGNM — ] . (9.41)

We can obtain the coordinate speed from this as

dr dr dr

_ar _ ar ar _ N—1 .
i) =g s OB
(1_2G$M>
S N A A
i

_ (1 - M) [2GN (o O—T_?”)]%, (9.42)

1
(1 _ 2GNM> 2 r
o

where we have used (9.39).

This shows that although 7 remains finite as we approach the
Schwarzschild radius, the coordinate speed goes to zero in that limit.
As aresult, the particle takes infinitely long to reach the Schwarzschild
radius. Furthermore, setting

dv
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from (9.42) we obtain

1 _ 2GaM 2 Tor
70
_1
L1 2GMY L o=\ N
r 2 rorT r2

1 2G M
or, 2GxM — = (1 _ 2Gx > A—Y
2 r QO — T

[

1 2G M
or, 2GyM(rg —r) — 3 <1 - G: ) ror =0,

3GN MT(]

= oo A4
TG+ (9.44)

or,

This analysis shows that if the particle falls from rest at infinity
(ro — 00), its coordinate velocity increases until

r = 6GNM, (945)

after which it decreases and goes to zero at the Schwarzschild radius.
Let us compare this behavior with the classical Newtonian result
which gives

r

v(r) = <2GNM>é, (9.46)

and hence leads to the conclusion that the speed of the particle keeps
increasing and diverges at the origin.

9.2.2 Circular orbit. For a circular orbit we have 7 = 0 = ¥, and,
consequently, the r equation (9.15) takes the form



278 9 TESTS OF GENERAL RELATIVITY

GNM.2 -2

o £ =rd?,
P (A G
b 2 \dt) 37

or, /dt: / (G:iwqus: (Gi\/f)é /d¢. (9.47)

Therefore, the period of the orbit is given by

A N
t=2m . 9.48
(o) (9.48)
This is exactly like Kepler’s law which says that the square of the
period of an orbit is proportional to the cube of the radius. However,
we must remember that here r does not denote the true radius of the
orbit and At measures the coordinate orbit period.

If an observer is at rest at a distance rg, then the proper time
of the orbit that he would measure is (see (9.7))

1
AT = \/g(]o(’r'o) At = <1 - 2Ci’NM> ’ At. (949)
0

We note here that as rg — oo, At = A7. Hence by measuring the
period of the orbit we can measure the radius of the orbit.

At this point, we can inquire about the period that an observer
moving with the particle or the planet would measure. We note from
(9.39) that

AT = (1 — 2GNM> k1At (9.50)

T

so that the value of the period depends on the constant k. To deter-
mine the constant & we note that in this case 7 = 0 and hence from
(9.16) we obtain

1= (1 - 2GNM> 2 — r2¢2. (9.51)

T
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On the other hand, we know from (9.47) that for circular orbits

GyM
r2

2 =r¢? (9.52)

Using this in (9.51) we obtain

(1_ 2GNM> o OxM 5 L
T
o (1_3GNM>t2: |
T

(1 _ 2GNM)2
or, k=" 7/ (9.53)

<1 _ 3GNM) ’

T

so that (9.50) leads to

r

AT = <1—2GNM> LAt

1
1 — 36uM )2
_ <1_2G:M> ((12GNM)) At,

)% At 0.5

or, AT = <1 — 3G M
r

Note that since k? is positive, bound orbits are possible only if r >
3GyM. Furthermore, when r = 3GM, ATt = 0. This shows that
photons can be bound in circular orbits only if r = 3Gy M (since the
proper time vanishes for photons). We will come back to this point
in the next section.

As a simple application of these results, let us consider two
observers on a planet which is moving in a circular orbit of radius r
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around a star. One of the observers takes off on his space craft and
maintains his position at a fixed point near the orbit of the planet
and then joins the planet at the end of a period. Thus the time of
absence as measured by the observer on the space craft is given by
(see (9.49))

1
Aty = <1 — 2GNM> ’ At, (9.55)

r

whereas the observer on the planet would measure the time of ab-
sence as (see (9.54))

1
M\ 2
ATy = <1 — 3G;j ) At, (9.56)

which leads to

1
A : 1 _ 2GNM 2
e < r ) > 1. (9.57)

3GNM
Arg  \1- 3t
This shows that the observer moving in the space craft would find
himself older (if they are twins) on return. This should be contrasted
with the result from special relativity where the twin on the space
craft would believe that he would be younger on return.

9.3 Motion of light rays in a Schwarzschild background

To consider the motion of light rays in a Schwarzschild background,
we have to make two assumptions. First of all we assume that the
light rays behave like any other particle and hence their motion in a
gravitational field is given by the geodesic equation (see (5.83))

d2zH da¥ da?

- —=— — =0. (9.58)
dr2 YA dr dr

Furthermore, we assume that the proper time interval for photons

generalizes from Minkowski space-time to be
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dr? =0. (9.59)

Clearly, therefore, we cannot use 7 to label the geodesics. Instead we
would use a different affine parameter, say A to label the geodesics.
Thus the geodesic equations for the photon are similar to other par-
ticles and in particular if we specialize to 6 = 5, the equations are
given by (see (9.13), (9.14) and (9.15))

r2¢ = ¢ = constant,

2GNM\ .
<1 — G > t = k = constant,

T

2G M\ L. 2G M\ Gy M72

1-— P—(1- -
T T T
M. .
+G:2 2 —r¢? =0, (9.60)

where we have to remember that the dots now refer to differentiation
with respect to the affine parameter A. The only difference from the
particle equation, in this case, lies in the constraint relation

dr? =0, (9.61)

which translates to

dat da” _
I “ax dAx
—1
or, (1 — 2GNM>  — <1 - 2GNM> 2 — 2% =0,
T T

12 —1 2
or. (1_2GNM> §__<1_2GNM> (g) Y
r @2 r d¢

o | 2GsM 2 o | 2GM “Hdr?
’ r s M\ 2 02 r do
(1-25)
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dr\? 2 MY 5, Kt
or, (@) + <1 — r > T — 6—2 =0. (962)

As before, we define u = % so that equation (9.62) becomes

du\ 2
<d_g> + (1 — 2GyMu)u® — 2= 0. (9.63)

Differentiating this equation with respect to ¢ we obtain

du d%u du du
2 — —— 42 — — 6G Mu® — =
d¢d¢2+ uqu 6Gx uqu 0,
du [ d%u
o 14 <d7)2+u—3GNMu2>=o. (9.64)

The radial geodesic equations, therefore, lead to

du d%u

- g _ Mu? = 0. .
. 0, iz T 3GyMu? =0 (9.65)

The first equation implies a circular orbit where the radius vector
does not change. Setting 7 = # = 0 in the radial equation in (9.60)
we see that for this to be true

GyM

— t* =r¢”. (9.66)

r

On the other hand, the line element equation (9.62) for this orbit
gives

<1 — M) 2 = r2¢2. (9.67)

or, r=3GyM. (9.68)
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This shows that circular orbits for photons are possible only if the
radius of the orbit satisfies the above condition. But we note here
that this value of the orbit radius for most objects (stars) lies inside
the physical radius of the object (see discussion after (8.52)) and
hence such an orbit is not physically meaningful. Thus the radial
equation yielding the true orbit that we can observe for photons is
given by the second equation in (9.65)

o agaan? =0 (9.69)
— +u— u® = 0. .
dg? N
The last term, of course, is a relativistic correction (as we have seen
earlier at the end of section 9.1) and is small compared to the second
term as we can see from the fact that

3Gy Mu? 3 2G\M 3
NI 3G Mu = 2 x TN . s «1, (9.70)
u T T

even if we consider the light ray near the physical surface of the
planet or the star. Thus neglecting the last term we can ask what is
the trajectory of the light ray to the lowest order satisfying

d?u
The solution of this (harmonic) equation is given by (with a partic-
ular choice of the phase)

u(¢) = Asin ¢,
1
or, — = Asin ¢,
T
. 1
or, rsin¢g= 1= constant. (9.72)

We recognize that rsin¢ represents the value of the y coordinate
(of the photon). Thus the solution to the lowest order represents
a straight line parallel to the z-axis and to lowest order light rays
travel in a straight line. We see here that % measures the distance
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of closest approach of the photon to the star. Denoting % by rg, the
lowest order solution of (9.69) can be written as

u= e sin ¢. (9.73)

To

Figure 9.2: Photon trajectory near a star at the lowest order.

Equation (9.73) shows that light rays are unaffected by the grav-
itational field in the lowest order as shown in Fig. 9.2. To find the
effects of the gravitational field we have to solve equation (9.69)

d?u 9 9

152 +u = 3GyMu® = eu”, (9.74)
to the next order. Here ¢ = 3GyM is a small parameter which can
be used as a parameter of perturbation in determining the solution.
We expect the true solution to differ only slightly from the lowest
order solution in (9.73). Thus perturbatively we can write (to the
next order)

1
u R —sing+ euy, (9.75)
To

and putting this into the equation and keeping terms only up to
linear order in € we have
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1 a2 1 1 2
——sing +¢€ ul —squH—eul =e| —sing+euy |,
0 d¢2 To

d? 1 1
or, <d<§21 —|—u1> =€ T—gsinzqﬁ =€ 2—7"3 (1 — cos2¢),

d2u1 1

L twm =
g T T 92

(1 — cos2¢). (9.76)

This suggests that we can choose the solution to be of the form

up = a + bcos 29, (9.77)

which, when substituted into (9.76), leads to
1
—4bcos 2¢ 4 a + bcos 2¢ = — (1 — cos 2¢),
2rg

1
or, a—3bcos2¢= 52 (1 — cos2¢). (9.78)
0

This determines

(9.79)

so that we can write the solution (9.75) with the leading order cor-
rection as

u(p) = %sm(b—i-e <28+6300s2¢>,
1 1 M 1
or, — - sin ¢ + 33;(2] (1 + 3 cos 2¢> . (9.80)

At infinite separations if we assume the light ray to come in at
¢ ~ 0 then it will go back to infinity at ¢ ~ w. If the relativistic
corrections are not present, then of course, the angle of incidence is
exactly ¢ = 0 and the angle of exit is ¢ = 7. Let us assume that
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61 52

Figure 9.3: Bending of a light ray near a star at the leading order.

because of the gravitational effects, the light ray comes in at ¢ = —d;
and goes away at ¢ = 7 + d as shown in Fig. 9.3, where d; and d9
are small angles. Clearly this implies that at incidence we have

3Gy M 1
— - 1+ - —20 =0
ro sin(=01) + 2r2 < + 3 cos( 1)> ’
1) 3Gy M 1
or, __1 + N2 <1 + _> =V
To 27“0 3
2G M
or, 0= G M (9.81)
To

Similarly, at the other end we have

1 3G\M 1
— sin(7 + d2) + N2 (1 + = cos(2m + 262)) =0,
To 27“0 3
in & 3G\ M 1
or, Mo + N2 <1 + - cos 252> =0,
To 27“0 3
1) 3G\ M 1
or, S N2 <1+—> =0,
70 2rg 3
2GyM
or, 0y=—""—, (9.82)
To

This shows that the bending in the path of the light ray (from the
leading order trajectory) as it comes in is the same as that when it
goes out. This is, of course, expected from the spherical symmetry
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of the problem. The total amount of deflection in the path of the
light ray, in the presence of the star, is given by

4G M
51+ 6y = TNO , (9.83)

and is larger when the impact parameter is smaller. The bending
of light, as it is commonly called, can be experimentally tested and
is usually done by studying the light rays grazing the surface of the
sun. In this case the theoretical prediction for the deflection is 1.75".
Earlier measurements of this phenomenon involved photographing
the stellar images during solar eclipse and then comparing them with
those taken six months later when the sun is not in the field of view.
This shows a deflection of 1.5” ~ 3.0”. We must remember that
this is a very difficult experiment and various factors change during
the six month interval. Consequently measurements cannot give very
accurate results. In recent years one uses radio telescopes to measure
the radio signals from point like sources such as quasars as they pass
near the sun. Such measurements give a value of 1.57” — 1.82" for
the deflection of the signal with an error of .2”. This is a fairly good
test of the theoretical prediction. However, errors need to be reduced
still further.

9.4 Perihelion advance of Mercury

We have seen in (9.29) that the general equation for planetary mo-
tion in classical physics is given by (recall that the planet has been
assumed to be of unit mass)

Cu_ G
dg? — 2

Therefore, the general solution can be written as

—u. (9.84)

u(¢) = % = GEQM (1+ ecos(¢ +6)), (9.85)

where e and § are constants. By a suitable choice of the coordinate
axis, we can choose the phase ¢ to be zero in which case the solution
takes the form
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(@) = GZ‘QM (1+ ecos ). (9.86)

To determine the constant e we note that the total energy of
the classical motion is given by (see (9.24))

1o 1 5y GiM
E = 27" +2rgb "
L (@A) 18 G
2 \dt do 2 72 r
1, (du)\? 1 ,,

where u = % and we have used (9.25). We can rearrange this to write

du\? 2B  2GyM )
<d_¢> :£—2+TU—U. (9.88)

Substituting the actual form of the solution from (9.86) we obtain

2 2
<_Gzzl\4 esinqﬁ) —§+2 <GNM> (14 ecos o)

Nz ?
GhM 2 )
|\ (1 +ecos¢)?,
GM\? , 2E  [(GM\?
or, 72 =7 + 12 )
2E/0?
or, e2=1+ ERYER (9.89)

It is worth recalling here that for bound orbits, the total energy

E < 0 so that the eccentricity of the orbit e < 1. (e = 0 leads to

_1_ ¢ . . .
T= = Goit corresponding to circular motion.)
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With this value of the constant, the radius takes values accord-
ing to

u(g) =1 = 2N

r 02

The perihelion (closest point to the star) and the aphelion (farthest
point from the star) on the orbit are determined from the condition
that at such points

(1+ ecos ). (9.90)

ﬁ =0 or % =
do 7 T ode
which implies ¢ = 0, 7. This fixes the perihelion and the aphelion to

be at ¢ = 0 and ¢ = 7 respectively. The distances of these points
from the star are given by

0, (9.91)

T = £2 1 =T
AT GyM 1—e Y
2 1
"eH GM 1+e 2 (9-92)

Gy M
Uprp = 22 (1_6) = Uy,
G M
Upy = 22 (1+e) = us. (9.93)

Parenthetically, we note here that uy,us are simply the two roots of
the quadratic equation (9.88) with (9.91) and (9.89).

Let us now include the relativistic effects. We know that in the
Schwarzschild background (in the relativistic case) the motion of the
particle (planet) is described by (see (9.19))

du\? (2 —1)  2G\M ) 5
<@> = 7z + 72 u—u’ 4+ 2GyMu
2F  2G\M
7zt e

u —u? + 2GMuP. (9.94)
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Here we have made the identification 2E = k% — 1. Furthermore,
we recognize that the last term in (9.94) represents the relativistic
correction (compare with (9.88)) and noting that 2GyM is a small
quantity we can denote it by € and write

2
2F  2G\M
<du> = Gy u — u? + eud. (9.95)

) ' TeE

We can now ask how the perihelion and the aphelion ((9.92) or (9.93))
would modify when we include this relativistic correction. Using
(9.95) these positions are determined from (see (9.91))

d

du _

d¢

2G M 2F
or, ew® —u? + é\; + Vi 0,
1 2GyM 2F

3 2 N _

or, u—-u + 7 u+@_o. (9.96)

This is a cubic equation with three solutions uy, uo, ug such that

1
Ul + U2 +u3z = pe (9.97)

which is a large quantity since € is small. On the other hand, we
have seen that the aphelion and the perihelion given respectively by
uy and ug are small (see (9.93)) compared to % and hence it is the
third solution which must be large and unphysical and we can assume
the motion to be bounded by

up < u < up. (9.98)

As a result, we can write (9.95) as
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du
(%

or,

or,

y

du
do

do
du

Q

3 u? 2GyMu 2E
€|lu’ ——+ —
€ € el?

e(u —uy)(ug — u)(us —u)
e(u —uy)(ug — u) (% —u— U — u2>
(u—up)(ug —u)(1 — e(u+ uy +ug)),

[(u = u) (uz — w)]Z (1 — e(u+ up + u2))3,

(SIS

(1 —e(u+uy +ug))”

[(u — ur)(uz — w)]2

1+ 3 e(u+ur + uo)

[(u—ur)(ug —w)]?

Let us define

a:% (uq + ug), B =5 (ug —w),

so that

Ulza—,@,

u2:a+/87

and it follows that

(u—w)(uz —u) = (u—(a—p))(a+p8—u)

= [F* - (u-0a).

Thus, we can write (9.99) in the form

do

du

1+ teu+ e Teu—a)+ 143 e

6% = (u — a)?]2

1 1

(62 = (u—a)?]2

(9.99)

(9.100)

(9.101)

(9.102)

(9.103)
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Integrating this, we can obtain the change in the angle between the
perihelion and the aphelion as

58| — /du (1 e(u—a)+1+2 ed]

- <1 + g ea> (sin™!(1) —sin~(-1))

_ <1+gea> (%—l—g):w(l—l—gea). (9.104)

Doubling this gives the angle between successive perihelia and shows
that it does not return to its original position, rather it advances by
an angle

1
A¢p = 2|0¢| — 21 = 3mea = 3w X 2G M x 3 (uq + ug)
1 1
= 37G\M (— + —> . (9.105)
1 T2

Clearly, the advance in the perihelion is a relativistic effect and
is larger for planets closer to the sun. Therefore, Mercury is the
natural candidate to study this phenomenon. Even for Mercury this
angle is very small,

(A¢)/revolution ~ 0.1038". (9.106)

However, this effect is cumulative and per century the perihelion of
Mercury advances by

(A¢)/century ~ 43", (9.107)

where we have used the fact that Mercury’s revolution period is 88
days so that in a century there are about 415 revolutions. This
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advance of the perihelion (9.107) is appreciable and can be observed.
In fact, the astronomer Leverrier had already discovered in 1845
that Mercury exhibited an anomalous precession of the perihelion
of about 43" per century that could not be accounted for by known
perturbations at the time. Thus the precession of the perihelion of
Mercury constituted an early verification of general relativity. There
are numerous other tests that show that general relativity conforms
to astronomical observations quite accurately.
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CHAPTER 10

Black holes

We have already seen that the Schwarzschild metric given by

-1
12— <1 ~ M) a2 (1 _ QGNM> dr? —r2(d62 +sin? 6d¢?),

T T

(10.1)

has manifest singularities at r = 2GyM and at r = 0. The singularity
at the origin, if the particle is a point particle, is, of course, a real
singularity which is present even in the classical case. The singularity
at the Schwarzschild radius » = 2GyM, on the other hand, has a
different character. Note that although

gtt(T = 2GNM) = 0, (102)

the determinant of the metric is well behaved and that if we calculate
the components of the curvature tensor, they are also well behaved
at that point. Thus, we conclude that the point r = 2GyM cannot
represent a physical singularity of the space-time. However, we have
also indicated earlier that for r < 2GxM (see (8.61))

git < 07 Grr > 07 (103)

so that the time and the radial components of the metric (and, there-
fore, the coordinates) seem to exchange their roles and hence there
must be some interesting phenomena in that region. This is what we
will investigate in this chapter.

295
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10.1 Singularities of the metric

Whenever the metric components are badly behaved at a certain
point in a coordinate system, one of two things may happen:

i) the space-time geometry is, in fact, singular at that point,

ii) the space-time geometry is nonsingular but the coordinates fail to
cover a region of space-time containing that point properly.

Normally the first possibility can be demonstrated by calculating the
scalar curvature and showing that it diverges at some point of space-
time. Furthermore, this singularity must occur at a finite value of
the affine parameter labelling the geodesic. That is, the singularity
must not lie at infinity. However, even this is not fool proof because
there are singularities of space-time where the scalar curvature is not
necessarily singular. The second possibility is usually demonstrated
by finding a coordinate system where the metric components are
well behaved. Thus the study of singularities of a manifold is an
extremely difficult one.

We would begin by illustrating with simple examples how a
wrong choice of coordinates can make the metric components look ill
behaved. Let us consider the two dimensional line element given by

dr? = ti4 dt? — dz?, (10.4)

defined over —oc0 < z < oo and 0 < ¢t < co. The metric in this case
appears to have a singularity at ¢ = 0. However, the true nature
of the space-time geometry can be seen by making the coordinate
transformation

1
t— o (10.5)

so that the line element becomes

dr? = dt? — da?, (10.6)

with —o0 < < oo and ¢t > (0. But this is nothing other than
the upper half plane of the two dimensional Minkowski space-time.
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Furthermore, the singularity has now disappeared and hence we can
extend the form of the line element to the entire Minkowski space.

The second example is again of a two dimensional space known
as the Rindler space and is closer in analogy to the Schwarzschild
metric than the previous example. The line element, in this case, is
given by

dr? = 22dt? — dz?, (10.7)

with —oo <t < oo and 0 < x < co. It is obvious from (10.7) that the
metric is singular at x = 0. That is, at this point the determinant of
the metric vanishes and consequently the contravariant metric com-
ponents are undefined at such points. On the other hand, calculation
of the scalar curvature shows no singularity as x — 0 suggesting that
the singularity may be a coordinate singularity. In fact, the curva-
ture for the Rindler space vanishes identically suggesting that this
space may be a part of the Minkowski space. We ignore this point
for the present and continue with our analysis of the singularity.

To find a coordinate system that would get rid of the singularity,
let us look at the null geodesics in this space. The null condition leads
to (dots denote derivatives with respect to the affine parameter \)

2%i? — 3% =0, (10.8)

which yields

Y _ L
de ) 22’
or, t=+Inx+ constant. (10.9)

Thus the outgoing and the incoming null geodesics are naturally
given in terms of the null coordinates

u=t—Inz, v=t+Inz. (10.10)

Namely, an outgoing null geodesic is given by
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u = constant, (10.11)

while an incoming null geodesic is given by

v = constant. (10.12)

In terms of these coordinates, then, we can write

1
t=g+u), = 2=, (10.13)

so that the line element (10.7) takes the form

dr? = ™% dudv. (10.14)

We are still not in a position to analyze the singularity at x = 0
since the coordinate range —oo < u < oo and —oo < v < oo still
corresponds to x > 0 of the Rindler space. However, let us recall
that for this space, t is a cyclic variable in the Lagrangian density,
i.e., if we take (see, for example, (9.8))

L= 2% — i? (10.15)

where dots denote derivatives with respect to the affine parameter
A, it follows from the ¢t equation that

A4 foey
dx \ot )

oL 9
or, — = 22"t = constant,
ot
dt
or, z* = E = constant. (10.16)

Furthermore, we note from (10.13) that

u+v=2t, (10.17)
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so that for a constant u (outgoing geodesic, see (10.11)),
dv = 2dt. (10.18)

As a result, for the outgoing geodesic for which u = constant, (10.16)
can be integrated to give

_ 1 2 1 (v—u)
Aout = /d)\—E/dtx—2E dv e

(v—u)

= constant +

e "\
pumny . 1 -1
constant + < 5E > e (10.19)

Similarly, for an incoming geodesic we can determine

. — _i Q_L (v—u)
Ain = /d)\—E/dta: —2E/due

e\ _.
= constant — <ﬁ> e . (10.20)

This shows that the affine parameters lead to incomplete null
geodesics. This also suggests that if we now define new variables

U=—-e", V=e, (10.21)

then, the line element (10.14) can be written as

dr? = dudv. (10.22)

The ranges of the new variables are given by U < 0 and V > 0, but
since there is no singularity in the line element any more, we can
extend it to cover the entire space-time

—o00 < U < o0, —o0 <V < o0. (10.23)

The final coordinate transformation
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T:U;FV, X:V_U, (10.24)

renders the line element (10.22) into the form

dr? = dUdV = d7? — dX?, (10.25)

which we recognize to be the two dimensional Minkowski line ele-
ment.

r=0,t— o0

t = const

z=0,f— —0o0

Figure 10.1: Rindler space-time.

The original coordinates (¢, z) can be expressed in terms of the
Minkowski coordinates (7', X) as (see (10.13), (10.21) and (10.24))

= er ("W = (LUV)E = (—(T — X)(T + X))2

= (X2 - T2)%7

= tanh™! <§> . (10.26)
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We see from Fig. 10.1 that the original Rindler space corresponds
to the wedge X > |T'| of the two dimensional Minkowski space-time.
The original singularity has now disappeared and we can extend the
metric to the entire Minkowski space-time.

10.2 Singularities of the Schwarzschild metric

The analysis for the Schwarzschild metric can be carried out in an
analogous manner to that of the Rindler space. The main difference
lies in the fact that the Schwarzschild solution is four dimensional in
contrast to the two dimensional Rindler problem. However, we can
effectively reduce the Schwarzschild problem to a two dimensional
one by simply restricting the motion to § = § (equatorial plane)
with a fixed azimuthal angle (¢ = 0). In this case, the line element

takes the form

-1
dr? = <1 — 2G:M> dt? — (1 — ZG:M> dr?, (10.27)

which has a two dimensional character and the null condition in the
present case is given by

-1
(1_ 2GNM>t.2_ (1_ 2GNM> 2 o

r T
2 2
o (Y () - (L
) 2 s ?
A R
dt 1
or, —=x|l4— |,
dr m—l

or, t=+ [r 4+ 2GyM In (ﬁ — 1)] + constant
= 47 + constant, (10.28)

where 7 defined as

. T
7 =r+2GxMIn <2GNM — 1) , (10.29)
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is known as the Wheeler-Regge coordinate. Therefore, the null co-
ordinates in the Schwarzschild space are given by

w=t—F  v=t+r, (10.30)

so that the outgoing and the incoming null geodesics can be written
respectively as

u = constant, v = constant. (10.31)

We note that the relations (10.30) can be inverted to give

1 .1
t:§(v+u), 7= §(U—u). (10.32)

Furthermore, from (10.29) we obtain

~ -1
or 44 % - (1 - 2GNM> , (10.33)

a,. T
or 2GNM r

and as a result, we can write the Schwarzschild line element (10.27)
in terms of u and v coordinates as

dr? = <1 — 2GNM> (dt? — di®) = <1 - 2GNM> dudv. (10.34)
r r

Here we have used (10.32) and we are supposed to understand that
r is expressed in terms of u and v through the relation

- r 1
7 =r+2GxMIn <2GNM —1> =3 (v—u),
or, <2GTM - 1) eIt — e (V) (10.35)
N

which leads to
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2 M ~ 3NN 1w
1- G: — oG M S emoym (), (10.36)
We can, therefore, write the line element (10.34) as
9 e_m (v—u)
dr® =2G\M eToNM dudv. (10.37)

This form of the parameterization is known as the Eddington-
Finkelstein parameterization (coordinates). Furthermore, analogous
to the earlier example of the Rindler space, we can now define the
coordinates (see (10.21))

U=—e @8, | =¢ionM (10.38)

so that the line element (10.37) takes the form

T
3 e 2GNM

dr? = 32(GyM)

dUav. (10.39)

The Schwarzschild singularity at » = 2Gy\M has now disappeared
from the line element with only a singularity left at » = 0. We know
that this is a physical singularity and so we can now extend this form
of the line element to all space with r > 0. The final identification
with the Kruskal coordinates is made by defining (see (10.24))

U4V VU

T ) Y
2 2

(10.40)

so that the complete (four dimensional) Schwarzschild element is
given by

T
T2GNM
3 €

dr? = 32(Gy M) (dT? — dR?) — r?(d6? + sin” Adp?).

(10.41)

T
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Note that the original coordinates can be expressed in terms of T
and R as (see (10.32), (10.37), (10.38) and (10.40))

T NI — _ _p2_ g2
<2GNM 1>e N UV =R?> -T2,

t 1
AGM — 8G M

(v+u) = %(an —In(-U))

= S(n(R+T) ~ (R ~ T)) = tanh™" <%> (10.42)

Thus, we can draw a space-time diagram similar to the Rindler
space as shown in Fig. 10.2.

IT

r=2GNM,t — o0

111

r=2GNM,t — —o0

Figure 10.2: Schwarzschild space-time.

We see from Fig. 10.2 that the region of space outside the Schwarzschild
radius r = 2GyM is given by the wedge

R>|T|. (10.43)
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The original Schwarzschild singularity at r = 2GxM corresponds to
the null geodesics

R=|T|. (10.44)

Clearly the apparent singularity was due to a wrong choice of coordi-
nates. The space now divides into four regions. Region I is, of course,
the physical space outside of the Schwarzschild radius. Furthermore,
r = 0 corresponds to the hyperbola

R* —T%*= 1. (10.45)

It is denoted by the two shaded regions shown in Fig. 10.2. Note
that in the two regions II and IV we have

R*-T? <0, (10.46)

so that they are space-like in nature (in terms of the original ¢, r
coordinates) whereas region III is time-like and hence represents an-
other asymptotically flat region. If a light signal falls radially from
region I, then within a finite proper time it would enter region II.
However, once it enters region II it will be trapped there forever.
That is, since it is a space-like region it will not be able to escape.
For an observer far away from the Schwarzschild radius, however, it
would appear as if the light signal would take forever to reach the
Schwarzschild radius (see discussion around (9.42)). The light ray
would be red shifted so much that to an observer far away its in-
tensity would drop to zero. Thus it is clear that an observer cannot
detect anything that happens inside the radius » = 2GyM. For this
reason, the Schwarzschild radius is also known as the event horizon.

Note also from the above discussion that even though there are
two asymptotically flat regions, observers in these two regions cannot
communicate with one another since light signals sent by them would
eventually be lost in the intermediate regions. Region II is known as
a black hole, since according to classical ideas, it only absorbs and
never emits any radiation. Region IV, on the other hand, is a time
reversed case of region II and is known as a white hole. In this region,
matter and radiation cannot be present. They would eventually be
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pushed out. Note also that the physical singularity at » = 0 occurs
inside the regions II and IV and hence can never be detected by an
observer outside the Schwarzschild radius.

10.3 Black holes

We may ask at this point whether the study of such regions is purely
academic or whether there exist observational data to corroborate
these. At the present time at least two black holes have been ob-
served. The point is that although we cannot detect a black hole
directly, its gravitational effect on other objects can be measured.
There are several mechanisms to produce a black hole and one of the
most popular ones is of the view that black holes are produced due
to the gravitational collapse of a star.

r= QGN]\/[ r=20 r= QGN]V[

Figure 10.3: Gravitational collapse of a star.

For simplicity let us consider a spherically symmetric star un-
dergoing spherical collapse because we can use the Schwarzschild
solution which we have been studying so far. In this case the star
would collapse under its own gravitational attraction as shown in
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Fig. 10.3 and if the collapse is complete, then it would happen at
the singularity » = 0. However, for gravitational purposes we would
still feel as if a star is present with the same mass. If an observer
is observing a star undergoing gravitational collapse, he would keep
seeing it. The light ray from the star would be red shifted and hence
the star would look steadily fainter until it completely fades out of
the observer’s view. The observer would merely think that the star
is still there but is completely burnt out.

That gravitational collapse happens can be seen from the fol-
lowing simple argument. First of all collapse occurs in burnt out
stars. This is because, when a star is burning, there is thermal mo-
tion which gives rise to the pressure needed to prevent collapse. If the
star is burnt out, then the only pressure to balance collapse comes
from the degeneracy pressure from the Pauli exclusion principle due
to the presence of fermions. Thus for example, if the star contains n
fermions of mass m per unit volume, then each fermion on an average
would occupy a volume of space n~!. Therefore, if we assume that

p~ Ap, (10.47)

then its momentum on an average can be estimated to be

As a result the average velocity of non-relativistic fermions can be
obtained as

v L= hnimL, (10.49)
m

On the other hand, if the fermions are relativistic then we can ap-
proximate their velocity by the speed of light (¢ = 1).
The degeneracy pressure due to fermions is given by

P = momentum x velocity X number density. (10.50)

Therefore, if the fermions are nonrelativistic, we have
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Lxn=RnsmL. (10.51)

Pur ~ i'm% X hn%m_
This shows that in the nonrelativistic case only the electrons would
contribute significantly to the degeneracy pressure since they are
the lightest. If the fermions are relativistic, on the other hand, the
degeneracy pressure is given by

4
3

Py ~hn3 x 1 xn=hn3, (10.52)

so that all fermion species contribute equally.
Let us now restrict to the case where the fermions are relativis-
tic. Then, for stability, the degeneracy pressure has to balance the

attractive gravitational pressure given by (we assume Gy = 1 in this
discussion)

M2
Pgrav = Wy (1053)

where the mass density can be identified with

= nm,

= (nmM™Ys. (10.54)

M
r3

1
or, -—
r

Putting this back in (10.53), we see that the gravitational pressure
is given by

9 4 4. 4 4402
Pyray = M*n3m3M 3 =n3m3 M35, (10.55)

The star would, therefore, be stable only if

Pgrav :PRa

ol

4 42
or, n3m3M3 = hn

4

or, M= (hm_§)% = hem 2. (10.56)
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Taking baryons to be the most abundant fermions in stars we can
calculate the value of this critical mass to be (we should restore all
the dimensional constants such as Gy and the final number is more
like 3Mgyp )

M = hem ™2 ~ 2 M, (10.57)

which shows that a star twice as massive as the sun or more would
undergo gravitational collapse, if it is completely burnt out.

We have discussed only the simplest kind of a black hole, namely
a Schwarzschild black hole. If the star is charged and/or rotating
then we are also led to other kinds of black holes which we do not
go into here.
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CHAPTER 11
Cosmological models and the big bang
theory

11.1 Homogeneity and isotropy

In building a model of our universe, a lot of experimental observations
go into the basic assumptions. Quite important among them is the
observation that our universe is quite homogeneous and isotropic on
a length scale of 107 parsecs. (1 parsec is about 3.2 light years.)
Thus, if we ignore the inhomogeneities and nonisotropic nature of
the universe on smaller scales, the line element must reflect this. If
we denote the line element as

dr? = dt* — ds?, (11.1)

then the three dimensional line element ds? must exhibit homogene-
ity and isotropy.

For a homogeneous and isotropic space, it is easy to show that
the curvature tensor can be written in the form (see (8.76))

R,uu)\p =K (gu)\gup - gupgz/)\)' (11'2)

This follows because if we choose a flat coordinate system at any
point, then the metric will become the Minkowski metric. Further-
more, if we want isotropy, the curvature should be independent of
rotations at that point. Only the Minkowski metric is invariant un-
der rotations. Thus, the curvature tensor can be written in terms
of the Minkowski metric combinations at that point. Furthermore,
the requirement of the appropriate antisymmetry properties would
then, select out the curvature tensor to have the above form. It also

311
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follows from the definition of homogeneity that the quantity K, must
be a constant since otherwise its value will distinguish between dif-
ferent points in this space. (This would also follow from isotropy.
If K is not a constant, then its gradients can select out a preferred
direction.)

Thus, we see that a homogeneous and isotropic space is a space
of constant curvature. If we now apply this to our three dimensional
space, we note that

3) 3) (3 3) (3)

R/u/)\p =K (gy,)\gl(/p) - g/,(l,p)gy)\) ) (113)
where the constant curvature K can depend on the time coordinate
(since that is not part of the 3-dimensional space). It follows now
that

3
R®), = g®%R® = 2K, (11.4)

Choosing the 3-dimensional isotropic line element of the form

ds? = 2" dr? 4 r2(d6? + sin® 0dp?), (11.5)

we can calculate the nontrivial curvature components which yield

3 _ AN(r)
Rll - ’," M
Rg) = COSGC29R§§) =1+ % rN (r)e M) M), (11.6)
Requiring
3 3
RY), =2Kgf3), (11.7)
we obtain
/
R} = # = 2Ke?,

1
Rg;) = 1+ 3 rN(r)e ™ —e ™ = 2K7r? (11.8)
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This implies that

1
1+ 3 N (r)e ™ — e = 2K72,

1
or, 1—1—5 ><2Kr2—e_)‘:2K7‘2,

or, 1—e = Kr?,
or, e =(1-Kr?),
or, N =1-Kr?)"" (11.9)

Thus, the form of the three dimensional line element is deter-
mined to be (see also (8.88))

dr?

ds? = —
5 1— Kr2

+ r?(d6? + sin? 0d¢?). (11.10)

If we now define a rescaled variable

K
rt=VIK][r, k= Ik (11.11)

we can write (the form of the line element below is true even when

_ r*2 2 dr*? 2
K—O,m—T,W—dr)

1 d *2
ds? = — <1_TW + r*2(d#? + sin? 9d¢2)> , (11.12)
where £ = 1, —1, 0 corresponding to a space of positive, negative
and zero curvature respectively. Sometimes, this is also written as
(ignoring the “«” on the radial coordinate in (11.12))

2
ds® = (R(t))” (1 frkna +72(d6? + sin® 9d¢2)> . (11.13)

The four dimensional line element (11.1) correspondingly can be writ-
ten as



314 11 COSMOLOGICAL MODELS AND THE BIG BANG THEORY

dr? = dt? — ds?

2
= dt? — R%(t) (1 ETW + 72(d6? + sin® 9d¢2)> : (11.14)

and this is known as the Friedmann-Robertson-Walker line element.
R(t) is known as the scale factor for reasons that will become clear
shortly.

11.2 Different models of the universe

There are now three distinct cases to consider depending on k£ =
+1,0.

11.2.1 Close universe. Let us assume that k = 1. In this case, we can
define coordinates

r =siny, dr = cos xdy, (11.15)
such that the line element (11.13) has the form

cos? xydy?

ds® = R%*(t) ( + sin? x(d#? + sin® 9d¢2)>

cos2y
= R*(t) (dx* + sin® x(d6? + sin® d¢?)) . (11.16)

This indeed describes the three dimensional surface of a sphere of
radius R(t) which can be checked from the fact that if we define

1 = Recosy,

o = Rsinysinf cos ¢,

x3 = Rsinxsinfsin @,

x4 = Rsinycos#, (11.17)

we have
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x12 + x22 + -Z'32 + flf42 = R2, (1118)

and we can write

day? + dzy? + dag® + dz? = R? (dx? + sin® x(d6? + sin® 6d¢?))
= ds?. (11.19)

Thus, the case of constant positive curvature corresponds to a closed,
spherical universe. It has a finite volume.

11.2.2 Flat universe. Let us next assume that £ = 0. In this case, we
can define the coordinates

r1 = Rrsinfcos,
o = Rrsinfsin ¢,
x3 = Rrcosé, (11.20)

which gives (see (11.13))

ds® = R? (dr? 4 r*(d6” + sin® 0d¢?))
= dz® 4 dzy® + dzs’. (11.21)
This is, of course, the three dimensional flat space which is infinite

in volume and hence the case k = 0 is also said to correspond to an
open universe.

11.2.3 Open universe. Finally, we consider the case k = —1. In this
case, we can define the coordinates

r = sinh y, dr = cosh ydy, (11.22)

so that the three dimensional line element (11.13) becomes
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h2 2
ds2 = R? <%+sinhzx(d92+sinzed¢2)>

= R? (dx2 + sinh? x(d#? + sin? 0d¢2)) . (11.23)

It is easy to check that if we define

1 = Recoshy,

9 = Rsinhysinfcos g,

xr3 = Rsinhysinfsin g,

x4 = Rsinhyxcosé, (11.24)
then,

z2 — x)? — i — x,2 = R%(t), (11.25)

and we can write

ds? = —dz,® + day® + dzg® + dz 2. (11.26)

This is what defines a three dimensional surface of a pseudosphere
whose volume is infinite and, therefore, represents an open universe.
However, this is different from the flat universe in that it has non-
trivial curvature.

11.3 Hubble’s law

Let us now restrict only to the cases k = 41, the flat universe can be
obtained in the limit R — oo. We can write the line element (11.21)
as

k=1: dr?=dt> — R%(t) (dx* + sin? x(d6? + sin® 6d¢?)) ,

k=—1: dr?=dt? — R*(t) (dx? + sinh® x(d§? + sin? 6d¢?)) .
(11.27)
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The coordinates x, #, ¢ are known as co-moving coordinates and
are useful in the study of various cosmological phenomena. As the
galaxies expand, they carry with them these coordinates and the dis-
tance between galaxies change with time not because the coordinates
change with time — rather because the metric changes with time.

If we look at the radial 3-dimensional distance between two
galaxies, then it has the form

o) = / dt = / dy R(t) = R(t) / dy = R(t)y, (11.28)

where R(t) is called the scale factor since it shows how distances scale
with time. From this, we obtain

) _ AR 1 dRE) oo
dt dt R(t) dt

_ R()

= %E(t), (11.29)

where a dot denotes a derivative with respect to t. This shows that
if the galaxies are moving away from one another, then the velocity
of recession is proportional to their distance, namely,

o(t) = %’5) _ % o) = He), (11.30)

This is one form of Hubble’s law and identifies

2t
H(t) = % = Hubble’s constant. (11.31)

As we have noted, R(t) is known as the scale factor. Hubble’s con-
stant (it is actually time dependent) is very crucial in cosmological
studies and it is worth discussing how it is determined.

Let us consider the radial motion for either ¥ = £1. Then, from
(11.27) we have
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dr? = dt? — R*(t)dx?

= R*(n)(dn” — dx?), (11.32)

where we have defined

dt = Rdn. (11.33)

Propagation of light in this case, would correspond to

dn? —dx* =0. (11.34)

The equation for the world line of the light signal in this case will be
of the form

x(n) =n—no. (11.35)

If two light signals are emitted (from the same point) at times
1o and ng + Ang, then the two world lines would be described by

X = 17 —"o,
X = 1n—mn0— An. (11.36)

Thus, the two signals will arrive at a given coordinate y with a time
difference

An(x) = Any = constant. (11.37)

Namely, it will be a constant interval independent of the coordinate.
The proper time interval, on the other hand, is given by (see (11.32))

AT = RAp,
or, ]Z(:I_) = A_U = constant,

or,  R(n)v(x) = constant, (11.38)
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where v is the frequency of the light wave at the coordinate .

In an expanding universe R increases and, therefore, v must
decrease inversely and this gives rise to a redshift in the signal. Since
the product in (11.38) is a constant, we can write

or,  v(x)=v(0)

S ——— (11.39)

If ¥ < 1, that is, if the separation of the galaxies is not very large,
we can Taylor expand the right hand side in (11.39) and write

002 010) s (R - x ).

vix) —v(©0) 1 dR(@)
or, 0) =R dn X- (11.40)

Using the defining relation (11.33)

dt = Rdn, (11.41)
we have
dn -1
@
v(x) — v(0) dn dR .
I~ — v =—Ry. 11.42
v(0) dt dn X X ( )

In terms of the wave lengths, we can write this as

~ Ry (11.43)

This, of course, gives the redshift and from the form of the
Doppler shift formula (6.65) we note that
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A =M _ % Ry = HY, (11.44)

giving us once again Hubble’s law (11.30). This shows that Hubble’s
constant can be determined primarily from a study of the redshift of
the galaxies and has the present value (from WMAP) of

H ~ (7.04 £ 0.15)cm /sec/parsec. (11.45)

(There are further uncertainties associated with it. The error quoted
here is only from random errors.) The inverse of the Hubble constant
has the dimensions of time and defines a time scale which is normally
identified with the age of the universe. The present value of the
Hubble constant leads to an age of the universe

Tuniverse = H " ~13.8 x 107 yrs ~ 4.35 x 10'7sec. (11.46)

11.4 Evolution equation

Let us look at the Friedmann-Robertson-Walker line element (11.21)
which has the form

2

1 — kr2

dr? = dt> — R2(t) ( + r?(d6? + sin? 9d¢2)> : (11.47)

The Lagrangian for the geodesic can be obtained from this to have
the form (see (5.127))

5 1 R?

1
L=-f—-- " _
2 21— k2

1 . 1 .
72— 3 R*r?%0% — 3 R%*r? sin? 042,
(11.48)
where a dot denotes a derivative with respect to 7. We can now

obtain the geodesic equations from the Euler-Lagrange equations (see
(5.130) and (5.131)). The ¢ equation gives
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.. 1 ] j
i+ R d_R <1 I 72+ r20% & r2sin? 9¢2> =0, (11.49)
— kr

which determines the nontrivial components of FO to be of the form
(see (4.49) or (5.131))

o dR 1
1 dt 1—kr?’
dR
% =—-R — r?
22 dt T,
dR
My =-R r r?sin? 6. (11.50)

More compactly, we can write

— ;i 11.51
iy R dt 9ij ( b )

The r equation, leads to

- sz PP d_R 1 1‘:7" B 2kR2T‘ .9
1 — 2 dt 1 — kr2 (1 —kr2)?
2 . :
+ (1(iR7k:2)2 7 4+ R*r6? + R*rsin® 0¢* = 0, (11.52)
2R .. kr . 2) —
or, F gy b g (L k) (62— sin?057) =0

This determines

1 dR
F(ln = F(ln = "R At
kr
r, = ———
1 1—kr?’

F§2 = 7"(1—]”2),

Iy = r(1—kr?)sin?6. (11.53)
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Similarly, the 6 equation gives

. d ) )
— R%*r%0 — 2Rr? — R i0 — 2R?ri0 + R%r? sin cos 0¢% = 0,
2 dR 2 . )
or, 0+ o i + I 76 — sin @ cos 0> = 0, (11.54)

which determines

1 dR
12, = 13,=-——- ="
02 20 R dt
1
2, = I3 =—-
21 r’
I3, = sinfcos. (11.55)

Finally, the ¢ equation leads to

— R%r%sin?0¢ — 2Rr*sin? 0 i—f id — 2R? sin® Ori¢
— 2R%*r?sinf cos B¢ = 0,

or, ¢+% % tgb—l—g 7+ 2cot 00¢ = 0, (11.56)

and this determines

1 dR
My = =L
1
F?3 - Fglz__7
P3 _ F3 _
23 = 39 = cot 0 (1157)

These are all the nonvanishing components of the connection.
Given these we can calculate the components of curvature tensor
which are defined as

R, = ayrﬁu - aArfW + rﬁaro —T A (11.58)
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This leads to

Roo = 00T — 0Ly + T2 TG0 — T0, Iy

= 0o (F%o +T5 + Fgo) — 51001 — T8aT5s — Tosls

_ g d (1dRY  (1dR 2
N dt \ R dt R dt
3 &R
R dt?’
Ryp = 01Ty — 0\ + T3, T, — 1,1,
=0 (Fh + F%l + Fgl) - 80F(1)1 - 8IFh
+ (Do + 30 +T5) Ty + (T}, + T3, +13,) '}y

—T9Tlg — Tl + 9 —T1iT] — THT, — T4TY,

d dR dR\?
E<RE>+<E> + 2k

1 dRr\? d2R
=153 <2<E> +RF+%>’

Ry = 0oT'%y — O3y + T3, 19, — 5,19,

2 1
r2 1 —kr?

2

72

= 821%2 — 9oLy — 01Ty, + (F%O + F%O + Fgo) I,
+ (Fil +T5, + F%l) T3y — T9,150 — ['3ol'3; — T5T9,

2 1 3 3
- I‘21F22 - I‘23F23

d (. dR dRr\?
_ 2 2 1 an2 2
= cosec“d +r dt(R dt) (1 —=3krs)+r (dt)

k 1 1
+r(1 — kr?) <—1 —71;:7*2 - ;) + . r(1—kr?) — cot?

dR\? d2R
— 2 (o9l Rl )Y
" < a) ThaE )

Ryy = 03735 — OAI'33 + T3, 1'% — T3, TG,
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= — Ool'Y3 — 1Ty — Ool'33 + (F%O +T5 + Pgo) I3
+ (Fh +T5, + F§1) 33 + T5,0'35 — ['sT5g
— 3375 — T35, — [30I'%; — I3 33 — [5,T'%;

= 7% sin? 9i <R @> —sin?0(1 — 3kr?) — (cos® f — sin® f)

dt dt
2
+ r?sin?6 <%> — k| +cotfsinfcosf
2 2
=r?sin 6 (2 <(i1—1:> +R in + 21<:> : (11.59)

Thus, we see that we can write (7,7 = 1,2, 3)

t
dR\? d2R

We can now calculate the scalar curvature,

R = ¢"™Rg+ g" Ry

3 d2R 3 dR\? d’R

_6 (dR\'_6 &R 6k
R2 \ dt

R di2 R?
1 /dR\? 1 d®R k
- —6 <ﬁ <E> + 3 thﬁ). (11.61)

Therefore, we obtain the ¢t (00) component of Einstein’s equation to
be
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1
Goo = Roo — 3 goo R = 87GTpy,

3d2R 1 1 /dR\? 1d°R k
or, — ——— — 5(-6) (ﬁ (E) —I—EW—I—ﬁ) = 87 GToo,

— = — T{yo. 11.62
R2 3 00 ( )

1 <dR>2 k817G

This equation will determine the evolution of the scale factor de-
pending on the value of k£ and the other components of Einstein’s
equation do not give any additional information.

To determine the evolution of R(t), we need to assume the form
of TH¥ for the matter distribution of the universe. We assume that
the universe consists of a gas of particles (galaxies) and on a large
scale the velocity of this gas is the same as the velocity of expan-
sion. (Namely, there is no appreciable root mean square deviation
of velocities.) Thus, it is appropriate to neglect the contribution of
pressure to the stress tensor T#” of the system. In that case, we can
write

T% = Tyo = p, (11.63)

where p is the density of matter (energy) in our universe. Models
where pressure is neglected (and also the cosmological constant is
neglected) are known as the Friedmann models (universes) and the
equation in this case becomes

(11.64)

1 (dB\' &k _ &G
r2 rRZ- 3 "

Let us now study the three cases separately.

11.4.1 k = 1. The matter density varies inversely as the volume so
that we can write (the unfamiliar factor in the volume comes from a
nontrivial metric)
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M
p=goaes (11.65)

where, we can think of M as the total mass of the universe. In this
case, equation (11.64) has the form (for k = 1)

2
1 <dR> 1 AGM (11.66)

rR2\dt) "R?T 3R

If we define, as before, (see (11.33))

1
dt = Rdy, % =% (11.67)

then equation (11.66) can be rewritten in the form

2
<1 dR) 41 d6M (11.68)

Ed_n 3T

=~

The solution of this equation is quite simple.

R(n) = R«(1—cosn),

2GM
R, = ¢ ,
3T

t(n) = R.«(n—sinn). (11.69)

As we had noted earlier (see subsection 11.2.1), the case k = 1
corresponds to a closed universe and the evolution of the universe
(scale factor) obtained in (11.69) is shown in Fig 11.1.

This is what is known as a periodic universe. Here the universe
expands and then contracts eventually to a point and then starts all
over again with a period of 27 R,.
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R
R,
2

Figure 11.1: For £ = 1 the universe is closed and the evolution
periodic.

11.4.2 k = 0. In this case, equation (11.64) has the form

R? t 3TR3’
4GM 1 1
or, it _ G — = V2R, —,
dt 31 Rz R
1
IR, \3 2
or, R(t)z( . > £3. (11.70)

. (11.71)

As we have seen, k = 0 corresponds to the flat universe and as is clear
from (11.70), in this case, the universe expands forever as shown in
Fig. 11.2 .
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N RO o RN

© o oo

Figure 11.2: For k = 0 the universe is flat and open.

11.4.3 k = —1. In this case, the evolution equation (11.64) takes the
form

1 (dR\* 1 4GM
— =) —==— 11.72

R? < dt > R?Z  37R3 ( )
Here the volume of the space is infinite and hence we cannot identify
M with the total mass of the universe. Rather, we should think of
this as the total mass contained in a volume 272R3. The solution is

again obtained simply by going to the n-variable (11.33)

dt = Rdn,
dn 1
— = —. 11.
dt R (11.73)
The equation, in this variable, becomes
1 dR\? AGM
- — ) -1=— 11.74
<R d77> 3rR’ (11.74)

whose solution is
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2GM
R(n) = Ty (coshn — 1) = Ry(coshn — 1),

t(n) = Ru(sinhn—n). (11.75)

Once again, here the universe expands forever and as t — oo, the
universe becomes flat as shown in Fig. 11.3. We note that for
smaller values of 7 (or time t), the solutions (11.75) reduce to (11.71).
Namely, initially the open universe starts out as the flat universe.
However, for larger times (1 large) the evolution of the open uni-
verse is linear

R ~t, (11.76)

which is different from the flat universe.

R
R*
1.2¢
1,
0.8;
0.6¢
0.4¢
0.2¢

‘ t

0.1 0.2 0.3 0.4 0.5 0.6 R.

Figure 11.3: For k£ = —1 the universe is open.

11.5 Big bang theory and blackbody radiation

It is clear from the forms of the solutions in the previous section
that our universe started out at some instant of time from a very
small region and is expanding since then. Even in the case of the
periodic universe, we are presently in an expanding epoch. One
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postulates that the univese started with a big bang from a small,
densely packed, hot region and has been expanding ever since and
the expansion is assumed to be adiabatic. This is known as the big
bang theory due originally to Gamow.

If the big bang theory is true, then there must be some relic of
this in the background photon radiation. Namely, throughout the
evolution of the universe the background photons must have been in
thermal equilibrium with the temperature of the background radia-
tion falling with the expansion of the universe. A measurement of the
temperature of the cosmic microwave background (CMB) radiation
can, therefore, test the idea of the big bang theory if only the relic
temperature can be calculated theoretically. Therefore, there was
a lot of interest in such a calculation of the background radiation
temperature quite early on. A careful calculation of this temper-
ature involves a detailed analysis of the primordial nucleosynthesis
and leads to a value of the background temperature to be approx-
imately 3 K. However, there is also a much simpler (approximate)
derivation of this temperature due to Gamow which only uses the
information about the evolution of the universe (avoiding the tech-
nicalities associated with nucleosynthesis) and leads to a value of
about 7 K for the temperature of the background radiation. The
two numbers are in fact quite close and were theoretically derived
much before the experimental observation of about 3 K for the tem-
perature of the background radiation. The experimental observation
of the appropriate relic temperature vindicates the big bang theory
and in what follows we give the simpler derivation due to Gamow so
as to avoid getting into the technicalities associated with the analysis
of primordial nucleosynthesis. However, we would like to emphasize
that a serious discussion of the background radiation temperature
must involve the nucleosynthesis analysis.

In the context of the big bang theory, at very early times the
temperature of the universe was quite high and consequently it was
radiation dominated (matter was negligible). We recall from statis-
tical mechanics that the energy density for radiation in equilibrium
at a given temperature can be related to its temperature through the
Stefan-Boltzmann law as

rad — o T47 11.77
Prad = 3 ( )
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where

o = 5.67 x 10~°gm /sec>-K*, (11.78)

represents the Stefan-Boltzmann constant (constant of proportional-
ity). The entropy density associated with radiation is given by

S~ T3 (11.79)

Thus, the total entropy which remains constant in an adiabatic ex-
pansion has the form

S = SR3 ~ (RT)? = constant,
or,  RT = constant. (11.80)

In his calculation Gamow assumed that our universe is open
(k = —1). Therefore, using (11.77) as well as (11.80) in the Einstein
equation (11.64) for an open universe (k = —1), we obtain for earlier
times

R2 dt ﬁ 3 Prad>
ar\? s 8nGy 4o
or, (E) — T = 3 X C—3 T s

dT 2rGno 3
Y Bt L
b dt 3c3 ’

1
363 1 1
T() = (== ) ¢s. 11.81
or,  T(t) <1287TGN0'> i (11.81)

Here Gy denotes the gravitational constant (Newton’s constant) whose
value is given by

Gy = 6.6726 x 10~%cm?/gm — sec?, (11.82)
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and we have neglected the T term since at high temperature (ear-
lier times) the 7% term on the right hand side dominates. (In this
case, the constant in (11.80) also drops out of (11.81).) We have
also chosen the negative sign for the square root to signify that the
temperature of the universe decreases as time increases in an expand-
ing universe. Equation (11.81) leads to the radiation density in the
universe at any time as

4o 4o 3¢
t) = =T =" x—_——t2
praall) = 3 & " 128nGrho
3
= 3omcn t72 ~ 4.4722 x 10° t " 2gm-sec? /em?. (11.83)

This shows that the radiation density in the universe decreases with
time as we would expect.

Our universe is presently matter dominated and in a matter
dominated universe the matter density has the form

1
Pmatter ™~ ﬁ (1184)

Consequently, the Einstein equation (11.64) for a matter dominated
open universe (k = —1)

1 (dR\®> 1 8Gy 8TGy 1
R (dt) R~ 3 T3 R (11.85)
can be approximated, for large values of R, by
1o(drN 1
RZ \ dt R2 7
or, R(t)~t. (11.86)

Thus, in this case, we have

Pmatter (t) ~ t—37

or, Pmatter (t)t3 = constant. (11.87)
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The constant in (11.87) can be determined as follows. Taking the
present estimate of the matter density in the universe as well as the
present age of the universe (see (11.46))

Prmatter (tp) =~ 2.4 x 10731 gm/cm®,

t, = 13.73 x 107 yrs =~ 4.35 x 10'7 sec, (11.88)

we obtain

pmatter(tp)t‘g ~ 2.4 x (4.35)% x 10?0 ~ 1.9755 x 10*?gm-sec> /cm?,
(11.89)

which determines the matter density at any earlier time ¢ to be given
by

Pmatter (1) = 1.9755 x 102t~ gm-sec® /cm?. (11.90)

Gamow’s idea was to extrapolate the two asymptotic behaviors
in (11.83) and (11.90) in the following way. (This is clearly very
simple minded, nonetheless the result is quite impressive.) Namely,
we know that in the very early times the universe was radiation
dominated. As time increased the relative density of radiation and
matter decreased and presently we are in a matter dominated uni-
verse. Therefore, at some instant of time, say t,, during the evolution
the radiation density must have equalled the matter density. That
would determine

Prad(ts) = 4.4722 x 10°t;2 = 1.9755 x 10?2t = pratter (),
(11.91)

which determines

_1.9755 x 10%2

= m sec ~ 4.417 x 1016 sec. (1192)

*

Using this in (11.81) we obtain the temperature of the universe at
that instant to be
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1
3c3 4 1 A 3 4 1
T(t) = (o | 2= (2 =

1
(27 x 10% x 4.4722 x 10°\ 4 y 1
B 4 % 5.67 x 107> V4417 x 108
~ 72.27K. (11.93)

Recalling that in the matter dominated epoch (see (11.86)),

R(t) ~t, (11.94)

and using (11.80) we obtain

T(tp) _ t«

T(t) tp

T(t) = T(t.) 2 ~ 72.07K x LALTX 0% 73k (11.95)
Oh S E A = 435 x 1007 N U

This very crude calculation shows that the temperature of the back-
ground blackbody radiation in the universe at present must be about
7 K which is very close to the observed value of about 3 K. As we
have emphasized earlier, a careful determination of the background
radiation temperature involves a careful analysis of the primordial
nucleosynthesis in the universe and leads to a value of about 3 K
consistent with the observed value. This marks a significant confir-
mation of the big bang theory.
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