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Chapter 1

Introduction to Human Factors
Methods

Human Factors Integration is concerned with providing a balanced development of both the technical and human
aspects of equipment procurement. It provides a process that ensures the application of scientific knowledge
about human characteristics through the specification, design and evaluation of systems. (MoD, 2000, p.6)"

The purpose of this book is to present a range of Human Factors (HF) methods that can be used in system
design and evaluation. It is important to note immediately that our focus is on the design and evaluation of
systems, as opposed to specific products, and this sets the tone for the entire book. HF has a broad remit,
covering all manner of analysis from human interaction with devices, to the design of tools and machines,
to team working, and to various other general aspects of work and organisational design. Of particular
interest to the work reflected in this book is the issue of Human Factors Integration (HFI). According
to MoD (2000) HFI is concerned with °... providing a balanced development of both the technical and
human aspects of equipment procurement. It provides a process that ensures the application of scientific
knowledge about human characteristics through the specification, design and evaluation of systems’
[MoD, 2000, p.6]. Within the UK Ministry of Defence, the HFI process covers six domains: Manpower,
Personnel, Training, Human Factors Engineering, System Safety, and Health Hazards. The HFI process is
intended to be seen as an activity that supports attention towards all six domains during the entire system
design lifecycle. For the purposes of this book, our attention focuses on the HF methods that can be used
to support these domains. In particular, while the primary focus will be on Human Factors Engineering,
we cover methods that are essential to System Safety and to Manpower, and that can support Training and
Personnel. Issues relating to Health Hazards relate to risk analysis, but also require additional knowledge
and techniques outside the scope of this book. The Human-Centred Design of Systems is also covered by
the International Standard ISO13407. This emphasises the need to focus on the potential users of systems at
all stages in the design and development process in order to ensure that requirements have been adequately
defined and that functions are allocated between user and technology appropriately.

Much has been made about the timeliness of HF input into projects, but the appropriateness
of the analysis depends on a number of factors, including which stage of design the project is at, how
much time and resources are available, the skills of the analyst, access to the end-user population,
and what kind of data are required (Stanton and Young, 1999). Stanton and Young (1999) showed
that many of the methods they reviewed were flexible with regard to the design stage they could be
applied to. Indeed many of the methods could be applied to very early stages of design, such as to
concept models and mock-ups. Many methods may be used in a predictive as well as an evaluative
manner. This flexibility of application to the various design stages bodes well for HF methods. Other
factors that the analyst needs to be aware of when choosing methods are: the accuracy of the methods
(particularly where a predictive element is involved), the criteria to be evaluated (such as time,
errors, communications, movement, usability, and so on), the acceptability and appropriateness of

1 MoD (2000) Human Factors Integration: An Introductory Guide. London: HMSO
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the methods (to the people being analysed, the domain context, resources available, and so on), and
the cost-benefit of the method(s) and the product(s). Methods form a major part of the HF discipline.
For example, the International Encyclopaedia of Human Factors and Ergonomics (Karwowski,
2001) has an entire section devoted to methods and techniques. Many of the other sections of the
encyclopaedia also make reference to, if not provide actual examples of, HF methods. In short, the
importance of HF methods cannot be overstated. These methods offer the ergonomist a structured
approach to the analysis and evaluation of design problems. The ergonomist’s approach may be
described using the scientist-practitioner model (Stanton, 2005). As a scientist, the ergonomist is:

» extending the work of others;

* testing theories of human-machine performance;

* developing hypotheses;

*  questioning everything;

» using rigorous data collection and analysis techniques;
*  ensuring repeatability of results;

» disseminating the findings of studies.

As a practitioner, the ergonomist is:

* addressing real-world problems;

+ seeking the best compromise under difficult circumstances;
* looking to offer the most cost-effective solution;

* developing demonstrators and prototype solutions;

* analysing and evaluating the effects of change;

* developing benchmarks for best practice;

* communicating findings to interested parties.

According to Stanton (2005) ergonomists will work somewhere between the poles of scientist
and practitioner, varying the emphasis of their approach depending upon the problems that they face.
Human Factors and Ergonomics methods are useful in the scientist-practitioner model, because of the
structure, and potential for repeatability that they offer. There is an implicit guarantee in the use of
methods that, provided they are used properly, they will produce certain types of useful products. It
has been suggested that Human Factors and Ergonomics methods are a route to making the discipline
accessible to all (Diaper, 1989; Wilson, 1995). Despite the rigor offered by methods however, there
is still plenty of scope for the role of experience. Stanton and Annett (2000) summarised the most
frequently asked questions raised by users of ergonomics methods as follows:

*  How deep should the analysis be?

*  Which methods of data collection should be used?

*  How should the analysis be presented?

*  Where is the use of the method appropriate?

*  How much time/effort does each method require?

*  How much, and what type, of expertise is needed to use the method(s)?
*  What tools are there to support the use of the method(s)?

*  How reliable and valid is/are the method(s)?

This book will help answer some of those questions.



Introduction to Human Factors Methods 3

Annett (2002) questions the relative merits for construct and criterion-referenced
validity in the development of ergonomics theory. He distinguishes between construct validity
(how acceptable the underlying theory is), predictive validity (the usefulness and efficiency of
the approach in predicting the behaviour of an existing or future system), and reliability (the
repeatability of the results). Investigating the matter further, Annett identifies a dichotomy of
ergonomics methods: analytical methods and evaluative methods. Annett argues that analytical
methods (i.e., those methods that help the analyst gain an understanding of the mechanisms
underlying the interaction between human and machines) require construct validity, whereas
evaluative methods (i.e., those methods that estimate parameters of selected interactions between
human and machines) require predictive validity. This distinction is made in Table 1.1.

Table 1.1 Annett’s Dichotomy of Ergonomics Methods (adapted from Annett, 2002)

Analytic Evaluative
Primary purpose Understand a system. Measure a parameter.
Examples Task analysis, training needs analysis, etc. ?/Igasures of workload, usability, comfort,
atigue, etc.
Construct validity Based on an acceptable model of the system Is consistent with theory and other measures of
and how it performs. parameter.
Predictive validity Zg;:ﬂ:s answers to questions, €.g., Stucture | pe jiets performance.
Reliability gitg;ollectlon conforms to an underlying Results from independent samples agree.

This presents an interesting question for ergonomics; are the methods really mutually exclusive?
Some methods appear to have dual roles (i.e., both analytical and evaluative, such as Task Analysis
for Error Identification), which implies that they must satisfy both criteria. However, it is plausible,
as Baber (2005) argues in terms of evaluation, that the approach taken will influence which of the
purposes one might wish to emphasise. The implication is that the way in which one approaches
a problem, e.g., along the scientist-practitioner continuum, could well have a bearing on how one
employs a method. At first glance (particularly from a ‘scientist’ perspective) such a ‘pragmatic’
approach appears highly dubious: if we are selecting methods piecemeal in order to satisfy contextual
requirements, how can we be certain that we are producing useful, valid, reliable etc. output? While
it may be possible for a method to satisfy three types of validity: construct (i.e., theoretical validity),
content (i.e., face validity), and predictive (i.e., criterion-referenced empirical validity), it is not
always clear whether this arises from the method itself or from the manner in which it is applied.
This means that care needs to be taken before embarking on any application of methods to make sure
that one is attempting to use the method in the spirit for which it was originally designed.

Prior to embarking on any kind of intervention (be it an analysis, design or evaluation of a system),
an Ergonomist needs to have a strategy for deciding what methods to use in, and how to adapt to, the
domain context (Annett, 2005). Determining an appropriate set of methods (because individual methods
are rarely used alone) requires some planning and preparation. Stanton and Young (1999) proposed a
process model to guide the selection of methods, as shown in Figure 1.1. As Annett (2005) points out, care
and skill is required in developing the approach for analysing the problem, formulating the intervention,
implementing the intervention, and determining the success of the intervention. Complex systems may
require the Ergonomist to have a flexible strategy when approaching the problem. This can mean changing
the nature of the analysis and developing a new approach as required. Thus, pilot studies are often helpful
in scoping out the problem before a detailed study is undertaken. This may mean that there can be several
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iterations through the criteria development and methods selection process. Of course, from a practitioner
perspective, the time taken to carry out pilot studies might simply be unavailable. However, we would
argue that there is no harm in running through one’s selection of methods as a form of ‘thought-experiment’
in order to ascertain what type of output each method is likely to produce, and deciding whether or not
to include a method in the battery that will be applied. While it is important not to rely too heavily on
a single approach, nor is there any guarantee that simply throwing a lot of methods at a problem will
guarantee useful results

Develop criteriafor | — g Asst;ss dp ool 0.f ¢ [+
ergonomic analysis m? (3 S agains
criteria
Validate
selection
process
- Validate Select and |
V{illd?te assessment  ——=] apply methods: |
criteria process Analyse output
development
Assessment of the Decide upon
effectiveness of the [  ergonomics
intervention intervention

Figure 1.1  Validating the Methods Selection and Ergonomics Intervention Process
(adapted from Stanton and Young, 1999)

As shown in Figure 1.1, method selection is a closed loop process with three feedback loops. The
first feedback loop validates the selection of the methods against the selection criteria. The second
feedback loop validates the methods against the adequacy of the ergonomic intervention. The
third feedback loop validates the initial criteria against the adequacy of the intervention. There
could be errors in the development of the initial criteria, the selection of the methods, and the
appropriateness of the intervention. Each should be checked. The main stages in the process
are identified as: determine criteria (where the criteria for assessment are identified), compare
methods against criteria (where the pool of methods are compared for their suitability), application
of methods (where the methods are applied)), implementation of ergonomics intervention (where
an ergonomics programme is chosen and applied) and evaluation of the effectiveness of the
intervention (where the assessment of change brought about by the intervention is assessed).
Forthis book, a collection of contemporary HF methods were reviewed. The review was conducted
over three stages. First, an initial review of existing HF methods and techniques was conducted. Second, a
screening process was employed in order to remove any duplicated methods or any methods which require
more than paper and pencil to conduct. The reason for this latter criterion was not to disparage any of the
various computer-based tools on the market, but to focus on those techniques that the practitioner could use



Introduction to Human Factors Methods 5

without recourse to specialised equipment. Thirdly, the methods selected for review were analysed using a
set of pre-determined criteria. Each stage of the HF methods review is described in more detail below.

Stage 1 — Initial Literature Review of Existing HF Methods

A literature review was conducted in order to create a comprehensive database of existing HF
methodologies. The purpose of this literature review was to provide the authors with a comprehensive
systematic database of available HF methods and their associated author(s) and source(s). It is
intended that the database will be used by HF practitioners who require an appropriate technique
for a specific analysis. The database allows the HF practitioner to select the appropriate technique
through the subject classification of HF methods (e.g. mental workload assessment techniques,
situation awareness measurement techniques, etc.). For example, if an analysis of situation
awareness is required, the database can be used to select a number of appropriate methods. The
review presented in this book is then used to select the most appropriate method on offer, and also
to offer step by step guidance on how to use it.

The literature review was based upon a survey of standard ergonomics textbooks, relevant
scientific journals and existing HF method reviews. At this initial stage, none of the HF methods
were subjected to any further analysis and were simply recorded by name, author(s) or source(s), and
class of method (e.g. Mental Workload Assessment, Human Error Identification, Data Collection,
Task Analysis etc.). In order to make the list as comprehensive as possible, any method discovered in
the literature was recorded and added to the database. The result of this initial literature review was
a database of over 200 HF methods and techniques, including the following categories of technique:

Data collection techniques.

Task analysis techniques.

Cognitive task analysis techniques.

Charting techniques.

Human error identification (HEI) techniques.
Mental workload assessment techniques.
Situation awareness measurement techniques.
Interface analysis techniques.

. Design techniques.

10. Performance time prediction/assessment techniques.
11. Team performance analysis techniques.

VN LA W

The HF methods database is presented in Appendix 1 of this book. A description of each technique
category is presented in Table 1.3.

Stage 2 — Initial Methods Screening

Before the HF techniques were subjected to further analysis, a screening process was employed
in order to remove any techniques that were not suitable for review with respect to their use in the
design and evaluation of systems. Techniques were deemed unsuitable for review if they fell into the
following categories:
+ Unavailable — The technique should be freely available in the public domain. The techniques
covered in this review included only those that were freely available.
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+ Inapplicable — The applicability of each technique to complex systems was evaluated. Those
techniques deemed unsuitable for the use in the design of systems were rejected. In addition,
anthropometric, physiological and biomechanical techniques were not reviewed. The reader is
referred to Stanton, Hedge, Brookhuis, Salas and Hendrick (2005) for an account of these.

* Duplication — HF techniques are often reiterated and presented in a new format. Any techniques
that were very similar to other techniques already chosen for review were rejected.

 Limited use—Often HF techniques are developed and not used by anyone other than the developer.
Any techniques that had not been applied in an analysis of some sort were rejected.

As aresult of the method screening procedure, a list of 91 HF methods suitable for use in the design
and evaluation process was created. This HF design and evaluation methods list was circulated
internally within the HFI-DTC research consortium to ensure the suitability and comprehensiveness
ofthe methods chosen for review. The HF methods list was also subject to independent peer scrutiny.
The methods review is divided into eleven sections, each section representing a specific category
of method or technique. The sequence of the sections and a brief description of their contents are
presented in Table 1.3. The eleven sections are intended to represent the different categories of
human factors methods and techniques that will be utilised during the design process.

Stage 3 — Methods Review

The 91 HF design and evaluation methods were then analysed using the set of pre-determined criteria
outlined in Table 1.2. The criteria were designed not only to establish which of the techniques were
the most suitable for use in the design and evaluation of systems, but also to aid the HF practitioner
in the selection and use of the appropriate method(s). The output of the analysis is designed to act
as a HF methods manual, aiding practitioners in the use of the HF design methods reviewed. The
methods reviewed are presented in Table 1.4 to Table 1.14.

Table 1.2  Descriptions of Method Review Criteria

Criteria Description of criteria

Name and acronym The name of the technique or method and its associated acronym.

Author(s), affiliations(s) The names, affiliations and addresses of the authors are provided to assist with citation
and address(es) and requesting any further help in using the technique.

Background and This section introduces the method, its origins and development, the domain of
applications application of the method and also application areas that it has been used in.

Domain of application Describes the domain that the technique was originally developed for and applied in.

This section describes the procedure for applying the method as well as general points of

Procedure and advice .
expert advice.

Flowchart A flowchart is provided, depicting the methods procedure.
Advantages Lists the advantages associated with using the method in the design of systems.
Disadvantages Lists the disadvantages associated with using the method in the design of systems.

An example, or examples, of the application of the method are provided to show the

Example methods output.

Related methods Any closely related methods are listed, including contributory and similar methods.
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Table 1.2 (continued)

Criteria

Description of criteria

application times

Approximate training and

Estimates of the training and application times are provided to give the reader an idea of
the commitment required when using the technique.

Reliability and validity

Any evidence on the reliability or validity of the method cited.

Tools needed

Describes any additional tools required when using the method.

A bibliography lists recommended further reading on the method and the surrounding topic

Bibliography area
Table 1.3 HF Technique Categories
Method category Description

Data collection

Data collection techniques are used to collect specific data regarding a system or scenario.
According to Stanton (2003) the starting point for designing future systems is a description of

analysis techniques

techniques
a current or analogous system.
. Task analysis techniques are used to represent human performance in a particular task or scenario
Task Analysis . f . R -
techniques pnd.er_ analysis. Task 'fmalysm techniques }')reak down tasks.or scenarios into the regunred )
individual task steps, in terms of the required human-machine and human-human interactions.
Cognitive Task Cognitive task analysis (CTA) techniques are used to describe and represent the unobservable

cognitive aspects of task performance. CTA is used to describe the mental processes used by
system operators in completing a task or set of tasks.

Charting techniques are used to depict graphically a task or process using standardised
symbols. The output of charting techniques can be used to understand the different task steps

Charting techniques involved with a particular scenario, and also to highlight when each task step should occur and
which technological aspect of the system interface is required.
HEI/HRA HEI techniques are used to predict any potential human/operator error that may occur during a man-
techniques machine interaction. HRA techniques are used to quantify the probability of error occurrence.
Situati Situation Awareness (SA) refers to an operator’s knowledge and understanding of the situation
ituation - . . . .
that he or she is placed in. According to Endsley (1995a), SA involves a perception of
Awareness . . ; L : H .
appropriate goals, comprehending their meaning in relation to the task and projecting their
assessment . . .
. future status. SA assessment techniques are used to determine a measurer of operator SA in
techniques .
complex, dynamic systems.
Mental Workload Mental workload (MWL) represents the proportion of operator resources demanded by a
assessment task or set of tasks. A number of MWL assessment techniques exist, which allow the HF
techniques practitioner to evaluate the MWL associated with a task or set of tasks.

Team Performance

Team performance analysis techniques are used to describe, analyse and represent team
performance in a particular task or scenario. Various facets of team performance can be

time prediction
techniques

Analysis techniques evaluated, including communication, decision-making, awareness, workload and co-ordination.
Interface Analysis Interface analysis techniques are used to assess the interface of a product or systems in terms
techniques of usability, error, user-satisfaction and layout.
. . Design techniques represent techniques that are typically used during the early design lifecycle
Design techniques b . . - . . :
y design teams, including techniques such as focus groups and scenario-based design.
Performance

Performance time prediction techniques are used to predict the execution times associated with
a task or scenario under analysis.
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Data Collection Techniques

Data collection techniques are used to gather specific data regarding the task or scenario under

analysis. A total of three data collection techniques are reviewed as shown in Table 1.4.

Table 1.4  Data Collection Techniques
Technique Author/Source
Interviews Various
Questionnaires Various
Observation Various

Task Analysis Techniques

Task analysis techniques are used to describe and represent the task or scenario under analysis. A

total of seven task analysis techniques are reviewed as shown in Table 1.5.

Table 1.5  Task Analysis Techniques
Technique Author/Source
HTA — Hierarchical Task Analysis Annett et al (1971)

CPA - Critical Path Analysis

Newell and John (1987); Baber and Mellor (2001)

GOMS — Goals, Operators and Selection Methods

Card, Moran and Newell (1983)

VPA — Verbal Protocol Analysis

Walker (In Press)

Task Decomposition

Kirwan and Ainsworth (1992)

The Sub Goal Template (SGT) Approach

Schraagen, Chipman and Shalin (2003)

Tabular Task Analysis

Kirwan (1994)

Cognitive Task Analysis Techniques

Cognitive task analysis techniques are used to describe and represent the unobservable cognitive
processes employed during the performance of the task or scenario under analysis. A total of four
cognitive task analysis techniques are reviewed as shown in Table 1.6.

Table 1.6  Cognitive Task Analysis Techniques

Author/Source
ACTA — Applied Cognitive Task analysis Militello and Hutton (2000)
Cognitive Walkthrough Anon

CDM - Ciritical Decision Method Klein (2000)

Critical Incident Technique Flanagan (1954)

Technique
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Charting Techniques

Charting techniques are used to graphically describe and represent the task or scenario under
analysis. A total of six charting techniques are reviewed as shown in Table 1.7.

Table 1.7  Charting Techniques

Technique Author/Source

Process Charts Kirwan and Ainsworth (1992)
Operational Sequence Diagrams Various

DAD - Decision Action Diagram Kirwan and Ainsworth (1992)
Event Tree analysis Kirwan and Ainsworth (1992)
Fault Tree analysis Kirwan and Ainsworth (1992)
Murphy Diagrams Kirwan (1994)

Human Error Identification (HEI) Techniques

HEI techniques are used to predict or analyse potential errors resulting from an interaction with the
system or device under analysis. A total of eleven HEI techniques are reviewed as shown in Table 1.8.

Table 1.8 HEI/HRA Techniques

Technique Author

CREAM - Cognitive Reliability Error Analysis Method Hollnagel (1998)
HEART — Human Error Assessment and Reduction Technique Williams (1986)

HEIST — Human Error Identification In Systems Tool Kirwan (1994)

HET — Human Error Template Marshall et al (2003)
Human Error HAZOP Whalley (1988)

SHERPA - Systematic Human Error Reduction and Prediction Embrey (1986)
Approach

SPEAR - System for Predictive Error Analysis and Reduction CCPS (1994)

TAFEI - Task Analysis For Error Identification Baber and Stanton (1996)
THEA — Technique for Human Error Assessment Pocock et al (2001)

The HERA Framework Kirwan (1998a, 1998b)
Comites Erors i Air Traffc Contol (ATO) 21| Shorroekand Kirwan (2000)

Situation Awareness Measurement Techniques

Situation awareness measurement techniques are used to assess the level of SA that an operator
possesses during a particular task or scenario. A total of thirteen situation awareness techniques
are reviewed as shown in Table 1.9.
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Table 1.9 Situation Awareness Measurement Techniques

Method Author/Source

SA Requirements Analysis Endsley (1993)

SAGAT - Situation Awareness Global Assessment Technique Endsley (1995b)

SART - Situation Awareness Rating Technique Taylor (1990)

SA-SWORD - Subjective Workload Dominance Metric Vidulich (1989)

SALSA Hauss and Eyferth (2003)
SACRI - Situation Awareness Control Room Inventory Hogg et al (1995)

SARS - Situation Awareness Rating Scales Waag and Houck (1994)
SPAM - Situation-Present Assessment Method Durso et al (1998)
SASHA_L and SASHA_Q Jeanott, Kelly and Thompson 2003
SABARS - Situation Awareness Behavioural Rating Scales Endsley (2000)

MARS Matthews and Beal (2002)
CARS McGuinness and Foy (2000)
C-SAS Dennehy (1997)

MARS = Mission Awareness Rating Scale; C-SAS = Cranfield Situational Awareness Rating Scale; CARS = Crew Awareness Rating Scale;
SARS = Situational Awareness Rating Scale.

Mental Workload Assessment Techniques
Mental workload assessment techniques are used to assess the level of demand imposed on an

operator by a task or scenario. A total of 15 mental workload assessment techniques are reviewed
as shown in Table 1.10.

Table 1.10 Mental Workload Assessment Techniques

Method Author/Source

Primary Task Performance Measures Various

Secondary Task Performance Measures Various

Physiological Measures Various

Bedford Scale Roscoe and Ellis (1990)

DRAWS - Defence Research Agency Workload Scale Farmer et al (1995)
Jordan et al (1995)

ISA — Instantaneous Self Assessment Workload Jordan (1992)

MACE - Malvern Capacity Estimate Goillau and Kelly (1996)

MCH -~ Modified Cooper Harper Scale Cooper and Harper (1969)

NASA TLX — NASA Task Load Index Hart and Staveland (1988)

SWAT - Subjective Workload Assessment Technique Reid and Nygeren (1988)

SWORD - Subjective WORkload Dominance Assessment Technique Vidulich (1989)

Workload Profile Technique Tsang and Valesquez (1996)

CTLA — Cognitive Task Load Analysis Neerincx (2003)

Pro-SWAT Reid and Nygren (1988)

Pro-SWORD Vidulich (1989)

Team Performance Analysis Techniques

Team performance analysis techniques are used to assess team performance in terms of teamwork
and taskwork, behaviours exhibited, communication, workload, awareness, decisions made and
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team member roles. A total of 13 team performance analysis techniques are reviewed as shown in

11

Table 1.11.

Table 1.11 Team Techniques
Method Author
BOS — Behavioural Observation Scales Baker (2005)
Comms Usage Diagram Watts and Monk (2000)
Co-ordination Demands Analysis Burke (2005)
Team Decision Requirement Exercise Klinger and Bianka (2005)
Groupware Task Analysis Wellie and Van Der Veer (2003)
HTA (T) Annett (2005)
Questionnaires for Distributed Assessment of Team Mutual Awareness MacMillan et al (2005)
Social Network Analysis Driskell and Mullen (2005)

Team Cognitive Task Analysis

Klien (2000)

Team Communications Analysis Jentsch and Bowers (2005)
Team Task Analysis Burke (2005)

Team Workload Assessment Bowers and Jentsch (2004)
TTRAM - Task and Training Requirements Methodology Swezey et al (2000)

Interface Analysis Techniques

Interface analysis techniques are used to assess a particular interface in terms of usability, user
satisfaction, error and interaction time. A total of eleven interface analysis techniques are reviewed

as shown in Table 1.12.

Table 1.12  Interface Analysis Techniques
Method Author/Source
Checklists Stanton and Young (1999)
Heuristics Stanton and Young (1999)
Interface Surveys Kirwan and Ainsworth (1992)
Layout Analysis Stanton and Young (1999)
Link Analysis Drury (1990)
QUIS — Questionnaire for User Interface Satisfaction Chin, Diehl and Norman (1988)
Repertory Grids Kelly (1955)
SUMI - Software Usability Measurement Inventory Kirakowski
SUS - System Usability Scale Stanton and Young (1999)
User Trials Salvendy (1997)
Walkthrough Analysis Various

System Design Techniques

System design techniques are used to inform the design process of a system or device. A total of

five system design techniques are reviewed in this document as shown in Table 1.13.
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Table 1.13  Design Techniques

Human Factors Methods

Method Author

Allocation of Functions Analysis Marsden and Kirby (in press)
Focus Groups Various

Groupware Task Analysis Van Welie and Van Der Veer (2003)
Mission Analysis Wilkinson (1992)

TCSD - Task Centred System Design g{:;%?;igzl?g;)is (1993)

Performance Time Assessment Techniques
Performance time assessment techniques are used to predict or assess the task performance

times associated with a particular task or scenario. A total of three performance time assessment
techniques are reviewed as shown in Table 1.14.

Table 1.14 Performance Time Assessment Techniques

Method Author

KLM - Keystroke Level Model Card, Moran and Newell (1983)
Timeline Analysis Kirwan and Ainsworth (1992)
CPA — Critical Path Analysis Baber (2005)

The methods review was conducted in order to specify the HF techniques that are the most suitable
for use in the design and evaluation of systems. The output of the methods review also acts as
a methods manual. It is intended that analysts will consult this book for advice and guidance
on which methods have potential application to their problem, and also how to use the chosen
techniques. This book is also useful for enabling analyst(s) to determine which method outputs are
required to act as inputs for other chosen method(s) in cases where forms of ‘methods integration’
are being attempted. For example, a SHERPA analysis can only be conducted upon an initial HTA
of the task under analysis, so the two go together, and this interrelation (and many others) are
expressed in an HF methods matrix (Table 1.15).
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The Event Analysis of Systemic Teamwork (EAST) methodology is a framework for analysing
command and control (C2) activity that arises from the methods matrix. EAST is a unique and
powerful integration of a number of individual HF methods. The method has been applied successfully
to a range of C2 scenarios across a number of different domains as presented in Table 1.16.

Table 1.16 Domains Examined Using the EAST Methodology

Domain Scenario
Holding
. Over flight
Air Traffic Control Departure
National Air Traffic Services P
Approach
Shift handover
Barking switching operations
Energy Distribution Feckenham switching operations
National Grid Transco Tottenham return to service operations

Alarm handling operations

Chemical incident at remote farmhouse

Fire Service Road traffic accident involving chemical tanker
Incident Command in a factory fire

Military Aviation i
A3D General operation
N Air threat

avy
HMS Dryad Surface threat

Sub-surface threat

Car break-in caught on CCTV
Police Suspected car break-in

Assault and mobile phone robbery
Detachment scenario

Rail Emergency Possession scenario
(Signalling) Handback Possession scenario
Possession scenario

In order to analyse the performance of the EAST methodology and its component methods, a
review of the technique was conducted based upon the applications described above. The review
of EAST was based upon the same criteria that were used in the HF methods review, and the results
of the evaluation are summarised in Table 1.17.
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Human Factors Methods

An example of the application of the EAST methodology is contained in the concluding

chapter of this book where it is presented as an exhaustive technique. A number of different analyses
are conducted and various perspectives on the problem domains under analysis are offered. In its
present form, the EAST methodology offers the following analyses of complex socio-technical
systems:

A step-by-step (goals, sub-goals, operations and plans) description of the activity in
question.

A definition of roles within the scenario.

An analysis of the agent network structure involved (e.g. network type and density).

A rating of co-ordination between agents for each team-based task step and an overall co-
ordination rating.

An analysis of the current technology used during communications between agents and also
recommendations for novel communications technology.

A description of the task in terms of the flow of information, communications between
agents, the activity conducted by each agent involved and a timeline of activity.

A definition of the key agents involved in the scenario and other structural properties of the
social networks.

A cognitive task analysis of operator decision making during the scenario.

A definition of the knowledge objects (information, artefacts etc.) required and the knowledge
objects used during the scenario.

A definition of shared knowledge or shared situation awareness during the scenario.

The integration of HF techniques offers numerous possibilities and advantages. In the course
of reviewing this body of HF methods it has become apparent that there is limited literature or
assistance available for the practitioner wishing to embark on this route, and we hope that the EAST
method, and the methods matrix above may help users to add more value to their endeavours, and
to better serve the aims of HFI.



Chapter 2

Data Collection Methods

The starting point of any HF analysis will be scoping and definition of expected outcomes, e.g., this
might mean defining hypotheses or might mean determining which questions the analysis is intended
to answer. Following this stage, effort normally involves collecting specific data regarding the system,
activity and personnel that the analysis effort is focused upon. In the design of novel systems, information
regarding activity in similar, existing systems is required. This allows the design team to evaluate
existing or similar systems in order to determine existing design flaws and problems and also to highlight
efficient aspects that may be carried forward into the new design. The question of what constitutes a
‘similar’ system is worth considering at this juncture. If we concentrate solely in the current generation
of systems (with a view to planning the next generation) then it is likely that any design proposals
would simply be modifications to current technology or practice. While this might be appropriate in
many instances, it does not easily support original design (which might require a break with current
systems). An alternative approach is to find systems that reflect some core aspect of current work, and
then attempt to analyse the activity within these systems. Thus, in designing novel technology to support
newspaper editing, production and layout planning, Bedker (1988) focused on manual versions of the
activities, rather than on the contemporary word processing or desktop publishing systems. An obvious
reason for doing this is that the technology (particularly at the time of her study) would heavily constrain
the activity that people could perform, and these constraints might be appropriate for the limitations of
the technology but not supportive of the goals and activity of the people working within the system. In
a similar manner, Stanton and Baber (2002), in a study redesigning a medical imaging system, decided
to focus their analysis on cytogeneticists using conventional microscopes rather than analysts using the
sophisticated imaging equipment. Thus, it can be highly beneficial to look at activity away from the
technology for several reasons: (i.) avoiding the problems of technology constraining possible activity;
(ii.) allowing appreciation of the fundamental issues relating to the goals of people working with the
system (as opposed to understanding the manner in which particular technology needs to be used);
(iii.) allowing (often) rapid appreciation of basic needs without the need to fully understand complex
technology.

The evaluation of existing, operational systems (e.g. usability, error analysis, task analysis)
also requires that specific data regarding task performance in the system under analysis is collected,
represented and analysed accordingly. Data collection methods therefore represent the cornerstone of
any HF analysis effort. Such methods are used by the HF practitioner to collect specific information
regarding the system, activity or artefact under analysis, including the nature of the activity conducted
within the system, the individuals performing the activity, the component task steps and their sequence,
the technological artefacts used by the system and its personnel in performing the tasks (controls, displays,
communication technology etc.), the system environment and also the organisational environment. In
terms of Human Factors Integration, therefore, the methods can readily contribute to understanding of
Personnel, Training, Human Factors Engineering and System Safety.

The importance of an accurate representation of the system or activity under analysis
cannot be underestimated and is a necessary pre-requisite for any further analysis efforts. As
we noted above, the starting point for designing future systems is a description of the current
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or analogous system, and any inaccuracies within the description could potentially hinder the
design effort. Data collection methods are used to collect the relevant information that is used to
provide this description of the system or activity under analysis. There are a number of different
data collection methods available to the HF practitioner, including observation, interviews,
questionnaires, analysis of artefacts, usability metrics and the analysis of performance. Often, data
collected through the use of these methods can be used as the starting point or input for another HF
method, such as human error identification (HEI), task analysis and charting techniques.

The main advantage associated with the application of data collection methods is the
high volume and utility of the data that is collected. The analyst(s) using the methods also have
a high degree of control over the data collection process and are able to direct the data collection
procedure as they see fit. Despite the usefulness of data collection methods, there are a number
of potential problems associated with their use. For example, one problem associated with the use
of data collection methods such as interviews, observational study and questionnaires is the high
level of resource usage incurred, particularly during the design of data collection procedures. For
example, the design of interviews and questionnaires is a lengthy process, involving numerous
pilot runs and reiterations. In addition to this, large amounts of data are typically collected, and
lengthy data analysis procedures are common. For example, analysing the data obtained during
observational study efforts is particularly laborious and time consuming, even with the provision
of supporting computer software such as Observer™, and can last weeks rather than hours or days.
In addition to the high resource usage incurred, data collection methods also require access to the
system and personnel under analysis, which is often very difficult and time consuming to obtain.
If the data need to be collected during operational scenarios, getting the required personnel to take
part in interviews is also difficult, and questionnaires often have very low return rates i.e. typically
10% for a postal questionnaire. Similarly, institutions do not readily agree to personnel being
observed whilst at work, and often access is rejected on this basis. A brief description of each of
the data collection methods is given below, along with a summary in Table 2.1.

Interviews

Interviews offer a flexible approach to data collection and have consequently been applied for a
plethora of different purposes. Interviews can be used to collect a wide variety of data, ranging
from user perceptions and reactions, to usability and error related data. There are three types of
interview available to the HF practitioner. These are structured interviews, semi-structured and
unstructured or open interviews. Typically, participants are interviewed on a one-to-one basis and
the interviewer uses pre-determined probe questions to elicit the required information. A number
of interview-based methods have been developed, including the critical decision method (CDM;
Klein and Armstrong, 2004) and the applied cognitive task analysis technique (ACTA; Militello
and Hutton, 2000). Both are semi-structured interview based cognitive task analysis approaches
that are used to elicit information regarding operator decision making in complex, dynamic
environments.

Questionnaires

Questionnaires offer a very flexible means of quickly collecting large amounts of data from
large participant populations. Questionnaires have been used in many forms to collect data
regarding numerous issues within HF design and evaluation. Questionnaires can be used to
collect information regarding almost anything at all, including usability, user satisfaction,
opinions and attitudes. More specifically, questionnaires can be used throughout the design



"ANAIRE 1)
Jo sisAjeue ayy 03 panng (g

"VLH se

yons spoyjowr JH snorswnu juowdinbs V1H §2
*seiq 03 399(qng (¢ 0 Indut 2y} se sjoy (g Burpiodax spoyjow
'SnoLIoqe| *STUSUIUOIIAUD olpne pue dH
osje s ejep 3uipo) (g x91dwod ur Juryeuwr uoisIoOAp O3pIA | snoLeA 0}
‘Burwnsuoo own A19A | SurpreSar uoneuiojur oyroads 1oded indur ue uono9[{0d
st ampasoid sisATeue eje(q ([ J191]9 03 pasn aq ue)) (| SAX pue usg Se sy ySiH MO JLIUdD) eleq uoneAIssqO
“Buriren) [ewura
“(shisAjeue 3y Jo Jjeyaq Suinnbar ‘asn 03 Aseq (¢
U0 10JJ3 Jo junowe 31| € ‘SNS pue
saxmbai pue Fununsuod awy st IINNS Se Yons “)sIxo Apeaife juowdinbs
juswdojaasp aneuuonsang) (¢ spoyjow axreuuonsanb JH Suip1ooax
'seiq Jo PAYSI[qEISa JO Joquinu Y (T orpne pue
$90IN0S SNoLIBA 03 193[qng (7 ‘1011 01 AN[Iqesn woy 093pIA SAs
*SNOLIOQE] pue FUINSuod SuryiAue ssasse 0) pasn 2q -1oded SINO uondI[[0d
awn si sisk[eue eje (] ued ey anbruyos) Jiqrxay (] SOX pue usg INNS Y3t Mo klacliETy) eleg | saareuuonson)
“Yse} e Jo sjusuoduwiod
aantu8od Suipedar ejep
'selq jo 01]3 01 pasn aq ue) (g
$301n0S SNOLIEA 03 103[qQng (¢ ‘sisk[eue juowdinba
'SS9sSB 91} 1931IP UBD JOMIIAINU] (T uip1odax POUISIN
01 J[noLyIp ST AN[Iqeroy (T "JOLI3 0} AJI[Iqesn woij opny uois1vaqg
'SnoLIoge| pue 3UTNSuod uryiAue ssasse 0) pasn aq “1aded [eanu) y3iy uonoa[[0d
s st sisAjeue eje (] | ues eys anbruyosy a[qrxayg (| SOX pue U3q | SMIIAISIU] YySiH -PON JLIDUIN eeq SMITAIU]
Sa1pnys papasu spoyjou um awn poyow
saBejuenpesiq saFejueApy uonepifep sjoo, parejoy ddy | Sumrerp urewoq Jo adKL PO

SPOYIIAl UOHIII0)) BIE(] JO Alewiwing [°Z dqeL




24 Human Factors Methods

process to evaluate design concepts and prototypes, to probe user perceptions and reactions and
to evaluate existing systems. Established questionnaires such as the system usability scale (SUS),
the questionnaire for user interface satisfaction (QUIS) and the software usability measurement
inventory (SUMI) are available for practitioners to apply to designs and existing systems.
Alternatively, specific questionnaires can be designed and administered during the design
process.

Observation

Observation (and observational studies) are used to gather data regarding activity conducted in
complex, dynamic systems. In its simplest form, observation involves observing an individual or
group of individuals performing work-related activity. A number of different types of observational
study exist, such as direct observation, covert observation and participant observation. Observation
is attractive due to the volume and utility of the data collected, and also the fact that the data is
collected in an operational context. Although at first glance simply observing an operator at work
seems to be a very simple approach to employ, it is evident that this is not the case, and that
careful planning and execution are required (Stanton 2003). Observational methods also require
the provision of technology, such as video and audio recording equipment. The output from an
observational analysis is used as the primary input for most HF methods, such as task analysis,
error analysis and charting techniques.

Interviews
Background and Applications

Interviews provide the HF practitioner with a flexible means of gathering large amounts of specific
information regarding a particular subject. Due to the flexible nature of interviews, they have been
used extensively to gather information on a plethora of topics, including system usability, user
perceptions, reactions and attitudes, job analysis, cognitive task analysis, error and many more. As
well as designing their own interviews, HF practitioners also have a number of specifically designed
interview methods at their disposal. For example, the Critical Decision Method (CDM; Klein and
Armstrong, 2004) is a cognitive task analysis technique that provides the practitioner with a set
of cognitive probes designed to elicit information regarding decision making during a particular
scenario (see the relevant section for CDM description). There are three generic interview ‘types’
typically employed by the HF practitioner. These are structured, semi-structured and unstructured.
A brief description of each interview type is given below:

1. Structured Interview. In a structured interview, the interviewer probes the participant using
a set of pre-defined questions designed to elicit specific information regarding the subject
under analysis. The content of the interview (questions and their order) is pre-determined
and no scope for further discussion is permitted. Due to their rigid nature, structured
interviews are the least popular type of interview. A structured interview is only used when
the type of data required is rigidly defined, and no additional data is required.

2. Semi-structured Interview. When using a semi-structured interview, a portion of the questions
and their order is pre-determined. However, semi-structured interviews are flexible in that
the interviewer can direct the focus of the interview and also use further questions that were
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not originally part of the planned interview structure. As a result, information surrounding
new or unexpected issues is often uncovered during semi-structured interviews. Due to this
flexibility, the semi-structured interview is the most commonly applied type of interview.

3. Unstructured Interview. When using an unstructured interview, there is no pre-defined
structure or questions and the interviewer goes into the interview ‘blind’ so to speak. This
allows the interviewer to explore, on an ad-hoc basis, different aspects of the subject under
analysis. Whilst their flexibility is attractive, unstructured interviews are infrequently used,
as their unstructured nature may result in crucial information being neglected or ignored.

Focus Group

While many interviews concentrate on one-to-one elicitation of information, group discussions
can provide an efficient means of canvassing consensus opinion from several people. Ideally, the
focus group would contain around five people with similar backgrounds and the discussion would
be managed at a fairly high-level, i.e. rather than asking specific questions, the analyst would
introduce topics and facilitate their discussion. A useful text for exploring focus groups is Langford
and McDonagh (2002).

Question Types

An interview involves the use of questions or probes designed to elicit information regarding the
subject under analysis. An interviewer typically employs three different types of question during
the interview process. These are closed questions, open-ended questions, and probing questions. A
brief description of each interview question type is presented below:

1. Closed questions. Closed questions are used to gather specific information and typically
permit yes or no answers. An example of a closed question would be, ‘Do you think that
system X is usable?’. The question is designed to gather a yes or no response, and the
interviewee does not elaborate on his chosen answer.

2. Open-ended questions. An open-ended question is used to elicit more than the simple yes/
no information that a closed question gathers. Open-ended questions allow the interviewee
to answer in whatever way they wish, and also elaborate on their answer. For example, an
open-ended question approach to the topic of system X’s usability would be something
like, “What do you think about the usability of system X?’. By allowing the interviewee to
elaborate upon answers given, open-ended questions typically gather more pertinent data
than closed questions. However, open-ended question data requires more time to analyse
than closed question data does, and so closed questions are more commonly used.

3. Probing question. A probing question is normally used after an open-ended or closed
question to gather more specific data regarding the interviewee’s previous answer. Typical
examples of a probing question would be, ‘Why did you think that system X was not
usable?’ or ‘How did it make you feel when you made that error with the system?’.

Stanton and Young (1999) recommend that interviewers should begin with a specific topic and
probe it further until the topic is exhausted; then moving onto a new topic. Stanton and Young
(1999) recommend that the interviewer should begin by focusing on a particular topic with an
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open-ended question, and then once the interviewee has answered, use a probing question to gather
further information. A closed question should then be used to gather specific information regarding
the topic. This cycle of open, probe and closed question should be maintained throughout the
interview. An excellent general text on interview design is Oppenheim (2000).

Domain of Application
Generic.
Procedure and Advice (Semi-Structured Interview)

There are no set rules to adhere to during the construction and conduction of an interview. The
following procedure is intended to act as a set of flexible guidelines for the HF practitioner.

Step 1: Define the interview objective

Firstly, before any interview design takes place, the analyst should clearly define the objective of
the interview. Without a clearly defined objective, the focus of the interview is unclear and the data
gathered during the interview may lack specific content. For example, when interviewing a civil airline
pilot for a study into design induced human error on the flight deck, the objective of the interview
would be to discover which errors the pilot had made or seen being made in the past, with which part
of the interface, and during which task. A clear definition of the interview objectives ensures that the
interview questions used are wholly relevant and that the data gathered is of optimum use.

Step 2: Question development

Once the objective of the interview is clear, the development of the questions to be used during the
interview can begin. The questions should be developed based upon the overall objective of the
interview. In the design induced pilot error case, examples of pertinent questions would be, ‘What
sort of design induced errors have you made in the past on the flight deck?’ This would then be
followed by a probing question such as, ‘Why do you think you make this error?” or ‘What task were
you performing when you made this error?” Once all of the relevant questions are developed, they
should be put into some sort of coherent order or sequence. The wording of each question should be
very clear and concise, and the use of acronyms or confusing terms should be avoided. An interview
transcript or data collection sheet should then be created, containing the interview questions and
spaces for demographic information (name, age, sex, occupation etc.) and interviewee responses.

Step 3: Piloting the interview

Once the questions have been developed and ordered, the analyst should then perform a pilot
or trial run of the interview procedure. This allows any potential problems or discrepancies to
be highlighted. Typical pilot interview studies involve submitting the interview to colleagues or
even by performing a trial interview with real participants. This process is very useful in shaping
the interview into its most efficient form and allows any potential problems in the data collection
procedure to be highlighted and eradicated. The analyst is also given an indication of the type of
data that the interview may gather, and can change the interview content if appropriate.

Step 4: Redesign interview based upon pilot run

Once the pilot run of the interview is complete, any changes highlighted should be made. This
might include the removal of redundant questions, the rewording of existing questions or the
addition of new questions.
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Step 5: Select appropriate participants

Once the interview has been thoroughly tested and is ready for use, the appropriate participants
should be selected. Normally, a representative sample from the population of interest is used. For
example, in an analysis of design induced human error on the flight deck, the participant sample
would comprise airline pilots with varying levels of experience.

Step 6: Conduct and record the interview

According to Stanton and Young (1999) the interviewee should use a cycle of open-ended, probe and
closed questions. The interviewee should persist with one particular topic until it is exhausted, and then
move onto a new topic. General guidelines for conducting an interview include that the interviewer is
confident and familiar with the topic in question, communicates clearly and establishes a good rapport
with the interviewee. The interview should avoid being overbearing, and should not mislead, belittle,
embarrass or insult the interviewee. The use of technical jargon or acronyms should also be avoided. It
is recommended that the interview be recorded using either audio or visual recording equipment.

Step 7: Transcribe the data

Once the interview is completed, the analyst should proceed to transcribe the data. This involves
replaying the initial recording of the interview and transcribing fully everything that is said during
the interview, both by the interviewer and the interviewee. This is typically a lengthy and laborious
process and requires much patience on behalf of the analyst involved. It might be worth considering
paying someone to produce a word-processed transcription, e.g., by recruiting someone from a Temp
Agency for a week or two.

Step 8: Data gathering

Once the transcript of the interview is complete, the analyst should analyse the interview transcript,
looking for the specific data that was required by the objective of the interview. This is known as
the ‘expected data’. Once all of the ‘expected data’ is gathered, the analyst should re-analyse the
interview in order to gather any ‘unexpected data’, that is any extra data (not initially outlined in
the objectives) that is unearthed.

Step 9: Data analysis
Finally, the analysts should then analyse the data using appropriate statistical tests, graphs etc. The
form of analysis used is dependent upon the aims of the analysis, but typically involves converting
the words collected during the interview into numerical form in readiness for statistical analysis. A
good interview will always involve planning, so that the data is collected with a clear understanding
of how subsequent analysis will be performed. In other words it is not sufficient to have piles of
handwritten notes following many hours of interviewing, and then no idea what to do with them. A
good starting point is to take the transcribed information and then perform some ‘content analysis’, i.e.,
divide the transcription into specific concepts. Then one can determine whether the data collected from
the interviews can be reduced to some numerical form, e.g., counting the frequency with which certain
concepts are mentioned by different individuals, or the frequency with which concepts occur together.
Altematively, the content of the interview material might not be amenable to reduction to
numerical form, and so it is not possible or sensible to consider statistical analysis. In this case, it is common
practice to work through the interview material and look for common themes and issues. These can be
separated out and (if possible) presented back to the interviewees, using their own words. This can provide
quite a powerful means of presenting opinion or understanding. Ifthe interview has been video-taped, then
it can be useful to edit the video down in a similar manner, i.e., to select specific themes and use the video
of the interviewees to present and support these themes.
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Advantages
1. Interviews can be used to gather data regarding a wide range of subjects.
2. Interviews offer a very flexible way of gathering large amounts of data.
3. Potentially the data gathered is very powerful.
4. The interviewer has full control over the interview and can direct the interview in any way.
5. Response data can be treated statistically.
6. A structured interview offers consistency and thoroughness (Stanton and Young, 1999).
7. Interviews have been used extensively in the past for a number of different types of analysis.
8. Specific, structured HF interview methods already exist, such as the Critical Decision

Method (Klein and Armstrong, 2004).
Disadvantages

1. The construction and data analysis process ensure that the interview method is a time

consuming one.

The reliability and validity of the method is difficult to address.

Interviews are susceptible to both interviewer and interviewee bias.

Transcribing the data is a laborious, time consuming process.

Conducting an interview correctly is quite difficult and requires great skill on behalf of the

interviewer.

6. The quality of the data gathered is based entirely upon the skill of the interviewer and the
quality of the interviewee.

nkhwn

Approximate Training and Application Times

In a study comparing 12 HF methods, Stanton and Young (1999) reported that interviews took the
longest to train of all the methods, due to the fact that the method is a refined process requiring a clear
understanding on the analyst’s behalf. In terms of application times, a normal interview could last
anything between 10 and 60 minutes. Kirwan and Ainsworth (1992) recommend that an interview
should last a minimum of 20 minutes and a maximum of 40 minutes. Whilst this represents a low
application time, the data analysis part of the interview method can be extremely time consuming (e.g.
data transcription, data gathering and data analysis). Transcribing the data is a particularly lengthy
process. For this reason, the application time for interviews is estimated as very high.

Reliability and Validity

Although the reliability and validity of interview methods is difficult to address, Stanton and Young
(1999) report that in a study comparing 12 HF methods, a structured interview method scored
poorly in terms of reliability and validity.

Tools Needed

An interview requires a pen and paper and an audio recording device, such as a cassette or mini-
disc recorder. A PC with a word processing package such as Microsoft Word™ is also required in
order to transcribe the data, and statistical analysis packages such as SPSS™ may be required for
data analysis procedures.
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Questionnaires
Background and Applications

Questionnaires offer a very flexible way of quickly collecting large amounts of specific data from
a large population sample. Questionnaires have been used in many forms to collect data regarding
numerous issues within HF and design, including usability, user satisfaction, error, and user
opinions and attitudes. More specifically, they can be used in the design process to evaluate concept
and prototypical designs, to probe user perceptions and to evaluate existing system designs. They
can also be used in the evaluation process, to evaluate system usability or attitudes towards an
operational system. A number of established HF questionnaires already exist, including the system
usability scale (SUS), the Questionnaire for User Interface Satisfaction (QUIS) and the Software
Usability Measurement Inventory (SUMI). Alternatively, specific questionnaires can be designed
and administered based upon the objectives of a particular study. The method description offered
here will concentrate on the design of questionnaires, as the procedure used when applying existing
questionnaire methods is described in following chapters.

Domain of Application
Generic.
Procedure and Advice

There are no set rules for the design and administration of questionnaires. The following procedure
is intended to act as a set of guidelines to consider when constructing a questionnaire.

Step 1: Define study objectives

The first step involves clearly defining the objectives of the study i.e. what information is wanted
from the questionnaire data that is gathered. Before any effort is put into the design of the questions,
the objectives of the questionnaire must be clearly defined. It is recommended that the analyst
should go further than merely describing the goal of the research. For example, when designing a
questionnaire in order to gather information on the usability of a system or product, the objectives
should contain precise descriptions of different usability problems already encountered and
descriptions of the usability problems that are expected. Also, the different tasks involved in the
use of the system in question should be defined and the different personnel should be categorised.
What the results are supposed to show and what they could show should also be specified as well as
the types of questions (closed, multiple choice, open, rating, ranking etc.) to be used. This stage of
questionnaire construction is often neglected, and consequently the data obtained normally reflects
this (Wilson and Corlett, 1995).

Step 2: Define the population

Once the objectives of the study are clearly defined, the analyst should define the sample population
i.e. the participants whom the questionnaire will be administered to. Again, the definition of the
participant population should go beyond simply describing an area of personnel, such as ‘control
room operators’ and should be as exhaustive as possible, including defining age groups, different
job categories (control room supervisors, operators, management etc.) and different organisations.
The sample size should also be determined at this stage. Sample size is dependent upon the scope
of the study and also the amount of time and resources available for data analysis.
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Step 3: Construct the questionnaire

A questionnaire is typically comprised of four parts: an introduction, participant information
section, the information section and an epilogue. The introduction should contain information that
informs the participant who you are, what the purpose of the questionnaire is and what the results
are going to be used for. One must be careful to avoid putting information in the introduction that
may bias the participant in any way. For example, describing the purpose of the questionnaire as
‘determining usability problems with existing C4i interfaces’ may lead the participant before the
questionnaire has begun. The classification part of the questionnaire normally contains multiple-
choice questions requesting information about the participant, such as age, sex, occupation and
experience. The information part of the questionnaire is the most crucial part, as it contains the
questions designed to gather the required information related to the initial objectives. There are
numerous categories of questions that can be used in this part of the questionnaire. Which type of
question to be used is dependent upon the analysis and the type of data required. Where possible,
the type of question used in the information section of the questionnaire should be consistent i.e.
if the first few questions are multiple choice, then all of the questions should be kept as multiple
choice. The different types of questions available are displayed in Table 2.2. Each question used in
the questionnaire should be short in length, worded clearly and concisely, using relevant language.
Data analysis should be considered when constructing the questionnaire. For instance, if there is
little time available for the data analysis process, then the use of open-ended questions should
be avoided, as they are time consuming to collate and analyse. If time is limited, then closed
questions should be used, as they offer specific data that is quick to collate and analyse. The
size of the questionnaire is also of importance. Too large and participants will not complete the
questionnaire, yet a very small questionnaire may seem worthless and could suffer the same fate.
Optimum questionnaire length is dependent upon the participant population, but it is generally
recommended that questionnaires should be no longer than two pages (Wilson and Corlett, 1995).

Step 4: Piloting the questionnaire

Wilson and Corlett (1995) recommend that once the questionnaire construction stage is complete, a
pilot run of the questionnaire is required. This is a crucial part of the questionnaire design process,
yet it is often neglected by HF practitioners due to various factors, such as time and financial
constraints. During this step, the questionnaire is evaluated by its potential user population, domain
experts and also by other HF practitioners. This allows any problems with the questionnaire to be
removed before the critical administration phase. Typically, numerous problems are encountered
during the piloting stage, such as errors within the questionnaire, redundant questions and
questions that the participants simply do not understand or find confusing. Wilson and Corlett
(1995) recommend that the pilot stage should comprise the following three stages:

1. Individual criticism. The questionnaire should be administered to several colleagues who
are experienced in questionnaire construction, administration and analysis. Colleagues
should be encouraged to offer criticisms of the questionnaire.

2. Depth interviewing. Once the individual criticisms have been attended to and any changes
have been made, the questionnaire should be administered to a small sample of the
intended population. Once they have completed the questionnaire, the participants should
be subjected to an interview regarding the answers that they provided. This allows the
analyst to ensure that the questions were fully understood and that the correct (required)
data is obtained.
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3. Large sample administration. The redesigned questionnaire should then be administered
to a large sample of the intended population. This allows the analyst to ensure that the
correct data is being collected and also that sufficient time is available to analyse the data.
Worthless questions can also be highlighted during this stage. The likely response rate
can also be predicted based upon the returned questionnaires in this stage.

Table 2.2

Types of Questions Used in Questionnaire Design

Type of Question

Example question

When to use

Multiple choice

On approximately how many occasions have you
witnessed an error being committed with this system?
(0-5, 6-10, 11-15, 16-20, More than 20)

When the participant is required
to choose a specific response.

Rating scales

I found the system unnecessarily complex. (Strongly
Agree (5), Agree (4), Not sure (3), Disagree (2),
Strongly Disagree (1))

When subjective data regarding
participant opinions is required.

Paired Associates Which of the two tasks A + B subjected you to more | When two alternatives are
(Bipolar alternatives) mental workload? (A or B) available to choose from.
Ranking Rank, on a scale of 1 (Very Poor Usability) to 10 When a numerical rating is

(Excellent Usability) the usability of the device.
What did you think of the system’s usability?

required.

When data regarding participants
own opinions about a certain
subject is required i.e. subjects
compose their own answers.

Open-ended questions

When the participant is required
to choose a specific response.

Which of the following errors have you committed or
witnessed whilst using the existing system? (Action
omitted, action on wrong interface element, action
mistimed, action repeated, action too little, action too

Closed questions

much)

Filter questions Have you ever committed an error whilst using the To determine whether participant
current system interface? (Yes or No, if Yes, go to has specific knowledge or
question 10, if No, go to question 15) experience.

To guide participant past

redundant questions.

Step 5: Questionnaire administration

Once the questionnaire has been successfully piloted, it is ready to be administered. Exactly how
the questionnaire is administered is dependent upon the aims and objectives of the analysis, and
also the target population. For example, if the target population can be gathered together at a certain
time and place, then the questionnaire could be administered at this time, with the analyst(s) present.
This ensures that the questionnaires are completed. However, gathering the target population in
one place at the same time can be problematic and so questionnaires are often administered by
post. Although this is quick and cheap, requiring little input from the analyst(s), the response rate is
very low, typically 10%. Procedures to address poor responses rates are available, such as offering
payment on completion, the use of encouraging letters, offering a donation to charity upon return,
contacting non-respondents by telephone and sending shortened versions of the initial questionnaire
to non-respondents. All these methods have been shown in the past to improve response rates, but
almost all involve substantial extra cost.
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Step 6: Data analysis

Once all (or a sufficient amount) of the questionnaires have been returned or collected, the data
analysis process should begin. This is a lengthy process, the exact time required being dependent
upon a number of factors (e.g. number of question items, sample size, required statistical techniques
and data reduction). Questionnaire data is normally computerised and analysed statistically.

Step 7: Follow-up phase

Once the data is analysed sufficiently and conclusions are drawn, the participants who completed
the questionnaire should be informed regarding the outcome of the study. This might include a thank
you letter and an associated information pack containing a summary of the research findings.

Advantages

L.

w

Questionnaires offer a very flexible way of collecting large volumes of data from large
participant samples.

When the questionnaire is properly designed, the data analysis phase should be quick and
very straightforward.

Very few resources are required once the questionnaire has been designed.

A number of HF questionnaires already exist (QUIS, SUMI, SUS etc), allowing the
analyst to choose the most appropriate for the study purposes. This also removes the time
associated with the design of the questionnaire. Also, results can be compared with past
results obtained using the same questionnaire.

Very easy to administer to large numbers of participants.

Skilled questionnaire designers can use the questions to direct the data collection.

Disadvantages

Nk BN

Designing, piloting, administering and analysing a questionnaire is time consuming.
Reliability and validity of questionnaires is questionable.

The questionnaire design process is taxing, requiring great skill on the analyst’s behalf.
Typically, response rates are low e.g. around 10% for postal questionnaires.

The answers provided in questionnaires are often rushed and non-committal.
Questionnaires are prone to a number of different biases, such as prestige bias.
Questionnaires can offer a limited output.



Human Factors Methods

( START )

A\ 4

Define the aims and
objectives of the study

|

Define the target
population

34

Flowchart

\ 4

Construct the
questionnaire, include
introduction, classification,
information and epilogue
sections

A 4

Conduct pilot run

A 4

Make changes to
questionnaire based upon
pilot study requirements

\ 4

Administer
questionnaire

\ 4

Collect completed
questionnaires

v

Transfer raw data to
computer and analyse

Y

( sTop )




Data Collection Methods 35

Example

Marshall, Stanton, Young, Salmon, Harris, Demagalski, Waldmann and Dekker (2003) conducted
a study designed to investigate the prediction of design induced error on civil flight decks. The
human error template (HET) method was developed and used to predict potential design induced
errors on the flight deck of aircraft X during the flight task, ‘Land aircraft X at New Orleans
airport using the Autoland system’. In order to validate the error predictions made, a database of
error occurrence for the flight task under analysis was required. A questionnaire was developed
based upon the results of an initial study using the SHERPA (Embrey, 1986) method to predict
design induced error during the flight task under analysis. The questionnaire was based upon the
errors identified using the SHERPA method, and included a question for each error identified.
Each question was worded to ask respondents whether they had ever made the error in question or
whether they knew anyone else who had made the error. The questionnaire contained 73 questions
in total. A total of 500 questionnaires were sent out to civil airline pilots and 46 (9.2%) were
completed and returned (Marshall et al, 2003). An extract of the questionnaire is presented below
(Source: Marshall et al, 2003).

Aircraft pilot error questionnaire extract

The questionnaire aims to establish mistakes or errors that you have made or that you know have
been made when completing approach and landing. For the most part, it is assumed that the task
is carried out using the Flight Control Unit for most of the task. We are hoping to identify the
errors that are made as a result of the design of the flight deck, what are termed ‘Design Induced
Errors’.

Position:

Total Flying Hours :

Hours on Aircraft Type:

This questionnaire has been divided broadly into sections based upon the action being completed.
In order to be able to obtain the results that we need, the questionnaire may appear overly simplistic
or repetitive but this is necessary for us to break down the possible problems into very small steps
that correspond to the specific pieces of equipment or automation modes being used.

Some of the questions may seem to be highly unlikely events that have not been done as
far as you are aware but please read and bypass these as you need to.

Next to each statement, there are two boxes labelled ‘Me’ and ‘Other’. If it is something
that you have done personally then please tick ‘Me’. If you know of colleagues who have made the
same error, then please tick ‘Other’. If applicable, please tick both boxes.
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Error

Other

Failed to check the speed brake setting at any time

Intended to check the speed brake setting and checked something else by mistake

Checked the speed brake position and misread it

Assumed that the lever was in the correct position and later found that it was in the
wrong position

Set the speed brake at the wrong time (early or late)

Failed to set the speed brake (at all) when required

Moved the flap lever instead of the speed brake lever when intended to apply the
speed brake

(| O O -5

(N | A | I

Error

Other

Started entering an indicated air speed on the Flight Control Unit and found that it
was in MACH mode or vice versa

Misread the speed on the Primary Flight Display

Failed to check airspeed when required to

Initially, dialled in an incorrect airspeed on the Flight Control Unit by turning the
knob in the wrong direction

Found it hard to locate the speed change knob on the Flight Control Unit

Having entered the desired airspeed, pushed or pulled the switch in the opposite
way to the one that you wanted

Adjusted the heading knob instead of the speed knob

Found the Flight Control Unit too poorly lit at night to be able to complete actions
easily

Found that the speed selector knob is easily turned too little or too much i.e. speed
is set too fast/slow

Turned any other knob when intending to change speed

Entered an airspeed value and accepted it but it was different to the desired value

N N O O S

(NN N N I

Error

Other

Failed to check that the aircraft had established itself on the localiser when it should
have been checked

Misread the localiser on the ILS

If not on localiser, started to turn in wrong direction to re-establish localiser

Incorrectly adjusted heading knob to regain localiser and activated the change

Adjusted the speed knob by mistake when intending to change heading

Turned heading knob in the wrong direction but realised before activating it

Pulled the knob when you meant to push it and vice versa

| I I I I S

NN | ] I

Error

Other

Misread the glideslope on the ILS

Failed to monitor the glideslope and found that the aircraft had not intercepted it

) 5
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Q Error Other

Adjusted the speed knob by mistake when intending to change heading

Turned heading knob in the wrong direction but realised before activating it

Turned the knob too little or too much

Entered a heading on the Flight Control Unit and failed to activate it at the
appropriate time (SEE EQ NOTE 1)

O O #
(]

Q Error Other

Misread the altitude on the Primary Flight Display

Maintained the wrong altitude

Entered the wrong altitude on the Flight Control Unit but realised before
activating it

Entered the wrong altitude on the Flight Control Unit and activated it

Not monitored the altitude at the necessary time

Entered an incorrect altitude because the 100/1000 feet knob wasn’t clicked over

Believed that you were descending in FPA and found that you were in fact in V/S
mode or vice versa

Having entered the desired altitude, pushed or pulled the switch in the opposite
way to the one that you wanted

(N O O O O -
(I U | | O Y I

If you would like to tell us anything about the questionnaire or you feel that we have missed out
some essential design induced errors, please feel free to add them below and continue on another
sheet if necessary.

Please continue on another sheet if necessary

If you would be interested in the results of this questionnaire then please put the address or e-mail
address below that you would like the Executive Summary sent to.

I would be interested in taking part on the expert panel of aircraft X pilots ]

Thank you very much for taking the time to complete this questionnaire.
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Related Methods

There are numerous questionnaire methods available to the HF practitioner. Different types of
questionnaires include rating scale questionnaires, paired comparison questionnaires and ranking
questionnaires. A number of established questionnaire methods exist, such as SUMI, QUIS and the
system usability scale (SUS).

Approximate Training and Application Times

Wilson and Corlett (1995) suggest that questionnaire design is more of an art than a science. Practice
makes perfect, and practitioners normally need to make numerous attempts at questionnaire design
before becoming proficient at the process (see Openheim, 2000). Similarly, although the application
time associated with questionnaires is at first glance minimal (i.e. the completion phase), when one
considers the time expended in the construction and data analysis phases, it is apparent that the
total application time is high.

Reliability and Validity

The reliability and validity of questionnaire methods is questionable. Questionnaire methods are
prone to a number of biases and often suffer from ‘social desirability’ whereby the participants
are merely ‘giving the analyst(s) what they want’. Questionnaire answers are also often rushed
and non-committal. In a study comparing 12 HF methods, Stanton and Young (1999) report that
questionnaires demonstrated an acceptable level of inter-rater reliability, but unacceptable levels
of intra-rater reliability and validity.

Tools Needed

Questionnaires are normally paper based and completed using pen and paper. Questionnaire design
normally requires a PC, along with a word processing package such as Microsoft Word™. In the
analysis of questionnaire data, a spreadsheet package such as Microsoft Excel™ is required, and a
statistical software package such as SPSS™ is also required to treat the data statistically.

Observation
Background and Applications

Observational methods are used to gather data regarding the physical and verbal aspects of a task
or scenario. These include tasks catered for by the system, the individuals performing the tasks,
the tasks themselves (task steps and sequence), errors made, communications between individuals,
the technology used by the system in conducting the tasks (controls, displays, communication
technology etc.), the system environment and the organisational environment. Observation has
been extensively used, and typically forms the starting point of an analysis effort. The most obvious
and widely used form of observational technique is direct observation, whereby an analyst records
visually a particular task or scenario. However, a number of different forms of observation exist,
including direct observation but also participant observation and remote observation. Drury (1990)
suggests that there are five different types of information that can be elicited from observational
methods. These are the sequence of activities, duration of activities, frequency of activities, fraction
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of time spent in states, and spatial movement. As well as physical (or visually recorded) data,
verbal data is also recorded, in particular verbal interactions between the agents involved in the
scenario under analysis. Observational methods can be used at any stage of the design process in
order to gather information regarding existing or proposed designs.

Domain of Application
Generic.
Procedure and Advice

There is no set procedure for carrying out an observational analysis. The procedure would normally
be determined by the nature and scope of analysis required. A typical observational analysis
procedure can be split into the following three phases: the observation design stage, the observation
application stage and the data analysis stage. The following procedure provides the analyst with a
general set of guidelines for conducting a ‘direct’ type observation.

Step 1: Define the objective of the analysis

The first step in observational analysis involves clearly defining the aims and objectives of the
observation. This should include determining which product or system is under analysis, in which
environment the observation will take place, which user groups will be observed, what type of
scenarios will be observed and what data is required. Each point should be clearly defined and
stated before the process continues.

Step 2: Define the scenario(s)

Once the aims and objectives of the analysis are clearly defined, the scenario(s) to be observed
should be defined and described further. For example, when conducting an observational analysis
of control room operation, the type of scenario required should be clearly defined. Normally,
the analyst(s) have a particular type of scenario in mind. For example, operator interaction and
performance under emergency situations may be the focus of the analysis. The exact nature of the
required scenario(s) should be clearly defined by the observation team. It is recommended that a
HTA is then conducted for the task or scenario under analysis.

Step 3: Observation plan

Once the aim of the analysis is defined and also the type of scenario to be observed is determined,
the analysis team should proceed to plan the observation. The analysis team should consider
what they are hoping to observe, what they are observing, and how they are going to observe it.
Depending upon the nature of the observation, access to the system in question should be gained
first. This may involve holding meetings with the organisation or establishment in question,
and is typically a lengthy process. Any recording tools should be defined and also the length of
observations should be determined. Placement of video and audio recording equipment should also
be considered. To make things easier, a walkthrough of the system/environment/scenario under
analysis is recommended. This allows the analyst(s) to become familiar with the task in terms of
activity conducted, the time taken, location and also the system under analysis.

Step 4: Pilot observation
In any observational study a pilot or practice observation is crucial. This allows the analysis team
to assess any problems with the data collection, such as noise interference or problems with the
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recording equipment. The quality of data collected can also be tested as well as any effects upon
task performance that may result from the presence of observers. If major problems are encountered,
the observation may have to be re-designed. Steps 1 to 4 should be repeated until the analysis team
are happy that the quality of the data collected will be sufficient for their study requirements.

Step 5: Conduct observation

Once the observation has been designed, the team should proceed with the observation(s). Typically,
data is recorded visually using video and audio recording equipment. An observation transcript is
also created during the observation. An example of an observation transcript is presented in Table
2.3. Observation length and timing is dependent upon the scope and requirements of the analysis
and also the scenario(s) under analysis. The observation should end only when the required data
is collected.

Step 6: Data analysis

Once the observation is complete, the data analysis procedure begins. Typically, the starting
point of the analysis phase involves typing up the observation notes or transcript made during the
observation. This is a very time-consuming process but is crucial to the analysis. Depending upon
the analysis requirements, the team should then proceed to analyse the data in the format that is
required, such as frequency of tasks, verbal interactions, and sequence of tasks. When analysing
visual data, typically user behaviours are coded into specific groups. The software package
Observer™ is typically used to aid the analyst in this process.

Step 7: Further analysis
Once the initial process of transcribing and coding the observational data is complete, further
analysis of the data begins. Depending upon the nature of the analysis, observation data is used to
inform a number of different HF analyses, such as task analysis, error analysis and communications
analysis. Typically, observational data is used to develop a task analysis (e.g. HTA) of the task or
scenario under analysis.

Step 8: Participant feedback

Once the data has been analysed and conclusions have been drawn, the participants involved should
be provided with feedback of some sort. This could be in the form of a feedback session or a letter
to each participant. The type of feedback used is determined by the analysis team.

Example

An observational analysis of an energy distribution scenario was conducted as part of an analysis
of C4i activity in the energy distribution domain. Three observers observed a switching scenario
basic maintenance to substation equipment. There were three main parties involved in the work,
two at different substations and one on overhead lines working in between the two sites. The data
collected during the observation was then used as the input for an analysis of the scenario using
the event analysis of systemic teamwork (EAST; Baber and Stanton, 2004) methodology. This
involved analysing the observation data using the following HF methods:

* Hierarchical task analysis * Comms usage diagram
* Co-ordination demands analysis * Ciritical decision method
* Operator sequence diagram * Propositional networks.

* Social network analysis
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Advantages

1.

B w

Observational data provides a ‘real life’ insight into the activity performed in complex
systems.

Various data can be elicited from an observational study, including task sequences, task
analysis, error data, task times, verbal interaction and task performance.

Observation has been used extensively in a wide range of domains.

Observation provides objective information.

Detailed physical task performance data is recorded, including social interactions and any
environmental task influences (Kirwan and Ainsworth, 1992).

Observation analysis can be used to highlight problems with existing operational systems.
It can be used in this way to inform the design of new systems or devices.

Specific Scenarios are observed in their real-world setting.

Observation is typically the starting point in any HF analysis effort, and observational data
is used as the input into numerous HF analyses methods, such as human error identification
techniques (SHERPA), task analysis (HTA), communications analysis (Comms Usage
Diagrams), and charting techniques (operator sequence diagrams).

Disadvantages

1.

Observational methods are intrusive to task performance.

Observation data is prone to various biases. Knowing that they are being watched tends to
elicit new and different behaviours in participants. For example, when observing control
room operators, they may perform exactly as their procedures say they should. However,
when not being observed, the same control room operators may perform completely
differently, using short cuts and behaviours that are not stated in their procedures. This
may be due to the fact that the operators do not wish to be caught bending the rules in any
way i.e. bypassing a certain procedure.

Observational methods are time consuming in their application, particularly the data
analysis procedure. Kirwan and Ainsworth (1992) suggest that when conducting the
transcription process, one hour of recorded audio data takes on analyst approximately eight
hours to transcribe.

Cognitive aspects of the task under analysis are not elicited using observational methods.
Verbal protocol analysis is more suited for collecting data on the cognitive aspects of task
performance.

An observational study can be both difficult and expensive to set up and conduct. Gaining
access to the required establishment is often extremely difficult and very time consuming.
Observational methods are also costly, as they require the use of expensive recording
equipment (digital video camera, audio recording devices).

Causality is a problem. Errors can be observed and recorded during an observation but why
the errors occur may not always be clear.

The analyst has only a limited level of experimental control.

In most cases, a team of analysts is required to perform an observation study. It is often
difficult to acquire a suitable team with sufficient experience in conducting observational
studies.
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Related Methods

There are a number of different observational methods, including indirect observation, participant
observation and remote observation. The data derived from observational methods is used as the
input to a plethora of HF methods, including task analysis, cognitive task analysis, charting and
human error identification techniques.

Approximate Training and Application Times

Whilst the training time for an observational analysis is low (Stanton and Young, 1999), the
application time is typically high. The data analysis phase in particular is extremely time consuming.
Kirwan and Ainsworth (1992) suggest that, during the transcription process, one hour of audio
recorded data would take approximately eight hours to transcribe.

Reliability and Validity

Observational analysis is beset by a number of problems that can potentially affect the reliability
and validity of the method. According to Baber and Stanton (1996) problems with causality, bias
(in a number of forms), construct validity, external validity and internal validity can all arise unless
the correct precautions are taken. Whilst observational methods possess a high level of face validity
(Drury 1990) and ecological validity (Baber and Stanton, 1996), analyst or participant bias can
adversely affect their reliability and validity.

Tools Needed

For a thorough observational analysis, the appropriate visual and audio recording equipment is
necessary. Simplistic observational studies can be conducted using pen and paper only, however,
for observations in complex, dynamic systems, more sophisticated equipment is required, such as
video and audio recording equipment. For the data analysis purposes, a PC with the Observer™
software is required.



Chapter 3

Task Analysis Methods

Whilst data collection techniques are used to collect specific data regarding the activity performed
in complex systems, task analysis methods describe and represent it. Another well established (and
used) group of HF methods, task analysis helps the analyst to understand and represent human
and system performance in a particular task or scenario. Task analysis involves identifying tasks,
collecting task data, analysing the data so that tasks are understood, and then producing a documented
representation of the analysed tasks (Annett, Duncan and Stammers, 1971). According to Diaper
and Stanton (2004) there are, or at least have been, over 100 task analysis methods described in the
literature. Typical task analysis methods are used for understanding the required human-machine
and human-human interactions and for breaking down tasks or scenarios into component task steps
or physical operations. According to Kirwan and Ainsworth (1992) task analysis can be defined as
the study of what an operator (or team of operators) is required to do (their actions and cognitive
processes) in order to achieve system goals.

The use of task analysis methods is widespread, with applications in a range of domains,
including military operations, aviation (Marshall et al, 2003), air traffic control, driving (Walker,
Stanton and Young, 2001), public technology (Stanton and Stevenage, 1999), product design and
nuclear petro-chemical domains to name a few. According to Annett (2004) a survey of defence
task analysis studies demonstrated its use in system procurement, manpower analysis, interface
design, operability assessment and training specification. Diaper (2004) suggests that task analysis
is possibly the most powerful technique available to HCI practitioners, and it has potential
applications at each stage in the system design and development process. Stanton (2004) also
suggests that task analysis is the central method for the design and analysis of system performance,
involved in everything from design concept to system development and operation. Stanton (2004)
also highlights the role of task analysis in task allocation, procedure design, training design and
interface design.

A task analysis of the task(s) and system under analysis is the next logical step after the
data collection process. Specific data is used to conduct a task analysis, allowing the task to be
described in terms of the individual task steps required, the technology used in completing the task
(controls, displays etc.) and the sequence of the task steps involved. The task description offered
by task analysis methods is then typically used as the input to further analysis methods, such as
human error identification (HEI) techniques and process charting techniques. For example, the
systematic human error reduction and prediction approach (SHERPA; Embrey 1986) and human
error template (HET; Marshall et al 2003) are both human error identification techniques that are
applied to the bottom level task steps identified in a hierarchical task analysis (HTA). In doing so,
the task under analysis can be scrutinised to identify potential errors that might occur during the
performance of that task. Similarly, an operations sequence diagram (OSD) is another example of
a method that is based upon an initial task analysis of the task or process in question.

The popularity of task analysis methods is a direct function of their usefulness and
flexibility. Typically, a task analysis of some sort is required in any HF analysis effort, be it usability
evaluation, error identification or performance evaluation. Task analysis outputs are particularly
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useful, providing a step-by-step description of the activity under analysis. Also, analysts using task
analysis approaches often develop a (required) deep understanding of the activity under analysis.

Task analysis methods, however, are not without their flaws. The resource usage incurred
when using such approaches is often considerable. The data collection phase is time consuming
and often requires the provision of video and audio recording equipment. Such techniques are also
typically time consuming in their application, and many reiterations are needed before an accurate
representation of the activity under analysis is produced. Task analysis methods are also affected
by several reliability issues, as different analysts may produce entirely different representations of
the same activity. Similarly, analysts may produce different representations of the same activity on
different occasions.

There are a number of different approaches to task analysis available to the HF practitioner,
including hierarchical task analysis (HTA), tabular task analysis (TTA), verbal protocol analysis (VPA),
goals, operators, methods and selection rules (GOMS) and the sub-goal template (SGT) method. A
brief summary description of the task analysis methods reviewed is given below.

The most commonly used and well-known task analysis method is hierarchical task analysis
(HTA,; Annett, 2004). HTA involves breaking down the task under analysis into a nested hierarchy
of goals, operations and plans. GOMS (Card, Moran and Newell, 1983) attempts to define the user’s
goals, decompose these goals into sub-goals and demonstrate how the goals are achieved through user
interaction. Verbal protocol analysis (VPA) is used to derive the processes, cognitive and physical, that
an individual uses to perform a task. VPA involves creating a written transcript of operator behaviour as
they perform the task under analysis. Task decomposition (Kirwan and Ainsworth, 1992) can be used
to create a detailed task description using specific categories to exhaustively describe actions, goals,
controls, error potential and time constraints. The sub-goal template (SGT) method is a development
of HTA that is used to specify information requirements to system designers. The output of the SGT
method provides a re-description of HTA for the task(s) under analysis in terms of information handling
operations (IHOs), SGT task elements and the associated information requirements.

Task analysis methods have evolved in response to increased levels of complexity and the
increased use of teams within work settings. A wide variety of task analysis procedures now exist,
including techniques designed to consider the cognitive aspects of decision making and activity in
complex systems (Cognitive task analysis) and also collaborative or team-based activity (Team task
analysis). Cognitive task analysis techniques, such as the critical decision method (CDM; Klein
and Armstrong, 2004), and applied cognitive task analysis (ACTA; Militello and Hutton 2000) use
probe interview techniques in order to analyse, understand and represent the unobservable cognitive
processes associated with tasks or work. Team task analysis (TTA) techniques attempt to describe the
process of work across teams or distributed systems. A summary of the task analysis methods reviewed
is presented in Table 3.1.

Hierarchical Task Analysis (HTA)

Background and Applications

Hierarchical task analysis (HTA; Annett 2004) is the most popular task analysis method and has
become perhaps the most widely used of all HF methods available. Originally developed in response
to the need for greater understanding of cognitive tasks (Annett 2004), HTA involves describing the
activity under analysis in terms of a hierarchy of goals, sub-goals, operations and plans. The end result
is an exhaustive description of task activity. One of the main reasons for the enduring popularity of
the method is its flexibility, and scope for further analysis that it offers to the HF practitioner.
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The majority of HF analysis methods either require an initial HTA of the task under analysis as
their input, or at least are made significantly easier through the provision of a HTA. HTA acts as
an input into numerous HF analyses methods, such as human error identification (HEI), allocation
of function, workload assessment, interface design and evaluation and many more. In a review of
ergonomics texts, Stanton (2004) highlights at least twelve additional applications to which HTA has
been put, including interface design and evaluation, training, allocation of functions, job description,
work organisation, manual design, job aid design, error prediction and analysis, team task analysis,
workload assessment and procedure design. Consequently, HTA has been applied across a wide
spectrum of domains, including the process control and power generation industries (Annett 2004),
emergency services, military applications (Kirwan and Ainsworth, 1992; Ainsworth and Marshall,
1998/2000), civil aviation (Marshall et al, 2003), driving (Walker, Stanton and Young, 2001) public
technology (Stanton and Stevenage, 1998) and retail (Shepherd 2001) to name but a few.

Domain of Application

HTA was originally developed for the chemical processing and power generation industries (Annett,
2004). However the method is generic and can be applied in any domain.

Procedure and Advice

Step 1: Define task under analysis

The first step in conducting a HTA is to clearly define the task(s) under analysis. As well as
identifying the task under analysis, the purpose of the task analysis effort should also be defined.
For example, Marshall et al (2003) conducted a HTA of a civil aircraft landing task in order to
predict design induced error for the flight task in question.

Step 2: Data collection process

Once the task under analysis is clearly defined, specific data regarding the task should be collected.
The data collected during this process is used to inform the development of the HTA. Data regarding
the task steps involved, the technology used, interaction between man and machine and team
members, decision making and task constraints should be collected. There are a number of ways to
collect this data, including observations, interviews with SMEs, questionnaires, and walkthroughs.
The methods used are dependent upon the analysis effort and the various constraints imposed, such
as time and access constraints. Once sufficient data regarding the task under analysis is collected,
the development of the HTA should begin.

Step 3. Determine the overall goal of the task

The overall goal of the task under analysis should first be specified at the top of the hierarchy i.e.
‘Land aircraft X at New Orleans Airport using the autoland system’ (Marshall et al, 2003), ‘Boil
kettle’, or ‘Listen to in-car entertainment’ (Stanton and Young, 1999).

Step 4. Determine task sub-goals

Once the overall task goal has been specified, the next step is to break this overall goal down into
meaningful sub-goals (usually four or five but this is not rigid), which together form the tasks
required to achieve the overall goal. In the task, ‘Land aircraft X at New Orleans Airport using the
autoland system’ (Marshall et al, 2003), the overall goal of landing the aircraft was broken down
into the sub-goals, ‘Set up for approach’, ‘Line up aircraft for runway’ and ‘Prepare aircraft for
landing’. In a HTA of a Ford in-car radio (Stanton and Young, 1999) the overall task goal, ‘Listen
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to in-car entertainment’, was broken down into the following sub-goals, ‘Check unit status’, ‘Press
on/off button’, ‘Listen to the radio’, ‘Listen to cassette’, and ‘Adjust audio preferences’.

Step 5: Sub-goal decomposition

Next, the analyst should break down the sub-goals identified during step four into further sub-goals
and operations, according to the task step in question. This process should go on until an appropriate
operation is reached. The bottom level of any branch in a HTA should always be an operation.
Whilst everything above an operation specifies goals, operations actually say what needs to be done.
Therefore operations are actions to be made by an agent in order to achieve the associated goal. For
example, in the HTA of the flight task ‘Land aircraft X at New Orleans Airport using the autoland
system’ (Marshall et al, 2003), the sub-goal ‘Reduce airspeed to 210 Knots’ is broken down into the
following operations: ‘Check current airspeed’ and ‘Dial the Speed/MACH selector knob to enter
210 on the IAS/MACH display’.

Step 6: Plans analysis

Once all of the sub-goals and operations have been fully described, the plans need to be added. Plans
dictate how the goals are achieved. A simple plan would say Do 1, then 2, and then 3. Once the plan
is completed, the agent returns to the super-ordinate level. Plans do not have to be linear and exist in
many forms, such as Do 1, or 2 and 3. The different types of plans used are presented in Table 3.2. The
output of a HTA can either be a tree diagram (see Figure 3.1) or a tabular diagram (see Table 3.3).

Table 3.2 Example HTA Plans

Plan Example
Linear Do 1 then 2 then 3
Non-linear Do 1,2 and 3 in any order

Simultaneous Do 1, then 2 and 3 at the same time

Branching Do 1, if X present then do 2 then 3, if X is not present then EXIT
Cyclical Do 1 then 2 then 3 and repeat until X

Selection Do 1 then 2 or 3

Advantages

—

HTA requires minimal training and is easy to implement.

The output of a HTA is extremely useful and forms the input for numerous HF analyses,
such as error analysis, interface design and evaluation and allocation of function analysis.
HTA is an extremely flexible method that can be applied in any domain for a variety of purposes.
Quick to use in most instances.

The output provides a comprehensive description of the task under analysis.

HTA has been used extensively in a wide range of contexts.

Conducting an HTA gives the user a great insight into the task under analysis.

HTA is an excellent method to use when requiring a task description for further analysis.
If performed correctly, the HTA should depict everything that needs to be done in order to
complete the task in question.

9. The method is generic and can be applied to any task in any domain.

10. Tasks can be analysed to any required level of detail, depending on the purpose.

N

A
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Disadvantages
1. Provides mainly descriptive information rather than analytical information.
2. HTA contains little that can be used directly to provide design solutions.
3. HTA does not cater for the cognitive components of the task under analysis.
4. The method may become laborious and time consuming to conduct for large, complex tasks.
5. The initial data collection phase is time consuming and requires the analyst to be competent

in a variety of HF methods, such as interviews, observations and questionnaires.

6. The reliability of the method may be questionable in some instances. For example, for the
same task, different analysts may produce very different task descriptions.

7. Conducting a HTA is more of an art than a science, and much practice is required before an
analyst becomes proficient in the application of the method.

8. An adequate software version of the method has yet to emerge.

Related Methods

HTA is widely used in HF and often forms the first step in a number of analyses, such as HEI, HRA
and mental workload assessment. In a review of ergonomics texts, Stanton (2004b) highlights at
least twelve additional applications to which HTA has been put, including interface design and
evaluation, training, allocation of functions, job description, work organisation, manual design, job
aid design, error prediction and analysis, team task analysis, workload assessment and procedure
design. As a result HTA is perhaps the most commonly used HF method and is typically used as
the start point or basis of any HF analysis.

Approximate Training and Application Times

According to Annett (2004), a study by Patrick, Gregov and Halliday (2000) gave students a few
hours’ training with not entirely satisfactory results on the analysis of a very simple task, although
performance improved with further training. A survey by Ainsworth and Marshall (1998/2000)
found that the more experienced practitioners produced more complete and acceptable analyses.
Stanton and Young (1999) report that the training and application time for HTA is substantial. The
application time associated with HTA is dependent upon the size and complexity of the task under
analysis. For large, complex tasks, the application time for HTA would be high.

Reliability and Validity

According to Annett (2004), the reliability and validity of HTA is not easily assessed. From a
comparison of twelve HF methods, Stanton and Young (1999) reported that the method achieved
an acceptable level of validity but a poor level of reliability. The reliability of the method is
certainly questionable. It seems that different analysts, with different experience may produce
entirely different analyses for the same task (intra-analyst reliability). Similarly, the same analyst
may produce different analyses on different occasions for the same task (inter-analyst reliability).

Tools Needed
HTA can be carried out using pencil and paper only. The HTA output can be developed and

presented in a number of software applications, such as Microsoft Visio, Microsoft Word and
Microsoft Excel. A number of HTA software tools also exist, such as the C@STTA HTA tool.
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Example

An example HTA for the task ‘boil kettle’ is presented in Figure 3.1. The same HTA is presented in
tabular format in Table 3.3. This is typically the starting point in the training process of the method,
and is presented in order to depict a simplistic example of the methods output. An extract of the
HTA for the flight task ‘Land aircraft X at New Orleans using the autoland system’ is presented in

Figure 3.2.
0 Boil kettle
Plan 0: 1-2-3-4-5
I | I [ I
1 Fill 2 Switch 3 Check water 4 Switch 4 Pour
kettle kettle on in kettle kettle off water
Plan 2: 1-2 Plan 5: 1-2-3-4
[ [ | |
2.1 Pluginto | f2.2 Tumon 5.1 Lift 5.2 Direct 5.3 Tilt 5.4 Replace
socket power kettle spout kettle kettle

Plan 1: 1-2-3 (if full then 4 else 3) -5

1.1 Taketo 1.2 Turn on 1.3 Check 1.4 Turn off 1.5 Take to
tap water level water socket

Figure 3.1 HTA of the Task ‘Boil Kettle’

Table 3.3 Tabular HTA for the Boil Kettle Task

0. Boil kettle

Plan 0: Do 1 then 2 then 3 then 4 then 5
1. Fill kettle

Plan 1: Do 1 then 2 then 3 (if full then 4 else 3) then 5
Take to tap

Turn on water

Check level

Turn off water

Take to socket

2. Switch kettle on

Plan 2: Do 1 then 2

2.1 Plug into socket
2.2 Turn on power

3. Check water in kettle

4. Switch kettle off

5. Pour water
Plan S: Do 1 then 2 then 3

5.1 Lift kettle

5.2 Direct spout
5.3 Tilt kettle

5.4 Replace kettle
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3. Prepare the
aircraft for landing

3.1 Check the 3.2 Reduce 3.3 Set flaps to 3.4 Reduce 3.5 Set flaps to | 3.6 Set flap to 3.8 Put 3.10 Set flaps
distance (m) airspeed to level 1 airspeed to 150 level 2 level 3 the . to “full’
from runway 190 Knots Knots landing
gear down
3.7 Reduce
I——l airspeed to
: 140 Knots 3.9 Check
3.2.1Check 3.2.2 Dial the altitude
current airspeed ‘Speed/MACH’ knob
to enter 190 on the e m—
IAS/MACH display
3.5.1. Check 3.5.2 Move
current flap setting flap lever to 2 __I
3.10.1 Check 3.10.2
[ | _l current flap Move flap
3.3.1 Check 3.3.2 Move ‘flap’ 3.6.1 Check 3.62 Move setting levertoF
current flap setting lever to 1 current flap setting ‘flap’ lever
to3

3.4.1 Check 3.4.2 Dial the X
: ‘ > 3.7.1 Check 3.7.2 Dial the
current airspeed sm?g 2_‘ ﬂk:?b current airspeed ‘Speed/MACH’ knob
. — | toenter 140 on the
IAS/MACH display IAS/MACH display

Figure 3.2 HTA Extract for the Landing Task ‘Land Aircraft X at New Orleans Using
the Autoland System (Source: Marshall et al, 2003)

Goals, Operators, Methods and Selection Rules (GOMS)
Background and Applications

The Goals, Operators, Methods and Selection Rules (GOMS; Card, Moran and Newell, 1983)
method is part of a family of human computer interaction (HCI) based techniques that is used
to provide a description of human performance in terms of user goals, operators, methods and
selection rules. GOMS attempts to define the user’s goals, decompose these goals into sub-goals
and demonstrate how the goals are achieved through user interaction. GOMS can be used to provide
a description of how a user performs a task, to predict performance times and to predict human
learning. Whilst the GOMS methods are most commonly used for the evaluation of existing designs
or systems, it is also feasible that they could be used to inform the design process, particularly to
determine the impact of a design concept on the user. Within the GOMS family, there are four
techniques: NGOMSL, the keystroke level model (KLM), CMN-GOMS, and CPM-GOMS. The
GOMS methods are based upon the assumption that the user’s interaction with a computer is similar
to solving problems. Problems are broken down into sub-problems, which are then broken down
further and so on. The GOMS method focuses upon four basic components of human interaction,
goals, operators, methods and selection rules. These components are described below.

1. Goals. Represent exactly what the user wishes to achieve through the interaction. Goals are
decomposed until an appropriate stopping point is reached.

2. Operators. The motor or cognitive actions that the user performs during the interaction.
The goals are achieved through performing the operators.
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3. Methods. Describe the user’s procedures for accomplishing the goals in terms of operators
and sub-goals. Often there are more than one set of methods available to the user.

4. Selection Rules. When there is more than one method for achieving a goal available to a
user, selection rules highlight which of the available methods should be used.

Domain of Application
HCI.
Procedure and Advice

Step 1: Define the user s top-level goals

Firstly, the analyst should describe the user’s top-level goals. Kieras (2003) suggests that the top-
level goals should be described at a very high level. This ensures that any methods are not left out
of the analysis.

Step 2: Goal decomposition
Once the top-level goal or set of goals has been specified, the next step is to break down the top-
level goal into a set of sub-goals.

Step 3: Determine and describe operators

Operators are actions executed by the user to achieve a goal or sub-goal. The next phase of a
GOMS analysis involves describing the operators required for the achievement of the sub-goals
specified during step 2. Each high level operator should be replaced with another goal/method set
until the analysis is broken down to the level desired by the analyst (Kieras, 2003).

Step 4: Determine and describe methods

Methods describe the procedures or set of procedures used to achieve the goal (Kirwan and
Ainsworth, 1992). In the next phase of the GOMS analysis, the analyst should describe each set of
methods that the user could use to achieve the task. Often there are a number of different methods
available to the user and the analyst is encouraged to include all possible methods.

Step 5: Describe selection rules

If there is more than one method of achieving a goal, then the analyst should determine selection
rules for the goal. Selection rules predict which of the available methods will be used by the user
to achieve the goal.

Advantages

1. GOMS can be used to provide a hierarchical description of task activity.
The methods part of a GOMS analysis allows the analyst to describe a number of different
potential task routes.

3. GOMS analysis can aid designers in choosing between systems, as performance and
learning times can be specified.

4. GOMS has been applied extensively in the past and has a wealth of associated validation
evidence.
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Disadvantages

Ju—

GOMS is a difficult method to apply. Far simpler task analysis methods are available.

2. GOMS can be time consuming to apply.

The GOMS method appears to be restricted to HCIL. As it was developed specifically for
use in HCI, most of the language is HCI orientated. Reported use of GOMS outside of the
HCI domain is limited.

A high level of training and practice would be required.

GOMS analysis is limited as it only models error-free, expert performance.

Context is not taken into consideration.

The GOMS methods remain largely invalidated outside of HCI.

W

Nk

Related Methods

There are four main techniques within the GOMS family. These are NGOMSL, KLM, CMN-
GOMS and CPM-GOMS.

Approximate Training and Application Times

For non-HCI experienced practitioners, it is expected that the training time would be medium
to high. The application time associated with the GOMS method is dependent upon the size and
complexity of the task under analysis. For large, complex tasks involving many operators and
methods, the application time for GOMS would be very high. However, for small, simplistic tasks
the application time would be minimal.

Reliability and Validity

Within the HCI domain, the GOMS method has been validated extensively. According to Salvendy
(1997), Card et al (1983) reported that for a text-editing task, the GOMS method predicted the
user’s methods 80-90% of the time and also the user’s operators 80-90% of the time. However,
evidence of the validation of the GOMS method in applications outside of the HCI domain is
limited.

Tools Needed

GOMS can be conducted using pen and paper. Access to the system, programme or device under
analysis is also required.
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Verbal Protocol Analysis (VPA)

Background and Applications

Verbal protocol analysis (VPA) is used to derive descriptions of the processes, cognitive and
physical, that an individual uses to perform a task. VPA involves creating a written transcript of
operator behaviour as they perform the task or scenario under analysis. The transcript is based
upon the operator ‘thinking aloud’ as they conduct the task under analysis. VPA has been used
extensively as a means of gaining an insight into the cognitive aspects of complex behaviours.
Walker (2004) reports the use of VPA in areas such as heavy industry (Bainbridge 1974), Internet
usability (Hess 1999) and driving (Walker, Stanton and Young 2001).

Domain of Application

Generic.

Procedure and Advice

The following procedure is adapted from Walker (2004).

Step 1: Define scenario under analysis
Firstly, the scenario under analysis should be clearly defined. It is reccommended that a HTA is used
to describe the task under analysis.

Step 2: Instruct/train the participant

Once the scenario is clearly defined, the participant should be briefed regarding what is required of
them during the analysis. What they should report verbally is clarified here. According to Walker
(2004) it is particularly important that the participant is informed that they should continue talking
even when what they are saying does not appear to make much sense. A small demonstration should
also be given to the participant at this stage. A practice run may also be undertaken, although this
is not always necessary.

Step 3: Begin scenario and record data
The participant should begin to perform the scenario under analysis. The whole scenario should be
audio recorded (at least) by the analyst. It is also recommended that a video recording be made.

Step 4: Verbalisation of transcript
Once collected, the data should be transcribed into a written form. An excel spreadsheet is normally
used. This aspect of VPA is particularly time consuming and laborious.

Step 5: Encode verbalisations

The verbal transcript (written form) should then be categorised or coded. Depending upon the
requirements of the analysis, the data is coded into one of the following five categories; words,
word senses, phrases, sentences or themes. The encoding scheme chosen should then be encoded
according to a rationale determined by the aims of the analysis. Walker (2004) suggests that this
involves attempting to ground the encoding scheme according to some established theory or
approach, such as mental workload or situation awareness. The analyst should also develop a set of
written instructions for the encoding scheme. These instructions should be strictly adhered to and
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constantly referred to during the encoding process (Walker 2004). Once the encoding type, framework
and instructions are completed, the analyst should proceed to encode the data. Various computer
software packages are available to aid the analyst with this process, such as General Enquirer.

Step 6: Devise other data columns
Once the encoding is complete, the analyst should devise any ‘other’ data columns. This allows the
analyst to note any mitigating circumstances that may have affected the verbal transcript.

Step 7: Establish inter and intra-rater reliability
Reliability of the encoding scheme then has to be established (Walker 2004). In VPA, reliability is
established through reproducibility i.e. independent raters need to encode previous analyses.

Step 8: Perform pilot study

The protocol analysis procedure should now be tested within the context of a small pilot study. This
will demonstrate whether the verbal data collected is useful, whether the encoding system works,
and whether inter and intra-rater reliability are satisfactory. Any problems highlighted through the
pilot study should be refined before the analyst conducts the VPA for real.

Step 9: Analyse structure of encoding

Finally, the analyst can analyse the results from the VPA. During any VPA analysis the responses
given in each encoding category require summing, and this is achieved simply by adding up the
frequency of occurrence noted in each category. Walker (In Press) suggests a more fine-grained
analysis, the structure of encodings can be analysed contingent upon events that have been noted
in the ‘other data’ column(s) of the worksheet, or in light of other data that have been collected
simultaneously.

Example

The following example is a VPA taken from Walker (2004). This digital video image (Figure 3.3)
is taken from the study reported by Walker, Stanton, and Young (2001) and shows how the Protocol
Analysis was performed with normal drivers. The driver in Figure 3.3 is providing a concurrent
verbal protocol whilst being simultaneously videoed. The driver’s verbalisations and other data
gained from the visual scene are transcribed into the data sheet in Figure 3.4. Figure 3.4 illustrates
the 2-second incremental time index, the actual verbalisations provided by the driver’s verbal
commentary, the encoding categories, the events column and the protocol structure. In this study
three encoding groups were defined: behaviour, cognitive processes, and feedback. The behaviour
group defined the verbalisations as referring to the driver’s own behaviour (OB), behaviour of the
vehicle (BC), behaviour of the road environment (RE), and behaviour of other traffic (OT). The
cognitive processes group was subdivided into perception (PC), comprehension (CM), projection
(PR), and action execution (AC). The feedback category offered an opportunity for vehicle feedback
to be further categorised according to whether it referred to system or control dynamics (SD or
CD), or vehicle instruments (IN). The cognitive processes and feedback encoding categories were
couched in relevant theories in order to establish a conceptual framework. The events column
was for noting road events from the simultaneous video log, and the protocol structure was colour
coded according to the road type being travelled upon. In this case the shade corresponds to a
motorway, and would permit further analysis of the structure of encoding contingent upon road
type. The section frequency counts simply sum the frequency of encoding for each category for
that particular road section.
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Figure 3.3  Digital Audio/Video Recording of Protocol Analysis Scenario

Advantages
1. Verbal protocol analysis provides a rich data source.
2. Protocol analysis is particularly effective when used to analyse sequences of activities.
3. Verbalisations can provide a genuine insight into cognitive processes.
4. Domain experts can provide excellent verbal data.
5. Verbal protocol analysis has been used extensively in a wide variety of domains.
6. Simple to conduct with the right equipment.
Disadvantages
1. Data analysis (encoding) can become extremely laborious and time consuming.
2. Verbal Protocol Analysis is a very time consuming method to apply (data collection and
data analysis).
3. Itis difficult to verbalise cognitive behaviour. Researchers have been cautioned in the past
for relying on verbal protocol data (Militello and Hutton 2000).
4. Verbal commentary can sometimes serve to change the nature ofthe task.
5. Complex tasks involving high demand can often lead to areduced quantity ofverbalisations

(Walker, 2004).
Strict procedure is often not adhered to fully.
VPA is prone to bias on the participant’s behalf.
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Figure 3.4  Transcription and Encoding Sheet

Related Methods

Verbal protocol analysis is related to observational techniques such as walkthroughs and direct
observation. Task analysis methods such as HTA are often used in constructing the scenario under
analysis. VPA is also used for various purposes, including situation awareness measurement,
mental workload assessment and task analysis.

Approximate Training and Application Times

Although the method is very easy to train, the VPA procedure is time consuming to implement.
According to Walker (2004) if transcribed and encoded by hand, 20 minutes of verbal transcript
data at around 130 words per minute can take between 6 to 8 hours to transcribe and encode.

Reliability and Validity

Walker (2004) reports that the reliability ofthe method is reassuringly good. For example, Walker,
Stanton and Young (2001) used two independent raters and established inter-rater reliability at
Rho=0.9 for rater 1 and Rho=0.7 for rater 2. Intra-rater reliability during the same study was also
high, being in the region of Rho=0.95.



62 Human Factors Methods
Tools Needed

A VPA can be conducted using pen and paper, a digital audio recording device and a video recorder
if required. The device or system under analysis is also required. For the data analysis part of VPA,
Microsoft Excel is normally required, although this can be done using pen and paper. A number
of software packages can also be used by the analyst, including Observer, General Enquirer,
TextQuest and Wordstation.

Task Decomposition
Background and Applications

Kirwan and Ainsworth (1992) describe the task decomposition methodology that can be used to
gather detailed information regarding a particular task or scenario. Task decomposition involves
describing the task or activity under analysis and then using specific task-related information to
decompose the task in terms of specific statements regarding the task. The task can be decomposed
to describe a variety of task-related features, including the devices and interface components used,
the time taken, errors made, feedback and decisions required. The categories used to decompose
the task steps should be chosen by the analyst based on the requirements of the analysis. There
are numerous decomposition categories that can be used and new categories can be developed if
required by the analysis. According to Kirwan and Ainsworth (1992), Miller (1953) was the first
practitioner to use the task decomposition method. Miller (1953) recommended that each task step
should be decomposed around the following categories:

Description.

Subtask.

Cues initiating action.

Controls used.

Decisions.

Typical errors.

Response.

Criterion of acceptable performance.
Feedback.

A A e

However, further decomposition categories have since been defined (e.g. Kirwan and Ainsworth,
1992). It is recommended that the analyst develops a set of decomposition categories based upon
the analysis requirements.

Domain of Application

Generic.
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Procedure and Advice

Step 1: Hierarchical task analysis

The first step in a task decomposition analysis involves creating an initial description of the task
or scenario under analysis. It is recommended that a HTA is conducted for this purpose, as a
goal driven, step-by-step description of the task is particularly useful when conducting a task
decomposition analysis.

Step 2: Create task descriptions

Once an initial HTA for the task under analysis has been conducted, the analyst should create a set
of clear task descriptions for each of the different task steps. These descriptions can be derived from
the HTA developed during step 1. The task description should give the analyst enough information
to determine exactly what has to be done to complete each task element. The detail of the task
descriptions should be determined by the requirements of the analysis.

Step 3: Choose decomposition categories

Once a sufficient description of each task step is created, the analyst should choose the appropriate
decomposition categories. Kirwan and Ainsworth (1992) suggest that there are three types of
decomposition categories: descriptive, organisation-specific and modelling. Table 3.4 presents a
taxonomy of descriptive decomposition categories that have been used in various studies (Source:
Kirwan and Ainsworth, 1992).

Table 3.4  Task Decomposition Categories (Source: Kirwan and Ainsworth, 1992)

Description of task Task difficulty
Description Task criticality

Type of activity/behaviour Amount of attention required
Task/action verb Performance on the task
Function/purpose Performance

Sequence of activity Time taken

Requirements for undertaking task Required speed

Initiating cue/event Required accuracy
Information Criterion of response adequacy
Skills/training required Other activities

Personnel requirements/manning Subtasks

Hardware features Communications

Location Co-ordination requirements
Controls used Concurrent tasks

Displays used Outputs from the task
Critical values Output

Job aids required Feedback

Nature of the task Consequences/problems
Actions required Likely/typical errors
Decisions required Errors made/problems
Responses required Error consequences
Complexity/task complexity Adverse conditions/hazards

Step 4: Information collection

Once the decomposition categories have been chosen, the analyst should create a data collection pro-
forma for each decomposition category. The analyst should then work through each decomposition
category, recording task descriptions and gathering the additional information required for each of
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the decomposition headings. To gather this information, Kirwan and Ainsworth (1992) suggest that
there are many possible methods to use, including observation, system documentation, procedures,
training manuals and discussions with system personnel and designers. Interviews, questionnaires,
VPA and walkthrough analysis can also be used.

Step 5. Construct task decomposition

The analyst should then put data collected into a task decomposition output table. The table should
comprise all of the decomposition categories chosen for the analysis. The amount of detail included
in the table is also determined by the scope of the analysis.

Advantages

1. Task decompositionis a very flexible approach. In selecting which decomposition categories
to use, the analyst can determine the direction and focus of the analysis.

2. A task decomposition analysis has the potential to provide a very comprehensive analysis

of a particular task.

Task decomposition techniques are easy to learn and use.

The method is generic and can be used in any domain.

5. Task decomposition provides a much more detailed description of tasks than traditional
task analysis methods do.

6. As the analyst has control over the decomposition categories used, potentially any aspect of
a task can be evaluated. In particular, the method could be adapted to assess the cognitive
components associated with tasks (goals, decisions, SA).

W

Disadvantages

1. As the task analysis method is potentially so exhaustive, it is a very time consuming
method to apply and analyse. The HTA only serves to add to the high application time.
Furthermore, obtaining information about the tasks (observation, interview etc) creates
even more work for the analyst.

2. Task decomposition can be laborious to perform, involving observations, interviews etc.

Example

A task decomposition analysis was performed on the landing task, ‘Land aircraft X at New Orleans
using the Autoland system’ (Marshall et al, 2003). The purpose of the analysis was to ascertain
how suitable the task decomposition method was for the prediction of design induced error on
civil flight decks. A HTA of the flight task was constructed (Figure 3.5) and a task decomposition
analysis was performed. An extract of the analysis is presented in Table 3.5. Data collection
included the following tasks:

Walkthrough of the flight task.

Questionnaire administered to aircraft X pilots.
Consultation with training manuals.
Performing the flight task in aircraft simulator
Interview with aircraft X pilot.

N
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Figure 3.5 Extract of HTA ‘Land Aircraft X at New Orleans Using the Autoland System’
(Source: Marshall et al, 2003)
Table 3.5 Extract of Task Decomposition Analysis for Flight Task ‘Land Aircraft X at

New Orleans Using the Autoland System’

Task step description
3.2.2 Dial the speed/MACH knob to enter 190 knots
on the IAS/MACH display

Complexity

Medium. The task involves a number of checks in quick
succession and also the use of the Speed/MACH knob,
which is very similar to the HDG/Track knob

Initiating cue/event: Difficulty:
Check that the distance from the runway is 15 miles Low
Displays used: Criticality:

Captain’s Primary Flight display
IAS/MACH window (Flight control unit)
Captain’s navigation display

High. The task is performed in order to reduce the aircraft’s
speed so that the descent and approach can begin

Controls used:
TAS/MACH Knob

Feedback provided:
Speed/MACH window displays current airspeed value.
CPFD displays airspeed

Actions required:

Check distance from runway on CPFD
Dial in 190 using the IAS/MACH display
Check IAS/MACH window for speed value

Probable errors:

a) Using the wrong knob i.e. the HDG/Track knob
b) Failing to check the distance from runway

c) Failing to check current airspeed

d) Dialling in the wrong speed value

e) Fail to enter new airspeed

Decisions required:

Is distance from runway 15 miles or under?

Is airspeed over/under 190knots?

Have you dialled in the correct airspeed (190Knots)?
Has the aircraft slowed down to 190knots?

Error consequences:

a) Aircraft will change heading to 190

b) Aircraft may be too close or too far way from the runway
¢) Aircraft travelling at the wrong airspeed

d) Aircraft may be travelling too fast for the approach
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Related Methods

The task decomposition method relies on a number of data collection techniques for its input.
The initial task description required is normally provided by conducting a HTA for the task under
analysis. Data collection for the task decomposition analysis can involve any number of HF
methods, including observational methods, interviews, walkthrough analysis and questionnaires.

Approximate Training and Application Times

As a number of methods are used within a task decomposition analysis, the training time associated
with the method is high. Not only would an inexperienced practitioner require training in the task
decomposition method itself (which incidentally would be minimal), but they would also require
training in HTA and any methods that would be used in the data collection part of the analysis.
Also, due to the exhaustive nature of a task decomposition analysis, the associated application time
is also very high. Kirwan and Ainsworth (1992) suggest that task decomposition can be a lengthy
process and that its main disadvantage is the huge amount of time associated with collecting the
required information.

Reliability and Validity

At present, no data regarding the reliability and validity of the method is offered in the literature.
It is apparent that such a method may suffer from reliability problems, as a large portion of the
analysis is based upon the analyst’s subjective judgement.

Tools Needed

The tools needed for a task decomposition analysis are determined by the scope of the analysis and
the techniques used for the data collection process. Task decomposition can be conducted using
just pen and paper. However, it is recommended that for the data collection process, visual and
audio recording equipment would be required. The system under analysis is also required in some
form, either in mock-up, prototype or operational form.
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The Sub-Goal Template Method (SGT)

Background and Application

The SGT method was initially devised as a means of re-describing the output of HTA, in order
to specify the relevant information requirements for the task or system under analysis (Ormerod,
2000). Although the method was originally designed for use in the process control industries,
Ormerod and Shepherd (2003) describe a generic adaptation that can be used in any domain. The
method itself involves re-describing a HTA for the task(s) under analysis in terms of information
handling operations (IHOs), SGT task elements, and the associated information requirements. The
SGT task elements used are presented in Table 3.6.

Table 3.6

SGT Task Elements (Source: Ormerod, 2000)

Code

| Label

| Information requirements

Action elements

Indication of alternative operating states, feedback that equipment is

Al Prepare equipment set to required state

A2 Activate Feedback that the action has been effective

A3 Adjust Possible operational states, feedback confirming actual state
A4 De-activate Feedback that the action has been effective

Communication elements

Cl Read Indication of item

C2 Write Location of record for storage and retrieval

C3 Wait for instruction Projected wait time, contact point

C4 Receive instruction Channel for confirmation

CS Instruct or give data Feedback for receipt

C6 Remember Prompt for operator-supplied value

C7 Retrieve Location of information for retrieval

Monitoring elements

Mi Monitor to detect deviance Listing 9f relevant items to monitor, normal parameters for
comparison

M2 Monitor to anticipate change Listing of relevant items to monitor, anticipated level

M3 Monitor rate of change f;(l)?ntl;agr é)é‘ Leblzg'ravnet dlt;an:: [:1‘: tI‘I;r(;nitor, template against which to

M4 nspect plant and equipment Access to symptoms, templates for comparison with acceptable

tolerances if necessary

Decision-making elements

D1 Diagnose problems Information to support trained strategy

D2 Plan adjustments Planning information from typical scenarios

D3 Locate containment Sample points enabling problem bracketing between a clean input
and a contaminated output

D4 Judge adjustment Target indicator, adjustment values

Exchange elements

El Enter from discrete Item position and delineation, advance descriptors, choice recovery

E2 Enter from continuous range Choice indicator, range/category delineation, advance descriptors,
end of range, range recovery

. Information structure (e.g. criticality, weight, frequency
E3 Extract from discrete range structuring), feedback on current choice
F4 Extract from continuous range Available range; information structure (e.g. criticality, weight,

frequency structuring), feedback on current choices
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Navigation elements

N1

Locate a given information set

Organisation structure cues (e.g. screen set/menu hierarchy,
catalogue etc.), choice descriptor conventions, current location,
location relative to start, selection indicator

N2

Move to a given location

movement indicator

Layout structure cues (e.g. screen position, menu selection, icon,
etc.), current position, position relative to information coordinates,

N3

Browse an information set

Information (e.g. screen/menu hierarchy, catalogue etc.),
organisation cues, information scope, choice points, current
location, location relative to start, selection indicator

Ormerod and Shepherd (2003) describe a modified set of task elements, presented in Table 3.7.

Table 3.7  Modified SGT Task Elements (Source: Ormerod and Shepherd 2003)
SGT Task elements | Context for assigning SGT and task Information requirements
element
Act Perform as part of a procedure or Action points and order;
subsequent to a decision made about Current, alternative, and target states;
changing the system preconditions, outcomes, dependencies,
halting, recovery indicators
Al Activate Make subunit operational: switch from | Temporal/stage progression, outcome
off to on activation level
A2 Adjust Regulate the rate of operation of a unit | Rate of state of change
maintaining ‘on’ state
A3 Deactivate | Make subunit non-operational: switch Cessation descriptor
from on to off
Exchange To fulfil a recording requirement. To Indication of item to be exchanged,
obtain or deliver operating value channel for confirmation
El Enter Record a value in a specified location Information range (continuous, discrete)
E2 Extract Obtain a value of a specified parameter | Location of record for storage and
retrieval; prompt for operator
Navigate To move an informational state for System/state structure, current relative
exchange, action or monitoring location
N1 Locate Find the location of a target value or Target information, end location relative
control to start
N2 Move Go to a given location and search it Target location, directional descriptor
N3 Explore Browse through a set of locations and Current/next/previous item categories
values
Monitor To be aware of system states that Relevant items to monitor; record of when

determine need for navigation,
exchange and action

actions were taken; elapsed time from
action to the present.

M1 Monitor to
detect deviance

Routinely compare system state against
target state to determine need for action

Normal parameters for comparison

M2 Monitor to
anticipate cue

Compare system state against target
state to determine readiness for known
action

Anticipated level

Monitor
transition

Routinely compare state of change
during state transition

Template against which to compare
observed parameters.
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Domain of Application
The SGT method was originally developed for use in the process control industries.
Procedure and Advice

Step 1: Define the task(s) under analysis

The first step in a SGT analysis involves defining the task(s) or scenario under analysis. The
analyst(s) should specify the task(s) that are to be subjected to the SGT analysis. A task or scenario
list should be created, including the task, system, environment and personnel involved.

Step 2: Collect specific data regarding the task(s) under analysis

Once the task under analysis is defined, the data that will inform the development of the HTA should
be collected. Specific data regarding the task should be collected, including task steps involved, task
sequence, technology used, personnel involved, and communications made. There are a number
of ways available to collect this data, including observations, interviews, and questionnaires. It is
recommended that a combination of observation of the task under analysis and interviews with the
personnel involved should be used when conducting a task analysis.

Step 3: Conduct a HTA for the task under analysis
Once sufficient regarding the task under analysis is collected, a HTA for the task under analysis
should be conducted.

Step 4: Assign SGT to HTA sub goals
Each bottom level task from the HTA should then be assigned a SGT. SGT sequencing elements
are presented as an example in Table 3.8.

Step 5: Specify sequence

The order in which the tasks should be carried out is specified next using the SGT sequencing
elements presented in Table 3.8.

Table 3.8 SGT Sequencing Elements (Source: Ormerod, 2000)

Code Label Syntax

S1 Fixed S1 then X

S2 Choice/contingent S2 if Z then X ifnot Z then Y
S3 Parallel S3 then do together X and Y
S4 Free S4 In any order X and Y

Step 6: Specify information requirements

Once a SGT has been assigned to each bottom level operation in the HTA and the appropriate
sequence of the operations has been derived, the information requirements should be derived. Each
SGT has its own associated information requirements, and so this involves merely looking up the
relevant SGT’s and extracting the appropriate information requirements.
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Advantages
1. The SGT method can be used to provide a full information requirements specification to
system designers.

2. The method is based upon the widely used HTA method.
3. Once the initial concepts are grasped, the method is easy to apply

Disadvantages

—

There are no data offered regarding the reliability and validity of the method.

2. The initial requirement of a HTA for the task/system under analysis creates further work
for the analyst(s).

3. Further categories of SGT may require development, depending upon the system under
analysis.

4. One might argue that the output of a HTA would suffice.

Flowchart

Related Methods

The SGT method uses HTA as its primary input.

START

Define the task or senario
under analysis
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Collect task specific
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Approximate Training and Application Times

Training time for the SGT method is estimated to be medium to high. The analyst is required to
fully understand how HTA works and then to grasp the SGT method. It is estimated that this may
take a couple of days’ training. The application is also estimated to be considerable, although this is
dependent upon the size of the task(s) under analysis. For large, complex tasks it is estimated that
the SGT application time is high. For small, simple tasks and those tasks where a HTA is already
constructed, the application time is estimated to be low.

Reliability and Validity

No data regarding the reliability and validity of the SGT method are available in the literature.
Tools Needed

The SGT method can be conducted using pen and paper. Ormerod (2000) suggests that the method
would be more usable and easier to execute if it were computerised. A computer version of the
SGT method was compared to a paper-based version (Ormerod, Richardson and Shepherd, 1998).
Participants using the computer version solved more problems correctly at first attempt and also
made fewer errors (Ormerod, 2000).

Tabular Task Analysis (TTA)

Background and Applications

Tabular task analysis (TTA; Kirwan 1994) can be used to analyse a particular task or scenario in
terms of the required task steps and the interface used. A TTA takes each bottom level task step
from a HTA and analyses specific aspects of the task step, such as displays and controls used,
potential errors, time constraints, feedback, triggering events etc. The content and focus of the TTA
is dependent upon the nature of the analysis required. For example, if the purpose of the TTA is to
evaluate the error potential of the task(s) under analysis, then the columns used will be based upon
errors, their causes and their consequences.

Domain of Application
Generic.
Procedure and Advice

Step 1: Define the task(s) under analysis

The first step in a TTA involves defining the task or scenario under analysis. The analyst firstly
should specify the task(s) that are to be subjected to the TTA. A task or scenario list should be
created, including the task, system, environment and personnel involved.

Step 2: Collect specific data regarding the task(s) under analysis

Once the task under analysis is defined, the data that will inform the development of the TTA should
be collected. Specific data regarding the task should be collected, including task steps involved, task
sequence, technology used, personnel involved, and communications made. There are a number
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of ways available to collect this data, including observations, interviews, and questionnaires. It is
recommended that a combination of observation of the task under analysis and interviews with the
personnel involved should be used when conducting a TTA.

Step 3: Conduct a HTA for the task under analysis

Once sufficient data regarding the task under analysis is collected, an initial task description should
be created. For this purpose it is recommended that HTA is used. The data collected during step 2
should be used as the primary input to the HTA.

Step 4: Convert HTA into tabular format

Once an initial HTA for the task under analysis has been conducted, the analyst should put the HTA
into a tabular format. Each bottom level task step should be placed in a column running down the
left hand side of the table. An example of an initial TTA is presented in

Table 3.9.

Table 3.9 Extract of Initial TTA

Task | Task Controls | Required | Feedback | Possible | Error Error
No. description & action errors consequences | remedies
Displays
used
3.2.1 | Check current
airspeed
3.2.2 | Dialin
190 Knots
using the
speed/MACH

selector knob
3.3.1 | Check current
flap setting
3.3.2 | Set the flap

lever to level
‘3 b

Step 5: Choose task analysis categories

Next the analyst should select the appropriate categories and enter them into the TTA. The selection
of categories is dependent upon the nature of the analysis. The example in this case was used to
investigate the potential for design induced error on the flightdeck, and so the categories used are
based upon error identification and analysis.

Step 6: Complete TTA table

Once the categories are chosen, the analyst should complete the columns in the TTA for each task.
How this is achieved is not a strictly defined process. A number of methods can be used, such as
walkthrough analysis, heuristic evaluation, observations or interviews with SMEs. Typically, the
TTA is based upon the analyst’s subjective judgement.

Advantages

1. TTA s a flexible method, allowing any factors associated with the task to be assessed.
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2. A TTA analysis has the potential to provide a very comprehensive analysis of a particular

task or scenario.

Easy to learn and use.

The method is generic and can be used in any domain.

5. TTA provides a much more detailed description of tasks than traditional task analysis
methods do.

6. As the analyst has control over the TTA categories used, potentially any aspect of a task
can be evaluated.

7. Potentially exhaustive, if the correct categories are used.

> w

Disadvantages

1. As the TTA is potentially so exhaustive, it is a very time consuming method to apply. The
initial data collection phase and the development of a HTA for the task under analysis also
add considerably to the overall application time.

2. Data regarding the reliability and validity of the method is not available in the literature. It
is logical to assume that the method may suffer from problems surrounding the reliability
of the data produced.

3. A HTA for the task under analysis may suffice in most cases.

Example

A TTA was performed on the landing task, ‘Land aircraft X at New Orleans using the autoland
system’ (Marshall et al, 2003). The purpose of the analysis was to ascertain how suitable the TTA
method was for the prediction of design induced error on civil flight decks. A HTA of the flight
task was constructed (Figure 3.6) and a TTA analysis was performed (Table 3.10). Data collection
included the following:

1. Walkthrough of the flight task.
2. Questionnaire administered to aircraft X pilots.
3. Consultation with training manuals.
4. Performing the flight task in aircraft simulator.
5. Interview with aircraft X pilot.

Related Methods

TTA is a task analysis method of which there are many. The TTA method relies on a number of
data collection techniques for its input. The initial task description required is normally provided
by conducting a HTA for the task under analysis. Data collection for the TTA can involve any
number of HF methods, including observational methods, interviews, walkthrough analysis and
questionnaires. The TTA method is very similar to the task decomposition method (Kirwan and
Ainsworth, 1992).

Training and Application Times
The training time for the TTA method is minimal, provided the analyst in question is competent in the

use of HTA. The application time is considerably longer. It is estimated that each task step in a HTA
requires up to ten minutes for further analysis. Thus, for large, complex tasks the TTA application
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time is estimated to be high. A TTA for the flight task ‘Land aircraft X at New Orleans using the
autoland system’, which consisted of 32 bottom level task steps took around four hours to complete.

3. Prepare the
aircraft for landing

3.1 Check the 3.2 Reduce 3.3 Set flaps to 3.4 Reduce 3.5 Set flaps to 3.6 Set flap to 3.8 Put 3.10 Set flaps
distance (m) airspeed to level 1 airspeed to 150 level 2 level 3 the to “full’
from runway 190 Knots Knots landing
gear down
3.7 Reduce
J——-—‘———j airspeed to
140 Knots
32.1Check 3.2 Dial the 3.9 Check
current airspeed ‘Speed/MACH’ knob
to enter 190 on the —
IAS/MACH display
3.5.1. Check 3.5.2 Move
current flap setting flap lever to 2
3.10.1 Check 3.10.2
L j current flap Move flap
33.1 Check 3.3.2 Move “flap’ 3.6.1 Check 3.6.2 Move setting leverto F
current flap setting leverto 1 current flap setting “flap’ lever
to3
3.4.1 Check 3.4.2 Dial the .
current airspeed ‘Speed/MACH’ knob 3.7.2 Dial the

to enter 150 on the
TAS/MACH display

3.7.1 Check
current airspeed

‘Speed/ MACH’ knob
to enter 140 on the
TAS/MACH display

Figure 3.6  Extract of HTA for the Landing Task ‘Land at New Orleans Using the Autoland
System’ (Source: Marshall et al, 2003)
Table 3.10  Extract of TTA Analysis for Flight Task ‘Land at New Orleans Using the
Autoland System’
Task | Task description Controls/Displays Required action Feedback Possible errors
No. used
3.2.1 | Check current Captains primary Visual check Misread
airspeed flight display Check wrong
Speed/Mach display
window Fail to check
3.2.2 | Dial in 190 Knots Speed/Mach Rotate Speed/ Speed change Dial in wrong
using the speed/ selector knob Mach knob to in speed/Mach speed
MACH selector Speed/Mach enter 190 window and on Use the wrong
knob window Visual check CPFD knob e.g. heading
Captain’s primary | of speed/Mach Aircraft changes knob
flight display window speed
3.3.1 | Check current flap | Flap lever Visual check Misread
setting Flap display Check wrong
display
Fail to check
3.3.2 | Set the flap lever Flap lever Move flap lever to | Flaps change Set flaps to wrong
to level ‘3’ Flap display ‘3’ setting Aircraft lifts and setting
slows
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Flowchart
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Chapter 4

Cognitive Task Analysis Methods

In contrast to traditional task analysis methods, which provide a physical description of the activity
performed within complex systems, cognitive task analysis (CTA) methods are used to determine
and describe the cognitive processes used by agents. Agents performing activity in today’s complex
systems face increasing demands upon their cognitive skills and resources. As system complexity
increases, so agents require training in specific cognitive skills and processes in order to keep
up. System designers require an analysis of the cognitive skills and demands associated with the
operation of these systems in order to propose design concepts, allocate tasks, develop training
procedures and work processes, and to evaluate performance. Traditional task analysis method
outputs can be used to develop physical, step-by-step descriptions of agent activity during task
performance. Whilst this is useful, it does not explicitly consider the cognitive processes associated
with the activity. For some analysts, the detail provided by traditional task analysis can be used as
the basis for consideration of more ‘cognitive’ aspects, e.g., the ‘plans’ in HTA could be taken to
reflect the manner in which information is used to guide activity. However, it can be argued that
assuming an equivalence between mental processes and the information needed to guide physical
tasks can often lead to misunderstanding cognition (or at least requires a view of ‘cognition’ which
is so restricted as to be at odds with what the term usually means).

The past three decades has seen the emergence of cognitive task analysis (CTA), and a
number of methods now exist that can be used to determine, describe and analyse the cognitive
processes employed during task performance. According to Schraagen, Chipman and Shalin (2000)
CTA represents an extension of traditional task analysis methods used to describe the knowledge,
thought processes and goal structures underlying observable task performance. Militello and Hutton
(2000) describe CTA methods as those that focus upon describing and representing the cognitive
elements that underlie goal generation, decision-making and judgements. CTA outputs are used,
amongst other things for interface design and evaluation, the design of procedures and processes,
allocation of functions, the design and evaluation of training procedures and interventions, and the
evaluation of individual and team performance within complex systems.

Flanagan (1954) first probed the decisions and actions made by pilots in near accidents
using the critical incident technique (CIT). However, the term ‘Cognitive Task Analysis’ did not
appear until the early 1980s when it began to be used in research texts. According to Hollnagel
(2003) the term was first used in 1981 to describe approaches to the understanding of the cognitive
activities required in man-machine systems. Since then, the focus on the cognitive processes
employed by system operators has increased, and CTA applications are now on the increase,
particularly in complex, dynamic environments such as those seen in the nuclear power, defence
and emergency services domains. Various CTA methods have been subject to widespread use over
the past two decades, with applications in a number of domains, such as fire fighting (Militello and
Hutton, 2000), aviation (O’Hare, Wiggins, Williams and Wong, 2000), emergency services (O’Hare
et al, 2000), command and control (Salmon, Stanton, Walker and Green, 2004), military operations
(Klein, 2000), naval maintenance (Schaafstal and Schraagen, 2000) and even white-water rafting
(O’Hare et al, 2000). Consequently, there are a great number of CTA approaches available. The
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Cognitive Task Analysis Resource Website (www.ctaresource.com) lists over 100 CTA related
techniques designed to evaluate and describe the cognitive aspects of task performance. According
to Roth, Patterson and Mumaw (2002) there are three different approaches under which cognitive
task analyses can be grouped. The first approach involves analysing the domain in question in
terms of goals and functions, in order to determine the cognitive demands imposed by the tasks
performed. The second approach involves the use of empirical techniques, such as observation
and interview methods, in order to determine how the users perform the task(s) under analysis,
allowing a specification of the knowledge requirements and strategies involved. The third and more
recent approach involves developing computer models that can be used to simulate the cognitive
activities required during the task under analysis. It is beyond the scope of this book to review all
of the CTA methods available to the HF practitioner. Rather, a review of selected approaches based
upon popularity and previous applications is presented. A brief description of the CTA approaches
reviewed is presented below.

The cognitive work analysis framework (Vicente, 1999) is currently receiving the most
attention from the HF community. The CWA approach was originally developed at the Risg National
Laboratory in Denmark (Rasmussen, Pejtersen and Goodstein, 1994) and offers a comprehensive
framework for the design, evaluation and analysis of complex socio-technical systems. Rather
than offer a description of the activity performed within a particular system, the CWA framework
provides methods that can be used to develop an in-depth analysis of the constraints that shape
agent activity within the system. The CWA framework comprises five different phases; work
domain analysis, control task analysis, strategies analysis, social organization and co-operation
analysis and worker competencies analysis. The critical decision method (Klein and Armstrong,
2004) is a semi-structured interview approach that uses pre-defined probes to elicit information
regarding expert decision making during complex activity. The CDM procedure is perhaps the
most commonly used CTA technique, and has been used in a wide variety of domains. Applied
cognitive task analysis (Millitello and Hutton, 2000) offers a toolkit of semi-structured interview
methods that can be used to analyse the cognitive demands associated with a particular task or
scenario. The cognitive walkthrough method is used to evaluate interface usability. Based upon
traditional design walkthrough methods and a theory of exploratory learning (Polson and Lewis),
the method focuses upon the usability particularly from an ease of learning perspective. Finally,
the critical incident technique (Flanagan, 1954) is a semi-structured interview approach that uses a
series of probes designed to elicit information regarding pilot decision making during non-routine
tasks.

CTA methods are useful in evaluating individual and team performance, in that they offer
an analysis of cognitive processes surrounding decisions made and choices taken. This allows the
HF practitioner to develop guidelines for effective performance and decision making in complex
environments. The main problem associated with the use of cognitive task analysis methods is the
considerable amount of resource required. CTA methods are commonly based upon interview and
observational data, and therefore require considerable time and effort to conduct. Access to SMEs
is also required, as is great skill on the analyst’s behalf. CTA methods are also criticised for their
reliance upon the recall of events or incidents from the past. Klein and Armstrong (2004) suggests
that methods which analyse retrospective incidents are associated with concerns of data reliability
due to memory degradation. These issues and more are addressed below. A summary of the CTA
methods reviewed is presented in Table 4.1.
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Cognitive Work Analysis (CWA)

Background and Applications

Cognitive Work Analysis (Vicente, 1999) offers a comprehensive framework for the design,
development and analysis of complex socio-technical systems. CWA was originally developed at
the Risg National Laboratory in Denmark (Rasmussen, Pejtersen and Goodstein, 1994) and offers
a framework of methods that are used to develop an in-depth analysis of the constraints that shape
activity within complex systems.

The CWA approach can be used to describe the functional properties of the work domain
under analysis, the nature of the tasks that are conducted within the system, the roles of the different
actors residing within the system, and the cognitive skills and strategies that they use to conduct
activity within the system. The CWA framework comprises five different phases; work domain
analysis, control task analysis, strategies analysis, social organization and co-operation analysis
and worker competencies analysis. Rather than offer a prescribed methodology for analysing
complex systems, the CWA framework instead acts as a toolkit of methods that can be used either
individually or in combination with one another, depending upon the analysis needs.

The different methods within the CWA framework have been used for a plethora of
different purposes, including system modelling (Chin, Sanderson and Watson, 1999), system
design (Bisantz, Roth, Brickman, Gosbee, Hettinger and McKinney, 2003, Rasmussen et al,
1994), process design (Olsson and Lee, 1994) training needs analysis (Naikar and Sanderson,
1999), training design and evaluation, interface design and evaluation (Dinadis and Vicente, 1999,
Salmon, Stanton, Walker and Green, 2004), information requirements specification (Stoner, Wiese
and Lee, 2003), tender evaluation (Naikar and Sanderson, 2001), team design (Naikar, Pearce,
Drumm and Sanderson, 2003) and error management training design (Naikar and Saunders, 2003).
Despite its origin within the nuclear power domain, the CWA applications referred to above have
taken place in a wide range of different domains, including naval, military, aviation, driving and
health care domains.

Domain of Application

The CWA framework was originally developed for the nuclear power domain, however the generic
nature of the methods within the framework allow it to be applied in a wide range of domains.

Procedure and Advice

It is especially difficult to prescribe a strict procedure for the CWA framework. The methods used
are loosely defined and the CWA phases employed are dependent entirely on the nature of the
analysis in question. For example, work domain analysis is commonly used for interface design
and evaluation purposes, but it can also be used for training design and evaluation. It would also be
beyond the scope of this review to describe the procedure fully. The following procedure is intended
to act as a broad set of guidelines for each of the phases defined by the CWA framework.

Step 1: Define nature of analysis

The first step in a CWA is to clearly define the purpose of the analysis. Exactly what the aims
of the analysis are should be clearly specified, so that the correct CWA phases are employed.
For example, the intended output may be a set of training requirements, a novel interface design
concept, or a task analysis for a particular system.
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Step 2: Select appropriate CWA phases and methods

Once the nature and desired outputs of the analysis are clearly defined, the analysis team should
spend considerable time and effort selecting the most appropriate CWA phases and methods to be
employed during the analysis. For example, when using the framework for the design of a novel
interface, it may be that only the work domain analysis component is required. Conduct steps 3—8
as appropriate

Step 3: Work domain analysis

The work domain analysis phase involves describing or modelling the system in which the activity
under analysis takes place. A work domain analysis is used to identify the functional purpose and
structure of the work domain in terms of the overall system goals, the processes adopted and the
artefacts used within the system. In modelling a system in this way, the system constraints that
modify activity within are specified. The abstraction decomposition space (ADS) is used for the
work domain analysis component of CWA. In constructing the ADS, a number of data collection
procedures may be used, including interviews with SMEs, observational study of activity within
the system under analysis, walkthrough analysis and consultation with appropriate documentation,
such as standard operating procedures. An ADS template is presented in Figure 4.1. The ADS is
comprised of an abstraction hierarchy and a decomposition hierarchy, and offers a 2-dimensional
representation of the system in question (Vicente, 1999). Each cell in the ADS provides a different
representation of the same work system. For example, the top left cell in the ADS represents
the purpose of the entire system whilst the bottom right cell represents the physical form of the
individual components that comprise the system (Vicente, 1999). The abstraction hierarchy consists
of five levels of abstraction, ranging from the most abstract level of purposes to the most concrete
level of form (Vicente 1999). A description of each of the five abstraction hierarchy levels is given
below (Vicente 1999).

1. Functional purpose — The overall meaning of the system and its purpose in the world, e.g.
system goals at a high level,

2. Abstract function — General and symbolic level of the system, e.g. descriptions in mass or
energy terms to convey flow through the system;

3. Generalised function — Generalised processes of the system that reflects behavioural
structure, e.g. diagram of information flow and feedback loops;

4. Physical function — Specific processes related to sets of interacting components, €.g.
specific sub-systems, such as electrical or mechanical; and

5. Physical form — Static, spatial, description of specific objects in the system in purely
physical terms, e.g. a picture or mimic of the components.

The decomposition hierarchy (the top row in the abstraction-decomposition space) comprises five
levels of resolution, ranging from the coarsest level of total system to the finest level of component
(Vicente, 1999). According to Vicente (1999) each of the five levels represents a different level
of granularity with respect to the system in question and moving from left to right across the
decomposition hierarchy is the equivalent of zooming into the system, as each level provides a
more detailed representation of the system in question. The ADS also employs structural means-
ends relationships in order to link the different representations of the system within the ADS. This
means that every node in the ADS should be the end that is achieved by all of the nodes below it,
and also the means that can be used to achieve all of the nodes above it.
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Decompo-
sition
Total System Subsystem Function Unit Subassembly Component
Abstraction
Functional Purposg of
P the entire
urpose system
WHY?
Abstract
Function A
Generalised WHAT?
Function ‘
Physical < 7
Function
HOW?
. Material form
Physical of individual
Form components

Figure 4.1 Abstraction Decomposition Space Template

Step 4: Conduct control task analysis

The control task analysis phase involves the identification of the control tasks that are performed
within the system under analysis. A control task analysis is used to determine what tasks are
undertaken within the system under analysis, regardless of how they are undertaken or who
undertakes them. Decision ladders are used for the control task analysis component of CWA. The
decision ladder is presented in Figure 4.2.

Step 5: Conduct strategies analysis

The strategies analysis phase involves identifying and representing the strategies that actors within
the system under analysis employ when conducting the control tasks identified during the control task
analysis phase. Information flow maps are used for the strategies analysis component of CWA.

Step 6: Conduct social organization and co-operation analysis

The social organization and co-operation analysis phase of a CWA involves identifying exactly
how the control tasks are distributed between agents and artefacts within the system. The social
organization and co-operation analysis component of CWA uses the abstraction decomposition
space, decision ladders and information flow maps developed during the preceding phases for this
purpose.

The fifth and final stage of a CWA involves identifying the cognitive skills required
for control task performance in the system under analysis. Worker competencies analysis uses
Rasmussen’s Skill, Rule, Knowledge (SRK) framework in order to classify the cognitive activities
employed by agents during control task performance.
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Figure 4.2  Decision Ladder (Source: Vicente, 1999)

Example

Salmon, Stanton, Walker and Green (2004) used the work domain analysis component of CWA
to identify the information requirements for a command, control, communication, computers
and intelligence (C4i) system knowledge Wall display interface. Salmon and colleagues used the
abstraction-decomposition space in a slightly different manner to other practitioners in that, rather
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than describe the system or work domain with the abstraction-decomposition space, they used each
cell in the abstraction-decomposition space to specify the information that should be presented by
the knowledge wall display. Based upon a knowledge wall display taxonomy developed from a
review of knowledge wall type displays, Salmon et al (2004) created an abstraction-decomposition
space using the following levels of decomposition.

N —

Total System. The overall C4i system.

Sub-System. The C4i system consists of three sub-systems, gold command, silver command,
and bronze command.

Function Unit. Own forces on the battlefield. Represents the different forces comprising

the allied forces e.g. foot soldier units, air, sea etc.

individual troops, weapons, tanks etc.

The knowledge wall abstraction decomposition space is presented in Figure 4.3.

Sub-Assembly. Different teams of agents on the battlefield (friendly and enemy forces).
Component. Individual and artefacts within the teams (friendly and enemy forces) e.g.

Decompo-
sition

Abstraction

Total System

Subsystem

Function Unit

Subassembly

Component

Overall Mission Goals

Command level mission
goals

[Unit mission goals

Team mission goals

Agent mission goals

Functional
Purpose
Mission Plans Gold, silver and bronze JMission plans [Mission plans Mission plans
Projected course of command mission plans |Tactical overlays Tactical overlays Tactical overlays
Abstract action Planned responses Planned responses Planned responses Mission plans for
Function Planned responses Mission planning Projected paths (enemy |individual agents
Mission planning info Jinformation and own forces) Projected paths (enemy
and own forces)
Course of action |Sub-system capability  |Unit capability Team capability Agent capability
Generalised
Function

Current mission status
|Mission summaries

Current mission status
[Mission summaries

Current mission status
Unit

Current mission status
Team status

Current mission status
Agent status

‘Drill Dgwn’ Capabili

Physical Mission summaries HMission summaries Mission summaries
Function
Global view of Location of sub-system |Location of unit Location of team Location of agents
battlespace
Physical
Form

Figure 4.3  Abstraction Decomposition Space for Military Knowledge Wall Display
(Source: Salmon et al, 2004)

In conclusion, Salmon et al (2004) identified the following categories of information that the
military knowledge wall display should present to gold commanders:
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* Global view of the battlespace with drill down capability (Overall battlespace to individual
agents).

* Overall mission goals (command level, units, teams and individual agents).

* Mission planning information (command level, units, teams and individual agents).

* Capability (System, sub-system, unit, team and agents).

« Current mission status (System, sub-system, unit, team and agents).

* Overall mission summaries (System, sub-system, unit, team and agents).

* Location — (System, sub-system, unit, team and agents).

Advantages

1. The CWA framework offers a comprehensive framework for the design and analysis of
complex systems.

2. The CWA framework is based on sound underpinning theory.

3. The CWA framework is extremely flexible and can be applied for a number of different
purposes.

4. The diversity of the different methods within the framework ensure comprehensiveness.

5. The methods within the framework are extremely useful. The abstraction-decompositions
space in particular can be used for a wide range of purposes.

6. CWA can be applied in a number of different domains.

Disadvantages

1. The methods within the framework are complex and practitioners may require considerable
training in their application.

2. The CWA methods are extremely time consuming to apply.

3. Some of the methods within the framework are still in their infancy and there is only
limited published guidance available on their usage.

4. Reliability of the methods may be questionable.

5. CWA outputs can be large and unwieldy and difficult to present.

Related Methods

The CWA approach does not explicitly define the methods for each of the different CWA phases.
Vicente (1999) describes the following approaches for the CWA framework: the abstraction-
decomposition space (work domain analysis), decision-ladders (control task analysis), information
flow maps (strategies analysis) and the SRK framework (worker competencies analysis).

Training and Application Times

The methods used within the CWA framework are complex and there is also limited practical
guidance available on their application. The training time associated with the CWA framework
is therefore high, particularly if all phases of the framework are to be undertaken. Due to the
exhaustive nature of the CWA framework and the methods used, the application time is also
considerable. Naikar and Sanderson (2001) report that a work domain analysis of the airborne
early warning and control (AEW&C; Naikar and Sanderson, 2001) system took around six months
to complete.
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Reliability and Validity

The reliability and validity of the CWA framework is difficult to assess. The flexibility and diversity
of the methods used ensure that reliability is impossible to address, although it is apparent that the
reliability of the approaches used may be questionable.

Tools Needed

At their simplest, the CWA phases can be applied using pen and paper only. However, typically
interviews and observational study are required, and so audio and video recorded equipment may
be needed. CWA outputs are also typically large and require software support in their construction.
For example, Microsoft Visio is particularly useful in construction of abstraction-decomposition
spaces.

Applied Cognitive Task Analysis (ACTA)

Background and Applications

Applied Cognitive Task Analysis (ACTA, Militello and Hutton, 2000) offers a toolkit of interview
methods that can be used to analyse the cognitive demands associated with a particular task or
scenario. Originally used in the fire fighting domain, ACTA was developed as part of a Navy
Personnel Research and Development Centre funded project as a solution to the inaccessibility and
difficulty associated with the application of existing cognitive task analysis type methods (Militello
and Hutton, 2000). The overall goal of the project was to develop and evaluate techniques that
would allow system designers to extract the critical cognitive elements of a particular task. The
ACTA approach was designed so that no training in cognitive psychology is required to use it
(Militello and Hutton, 2000). According to Militello and Hutton (2000) ACTA outputs are typically
used to aid system design. The ACTA procedure comprises the following:

Task diagram interview

The task diagram interview is used to provide the analyst with an in-depth overview of the task
under analysis. During the task diagram interview, the analyst highlights those elements of the task
that are cognitively challenging.

Knowledge audit interview

The knowledge audit interview is used to highlight those parts of the task under analysis where
expertise is required. Once examples of expertise are highlighted, the SME is probed for specific
examples within the context of the task.

Simulation interview
The simulation interview is used to probe the cognitive processes used by the SME during the task
under analysis.

Cognitive demands table
The cognitive demands table is used to integrate the data obtained from the task diagram, knowledge
audit and simulation interviews.
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Domain of Application
Generic.
Procedure and Advice

Step 1: Define the task under analysis
The first part of an ACTA analysis is to select and define the task or scenario under analysis. This
is dependent upon the nature and focus of the analysis.

Step 2: Select appropriate participant(s)
Once the scenario under analysis is defined, the analyst(s) should proceed to identify an appropriate
SME or set of SMEs. Typically, operators of the system under analysis are used.

Step 3: Task observation

In order to prepare for the ACTA data collection phase, it is recommended that the analyst(s)
involved observe the task or scenario under analysis. If an observation is not possible, a walkthrough
of the task may suffice. This allows the analyst to fully understand the task and the participant’s
role during task performance.

Step 4: Task diagram interview

The purpose of the task diagram interview is to elicit a broad overview of the task under analysis
in order to focus the knowledge audit and simulation interview parts of the analysis. Once the task
diagram interview is complete, the analyst should have created a diagram representing the component
task steps involved and those task steps that require the most cognitive skill. According to Militello
and Hutton (2000) the SME should first be asked to decompose the task into relevant task steps.
The analyst should use questions like, ‘Think about what you do when you (perform the task under
analysis.” ‘Can you break this task down into less than six, but more than three steps?’ (Militello and
Hutton, 2000). Once the task is broken down into a number of separate task steps, the SME should
then be asked to identify which of the task steps require cognitive skills. Militello and Hutton (2000)
define cognitive skills as judgements, assessments, problem solving and thinking skills.

Step 5: Knowledge audit

Next, the analyst should proceed with the knowledge audit interview. This allows the analyst to
identify instances during the task under analysis where expertise is used and also what sort of
expertise is used. The knowledge audit interview is based upon the following knowledge categories
that characterise expertise (Militello and Hutton, 2000):

* Diagnosing and Predicting.

+ Situation Awareness.

* Perceptual skills.

* Developing and knowing when to apply tricks of the trade.
¢ Improvising.

* Meta-cognition.

* Recognising anomalies.

+ Compensating for equipment limitations.
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Once a probe has been administered, the analyst should then query the SME for specific examples
of critical cues and decision-making strategies. Potential errors should then be discussed. The list
of knowledge audit probes is presented below (Source: Militello and Hutton 2000).

Basic Probes

e Past and Future: Is there a time when you walked into the middle of a situation and knew
exactly how things got there and where they were headed?

* Big Picture: Can you give me an example of what is important about the big picture for this
task? What are the major elements you have to know and keep track of?

* Noticing: Have you had experiences where part of a situation just ‘popped’ out at you; where
you noticed things going on that others didn’t catch? What is an example?

* Job Smarts: When you do this task, are there ways of working smart or accomplishing more
with less — that you have found especially useful?

»  Opportunities/Improvising: Can you think of an example when you have improvised in this
task or noticed an opportunity to do something better?

*  Self-Monitoring: Can you think of a time when you realised that you would need to change
the way you were performing in order to get the job done?

Optional Probes

*  Anomalies: Can you describe an instance when you spotted a deviation from the norm, or
knew something was amiss?

» Equipment difficulties: Have there been times when the equipment pointed in one direction
but your own judgement told you to do something else? Or when you had to rely on
experience to avoid being led astray by the equipment?

Step 6. Simulation interview

The simulation interview allows the analyst to determine the cognitive processes involved during
the task under analysis. The SME is presented with a typical scenario. Once the scenario is
completed, the analyst should prompt the SME to recall any major events, including decisions
and judgements that occurred during the scenario. Each event or task step in the scenario should
be probed for situation awareness, actions, critical cues, potential errors and surrounding events.
Militello and Hutton (2000) present the following set of simulation interview probes:

For each major event, elicit the following information:

+ As the (job you are investigating) in this scenario, what actions, if any, would you take at
this point in time?

+  What do you think is going on here? What is your assessment of the situation at this point
in time?

»  What pieces of information led you to this situation assessment and these actions?

« What errors would an inexperienced person be likely to make in this situation?

Any information elicited here should be recorded in a simulation interview table. An example
simulation interview table is shown in Table 4.2.
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Table 4.2 Example Simulation Interview Table (Source: Militello and Hutton, 2000)
Events Actions Assessment Critical Cues Potential errors
Onscene | Account for people It’s a cold Night time Not keeping track of
arrival (names) night, need to Cold > 15° people (could be looking
Ask neighbours find place for Dead space for people who are not
Must knock on or people who Add on floor there)
knock down to make | have been Poor materials, metal girders
sure people aren’t evacuated Common attic in whole building
there
Initial Watch for signs of Faulty Signs of building collapse Ventilating the attic,
attack building collapse construction, include: this draws the fire up
building may What walls are doing: cracking and spreads it through
If signs of building collapse What floors are doing: groaning | the pipes and electrical
collapse, evacuate What metal girders are doing: system
and throw water on it clicking, popping
from outside Cable in old buildings hold
walls together

Step 7: Construct cognitive demands table
Once the knowledge audit and simulation interview are completed, it is recommended that a
cognitive demands table is used to integrate the data collected (Militello and Hutton, 2000). This
table is used to help the analyst focus on the most important aspects of the data obtained. The
analyst should prepare the cognitive demands table based upon the goals of the particular project
involved. An example of a cognitive demands table is shown in Table 4.3 (Militello and Hutton,

2000).
Table 4.3 Example Cognitive Demands Table (Source: Militello and Hutton, 2000)
Difficult Why difficult? Common errors Cues and strategies used
cognitive
element
Knowing Novices may not be Novice would be likely to Start where you are most likely to
where to trained in dealing with | start at the source of the find victims, keeping in mind safety
search after an | explosions. Other explosion. Starting at the considerations
explosion training suggests source is a rule of thumb Refer to material data sheets to determine
you should start at for most other kinds of where dangerous chemicals are likely
the source and work incidents to be
outward Consider the type of structure and where
victims are likely to be
Consider the likelihood of further
explosions. Keep in mind the safety of
your crew
Finding There are lots of Novices sometimes don’t Both you and your partner stop, hold
victims in distracting noises. recognise their own your breath and listen
a burning If you are nervous breathing sounds; they Listen for crying, victims talking to
building or tired, your own mistakenly think they hear | themselves, victims knocking things over
breathing makes it a victim breathing etc.
hard to hear anything
else
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Advantages

1. The method offers a structured approach to cognitive task analysis.

2. The use of three different interview approaches ensures the comprehensiveness of the
method.

3. Analysts using the method do not require training in cognitive psychology.

4. Militello and Hutton (2000) reported that in a usability questionnaire focusing on the use
of the ACTA method, ratings were very positive. The data indicated that participants found
the ACTA method easy to use and flexible, and that the output of the interviews was clear
and the knowledge representations to be useful.

5. Probes and questions are provided for the analyst, facilitating relevant data extraction.
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Disadvantages

1. The quality of data obtained is very much dependent upon the skill of the analyst involved
and also the quality of the SMEs used.

2. The reliability of such a method is questionable.

3. The method appears to be time consuming in its application. In a validation study (Militello
and Hutton, 2000) participants using the ACTA method were given three hours to perform
the interviews and four hours to analyse the data.

4. The training time for the ACTA method is also considerable. Militello and Hutton (2000)

gave participants an initial two-hour workshop introducing cognitive task analysis and then

a six-hour workshop on the ACTA method.

The analysis of the data appears to be a laborious process.

6. As with most cognitive task analysis techniques, ACTA requires further validation. At the
moment there is little evidence of validation studies associated with the ACTA method.

7. Ttis often difficult to gain sufficient access to appropriate SMEs for the task under analysis.

bt

Related Methods

The ACTA method is an interview-based cognitive task analysis technique. There are other
interview-based cognitive task analysis approaches, such as the critical decision method (Klein
and Armstrong, 2004). The ACTA method also employs various data collection techniques, such
as walkthrough and observation.

Approximate Training and Application Times

In a validation study (Militello and Hutton, 2000), participants were given eight hours of training,
consisting of a two-hour introduction to cognitive task analysis and a six-hour workshop on the
ACTA techniques. In the same study, the total application times for each participant was seven
hours, consisting of three hours applying the interviews and four hours analysing the data.

Reliability and Validity

Militello and Hutton (2000) suggest that there are no well-established metrics that exist in order
to establish the reliability and validity of cognitive task analysis methods. However, a number
of attempts were made to establish the reliability and validity of the ACTA method. In terms of
validity, three questions were addressed:

1. Does the information gathered address cognitive issues?

2. Does the information gathered deal with experience based knowledge as opposed to
classroom-based knowledge?

3. Do the instructional materials generated contain accurate information that is important for
novices to learn?

Each item in the cognitive demands table was examined for its cognitive content. The analysis
indicated that 93% of the items were related to cognitive issues. To establish the level of experience
based knowledge elicited, participants were asked to subjectively rate the proportion of information
that only highly experienced SMEs would know. In the fire fighting study, the average was 95% and
in the EW study, the average was 90%. The importance of the instructional materials generated was
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validated via domain experts rating the importance and accuracy of the data elicited. The findings
indicated that the instructional materials generated in the study contained important information for
novices (70% fire fighting, 95% EW). The reliability of the ACTA method was assessed by determining
whether the participants using the methods generated similar information. It was established that
participants using the ACTA method were able to consistently elicit relevant cognitive information.

Tools Needed

ACTA can be applied using pen and paper only, providing the analyst has access to the ACTA
probes required during the knowledge audit and simulation interviews. An audio recording device
may also be useful to aid the recording and analysis of the data.

Cognitive Walkthrough
Background and Applications

The cognitive walkthrough method is used to evaluate user interface usability. The main driver
behind the development of the method was the goal to provide a theoretically based design
methodology that could be used in actual design and development situations (Polson, Lewis,
Rieman and Wharton, 1992). The main criticism of existing walkthrough methods suggests that
they are actually unusable in actual design situations (Polson et al 1992). Based upon traditional
design walkthrough methods and a theory of exploratory learning (Polson and Lewis), the method
focuses upon the usability of an interface, in particular the ease of learning associated with the
interface. The procedure comprises a set of criteria that the analyst uses to evaluate each task
and the interface under analysis against. These criteria focus on the cognitive processes required
to perform the task (Polson et al 1992). The cognitive walkthrough process involves the analyst
‘walking’ through each user action involved in a task step. The analyst then considers each criterion
and the effect the interface has upon the user’s interactions with the device (goals and actions).
The criteria used in the cognitive walkthrough method are presented below: (Source: Polson et al
1992). Each task step or action is analysed separately using these criteria.

Goal structure for a step

» Correct goals: What are the appropriate goals for this point in the interaction? Describe as
for initial goals.

* Mismatch with likely goals: What percentage of users will not have these goals, based on the
analysis at the end of the previous step. Based on that analysis, will all users have the goal
at this point, or may some users have dropped it or failed to form it. Also check the analysis
at the end of the previous step to see if there are any unwanted goals, not appropriate for this
step that will be formed or retained by some users. (% 0 25 50 75 100).

Choosing and executing the action
* Correct action at this step?
* Availability: Is it obvious that the correct action is a possible choice here? If not, what
percentage of users might miss it?
» Label: What label or description is associated with the correct action?
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Link of label to action: If there is a label or description associated with the correct action,
is it obvious, and is it clearly linked with this action? If not, what percentage of users might
have trouble?

Link of label to goal: If there is a label or description associated with the correct action, is
it obvious, and is it clearly linked with this action? If not, what percentage of users might
have trouble?

No label: If there is no label associated with the correct action, how will users relate this
action to a current goal? What percentage might have trouble doing so?

Wrong choices: Are there other actions that might seem appropriate to some current goal?
If so, what are they, and what percentage of users might choose one of these?

Time out: If there is a time out in the interface at this step does it allow time for the user to
select the appropriate action? How many users might have trouble?

Hard to do: Is there anything physically tricky about executing the action? If so, what
percentage of users will have trouble?

Modification of goal structure

Assume the correct action has been taken. What is the system's response?

Quit or backup: Will users see that they have made progress towards some current goal?
What will indicate this to them? What percentage of users will not see progress and try to
quit or backup? (% 0 25 50 75 100)

Accomplished goals: List all current goals that have been accomplished. Is it obvious from
the system response that each has been accomplished? If not, indicate for each how many
users will not realise it is complete.

Incomplete goals that look accomplished: Are there any current goals that have not been
accomplished, but might appear to have been based upon the system response? What might
indicate this? List any such goals and the percentage of users who will think that they have
actually been accomplished.

‘And-then’ structures: Is there an ‘and-then’ structure, and does one of its sub-goals appear
to be complete? If the sub-goal is similar to the super-goal, estimate how many users may
prematurely terminate the ‘and-then’ structure.

New goals in response to prompts: Does the system response contain a prompt or cue that
suggests any new goal or goals? If so, describe the goals. If the prompt is unclear, indicate
the percentage of users who will not form these goals.

Other new goals: Are there any other new goals that users will form given their current
goals, the state of the interface, and their background knowledge? Why? If so, describe the
goals, and indicate how many users will form them. NOTE these goals may or may not be
appropriate, so forming them may be bad or good.

Domain of Application

Generic. Although originally developed for use in the software engineering domain, it is apparent
that the method could be used to evaluate an interface in any domain.

Procedure and Advice

The cognitive walkthrough procedure comprises two phases, the preparation phase and the evaluation
phase. The preparation phase involves selecting the set of tasks to analyse and determining the task
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sequence. The evaluation phase involves the analysis of the interaction between the user and the
interface, using the criteria outlined above (adapted from Polson et al, 1992).

Step 1: Select tasks to be analysed

Firstly, the analyst should select the set of tasks that are to be the focus of the analysis. In order to
ensure that the user interface in question is subjected to a thorough examination, an exhaustive set
of tasks should be used. However, if time is limited, then the analyst should try to select a set of
tasks that are as representative of the tasks that can be performed with the interface under analysis
as possible.

Step 2: Create task descriptions

Each task selected by the analyst must be described fully from the point of the user. Although there
are a number of ways of doing this, it is recommended that a HTA describing the general operation
of the user interface under analysis is used. An exhaustive HTA should provide a description of
each task identified during step 1.

Step 3: Determine the correct sequence of actions
For each of the selected tasks, the appropriate sequence of actions required to complete the task
must be specified. Again, it is recommended that the analyst uses the HTA for this purpose.

Step 4. Identify user population
Next, the analyst should determine the potential users of the interface under analysis. A list of user
groups should be created.

Step 5: Describe the user s initial goals

The final part of the cognitive walkthrough analysis preparation phase involves identifying and
recording the user’s initial goals. The analyst should record what goals the user has at the start of
the task. This is based upon the analyst’s subjective judgement. Again, it is recommended that the
HTA output is used to generate the goals required for this step of the analysis.

Step 6: Analyse the interaction between user and interface

The second and final phase of the cognitive walkthrough procedure, the evaluation phase, involves
analysing the interaction between the user and the interface under analysis. To do this, the analyst
should ‘walk’ through each task, applying the criteria outlined above as they go along. The cognitive
walkthrough evaluation concentrates on three key aspects of the user interface interaction (Polson
et al 1992):

» The relationship between the required goals and the goals that the user actually has.
» The problems in selecting and executing an action.

» Changing goals due to action execution and system response.

The analyst should record the results for each task step. This can be done via video, audio or pen
and paper techniques.

Advantages

1. The cognitive walkthrough method presents a structured approach to user interface
analysis.
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2. The method is used early in the design lifecycle of an interface. This allows any design
flaws highlighted in the analysis to be eradicated.

Designed to be used by non-cognitive psychology professionals.

4. The cognitive walkthrough method is based upon sound underpinning theory, including
Norman’s model of action execution.

Easy to learn and apply.

6. The output from a cognitive walkthrough analysis appears to be very useful.

W

v

Disadvantages

1. The cognitive walkthrough method is limited to cater only for ease of learning of an
interface.

2. Requires validation.

May be time consuming for more complex tasks.

4. A large part of the analysis is based upon analyst subjective judgement. For example, the
percentage estimates used with the walkthrough criteria require a ‘best guess’. As a result,
the reliability of the method may be questionable.

5. Cognitive walkthrough requires access to the personnel involved in the task(s) under
analysis.

hed

Related Methods

The cognitive walkthrough method is a development of traditional design walkthrough methods
(Polson et al, 1992). HTA or tabular task analysis could also be used when applying cognitive
walkthrough method in order to provide a description of the task under analysis.

Approximate Training and Application Times

No data regarding the training and application time for the method are offered by the authors. It
is estimated that the training time for the method would be quite high. It is also estimated that the
application time for the method would be high, particularly for large, complex tasks.

Reliability and Validity

Lewis, Polson, Wharton and Rieman (1990) reported that in a cognitive walkthrough analysis
of four answering machine interfaces about half of the actual observed errors were identified.
More critically, the false alarm rate (errors predicted in the cognitive walkthrough analysis but
not observed) was extremely high, at almost 75%. In a study on voicemail directory, Polson et
al (1992) reported that half of all observed errors were picked up in the cognitive walkthrough
analysis. It is apparent that the cognitive walkthrough method requires further testing in terms of
reliability and validity.

Tools Needed

The cognitive walkthrough method can be applied using pen and paper only. The analyst would also
require the walkthrough criteria sections 1, 2 and 3 and the cognitive walkthrough start up sheet.
For larger analyses, the analyst may wish to record the process using video or audio recording
equipment. The device or interface under analysis is also required.
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Example

The following example is an extract of a cognitive walkthrough analysis of a phone system task
presented in Polson et al (1992).

Task — Forward all my calls to 492 1234.

Task list
1. Pick up the handset
2. Press ##7

3. Hang up the handset
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4. Pick up the handset

5. Press **7

6. Press 1234

7. Hang up the handset
Goals:

75% of users will have FORWARD ALL CALLS TO 492 1234 (Goal)
PICK UP HANDSET (Sub-goal)
and then SPECIFY FORWARDING (Sub-goal)

25% of users will have FORWARD ALL CALLS TO 492 1234
PICK UP HANDSET
and then CLEAR FORWARDING
and then SPECIFY FORWARDING

Analysis of ACTION 1: Pick up the handset

Correct goals

FORWARD ALL CALLS TO 492 1234
PICK UP HANDSET
and then CLEAR FORWARDING
and then SPECIFY FORWARDING

75% of the users would therefore be expected to have a goal mismatch at this step, due to the
required clear forwarding sub-goal that is required but not formed (Polson et al 1992).

Critical Decision Method (CDM)

Background and Applications

The Critical Decision Method (CDM; Klein and Armstrong, 2004) is a semi-structured interview
technique that uses cognitive probes in order to elicit information regarding expert decision
making. According to the authors, the method can serve to provide knowledge engineering for
expert system development, identify training requirements, generate training materials and evaluate
the task performance impact of expert systems (Klein, Calderwood and MacGregor, 1989). The
method is an extension of the Critical Incident Technique (Flanagan, 1954) and was developed
in order to study the naturalistic decision-making strategies of experienced personnel. The CDM
procedure is perhaps the most commonly used cognitive task analysis method and has been applied
in a number of domains, including the fire service (Baber et al, 2004), military and paramedics
(Klein, Calderwood and MacGregor, 1989), air traffic control, civil energy distribution (Salmon et
al, 2005), naval warfare, rail, and even white water rafting (O’Hare et al, 2000).

Domain of Application

Generic.
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Procedure and Advice

Step 1: Define the task or scenario under analysis

The first part of a CDM analysis is to define the incident that is to be analysed. CDM normally
focuses on non-routine incidents, such as emergency incidents, or highly challenging incidents. If the
scenario under analysis is not already specified, the analyst(s) may identify an appropriate incident
via interview with an appropriate SME, by asking them to describe a recent highly challenging (i.e.
high workload) or non-routine incident in which they were involved. The interviewee involved in
the CDM analysis should be the primary decision maker in the chosen incident.

Step 2: Select CDM probes

The CDM method works by probing SMEs using specific probes designed to elicit pertinent
information regarding the decision-making process during key points in the incident under analysis.
In order to ensure that the output is compliant with the original aims of the analysis, an appropriate
set of CDM probes should be defined prior to the analysis. The probes used are dependent upon
the aims of the analysis and the domain in which the incident is embedded. Alternatively, if there
are no adequate probes available, the analyst(s) can develop novel probes based upon the analysis
needs. A set of CDM probes defined by O’Hare et al (2000) are presented in Table 4.4.

Step 3: Select appropriate participant
Once the scenario under analysis and the probes to be used are defined, an appropriate participant
or set of participants should be identified. The SMEs used are typically the primary decision maker
in the task or scenario under analysis.

Step 4: Gather and record account of the incident

The CDM procedure can be applied to an incident observed by the analyst or to a retrospective incident
described by the participant. If the CDM analysis is based upon an observed incident, then this step
involves firstly observing the incident and then recording an account of the incident. Otherwise, the
incident can be described retrospectively from memory by the participant. The analyst should ask the
SME for a description of the incident in question, from its starting point to its end point.

Step 5: Construct incident timeline

The next step in the CDM analysis is to construct a timeline of the incident described in step 4.
The aim of this is to give the analyst(s) a clear picture of the incident and its associated events,
including when each event occurred and what the duration of each event was. According to Klein,
Calderwood and MacGregor (1989) the events included in the timeline should encompass any
physical events, such as alarms sounding, and also ‘mental’ events, such as the thoughts and
perceptions of the interviewee during the incident.

Step 6. Define scenario phases

Once the analyst has a clear understanding of the incident under analysis, the incident should be
divided into key phases or decision points. It is recommended that this is done in conjunction with
the SME. Normally, the incident is divided into four or five key phases.

Step 7: Use CDM probes to query participant decision making
For each incident phase, the analyst should probe the SME using the CDM probes selected during
step 2 of the procedure. The probes are used in an unstructured interview format in order to gather
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pertinent information regarding the SME’s decision making during each incident phase. The
interview should be recorded using an audio recording device such as a mini-disc recorder.

Step 8: Transcribe interview data
Once the interview is complete, the data should be transcribed accordingly.

Step 9: Construct CDM tables

Finally, a CDM output table for each scenario phase should be constructed. This involves simply
presenting the CDM probes and the associated SME answers in an output table. The CDM output
tables for an energy distribution scenario are presented in Table 4.5 through to Table 4.8.

Advantages

1. The CDM analysis procedure can be used to elicit specific information regarding the
decision-making strategies used by agents in complex, dynamic systems.

2. The method is normally quick in application.
3. Once familiar with the method, CDM is relatively easy to apply.
4. The CDM is a popular procedure and has been applied in a number of domains.
5. The CDM output can be used to construct propositional networks which describe the
knowledge or SA objects required during the scenario under analysis.
Disadvantages

1. The reliability of such a method is questionable. Klein and Armstrong (2004) suggest that
methods that analyse retrospective incidents are associated with concerns of data reliability,
due to evidence of memory degradation.

2. The data obtained is highly dependent upon the skill of the analyst conducting the CDM
interview and also the quality of the participant used.

3. Ahigh level of expertise and training is required in order to use the CDM to its maximum
effect (Klein and Armstrong, 2004).

4. The CDM relies upon interviewee verbal reports in order to reconstruct incidents. How
far a verbal report accurately represents the cognitive processes of the decision maker is
questionable. Facts could be easily misrepresented by the participants involved.

5. Itis often difficult to gain sufficient access to appropriate SMEs in order to conduct a CDM
analysis.

Example

The following example is taken from a CDM analysis that was conducted in order to analyse C4i
activity in the civil energy distribution domain (Salmon et al, 2005). The scenario under analysis
involved the switching out of three circuits at three substations. Circuit SGT5 was being switched
out for the installation of a new transformer for the nearby channel tunnel rail link and SGT1A and
1B were being switched out for substation maintenance. For the CDM analysis, the control room
operator co-ordinating the activity and the senior authorised person (SAP) at the substation who
conducted the activity were interviewed. The set of CDM probes used are presented in Table 4.4.
The scenario was divided into four key phases:

1. First issue of instructions.
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2. Deal with switching requests.
3. Perform isolation.
4. Report back to network operations centre.

Flowchart

START

Select the task or set of
tasks to be analysed

‘

Take the first/next
task

!

Conduct a HTA for the
task(s) and user
interface under analysis

'

Determine and list each
seperate task step/action
involved in the task

'

Determine the associated
user population

¥

Make a list of the likely
user goals

!

Take the first/next task
step/action

'

Apply criteria sections 1,2
and 3 and record the data

A 4

Are there
any more
task steps?

Are there
any more
tasks?




102

Human Factors Methods

The CDM output is presented in Table 4.5 through to Table 4.8.

Table 4.4  CDM Probes
Goal What were your specific goals at the various decision points?
Specification

Cue Identification

What features were you looking for when you formulated your decision?
How did you know that you needed to make the decision?
How did you know when to make the decision?

Expectancy Were you expecting to make this sort of decision during the course of the event?
Describe how this affected your decision-making process.
Conceptual Are there any situations in which your decision would have turned out differently?
Describe the nature of these situations and the characteristics that would have changed the
outcome of your decision.
Influence of At any stage, were you uncertain about either the reliability or the relevance of the information
uncertainty that you had available?
At any stage, were you uncertain about the appropriateness of the decision?
Information What was the most important piece of information that you used to formulate the decision?
integration
Situation What information did you have available to you at the time of the decision?
Awareness
Situation Did you use all of the information available to you when formulating the decision?
Assessment Was there any additional information that you might have used to assist in the formulation of the
decision?
Options Were there any other alternatives available to you other than the decision you made?

Decision blocking
— stress

Was their any stage during the decision-making process in which you found it difficult to process
and integrate the information available?
Describe precisely the nature of the situation.

Basis of choice

Do you think that you could develop a rule, based on your experience, which could assist
another person to make the same decision successfully?
Why/Why not?

Analogy/
generalisation

Were you at any time reminded of previous experiences in which a similar decision was made?
Were you at any time reminded of previous experiences in which a different decision was made?

Related Methods

The CDM is an extension of the critical incident technique (Flanagan, 1954). The CDM is also
closely related to other interview based cognitive task analysis (CTA) methods, in that it uses
probes to elicit data regarding task performance from participants. Other similar CTA methods
include ACTA (Militello and Hutton, 2000) and cognitive walkthrough analysis (Polson et al,
1992). CDM is also used in conjunction with propositional networks to identify the knowledge
objects required during performance of a particular task.

Approximate Training and Application Times

Klein and Armstrong (2004) report that the training time associated with the CDM would be high.
Experience in interviews with SMEs is required, and also a grasp of cognitive psychology. The
application time for the CDM is medium. The CDM interview takes between 1-2 hours, and the
transcription process takes approximately 1-2 hours.
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Table 4.5 Phase 1: First Issue of Instructions
Goal Establish what isolation the SAP at Barking is looking for. Depends on gear?
Specification

Cue identification

Don’t Believe It (DBI) alarm is unusual — faulty contact (not open or closed) questionable
data from site checking rating of earth switches (may be not fully rated for circuit current — so
additional earths may be required).

Check that SAP is happy with instructions as not normal.

Expectancy Decision expected by DBI is not common.
Conceptual Recognised instruction but not stated in WE1000 — as there are not too many front and rear
Model shutters metal clad switch gear.
Uncertainty Confirm from field about planned instruction — make sure that SAP is happy with the instruction.
Information Reference to front and rear busbars.
Situation WE1000 procedure.
Awareness Metal clad switchgear.
Barking SGT1A/1B substation screen.
SAP at Barking.
Situation Ask colleagues if need to.
Assessment
Options No alternatives.
Stress N/A
Choice WE1000 — need to remove what does not apply.
Could add front and rear busbar procedures.
Analogy Best practice guide for metal clad EMS switching.
Table 4.6  Phase 2: Deal with Switching Requests
Goal Specification | Obtain confirmation from NOC that planned isolation is still required.
Cue identification | Approaching time for planned isolation.
Switching phone rings throughout building.
Airblast circuit breakers (accompanied by sirens) can be heard to operate remotely (more so in
Barking 275 than Barking C 132).
Expectancy Yes — routine planned work according to fixed procedures.
Conceptual Model | Wokingham have performed remote isolations already.
Circuit configured ready for local isolation.
Uncertainty Physical verification of apparatus always required (DBI — don’t believe it).
Information Proceduralised information from NOC - circuit, location, time, actions required etc.
Switching log.
Situation Switching log.
Awareness Physical status of apparatus.
Planning documentation.
Visual or verbal information from substation personnel.
Situation Planning documentation used only occasionally.
Assessment
Options Refusal of switching request.
Additional conditions to switching request.
Stress Some time pressure.
Choice Yes — highly proceduralised anyway.
Analogy Yes — routine activity.
Reliability and Validity

Both intra- and inter-analyst reliability of the CDM approach is questionable. It is apparent that such
an approach may elicit different data from similar incidents when applied by different analysts on
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separate participants. Klein and Armstrong (2004) suggest that there are also concerns associated
with the reliability of the CDM due to evidence of memory degradation.

Table 4.7 Phase 3: Perform Isolation
Goal Specification | Ensure it is safe to perform local isolation.
Confirm circuits/equipment to be operated.
Cue identification | Telecontrol displays/circuit loadings.
Equipment labels.
Equipment displays.
Other temporary notices.
Expectancy Equipment configured according to planned circuit switching.
Equipment will function correctly.
Conceptual Layout/type/characteristics of circuit.
Model Circuit loadings/balance.
Function of equipment.
Uncertainty Will equipment physically work as expected (will something jam etc.)?
Other work being carried out by other parties (e.g. EDF).
Information Switching log.
Visual and verbal information from those undertaking the work.
Situation Physical information from apparatus and telecontrol displays.
Awareness
Situation All information used.
Assessment
Options Inform NOC that isolation cannot be performed/other aspects of switching instructions cannot
be carried out.
Stress Some time pressure.
Possibly some difficulties in operating or physically handling the equipment.
Choice Yes — proceduralised within equipment types. Occasional non-routine activities required to cope
with unusual/unfamiliar equipment, or equipment not owned by NGT.
Analogy Yes — often. Except in cases with unfamiliar equipment.
Table 4.8  Phase 4: Report Back to Network Operations Centre

Goal Specification

Inform NOC of isolation status.

Cue identification | Switching telephone.
NOC operator answers.
Expectancy NOC accepts.
Conceptual Manner in which circuit is now isolated.
Model Form of procedures.
Uncertainty No — possibly further instructions, possibly mismatches local situation and remote displays in NOC.
Information Switching log.
Situation Verbal information from NOC.
Awareness Switching log.
Situation Yes — all information used.
Assessment
Options No (raise or add on further requests etc. to the same call?).
Stress No.
Choice Yes — highly proceduralised.

Analogy

Yes — frequently performed activity.
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Tools Needed

When conducting a CDM analysis, pen and paper could be sufficient. However, to ensure that data
collection is comprehensive, it is recommended that video or audio recording equipment is used.
A set of relevant CDM probes, such as those presented in Table 4.4 are also required. The type of
probes used is dependent upon the focus of the analysis.

Critical Incident Technique (CIT)
Background and Applications

Critical incident technique (CIT; Flanagan, 1954) is an interview method that is used to
retrospectively analyse operator decision making. The method was first used to analyse aircraft
incidents that ‘almost’ led to accidents and has since been used extensively and redeveloped in the
form of CDM (Klein and Armstrong, 2004). The CIT involves the use of semi-structured interviews
to facilitate operator recall of critical events or incidents, including the actions and decisions made
by themselves and colleagues and the reasons why they made them. The analyst uses a set of probes
designed to elicit pertinent information surrounding the participant’s decision making during the
scenario under analysis. A set of probes used by Flanagan (1954) are presented below:

* Describe what led up to the situation.

« Exactly what did the person do or not do that was especially effective or ineffective.

*  What was the outcome or result of this action?

*  Why was this action effective or what more effective action might have been expected?

Domain of Application

Generic. Although the method was originally developed for use in analysing pilot decision making
in non-routine (e.g. near miss) incidents, the method can be applied in any domain.

Procedure and Advice

Step 1: Select the incident to be analysed

The first part of a CIT analysis is to select the incident or group of incidents that are to be analysed.
Depending upon the purpose of the analysis, the type of incident may already be selected. CIT
normally focuses on non-routine incidents, such as emergency scenarios, or highly challenging
incidents. If the type of incident is not already known, CIT analysts may select the incident via
interview with system personnel, probing the interviewee for recent high risk, highly challenging,
emergency situations. The interviewee involved in the CIT analysis should be the primary decision
maker in the chosen incident. CIT can also be conducted on groups of operators.

Step 2: Gather and record account of the incident

Next the interviewee(s) should be asked to provide a description of the incident in question, from
its starting point (i.e. alarm sounding) to its end point (i.e. when the incident was classed as ‘under
control’).
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Step 3: Construct incident timeline

The next step in the CIT analysis is to construct an accurate timeline of the incident under analysis.
The aim of this is to give the analysts a clear picture of the incident and its associated events,
including when each event occurred and what the duration of each event was. According to Klein,
Calderwood and MacGregor (1989) the events included in the timeline should encompass any
physical events, such as alarms sounding, and also ‘mental’ events, such as the thoughts and
perceptions of the interviewee during the incident.

Step 4: Select required incident aspects

Once the analyst has an accurate description of the incident, the next step is to select specific
incident points that are to be analysed further. The points selected are dependent upon the nature
and focus of the analysis. For example, if the analysis is focusing upon team communication, then
aspects of the incident involving team communication should be selected.

Step 5: Probe selected incident points

Each incident aspect selected in step 4 should be analysed further using a set of specific probes.
The probes used are dependent upon the aims of the analysis and the domain in which the incident
is embedded. The analyst should develop specific probes before the analysis begins. In an analysis
of team communication, the analyst would use probes such as ‘Why did you communicate with
team member B at this point?’, ‘How did you communicate with team member B?’, ‘Was there any
miscommunication at this point?’ etc.

Advantages

1. The CIT can be used to elicit specific information regarding decision making in complex systems.

2. Once learned, the method requires relatively little effort to apply.

3. The incidents which the method concentrates on have already occurred, removing the need
for time consuming incident observations.

4. Has been used extensively in a number of domains and has the potential to be used anywhere.

5. CIT is a very flexible method.

6. High face validity (Kirwan and Ainsworth, 1992).

Disadvantages

1. The reliability of such a method is questionable. Klein (2004) suggests that methods that
analyse retrospective incidents are associated with concerns of data reliability, due to
evidence of memory degradation.

2. Ahigh level of expertise in interview methods is required.

3. After the fact data collection has a number of concerns associated with it. Such as
degradation, correlation with performance etc.

4. Relies upon the accurate recall of events.

5. Operators may not wish to recall events or incidents in which their performance is under
scrutiny.

6. The data obtained is dependent upon the skill of the analyst and also the quality of the

SMEs used.
7. The original CIT probes are dated and the method has effectively been replaced by the
CDM.
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CIT was the first interview-based method designed to focus upon past events or incidents. A number
of methods have since been developed as a result of the CIT, such as the critical decision method

(Klein 2003).
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Approximate Training and Application Times

Provided the analyst is experienced in interview methods, the training time for CIT is minimal.
However, for analysts with no interview experience, the training time would be high. Application
time for the CIT is typically low, although for complex incidents involving multiple agents, the
application time could increase considerably.

Reliability and Validity

The reliability of the CIT is questionable. There are concerns over inter- and intra-analyst reliability
when using such methods. Klein (2004) suggests that there are concerns associated with the
reliability of the CDM (similar method) due to evidence of memory degradation. Also, recalled
events may be correlated with performance and also subject to bias.

Tools Needed

CIT can be conducted using pen and paper. It is recommended however, that the analysis is recorded
using video and audio recording equipment.



Chapter 5

Process Charting Methods

Process charting methods are used to represent activity or processes in a graphical format. According
to Kirwan and Ainsworth (1992) the first attempt to chart a work process was conducted by Gilbreth
and Gilbreth in the 1920s. Process charting methods have since been used in a number of different
domains to provide graphical representations of tasks or sequences of activity. Process charting methods
use standardised symbols to depict task sequences or processes and are used because they are easier
to understand than text descriptions (Kirwan and Ainsworth, 1992). The charting of work processes is
also a useful way of highlighting essential task components and requirements. Process chart outputs
are extremely useful as they convey a number of different features associated with the activity under
analysis, including a breakdown of the component task steps involved, the sequential flow of the tasks,
the temporal aspects of the activity, an indication of collaboration between different agents during the
tasks, a breakdown of who performs what component task steps and also what technological artefacts are
used to perform the activity. Charting techniques therefore represent both the human and system elements
involved in the performance of a certain task or scenario (Kirwan and Ainsworth, 1992).

Charting techniques are particularly useful for representing team-based or distributed tasks, which
are often exhibited in command and control systems. A process chart type analysis allows the specification
of what tasks are conducted by what team member or technological component. A number of variations on
process charting methods exist, including techniques used to represent operator decisions (DAD), and the
causes of hardware and human failures (Fault tree analysis, Murphy diagrams). Process charting methods
have been used in a variety of domains in order to understand, evaluate and represent the human and
system aspects of a task, including the nuclear petro-chemical domains, aviation, maritime, railway and
air traffic control. Sanders and McCormick (1992) suggest that operation sequence diagrams (OSDs) are
developed during the design of complex systems in order to develop a detailed understanding of the tasks
involved in systems operation. In fact the process of developing the OSD may be more important than the
actual outcome itself. A brief description of the process charting methods reviewed is given below.

Process charts are probably the simplest form of charting method, consisting of a single, vertical
flow line which links up the sequence of activities that are performed in order to complete the task under
analysis successfully. Operation sequence diagrams are based on this basic principle, and are used to
graphically describe the interaction between individuals and/or teams in relation to the performance of
activities within a system or task. The output of an OSD graphically depicts a task process, including the
tasks performed and the interaction between operators over time, using standardised symbols.

Event tree analysis is a task analysis method that uses tree like diagrams to represent the various
possible outcomes associated with operator task steps in a scenario. Fault trees are used to depict system
failures and their causes. A fault tree is a tree-like diagram, which defines the failure event and displays
the possible causes in terms of hardware failure or human error (Kirwan and Ainsworth, 1992).

Decision Action Diagrams (DADs) are used to depict the process of a scenario through a system
in terms of the decisions required and actions to be performed by the operator in conducting the task or
scenario under analysis. Murphy Diagrams (Pew et al, 1981; cited in Kirwan, 1992a) are also used to
graphically describe errors and their causes (proximal and distal). A summary of the charting methods
reviewed is presented in Table 5.1.
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Process Charts
Background and Applications

Process charts offer a systematic approach to describing and representing a task or scenario
that is easy to follow and understand (Kirwan and Ainsworth, 1992). Process charts are used to
graphically represent separate steps or events that occur during the performance of a task. Process
charts were originally used to show the path of a product through its manufacturing process i.e.
the construction of an automobile. Since the original use of process charts, however, there have
been many variations in their use. Variations of the process chart methodology include operation
sequence process charts, which show a chronological sequence of operations and actions that are
employed during a particular process, and also various forms of resource chart, which has separate
columns for the operator, the equipment used and also the material. In its simplest form, a process
chart consists of a single, vertical flow line which links up the sequence of activities that are
performed in order to complete the task under analysis successfully. A set of typical process chart
symbols are presented below in Figure 5.1 (source: Kirwan and Ainsworth, 1992).

, Delay v Storage
O Operation / \ Combined

\ / Operation(s)

Transport

Figure 5.1 Generic Process Chart Symbols (Source: Kirwan and Ainsworth, 1992)

Once completed, a process chart depicts the task in a single, top down flow line, which represents
a sequence of task steps or activities. Time taken for each task step or activity can also be recorded
and added to the process chart.

Domain of Application

Generic.

Procedure and Advice

The symbols should be linked together in a vertical chart depicting the key stages in the task or
process under analysis.
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Step 1: Data collection

In order to construct a process chart, the analyst(s) must first obtain sufficient data regarding the
scenario under analysis. It is recommended that the analyst(s) uses various forms of data collection
in this phase, including observations, interviews, questionnaires and walkthrough analyses. The
type and amount of data collected in step 1 is dependent upon the analysis requirements.

Step 2: Create task list
Firstly, the analyst should create a comprehensive list of the task steps involved in the scenario
under analysis. These should then be put into a chronological order. A HTA for the task or process
under analysis may be useful here, as it provides the analyst with a thorough description of the
activity under analysis.

Step 3: Task step classification

Next, the analyst needs to classify each task step into one of the process chart behaviours; Operation,
Transportation, Storage, Inspection, Delay or combined operation. To do this, the analyst should
take each task step and classify it as one of the process chart symbols employed. This is typically
based upon the analyst’s subjective judgement, although consultation with appropriate SMEs can
also be used.

Step 4: Create the process chart

Once all of the task steps are classified into the appropriate symbol categories, the process chart
can be constructed. This involves linking each operation, transportation, storage, inspection, delay
or combined operation in a vertical chart. Each task step should be placed in the order that they
would occur when performing the task. Alongside the task steps symbol, another column should
be placed, describing the task step fully.

Advantages

1. Process charts are useful in that they depict the flow and structure of actions involved in
the task under analysis.

Process charts are simple to learn and construct.

They have the potential to be applied to any domain.

Process charts allow the analyst to observe how a task is undertaken.

Process charts can also display task time information.

Process charts can represent both operator and system tasks (Kirwan and Ainsworth, 1992).
Process charts provide the analyst with a simple, graphical representation of the task or
scenario under analysis.

ARl

Disadvantages

[y

For large tasks, a process chart may become large and unwieldy.

When using process charts for complex, large tasks, chart construction will become very
time consuming. Also, complex tasks require complex process charts.

The process chart symbols are somewhat limited.

Process charts do not take into account error, modelling only error-free performance.
Only a very limited amount of information can be represented in a process chart.

Process charts do not represent the cognitive processes employed during task performance.
Process charts only offer descriptive information.

N

Novaw
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Related Methods

The process chart method belongs to a family of charting or network methods. Other charting/
networking methods include input-output diagrams, functional flow diagrams, information flow
diagrams, Murphy diagrams, critical path analysis, petri nets and signal flow graphs (Kirwan and
Ainsworth, 1992).

Approximate Training and Application Times

The training time for such a method should be low, representing the amount of time it takes for the
analyst to become familiar with the process chart symbols. Application time is dependent upon the
size and complexity of the task under analysis. For small, simple tasks, the application time would
be very low. For larger, more complex tasks, the application time would be high.

Reliability and Validity
No data regarding the reliability and validity of the method are available in the literature.
Example

The following example is a process chart analysis of the landing task, ‘Land aircraft at New Orleans
airport using the autoland system’ (Marshall et al, 2003). A process chart analysis was conducted
in order to assess the feasibility of applying process chart type analysis in the aviation domain.
Initially, a HTA was developed for the landing task, based upon an interview with an aircraft pilot,
a video demonstration of the landing task and a walkthrough of the task using Microsoft flight
simulator 2000. The HTA is presented in list form below. A simplistic process chart was then
constructed, using the process chart symbols presented in Figure 5.2.

1.1.1 Check the current speed brake setting
1.1.2 Move the speed brake lever to ‘full’ position
1.2.1 Check that the auto-pilot is in IAS mode
1.2.2 Check the current airspeed

1.2.3 Dial the speed/Mach knob to enter 210 on the IAS/MACH display

2.1 Check the localiser position on the HSI display

2.2.1 Adjust heading +

2.2.2 Adjust heading -

2.3 Check the glideslope indicator

2.4 Maintain current altitude

2.5 Press ‘APP’ button to engage the approach system

2.6.1 Check that the ‘APP’ light is on

2.6.2 Check that the ‘HDG’ light is on

2.6.3 Check that the ‘ALT” light is off

3.1 Check the current distance from runway on the captain’s primary flight display
3.2.1 Check the current airspeed

3.2.2 Dial the speed/Mach knob to enter 190 on the IAS/MACH display

3.3.1 Check the current flap setting

3.3.2 Move the flap lever to setting ‘1’

3.4.1 Check the current airspeed

3.4.2 Dial the speed/Mach knob to enter 150 on the IAS/MACH display

3.5.1 Check the current flap setting

3.5.2 Move the flap lever to setting ‘2’

3.6.1 Check the current flap setting

3.6.2 Move the flap lever to setting ‘3’

3.7.1 Check the current airspeed

3.7.2 Dial the speed/Mach knob to enter 140 on the IAS/MACH display

3.8 Put the landing gear down
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3.9 Check altitude
3.3.1 Check the current flap setting
3.3.2 Move the flap lever to ‘FULL’ setting.

Flowchart

START

Create a task list for the
task/process under
analysis

v

Classify each task step
into one of the process
Chart symbols

v

Place each task step in
chronological order

v

Take the first/next
step

v

Place the symbol

representing the task step

into the chart and place a

task description into the

column next to the
symbol

\ 4

Are there any
more task steps?
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Check the current speed brake setting

Move the speed brake lever to ‘full’ setting

Check that autopilot is in IAS mode

Check the current airspeed

Dial speed/Mach knob to enter 210 on the IAS/Mach display

Check the localiser position on the HIS display

O Adjust heading +

Adjust heading -

Check the glideslope indicator

)
N

Figure 5.2  Extract of Process Chart for the Landing Task ‘Land at New Orleans Using the
Autoland System’ (Source: Marshall et al, 2003)

Maintain current altitude

Operation Sequence Diagrams (OSD)
Background and Applications

Operation Sequence Diagrams (OSD) are used to graphically describe the activity and interaction
between teams of agents within a network. According to Kirwan and Ainsworth (1992), the original
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purpose of OSD analysis was to represent complex multi-person tasks. The output of an OSD
graphically depicts the task process, including the tasks performed and the interaction between
operators over time, using standardised symbols. There are various forms of OSDs, ranging from
a simple flow diagram representing task order, to more complex OSDs which account for team
interaction and communication. OSDs have recently been used by the authors for the analysis of
command and control in a number of domains, including the fire service, naval warfare, aviation,
energy distribution, air traffic control and rail domains.

Domain of Application

The method was originally used in the nuclear power and chemical process industries. However,
the method is generic and can be applied in any domain.

Procedure and Advice

Step 1: Define the task(s) under analysis
The first step in an OSD analysis is to define the task(s) or scenario(s) under analysis. The task(s)
or scenario(s) should be defined clearly, including the activity and agents involved.

Step 2: Data collection

In order to construct an OSD, the analyst(s) must obtain specific data regarding the task or scenario
under analysis. It is recommended that the analyst(s) use various forms of data collection in this
phase. Observational study should be used to observe the task (or similar types of task) under analysis.
Interviews with personnel involved in the task (or similar tasks) should also be conducted. The
type and amount of data collected in step 2 is dependent upon the analysis requirements. The more
exhaustive the analysis is intended to be, the more data collection methods should be employed.

Step 3: Describe the task or scenario using HTA

Once the data collection phase is completed, a detailed task analysis should be conducted for the scenario
under analysis. The type of task analysis is determined by the analyst(s), and in some cases, a task list
will suffice. However, it is recommended that a HTA is conducted for the task under analysis.

Step 4: Construct the OSD diagram

Once the task has been described adequately, the construction of the OSD can begin. The process
begins with the construction of an OSD template. The template should include the title of the
task or scenario under analysis, a timeline, and a row for each agent involved in the task. An
OSD template used during the analysis of C4i activity in the civil energy distribution domain is
presented in Figure 5.3 (Salmon et al, 2004). In order to construct the OSD, it is recommended that
the analyst walks through the HTA of the task under analysis, creating the OSD in conjunction. The
OSD symbols used to analyse C4i activity by the authors is presented in Figure 5.4. The symbols
involved in a particular task step should be linked by directional arrows, in order to represent the
flow of activity during the scenario. Each symbol in the OSD should contain the corresponding
task step number from the HTA of the scenario. The artefacts used during the communications
should also be annotated onto the OSD.

Step 5: Overlay additional analyses results
One of the endearing features of the OSD method is that additional analysis results can easily be
added to the OSD. According to the analysis requirements, additional task features can also be



Process Charting Methods 117

annotated onto the OSD. For example, in the analysis of C4i activity in a variety of domains, the
authors annotated co-ordination values (from a co-ordination demands analysis) between team
members for each task step onto the OSD.

Figure 5.3 Example OSD Template

Step 6: Calculate operation loadingfigures

From the OSD, operational loading figures are calculated for eachagentinvolved in thescenario
under analysis. Operational loading figures are calculated for eachOSDoperator or symbol used
e.g. operation, receive, delay, decision, transport, and combined operations. The operational
loading figures refer to the frequency in which each agent was involved in the operator in question
during the scenario.

Advantages

1. The OSD provides an exhaustive analysis of the task in question. The flow of the task is
represented in terms ofactivity and information, the type ofactivity and the agents involved
are specified, a timeline ofthe activity, the communications between agents involved in the
task, the technology used and also arating oftotal co-ordination for each teamwork activity
is also provided. The method’s flexibility also permits the analyst(s) to add further analysis
outputs onto the OSD, adding to its exhaustiveness.

2. An OSD is particularly useful for analysing and representing distributed teamwork or
collaborated activity.

3. OSDs are useful for demonstrating the relationship between tasks, technology and team
members.

High face validity (Kirwan and Ainsworth, 1992).

5. OSDs have been used extensively in the past and have been applied in a variety of domains.
A number of different analyses can be overlaid onto an OSD of a particular task. For
example, Baber et al (2004) add the corresponding HTA task step numbers and co-
ordination demands analysis results to OSDs of C4i activity.

7. The OSD method is very flexible and can be modified to suit the analysis needs.
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8. The WESTT software package can be used to automate a large portion of the OSD procedure.
9. Despite its exhaustive nature, the OSD method requires only minimal training.

Disadvantages
1. The application time for an OSD analysis is lengthy. Constructing an OSD for large,

complex tasks can be extremely time consuming and the initial data collection adds further
time to the analysis.

2. The construction of large, complex OSDs is also quite a laborious and taxing process.
3. OSDs can become cluttered and confusing (Kirwan and Ainsworth, 1992).
4. The output of OSDs can become large and unwieldy.
S. The present OSD symbols are limited for certain applications (e.g. C4i scenarios).
6. The reliability of the method is questionable. Different analysts may interpret the OSD
symbols differently.
Related Methods

Various types of OSD exist, including temporal operational sequence diagrams, partitioned operational
sequence diagrams and spatial operational sequence diagrams (Kirwan and Ainsworth, 1992). During
the OSD data collection phase, traditional data collection procedures such as observational study and
interviews are typically employed. Task analysis methods such as HTA are also used to provide the
input for the OSD. Timeline analysis may also be used in order to construct an appropriate timeline
for the task or scenario under analysis. Additional analyses results can also be annotated onto an
OSD, such as co-ordination demands analysis (CDA) and comms usage diagram. The OSD method
has also recently been integrated with a number of other methods (HTA, observation, co-ordination
demands analysis, comms usage diagram, social network analysis and propositional networks) to
form the event analysis of systemic teamwork (EAST) methodology (Baber et al, 2004), which has
been used by the authors to analyse C4i activity in a number of domains.

Approximate Training and Application Times

No data regarding the training and application time associated with the OSD method are available
in the literature. However, it is apparent that the training time for such a technique would be
minimal. The application time for the method is very high, including the initial data collection
phase of interviews and observational analysis and also the construction of an appropriate HTA
for the task under analysis. The construction of the OSD in particular is a very time-consuming
process. A typical OSD normally can take up to one week to construct.

Reliability and Validity

According to Kirwan and Ainsworth, OSD methods possess a high degree of face validity. The
intra-analyst reliability of the method may be suspect, as different analysts may interpret the OSD
symbols differently.

Tools Needed

When conducting an OSD analysis, pen and paper could be sufficient. However, to ensure that
data collection is comprehensive, it is recommended that video or audio recording devices are
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used in conjunction with the pen and paper. For the construction of the OSD, it is recommended
that a suitable drawing package, such as Microsoft Visio™ is used. The WESTT software package
(Houghton et al., 2005) can also be used to automate a large portion of the OSD procedure. WESTT
constructs the OSD based upon an input of observational data for the scenario under analysis.

Example

The OSD method has recently been used by the authors in the analysis of C4i activity in the fire
service (Baber et al, 2004), naval warfare, aviation, energy distribution, air traffic control and rail
domains. The following example is an extract of an OSD from a railway maintenance scenario
(Salmon, Stanton, Walker, McMaster and Green, 2005). The task involved the switching out of
three circuits at three substations. Observational data from the substation (SAP) and the network
operations centre (NOC) control room was used to conduct a HTA of the switching scenario. A
HTA was then created, which acted as the primary input into the OSD diagram. Total co-ordination
values for each teamwork task step (from a co-ordination demands analysis — see Chapter 9) were
also annotated onto the OSD. The glossary for the OSD is presented in Figure 5.4. An extract of the
HTA for the corresponding energy distribution task is presented in Figure 5.5. The corresponding
extract of the OSD is presented in Figure 5.6. The operational loading figures are presented in
Table 5.2.

Table 5.2 Operational Loading Results

Agent Operation Receive Transport Decision Delay Total
NOC 98 40 138
SAP 223 21 19 1 264
WOK 40 10 50
REC 15 14 29

The operational loading analysis indicates that the senior authorised person (SAP) at the
substation has the highest loading in terms of operations, transport, and delay whilst the network
operations centre (NOC) operator has the highest loading in terms of receipt of information. This
provides an indication of the nature of the roles involved in the scenario. The NOC operator’s role
is one of information distribution (giving and receiving) indicated by the high receive operator
loading, whilst the majority of the work is conducted by the SAP, indicated by the high operation
and transport loading figures.
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Event Tree Analysis (ETA)
Background and Applications

Event tree analysis is a task analysis method that uses tree-like diagrams to represent possible
outcomes associated with operator tasks steps in a scenario. Originally used in system reliability
analysis (Kirwan and Ainsworth, 1992), event tree analysis can also be applied to human operations
to investigate possible actions and their consequences. A typical event tree output comprises a tree-like
diagram consisting of nodes (representing task steps) and exit lines (representing the possible outcomes).
Typically, success and failure outcomes are used, but for more complex analyses, multiple outcomes can
be represented (Kirwan and Ainsworth, 1992). Event tree analysis can be used to depict task sequences
and their possible outcomes, to identify error potential within a system and to model team-based tasks.
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Domain of Application

Event tree analysis was originally applied in the nuclear power and chemical processing domains.
However, the method is generic and could feasibly be applied in any domain.

Procedure and Advice

Step 1: Define scenario(s) under analysis

Firstly, the scenario(s) under analysis should be clearly defined. Event tree analysis can be used
to analyse activity in existing systems or system design concepts. The task under analysis should
be clearly defined.

Step 2: Data collection phase

The next step involves collecting the data required to construct the event tree diagram. If the event tree
analysis is focused upon an operational system, then data regarding the scenario under analysis should
be collected. It is recommended that traditional HF data collection methods, such as observational
study, interviews and questionnaires, are used for this purpose. However, if the analysis is based upon
a design concept, then storyboards can be used to depict the scenario(s) under analysis.

Step 3: Draw up task list

Once the scenario under analysis is defined clearly and sufficient data is collected, a comprehensive
task list should be created. The component task steps required for effective task performance should be
specified in sequence. This initial task list should be representative of standard error-free performance
of the task or scenario under analysis. It may be useful to consult with SMEs during this process.

Step 4: Determine possible actions for each task step

Once the task list is created, the analyst should then describe every possible action associated with
each task step in the task list. It may be useful to consult with SMEs during this process. Each
task step should be broken down into the human or system operations required and any controls or
interface elements used should also be noted. Every possible action associated with each task step
should be recorded.

Step 5: Determine consequences associated with each possible action
Next, the analyst should take each action specified in step 4 and record the associated consequences.

Step 6: Construct event tree
Once steps 4 and 5 are complete, the analyst can begin to construct the event tree diagram. The
event tree should depict all possible actions and their associated consequences.

Advantages

1. Event tree analysis can be used to highlight a sequence of tasks steps and their associated
consequences.

2. Event tree analysis can be used to highlight error potential and error paths throughout a
system.

3. The method can be used in the early design life cycle to highlight task steps that may
become problematic (multiple associated response options) and also those task steps that
have highly critical consequences.
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4. Ifused correctly, the method could potentially depict anything that could possibly go wrong
in a system.

Event tree analysis is a relatively easy method that requires little training.

6. Event tree analysis has been used extensively in PSA/HRA.

W

Disadvantages

1. For large, complex tasks, the event tree diagram can become very large and complex.
2. Can be time consuming in its application.
3. Task steps are often not explained in the output.

Example
An extract of an event tree analysis is presented in Figure 5.7. An event tree was constructed for

the landing task, ‘Land A320 at New Orleans using the autoland system’ in order to investigate the
use of event tree analysis for predicting design induced pilot error (Marshall et al, 2003).

Check current Dial in 190Kn Check flap Set flaps to level| Lower landing
airspeed using SM knob | setting 3 gear
Success Success Success Success Success
Fail to lower
landing gear

Set flaps at the wrong time

Fail to set flaps

Fail to check flap setting

Fail to dial in airspeed

Dial in airspeed at the wrong time (too early, too late)

Dial in wrong airspeed (too much, too little)

Dial in airspeed using the heading knob

Fail to check airspeed

Figure 5.7 Extract of Event Tree Diagram for the Flight Task ‘Land at New Orleans Using
the Autoland System’ (Source: Marshall et al, 2003)

Related Methods

According to Kirwan and Ainsworth (1992) there are a number of variations of the original event
tree analysis method, including operator action event tree analysis (OATS), and human reliability
analysis event tree analysis (HRAET). Event trees are also similar to fault tree analysis and operator
sequence diagrams.
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Flowchart
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No data regarding the reliability and validity of the event tree method are available.

Reliability and Validity

Tools Needed

An event tree diagram can be conducted using pen and paper. If the event tree is based on an
existing system, then observational study may be used for data collection purposes, which requires
video and audio recording equipment and a PC.
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Decision Action Diagrams (DAD)

Background and Applications

Decision Action Diagrams (DADs), also known as information flow diagrams (Kirwan and
Ainsworth, 1992) are used to graphically depict a scenario process in terms of the decisions required
and actions to be performed by the operator involved in the activity. Decisions are represented by
diamonds and each decision option available to the system operator is represented by exit lines.
In their simplest form, the decision options are usually ‘Yes’ or ‘No’, however depending upon
the complexity of the task and system, multiple options can also be represented. The DAD output
diagram should display all of the possible outcomes at each task step in a process. DAD analysis
can be used to evaluate existing systems or to inform the design of system’s and procedures.

Domain of Application

Event tree analysis was originally applied in the nuclear power and chemical processing domains.
However, the method is generic and could feasibly be applied in any domain.

Procedure and Advice

Step 1: Define the task or scenario under analysis
Firstly, the scenario(s) under analysis should be clearly defined. DAD analysis can be used to
analyse activity in existing systems or system design concepts.

Step 2: Data collection

In order to construct a DAD, the analyst(s) must obtain sufficient data regarding the task or scenario
under analysis. It is recommended that traditional HF data collection methods, such as observational
study, interviews and questionnaires, are used for this purpose. However, if the analysis is based
upon a design concept, then storyboards can be used to depict the scenario(s) under analysis.

Step 3: Conduct a task analysis

Once the data collection phase is completed, a detailed task analysis should be conducted for the
scenario under analysis. The type of task analysis is determined by the analyst(s), and in some
cases, a task list will suffice. However, it is recommended that when constructing a DAD, a HTA
for the scenario under analysis is conducted.

Step 4: Construct DAD

Once the task or scenario under analysis is fully understood, the DAD can be constructed. This
process should begin with the first decision available to the operator of the system. Each possible
outcome or action associated with the decision should be represented with an exit line from the
decision diamond. Each resultant action and outcome for each of the possible decision exit lines
should then be specified. This process should be repeated for each task step until all of the possible
decision outcomes for each task have been exhausted.
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Advantages

1. ADAD can be used to depict the possible options that an operator faces during each task step
in a scenario. This information can be used to inform the design of the system or procedures
i.e. task steps that have multiple options associated with them can be redesigned.

2. DAD:s are relatively easy to construct and require little training.

3. DAD:s could potentially be used for error prediction purposes.

Disadvantages

p—

In their current form, DADs do not cater for the cognitive component of task decisions.

2. It would be very difficult to model parallel activity using DADs.

3. DAD:s do not cater for processes involving teams. Constructing a team DAD would appear
to be extremely difficult.

4. It appears that a HTA for the task or scenario under analysis would be sufficient. A DAD
output is very similar to the plans depicted in a HTA.

5. For large, complex tasks, the DAD would be difficult and time consuming to construct.

6. The initial data collection phase involved in the DAD procedure adds a considerable
amount of time to the analysis.

7. Reliability and validity data for the method is sparse.

Related Methods

DADs are also known as information flow charts (Kirwan and Ainsworth, 1992). The DAD
method is related to other process chart methods such as operation sequence diagrams and also task
analysis methods such as HTA. When conducting a DAD type analysis, a number of data collection
techniques are used, such as observational study and interviews. A task analysis (e.g. HTA) of the
task/scenario under analysis may also be required.

Approximate Training and Application Times

No data regarding the training and application times associated with DADs are available in the
literature. It is estimated that the training time for DADs would be minimal or low. The application time
associated with the DAD method is dependent upon the task and system under analysis. For complex
scenarios with multiple options available to the operator involved, the application time would be
high. For more simple linear tasks, the application time would be very low. The data collection phase
of the DAD procedure adds considerable time, particularly when observational analysis is used.

Reliability and Validity

No data regarding the reliability and validity of the DAD method are available.

Tools Needed

Once the initial data collection is complete, the DAD method can be conducted using pen and
paper, although it may be more suitable to use a drawing package such as Microsoft Visio. The

tools required for the data collection phase are dependent upon the methods used. Typically,
observational study is used, which would require video and audio recording equipment and a PC.
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Example

Human Factors Methods

The following example (Figure 5.8) is a DAD taken from Kirwan and Ainsworth (1992).

Wait for
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Too Low

Wait
for
stable
flow v
A
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position
Increase Too Is feeder
main balanced
damper and steady?
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Switch
feeder to
‘Auto’
A 4
Increase Read main
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Reduce
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A
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control to

Switch
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output
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A

A 4

Wait until
flow is
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Figure 5.8  Decision-Action Diagram (Adapted from Kirwan and Ainsworth, 1992)
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Fault Trees
Background and Application

Fault trees are used to graphically represent system failures and their causes. A fault tree is a
tree- like diagram, which defines the failure event and displays the possible causes in terms of
hardware failure or human error (Kirwan and Ainsworth, 1992). Fault tree analysis was originally
developed for the analysis of complex systems in the aerospace and defence industries (Kirwan
and Ainsworth, 1992) and they are now used extensively in probabilistic safety assessment (PSA).
Although typically used to evaluate events retrospectively, fault trees can be used at any stage in the
system life cycle to predict failure events and their causes. Typically, the failure event or top event
(Kirwan and Ainsworth, 1992) is placed at the top of the fault tree, and the contributing events
are placed below. The fault tree is held together by AND and OR gates, which link contributory
events together. An AND gate is used when more than one event causes a failure i.e. when multiple
contributory factors are involved. The events placed directly underneath an AND gate must occur
together for the failure event above to occur. An OR gate is used when the failure event could be
caused by more than one contributory event in isolation, but not together. The event above the OR
gate may occur if any one of the events below the OR gate occurs. Fault tree analysis can be used
for the retrospective analysis of incidents or for the prediction of failure in a particular scenario.

Domain of Application

Fault tree analysis was originally applied in the nuclear power and chemical processing domains.
However the method is generic and could potentially be applied in any domain.

Procedure and Advice

Step 1: Define failure event

The failure or event under analysis should be defined first. This may be either an actual event that
has occurred (retrospective incident analysis) or an imaginary event (predictive analysis). This
event then becomes the top event in the fault tree.

Step 2: Determine causes of failure event

Once the failure event has been defined, the contributory causes associated with the event should be
defined. The nature of the causes analysed is dependent upon the focus of the analysis. Typically,
human error and hardware failures are considered (Kirwan and Ainsworth, 1992).

Step 3: AND/OR classification
Once the cause(s) of the failure event are defined, the analysis proceeds with the AND or OR
causal classification phase. Each contributory cause identified during step 2 of the analysis should
be classified as either an AND or an OR event. If two or more contributory events contribute to
the failure event, then they are classified as AND events. If two or more contributory events are
responsible for the failure even when they occur separately, then they are classified as OR events.
Steps 2 and 3 should be repeated until each of the initial causal events and associated
causes are investigated and described fully.
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Step 4: Construct fault tree diagram

Once all events and their causes have been defined fully, they should be put into the fault tree
diagram. The fault tree should begin with the main failure or top event at the top of the diagram
with its associated causes linked underneath as AND/OR events. Then, the causes of these events
should be linked underneath as AND/OR events. The diagram should continue until all events and
causes are exhausted fully.

Example

The following example (Figure 5.9) is taken from Kirwan (1994) from a brake failure scenario
model.

Brake Failure

v v

Hand-Brake Foot-Brake
failure failure
Broken Wom Brake fluid
cable linings loss
A A 4 Y
Worn rear Worn front
linings linings

Figure 5.9 Fault Tree for Brake Failure Scenario
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Advantages
1. Fault trees are useful in that they define possible failure events and associated causes. This
is especially useful when looking at failure events with multiple causes.
2. Fault tree type analysis has been used extensively in PSA.
3. Could potentially be used both predictively and retrospectively.
4. Although most commonly used in the analysis of nuclear power plant events, the method
is generic and can be applied in any domain.
5. Fault trees can be used to highlight potential weak points in a system design concept
(Kirwan and Ainsworth, 1992).
6. The method could be particularly useful in modelling team-based errors, where a failure
event is caused by multiple events distributed across a team of personnel.
Disadvantages
1. When used in the analysis of large, complex systems, fault trees can be complex, difficult
and time consuming to construct. It is apparent that fault tree diagrams can quickly become
large and complicated.
2. To utilise the method quantitatively, a high level of training may be required (Kirwan and
Ainsworth, 1992).
3. The use of fault trees as a predictive tool remains largely unexplored.
4. There is little evidence of their use outside of the nuclear power domain.
Related Methods

The fault tree method is often used with event tree analysis (Kirwan and Ainsworth, 1992). Fault
trees are similar to many other charting methods, including cause-consequence charts, DADs and
event trees.

Approximate Training and Application Times

No data regarding the training and application times associated with fault tree analysis are available
in the literature. It is estimated that the training time for fault trees would be low. The application
time associated with the fault tree method is dependent upon the task and system under analysis.
For complex failure scenarios, the application time would be high. For more simple failure events,
the application time would be very low.

Reliability and Validity

No data regarding the reliability and validity of the DAD method are available

Tools Needed

Fault tree analysis can be conducted using pen and paper. If the analysis were based upon an
existing system, an observational study of the failure event under analysis would be useful. This
would require video and audio recording equipment. It is also recommended that when constructing
fault tree diagrams, a drawing package such as Microsoft Visio be used.
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Murphy Diagrams

Murphy diagrams (Pew, Miller and Feehrer, 1981; cited in Kirwan, 1992a) were originally used
for the retrospective examination of errors in process control rooms. Murphy diagrams are based
on the notion that ‘if anything can go wrong, it will go wrong’ (Kirwan and Ainsworth, 1992). The
method is very similar to fault tree analysis in that errors or failures are analysed in terms of their
potential causes. Murphy diagrams use the following eight behaviour categories:

Activation/Detection;

Observation and data collection;
Identification of system state;
Interpretation of situation;

Task definition/selection of goal state;
Evaluation of alternative strategies;
Procedure selection; and

Procedure execution.

PN L=

The Murphy diagram begins with the top event being split into success and failure nodes. The
analyst begins by describing the failure event under analysis. Next the ‘failure’ outcome is
specified and the sources of the error that have an immediate effect are defined. These are called
the proximal sources of error. The analyst then takes each proximal error source and breaks it down
further so that the causes of the proximal error sources are defined. These proximal error causes
are termed the distal causes. For example, if the failure was ‘procedure incorrectly executed’, the
proximal sources could be ‘wrong switches chosen’, ‘switches incorrectly operated’ or ‘switches
not operated’. The distal sources for ‘wrong switches chosen’ could then be further broken down
into ‘deficiencies in placement of switches’, ‘inherent confusability in switch design’ or ‘training
deficiency’ (Kirwan and Ainsworth, 1992). The Murphy diagram method is typically used for the
retrospective analysis of failure events.

Domain of Application
Nuclear power and chemical process industries.
Procedure and Advice

Step 1: Define task/scenario under analysis
The first step in a Murphy Diagram analysis is to define the task or scenario under analysis.
Although typically used in the retrospective analysis of incidents, it is feasible that the method

could be used proactively to predict potential failure events and their causes.

Step 2: Data collection

If the analysis is retrospective, then data regarding the incident under analysis should be collected.
This may involve the interviews with the actors involved in the scenario, or a walkthrough of
the event. If the analysis is proactive, and concerns an event that has not yet happened, then
walkthroughs of the events should be used.
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Step 3: Define error events
Once sufficient data regarding the event under analysis is collected, the analysis begins with the
definition of the first error. The analyst(s) should define the error as clearly as possible.

Step 4: Classify error activity into decision-making category
Once the error event under analysis is described, the activity leading up to the error should be
classified into one of the eight decision-making process categories.

Step 5: Determine error consequence and causes

Once the error is described and classified, the analyst(s) should determine the consequences of the
error event and also determine possible consequences associated with the error. The error causes
should be explored fully, with proximal and distal sources described.

Step 6: Construct Murphy diagram
Once the consequences, proximal and distal sources have been explored fully, the Murphy diagram
for the error in question should be constructed.

Step 7: Propose design remedies

For the purpose of error prediction in the design of systems, it is recommended that the Murphy
diagram be extended to include an error or design remedy column. The analyst(s) should use this
column to propose design remedies for the identified errors, based upon the causes identified.

Advantages

1. Easy method to use and learn, requiring little training.

Murphy diagrams present a useful way for the analyst to identify a number of different

possible causes for a specific error or event.

High documentability.

Each task step failure is exhaustively described, including proximal and distal sources.

5. The method has the potential to be applied to team-based tasks, depicting teamwork and
failures with multiple team-based causes.

6. Murphy diagrams use very little resources (low cost, time spent etc.).

7. Although developed for the retrospective analysis of error, it is feasible that the method
could be used proactively.

W

Disadvantages
1. Its use as a predictive tool remains largely unexplored.
2. Could become large and unwieldy for large, complex tasks.
3. There is little guidance for the analyst.
4. Consistency of the method can be questioned.
5. Design remedies are based entirely upon the analyst’s subjective judgement.
6. Dated method that appears to be little used.

Example

A Murphy diagram analysis was conducted for the flight task ‘Land aircraft X at New Orleans
using the autoland System’. An extract of the analysis is presented in Figure 5.10.
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ACTIVITY OUTCOME PROXIMAL DISTAL SOURCES
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/
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with other tasks

Figure 5.10 Murphy Diagram for the Flight Task ‘Land Aircraft X at New Orleans Using
the Autoland System’

Related Methods

Murphy diagrams are very similar to fault tree and event tree analysis in that they depict failure
events and their causes.

Approximate Training and Application Times

The training time for the method would be minimal. The application time would depend upon the
task or scenario under analysis. For error incidences with multiple causes and consequences, the
application time would be high.

Reliability and Validity

No data regarding the reliability and validity of Murphy diagrams are available in the literature.

Tools Needed

The method can be conducted using pen and paper. It is recommended that a drawing package such
as Microsoft Visio be used to construct the Murphy diagram outputs.
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Chapter 6

Human Error Identification Methods

Human error is a complex construct that has received considerable attention from the HF community.
Human error has been consistently identified as a contributory factor in a high proportion of incidents
in complex, dynamic systems. For example, within the civil aviation domain, recent research indicates
that human or pilot error is the major cause of all commercial aviation incidents (McFadden and Towell,
1999). Within the rail transport domain, human error was identified as a contributory cause of almost
half of all collisions occurring on the UK’s rail network between 2002 and 2003 (Lawton and Ward,
2005). In the health-care domain, the US Institute of Medicine estimates that between 44,000 and 88,000
people die as a result of medical errors (Helmreich, 2000) and it has also been estimated that human or
driver error contributes to as much as 75% of roadway crashes (Medina, Lee, Wierwille and Hanowski,
2004). Although human error has been investigated since the advent of the discipline, research into the
construct only increased around the late 1970s and early 1980s in response to a number of high profile
catastrophes in which human error was implicated. Major incidents such as the Three Mile Island,
Chernobyl and Bhopal disasters, and the Tenerife and Papa India air disasters (to name only a few) were
all attributed, in part, to human error. As a result, it began to receive considerable attention from the HF
community and also the general public, and has been investigated in a number of different domains
ever since, including the military and civil aviation domain (Shappell and Wiegmann, 2000, Marshall
et al, 2003), road transport (Reason, Manstead, Stradd, Baxter and Campbell, 1990), nuclear power and
petro-chemical reprocessing (Kirwan, 1992a, 1992b, 1998a, 1998b, 1999), the military, medicine, air
traffic control (Shorrock and Kirwan, 1999), and even the space travel domain (Nelson et al, 1998).

Human error is formally defined as ‘ All those occasions in which a planned sequence of mental
or physical activities fails to achieve its intended outcome, and when these failures cannot be attributed
to the intervention of some chance agency’ (Reason, 1990). Further classifications of human error have
also been proposed, such as the slips (and lapses), mistakes and violations taxonomy proposed by
Reason (1990). For a complete description of error classifications and error theory the reader is referred
to Reason (1990).

The prediction of human error in complex systems was widely investigated in response to the
Three Mile Island, Chernobyl and Bhopal disasters. Human Error Identification (HEI) or error prediction
methods are used to identify potential errors that may arise as a result of man-machine interactions in
complex systems. The prediction of human error is used within complex, dynamic systems in order
to identify the nature of potential human or operator errors and the causal factors, recovery strategies
and consequences associated with them. Information derived from HEI analyses is then typically used
to propose remedial measures designed to eradicate the potential errors identified. HEI works on the
premise that an understanding of an individual’s work task and the characteristics of the technology
being used permits the analyst to indicate potential errors that may arise from the resulting interaction
(Stanton and Baber, 1996a). HEI methods can be used either during the design process to highlight
potential design induced error, or to evaluate error potential in existing systems. These are typically
conducted on a task analysis of the activity under analysis. The output of HEI methods usually describes
potential errors, their consequences, recovery potential, probability, criticality and offers associated
design remedies or error reduction strategies. HEI approaches can be broadly categorised into two



140 Human Factors Methods

groups, qualitative and quantitative techniques. Qualitative approaches are used to determine the nature
of errors that might occur within a particular system, whilst quantitative approaches are used to provide
a numerical probability of error occurrence within a particular system. There is a broad range of HEI
approaches available to the HEI practitioner, ranging from simplistic external error mode taxonomy
based approaches to more sophisticated human performance simulation methods. The methods reviewed
can be further categorised into the following types:

1. Taxonomy-based methods;
2.  Error identifier methods;
3. Error quantification methods;

In order to familiarise the reader with the different HEI methods available, a brief overview of them is
presented below.

Taxonomy-based HEI methods use external error mode taxonomies and typically involve the
application of these error modes to a task analysis of the activity in question. Methods such as SHERPA
(Embrey, 1986), HET (Marshall et al, 2003), TRACEr (Shorrock and Kirwan, 2000), and CREAM
(Hollnagel, 1998) all use domain specific external error mode taxonomies designed to aid the analyst in
identifying potential errors. Taxonomic approaches to HEI are typically the most successful in terms of
sensitivity and are the quickest and simplest to apply, and with only limited resource usage. However,
these methods also place a great amount of dependence upon the judgement of the analyst and as a result
there are concemns associated with the reliability of the error predictions made. Different analysts often
make different predictions for the same task using the same method (inter-analyst reliability). Similarly,
the same analyst may make different judgements on different occasions (intra-analyst reliability). A
brief description of the taxonomy-based HEI methods considered in the review is provided below.

The systematic human error reduction and prediction approach (SHERPA; Embrey, 1986)
uses a behavioural classification linked to an external error mode taxonomy (action, retrieval, check,
selection and information communication errors) to identify potential errors associated with human
activity. The SHERPA method works by indicating which error modes are credible for each bottom
level task step in a HTA. The analyst classifies a task step into a behaviour and then determines whether
any of the associated error modes are credible. For each credible error the analyst describes the error,
determines the consequences, error recovery, probability and criticality. Finally, design remedies are
proposed for each error identified.

The human error template (HET;, Marshall et al, 2003) method was developed for the
certification of civil flight deck technology and is a checklist approach that is applied to each bottom
level task step in a HTA of the task under analysis. The HET method works by indicating which of
the HET error modes are credible for each task step, based upon analyst subjective judgement. The
analyst applies each of the HET error modes to the task step in question and determines whether any
of the modes produce credible errors or not. The HET error taxonomy consists of twelve error modes
that were selected based upon a study of actual pilot error incidence and existing error modes used in
contemporary HEI methods. For each credible error (i.e. those judged by the analyst to be possible)
the analyst should give a description of the form that the error would take, such as, ‘pilot dials in the
airspeed value using the wrong knob’. The associated error consequences, likelihood of occurrence, and
criticality in relation to the task under analysis are then specified. Finally, a pass or fail rating is assigned
to the interface element in question.

HAZOP (Kletz, 1974) is a well-established engineering approach that was developed in
the late 1960s by ICI (Swann and Preston, 1995) for use in process design audit and engineering risk
assessment (Kirwan, 1992a). HAZOP involves a team of analysts applying guidewords, such as ‘Not
Done’, “More than’ or ‘Later than’ to each step in a process in order to identify potential problems
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that may occur. Human Error HAZOP uses a set of human error guidewords (Whalley, 1988) to
identify potential human error. These guidewords are applied to each step in a HTA to determine
any credible errors. For each credible error, a description of the error is offered and the associated
causes, consequences and recovery steps are specified. Finally, design remedies for each of the
errors identified are proposed.

The technique for the retrospective analysis of cognitive errors (TRACEr; Shorrock and
Kirwan, 2002) was developed specifically for use in the air traffic control (ATC) domain, and can be
used either proactively to predict error or retrospectively to analyse errors that have occurred. TRACEr
uses a series of decision flow diagrams and comprises the following eight error classification schemes:
Task Error, Information, Performance Shaping Factors (PSFs), External Error Modes (EEMs), Internal
Error Modes (IEMs), Psychological Error Mechanisms (PEMs), Error detection and Error Correction.

The system for predictive error analysis and reduction (SPEAR; CCPS; 1993) is another
taxonomic approach to HEI that is similar to the SHERPA approach described above. SPEAR uses an
error taxonomy consisting of action, checking, retrieval, transmission, selection and planning errors and
operates on a HTA of the task under analysis. The analyst considers a series of performance-shaping
factors for each bottom level task step and determines whether or not any credible errors could occur.
For each credible error, a description of it, its consequences and any error reduction measures are
provided.

The Cognitive Reliability and Error Analysis Method (CREAM; Hollnagel, 1998) is a recently
developed human reliability analysis technique that can be used either predictively or retrospectively.
CREAM uses a model of cognition, the Contextual Control Model (COCOM), which focuses on the
dynamics of skilled behaviour as it relates to task performance in work domains. CREAM also uses an
error taxonomy containing phenotypes (error modes) and genotypes (error causes). CREAM also uses
common performance conditions (CPCs) to account for context.

Error identifier HEI methods, such as HEIST and THEA use a series of error identifier
prompts or questions linked to external error modes to aid the analyst in identifying potential human
error. Examples of typical error identifier prompts include, ‘could the operator fail to carry out the act
in time?’, ‘could the operator carry out the task too early?’ and ‘could the operator carry out the task
inadequately?’ (Kirwan, 1994). The error identifier prompts are normally linked to external error modes
and remedial measures. Whilst these methods attempt to remove the reliability problems associated
with taxonomic-based approaches, they add considerable time to the analysis, as each error identifier
prompt must be considered. A brief description of the error identifier-based methods considered in this
review is presented below.

The Human Error Identification in Systems Tool (HEIST; Kirwan 1994) uses a set of error

identifier prompts designed to aid the analyst in the identification of potential errors. There are eight sets
of error identifier prompts including Activation/Detection, Observation/Data collection, Identification
of system state, Interpretation, Evaluation, Goal Selection/Task Definition, Procedure selection and
Procedure execution. The analyst applies each error identifier prompt to each task step in a HTA and
determines whether any of the errors are credible or not. Each error identifier prompt has a set of linked
error modes. For each credible error, the analyst records the system causes, the psychological error
mechanism and any error reduction guidelines.
The Technique for Human Error Assessment (THEA; Pocock et al., 2001) is a highly structured approach
that employs cognitive error analysis based upon Norman’s (1988) model of action execution. THEA
uses a scenario analysis to consider context and then employs a series of questions in a checklist style
approach based upon goals, plans, performing actions and perception/evaluation/interpretation.

Error quantification methods are used to determine the numerical probability of error
occurrence. Identified errors are assigned a numerical probability value that represents their associated
probability of occurrence. Performance Shaping factors (PSFs) are typically used to aid the analyst in
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the identification of potential errors. Error quantification methods, such as JHEDI and HEART are
typically used in probabilistic safety assessments (PSA) of nuclear processing plants. For example,
Kirwan (1999) reports the use of JHEDI in a HRA (Human Reliability Analysis) risk assessment for
the BNFL Thermal Oxide Reprocessing Plant at Sellafield, and also the use of HEART in a HRA risk
assessment of the Sizewell B pressurised water reactor. The main advantage of error quantification
approaches lies in the numerical probability of error occurrence that they offer. However, error
quantification approaches are typically difficult to use and may require some knowledge of PSA and
mathematical procedures. Doubts also remain over the consistency of such approaches.

The human error assessment and reduction technique (HEART; Williams, 1986) attempts
to predict and quantify the likelihood of human error or failure within complex systems. The analyst
begins by classifying the task under analysis into one of the HEART generic categories, such as
‘totally familiar, performed at speed with no real idea of the likely consequences’. Each HEART
generic category has a human error probability associated with it. The analyst then identifies any
error producing conditions (EPCs) associated with the task. Each EPC has an associated HEART
effect. Examples of HEART EPCs include ‘Shortage of time available for error detection and
correction’, and ‘No obvious means of reversing an unintended action’. Once EPCs have been
assigned, the analyst calculates the assessed proportion of effect of each EPC (between 0 and 1).
Finally an error probability value is derived, and remedial measures are proposed.

A more recent development within HEI is to use a toolkit of different HEI methods in
order to maximise the coverage of the error analysis activity. The HERA framework is a prototype
multiple method or ‘toolkit’ approach to human error identification that was developed by Kirwan
(1998a, 1998b). In response to a review of HEI methods, Kirwan (1998b) suggested that the
best approach would be for practitioners to utilise a framework type approach to HEI, whereby
a mixture of independent HRA/HEI tools would be used under one framework. Consequently
Kirwan (1998b) proposed the Human Error and Recovery Assessment (HERA) approach, which
was developed for the UK nuclear power and reprocessing industry. Whilst the technique has yet
to be applied, it is offered in this review as a representation of the form that a HEI ‘toolkit’ or
framework approach may take, and a nascent example of methods integration.

Task Analysis for Error Identification (TAFEI; Baber and Stanton, 1996) combines HTA
with State Space Diagrams (SSDs) in order to predict illegal actions associated with the operation
of a system or device. In conducting a TAFEI analysis, plans from a HTA of the task under analysis
are mapped onto SSDs for the device in question and a TAFEI diagram is produced. The TAFEI
diagram is then used to highlight any illegal transitions, or the possibility of entering into erroneous
system states that might arise from task activity. Remedial measures or strategies are then proposed
for each of the illegal transitions identified.

Interms of performance, the literature consistently suggeststhat SHER PA is the most promising
of the HEI methods available to the HF practitioner. Kirwan (1992b) conducted a comparative study
of six HEI methods and reported that SHERPA achieved the highest overall rankings in this respect.
In conclusion, Kirwan (1992b) recommended that a combination of expert judgement together with
SHERPA would be the best approach to HEI. Other studies have also produced encouraging reliability
and validity data for SHERPA (Baber and Stanton, 1996, 2001; Stanton and Stevenage, 2000). In a
more recent comparative study of HEI methods, Kirwan (1998b) used 14 criteria to evaluate 38 HEI
methods. In conclusion it was reported that of the 38 methods, only nine are available in the public
domain and are of practical use, SHERPA included (Kirwan, 1998b).

In general, the main problem surrounding the application of HEI methods is related to
their validation. There have only been a limited number of HEI validation studies reported in
the literature (Williams, 1989; Whalley and Kirwan, 1989; Kirwan, 1992a, 1992b, 1998a, 1998b,
Kennedy, 1995; Baber and Stanton, 1996, 2002; Stanton and Stevenage, 2000). Considering the
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number of HEI methods available and the importance of their use, this represents a very limited
set of validation studies. Problems such as resource usage (e.g. financial and time costs) and also
access to systems under analysis often affect attempts at validation. As a result validation is often
assumed, rather than tested.

Stanton (2002) suggests that HEI methods suffer from two further problems. The first of
these problems relates to the lack of representation of the external environment or objects. This
is contrary to a growing movement towards various ecological or distributed notions of cognition.
Secondly, HEI methods place a great amount of dependence upon the judgement of the analyst.
Quite often the application of so-called ‘Performance Shaping Factors’ is carried out in a largely
subjective, sometimes quite arbitrary manner. This subjectivity can only weaken confidence in any
error predictions that arise. A summary of the HEI methods reviewed is presented in Table 6.1.

Systematic Human Error Reduction and Prediction Approach (SHERPA)
Background and Applications

The systematic human error reduction and prediction approach (SHERPA; Embrey, 1986) was
originally developed for use in the nuclear reprocessing industry and is probably the most commonly
used HEI approach, with further applications in a number of domains, including aviation (Salmon,
Stanton, Young, Harris, Demagalski, Marshall, Waldmann and Dekker, 2002, 2003a and b), public
technology (Baber and Stanton, 1996, Stanton and Stevenage, 1998), and even in-car radio-cassette
machines (Stanton and Young, 1999). SHERPA comprises of an error mode taxonomy linked to
a behavioural taxonomy and is applied to a HTA of the task or scenario under analysis in order to
predict potential human or design induced error. As well as being the most commonly used of the
various HEI methods available, according to the literature it is also the most successful in terms of
accuracy of error predictions.

Domain of Application

Despite being developed originally for use in the process industries, the SHERPA behaviour and
error taxonomy is generic and can be applied in any domain involving human activity.

Procedure and Advice

Step 1: Hierarchical task analysis (HTA)

The first step in a SHERPA analysis involves describing the task or scenario under analysis. For
this purpose, a HTA of the task or scenario under analysis is normally conducted. The SHERPA
method works by indicating which of the errors from the SHERPA error taxonomy are credible
at each bottom level task step in a HTA of the task under analysis. A number of data collection
techniques may be used in order to gather the information required for the HTA, such as interviews
with SMEs and observations of the task under analysis.

Step 2: Task classification

Next, the analyst should take the first (or next) bottom level task step in the HTA and classify
it according to the SHERPA behaviour taxonomy, which is presented below (Source: Stanton
2005).
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» Action (e.g., pressing a button, pulling a switch, opening a door)
* Retrieval (e.g., getting information from a screen or manual)

* Checking (e.g., conducting a procedural check)

» Selection (e.g., choosing one alternative over another)

» Information communication (e.g., talking to another party).

Step 3: Human error identification (HEI)

The analyst then uses the associated error mode taxonomy and domain expertise to determine any
credible error modes for the task in question. For each credible error (i.e. those judged by the analyst
to be possible) the analyst should give a description of the form that the error would take, such as,
‘pilot dials in wrong airspeed’. The SHERPA error mode taxonomy is presented in Figure 6.1.

Step 4: Consequence analysis

The next step involves determining and describing the consequences associated with the errors
identified in step 3. The analyst should consider the consequences associated with each credible
error and provide clear descriptions of the consequences in relation to the task under analysis.

Step 5: Recovery analysis

Next, the analyst should determine the recovery potential of the identified error. If there is a later
task step in the HTA at which the error could be recovered, it is entered here. If there is no recovery
step then ‘None’ is entered.

Step 6: Ordinal probability analysis

Once the consequence and recovery potential of the error have been identified, the analyst should
rate the probability of the error occurring. An ordinal probability scale of low, medium or high is
typically used. If the error has not occurred previously then a low (L) probability is assigned. If the
error has occurred on previous occasions then a medium (M) probability is assigned. Finally, if the
error has occurred on frequent occasions, a high (H) probability is assigned.

Step 7: Criticality analysis

Next, the analyst rates the criticality of the error in question. A scale of low, medium and high is
also used to rate error criticality. Normally, if the error would lead to a critical incident (in relation
to the task in question) then it is rated as a highly critical error.

Action Errors

A1 — Operation too long/short

A2 — Operation mistimed

A3 — Operation in wrong direction
A4 — Operation too little/much

A5 — Misalign

A6 — Right operation on wrong object
A7 — Wrong operation on right object
A8 — Operation omitted

A9 — Operation incomplete

A10 — Wrong operation on wrong object
Checking Errors

C1 — Check omitted

C2 — Check incomplete

C3 - Right check on wrong object
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C4 — Wrong check on right object

C5 — Check mistimed

C6 — Wrong check on wrong object
Retrieval Errors

R1 - Information not obtained

R2 — Wrong information obtained

R3 — Information retrieval incomplete
Communication Errors

11 — Information not communicated
12 — Wrong information communicated
I3 — Information communication
Selection Errors

S1 — Selection omitted

S2 — Wrong selection made

Figure 6.1 SHERPA External Error Mode Taxonomy

Step 8: Remedy analysis

The final stage in the process is to propose error reduction strategies. Normally, remedial measures
comprise suggested changes to the design of the process or system. According to Stanton (2005),
remedial measures are normally proposed under the following four categories:

1. Equipment (e.g. redesign or modification of existing equipment);

2. Training (e.g. changes in training provided);

3. Procedures (e.g. provision of new, or redesign of old, procedures); and

4. Organisational (e.g. changes in organisational policy or culture).

Advantages

1. The SHERPA method offers a structured and comprehensive approach to the prediction of
human error. .

2. The SHERPA taxonomy prompts the analyst for potential errors.

3. According to the HF literature, SHERPA is the most promising HEI technique available.
SHERPA has been applied in a number of domains with considerable success. There is also
a wealth of encouraging validity and reliability data available.

4. SHERPA is quick to apply compared to other HEI methods.

5. SHERPA is also easy to learn and apply, requiring minimal training.

6. The method is exhaustive, offering error reduction strategies in addition to predicted errors,
associated consequences, probability of occurrence, criticality and potential recovery steps.

7. The SHERPA error taxonomy is generic, allowing the method to be used in a number of
different domains.

Disadvantages

1. Can be tedious and time consuming for large, complex tasks.

2. The initial HTA adds additional time to the analysis.

3. SHERPA only considers errors at the ‘sharp end” of system operation. The method does not
consider system or organisational errors.

4. Does not model cognitive components of error mechanisms.
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5. Some predicted errors and remedies are unlikely or lack credibility, thus posing a false
economy (Stanton, 2005).
6. Current taxonomy lacks generalisability (Stanton, 2005).

Example

The following example is a SHERPA analysis of VCR programming task (Baber and Stanton,
1996). The HTA for the VCR programming task is presented in Figure 6.2. The SHERPA output
for the VCR programming task is presented in Table 6.2.

C  1-2-3-4-5-exit )

0 Program VCR le -3.2-Pprogram _vy_3 3 exit
for timer recording required?

1.1-1.2-clock -Y-1.3-exit
correct?

N

extra task
plan 0 —— N
plan 1 I lan 3 ————— lan 4 —1
I 2 Pull down P l P S Liftup
1 Prepare front cover 3 Prepare 4 Program front cover
VCR to program VCR details
|
I channel .y . 411 -4.12 - exit
1.2 Check required?
clock N }——-]—_—l
[ display > v 4.1.
—_— channel?
1.1 Switch 3.2 Press N
VCR on 1.3 Insert ‘program’ display < Y - 41
cassette channel? ~ -
3.1 Set timer |3.3 Press ‘on’ I
selector to
program JE——
[ 1 | 1 I I |

4.1 Select 4.2 Press| {4.3 Setstart| |4.4 Wait5 4.5 Press| |4.6 Setfinish| | 4.7 Set 4.8 Press
channel ‘day’ time seconds ‘off” time timer ‘time

I record’

[ 1
4.1.1 Press 4.1.1 Press
‘channel up’ ‘channel down’

Figure 6.2 HTA of VCR Programming Task (Source: Baber and Stanton, 1996)

The SHERPA analysis of the VCR programming indicated that there were six basic error types that
may arise during the VCR programming task. These are presented below:

+ Failing to check that the VCR clock is correct.

« Failing to insert a cassette.

+ Failing to select the programme number.

¢ Failing to wait.

* Failing to enter programming information correctly.
+ Failing to press the confirmatory buttons.
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Table 6.2 SHERPA Output for the VCR Programming Task (Source: Baber and Stanton,
1996)
Task | Error | Error Consequence Recovery P Remedial Strategy
Step | Mode | Description
1.1 A8 Fail to switch VCR | Cannot proceed Immediate | L Press of any button to switch
on VCR on
1.2 | Cl1 Omit to check VCR Clock time None L Automatic clock setting and
clock may be incorrect adjust via radio transmitter
C2
Incomplete check
13 | A3 Insert cassette Damage to VCR Immediate | L Strengthen mechanism
wrong way around | Cannot record On-screen prompt
A8 Fail to insert Task 3 L
cassette
2 A8 Fail to pull down Cannot proceed Immediate | L Remove cover to programming
front cover
3.1 S1 Fail move timer Cannot proceed Immediate | L Separate timer selector from
selector programming function
32 | A8 Fail to press Cannot proceed Immediate | L Remove this task step from
PROGRAM sequence
33 | A8 Fail to press ON Cannot proceed Immediate | L Label button START TIME
button
4.1.1 | A8 Fail to press UP Wrong channel None M Enter channel number directly
button selected from keypad
412 | A8 Fail to press Wrong channel None M Enter channel number directly
DOWN button selected from keypad
42 | A8 Fail to press DAY | Wrong day selected | None M Present day via a calendar
button
43 |11 No time entered No programme None L Dial time in via analogue clock
recorded Dial time in via analogue clock
12 Wrong time entered | Wrong programme | None
recorded
44 | Al Fail to wait Start time not set Task 4.5 L Remove need to wait
45 | A8 Fail to press OFF Cannot set finish Label button FINISH TIME
button time
46 |11 No time entered No programme None L Dial time in via analogue clock
recorded Dial time in via analogue clock
12 Wrong time entered | Wrong programme | None L
recorded
4.7 | A8 Fail to set timer No programme None L Separate timer selector from
recorded programming function
48 | A8 Fail to press TIME | No programme None L Remove this task step from
RECORD button recorded sequence
5 A8 Fail to lift up front | Cover left down Immediate | L Remove cover to programming
cover
Related Methods

The initial data collection for SHERPA might involve a number of data collection techniques,
including interviews, observation and walkthroughs. A HTA of the task or scenario under analysis
is typically used as the input to a SHERPA analysis. The taxonomic approach to error prediction
employed by the SHERPA method is similar to a number of other HEI approaches, such as
HET (Marshall et al, 2003), Human Error HAZOP (Kirwan and Ainsworth, 1992) and TRACEr
(Shorrock and Kirwan, 2002).
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Approximate Training and Application Times

In order to evaluate the reliability, validity and trainability of various methods, Stanton and Young
(1998) compared SHERPA to 11 other HF methods. Based on the application of the method to the
operation of an in-car radio-cassette machine, Stanton and Young (1998) reported training times
of around three hours (this is doubled if training in Hierarchical Task Analysis is included). It took
an average of two hours and forty minutes for people to evaluate the radio-cassette machine using
SHERPA. In a study comparing the performance of SHERPA, Human Error HAZOP, HEIST and
HET when used to predict design induced pilot error, Salmon et al (2002) reported that participants
achieved acceptable performance with the SHERPA method after only two hours of training.
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Flowchart

START

Perform a HTA for the
task in question

v

Take a task step
(operation) from the
botom level of the HTA

v

Classify the task step into
a task type from the
SHERPA taxonomy -
action, checking, info
communication, retrieval
and slection

A

Are there
any more
task steps?

Are any of
the error types
credible?

For each error type:
Describe the error

Note consequences
Enter recovery step
Enter ordinal probability
Enter criticality

Propose rem measures

Are there
any more
error types?
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Reliability and Validity

There is a wealth of promising validation data associated with the SHERPA method. Kirwan (1992)
reported that SHERPA was the most highly rated of five human error prediction methods by expert
users. Baber and Stanton (1996) reported a concurrent validity statistic of 0.8 and a reliability
statistic of 0.9 in the application of SHERPA by two expert users to prediction of errors on a ticket
vending machine. Stanton and Stevenage (1998) reported a concurrent validity statistic of 0.74
and a reliability statistic of 0.65 in the application of SHERPA by 25 novice users to prediction
of errors on a confectionery vending machine. According to Stanton and Young (1999) SHERPA
achieved a concurrent validity statistic of 0.2 and a reliability statistic of 0.4 when used by eight
novices to predict errors on an in-car radio-cassette machine task. According to Harris et al (in
press) SHERPA achieved acceptable performance in terms of reliability and validity when used by
novice analysts to predict pilot error on a civil aviation flight scenario. The reliability and validity
of the SHERPA method is highly dependent upon the expertise of the analyst and the complexity
of the device being analysed.

Tools Needed

SHERPA can be conducted using pen and paper. The device under analysis or at least photographs
of the interface under analysis are also required.

Human Error Template (HET)
Background and Applications

The human error template (HET; Marshall et al 2003) method was developed by the ErrorPred
consortium specifically for use in the certification of civil flight deck technology. Along with a
distinct shortage of HEI methods developed specifically for the civil aviation domain, the impetus
for HET came from a US Federal Aviation Administration (FAA) report entitled ‘The Interfaces
between Flight crews and Modern Flight Deck Systems’ (Federal Aviation Administration, 1996),
which identified many major design deficiencies and shortcomings in the design process of
modern commercial airliner flight decks. The report made criticisms of the flight deck interfaces,
identifying problems in many systems including pilots’ autoflight mode awareness/indication;
energy awareness; position/terrain awareness; confusing and unclear display symbology and
nomenclature; a lack of consistency in FMS interfaces and conventions, and poor compatibility
between flight deck systems. The FAA Human Factors Team also made many criticisms of the
flight deck design process. For example, the report identified a lack of human factors expertise on
design teams, which also had a lack of authority over the design decisions made. There was too
much empbhasis on the physical ergonomics of the flight deck, and not enough on the cognitive
ergonomics. Fifty-one specific recommendations came out of the report. The most important in
terms of the ErrorPred project were the following:

» ‘The FAA should require the evaluation of flight deck designs for susceptibility to design-
induced flightcrew errors and the consequences of those errors as part of the type certification
process.’

«  “‘The FAA should establish regulatory and associated material to require the use of a flight
deck certification review process that addresses human performance considerations.’
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The HET method is a simple error template and works as a checklist. The HET template is applied
to each bottom level task step in a HTA of the task under analysis. The analyst uses the HET
EEM and subjective judgement to determine credible errors for each task step. The HET error
taxonomy consists of twelve error modes that were selected based upon a review of actual pilot
error incidence, the EEM taxonomies used in contemporary HEI methods and the responses to a
questionnaire on design induced pilot error. The HET EEMs are as follows:

» Fail to execute

» Task execution incomplete

* Task executed in the wrong direction
* Wrong task executed

» Task repeated

» Task executed on the wrong interface element
* Task executed too early

» Task executed too late

» Task executed too much

» Task executed too little

* Misread information

¢ Other.

For each credible error (i.e. those judged by the analyst to be possible) the analyst should give
a description of the form that the error would take, such as, ‘pilot dials in the airspeed value using the
wrong knob’. Next, the analyst has to determine the outcome or consequence associated with the error
e.g. Aircraft stays at current speed and does not slow down for approach. Finally, the analyst then has to
determine the likelihood of the error (low, medium or high) and the criticality of the error (low, medium
or high). If the error is assigned a high rating for both likelihood and criticality, the aspect of the interface
involved in the task step is then rated as a ‘fail’, meaning that it is not suitable for certification.

Domain of Application

The HET method was developed specifically for the aviation domain and is intended for use in the
certification of flight deck technology. However, the HET EEM taxonomy is generic, allowing the
method to be applied in any domain.

Procedure and Advice

Step 1: Hierarchical task analysis (HTA)

The first step in a HET analysis is to conduct a HTA of the task or scenario under analysis. The HET
method works by indicating which of the errors from the HET error taxonomy are credible at each
bottom level task step in a HTA of the task under analysis. A number of data collection techniques
may be used in order to gather the information required for the HTA, such as interviews with SMEs
and observations of the task under analysis.

Step 2: Human error identification

In order to identify potential errors, the analyst takes each bottom level task step from the HTA and
considers the credibility of each of the HET EEMs. Any EEMs that are deemed credible by the
analyst are recorded and analysed further. At this stage, the analyst ticks each credible EEM and
provides a description of the form that the error will take.
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Step 3: Consequence analysis

Once a credible error is identified and described, the analyst should then consider and describe
the consequence(s) of the error. The analyst should consider the consequences associated with
each credible error and provide clear descriptions of the consequences in relation to the task under
analysis.

Step 4: Ordinal probability analysis

Next, the analyst should provide an estimate of the probability of the error occurring, based upon
subjective judgement. An ordinal probability value is entered as low, medium or high. If the analyst
feels that chances of the error occurring are very small, then a low (L) probability is assigned. If
the analyst thinks that the error may occur and has knowledge of the error occurring on previous
occasions then a medium (M) probability is assigned. Finally, if the analyst thinks that the error
would occur frequently, then a high (H) probability is assigned.

Step 5: Criticality analysis

Next, the criticality of the error is rated. Error criticality is rated as low, medium or high. If the error
would lead to a serious incident (this would have to be defined clearly before the analysis) then it
is labelled as high. Typically a high criticality would be associated with error consequences that
would lead to substantial damage to the aircraft, injury to crew and passengers, or complete failure
of the flight task under analysis. If the error has consequences that still have a distinct effect on the
task, such as heading the wrong way or losing a large amount of height or speed, then criticality
is labelled as medium. If the error would have minimal consequences that are easily recoverable,
such as a small loss of speed or height, then criticality is labelled as low.

Step 6: Interface analysis

The final step in a HET analysis involves determining whether or not the interface under analysis
passes the certification procedure. The analyst assigns a ‘pass’ or ‘fail’ rating to the interface under
analysis (dependent upon the task step) based upon the associated error probability and criticality
ratings. If a high probability and a high criticality were assigned previously, then the interface in
question is classed as a ‘fail’. Any other combination of probability and criticality and the interface
in question is classed as a ‘pass’.

Advantages

1. The HET methodology is quick, simple to learn and use and requires very little training.
HET utilises a comprehensive error mode taxonomy based upon existing HEI EEM
taxonomies, actual pilot error incidence data and pilot error case studies.

HET is easily auditable as it comes in the form of an error pro-forma.

The HET taxonomy prompts the analyst for potential errors.

Encouraging reliability and validity data (Marshall et al, 2003, Salmon et al, 2003).
Although the error modes in the HET EEM taxonomy were developed specifically for the
aviation domain, they are generic, ensuring that the HET method can potentially be used
in a wide range of different domains, such as command and control, ATC, and nuclear
reprocessing.

AR

Disadvantages

1. For large, complex tasks a HET analysis may become tedious.
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2. Extra work is involved if HTA not already available.

HET does not deal with the cognitive component of errors.

4. HET only considers errors at the ‘sharp end’ of system operation. The method does not
consider system or organisational errors.

w

Flowchart

START

Describe the task
using HTA

'

Take the first/next
botom level task step
from the HTA

!

Enter scenario and task
step details into error |«
pro-forma

v

Apply the first/next HFT
error mode to the task
step under analysis

\ 4

is the error
credible?

For credible errors provide:
Description of the error
Consequences of the error
Error likelihood (L, M, H)
'y Frror Criticality (L, M, H)
PASS/FAIL Rating

Are there
any more
error types?

Are there
any more
task steps?
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Example

A HET analysis was conducted on the flight task ‘Land aircraft X at New Orleans using the
autoland system’ (Marshall et al, Salmon et al, 2003). Initially, a HTA was developed for the flight
task, using data obtained from interviews with SMEs, a video demonstration of the flight task and
also a walkthrough of the flight task using Microsoft flight simulator. An extract of the HTA for the
flight task is presented in Figure 6.3. An extract of the HET analysis for the flight task is presented
in Table 6.3.

3. Prepare the
aircraft for landing

|

3.1 Check the 3.2 Reduce 3.3 Set flaps to 3.4 Reduce 3.5 Set flaps to 3.6 Set flap to 3.8 Put 3.10 Set flaps
distance (m) airspeed to level 1 airspeed to 150 level 2 level 3 the to “full’
from runway 190 Knots Knots landing
gear down
3.7 Reduce
,_‘_‘—‘l airspeed to
140 Knots
3.2.1Check 3.2.2 Dial the :ﬁﬂf“
current airspeed ‘Speed/MACH’ knob
to enter 190 on the ———
IAS/MACH display
3.5.1. Check 3.5.2 Move
current flap setting flap lever to 2 ‘I
3.10.1 Check 3.10.2
[ j current flap Move flap
3.3.1 Check 3.3.2 Move ‘flap’ 3.6.1 Check 3.6.2 Move setting lever to F
current flap setting lever to 1 current flap setting “flap’ lever
to3
3.4.1 Check 3.4.2 Dial the .
current airspeed ‘Speed/ MACH’ knob 3.7.1 Ch?Ck ?‘7‘2 Dial the )
to enter 150 on the current airsj Speed/MACH’ knob
IAS/MACH displ —— | toenter 140 on the
\spray IAS/MACH display

Figure 6.3 Extract of HTA ‘Land at Aircraft X at New Orleans Using Autoland System’
Related Methods

HET uses an EEM taxonomy to identify potential design induced error. There are many taxonomic-
based HEI approaches available that have been developed for a variety of domains, including
SHERPA, CREAM and TRACETr. A HET analysis also requires an initial HTA (or some other
specific task description) to be performed for the task in question. The data used in the development
of the HTA may be collected through the application of a number of different techniques, including
observational study, interviews and walkthrough analysis.

Approximate Training and Application Times

In HET validation studies Marshall et al (2003) reported that with non-human factors professionals,
the approximate training time for the HET methodology is around 90 minutes. Application time
varies dependent upon the scenario under analysis. Marshall et al (2003) reported a mean application
time of 62 minutes based upon an analysis of the flight task, ‘Land aircraft X at New Orleans using
the autoland system’. The HTA for the New Orleans flight task had 32 bottom level task steps.
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Table 6.3  Example of HET Output

Sceaario: Task step:

Land A320 at New Orleans using the Awtoland systept 3.4.2 Dial the ‘Speed MACH; knob to enter 150 on IASMACH display
Likelihood| Criticality

Error Mode Description Outcome

al vl Ll ul ML PASS | FAIL

Fail to execute

Task
‘/ Pilot turns the Speed/MACH | Plane speeds up instead of / / /
Task executed in wrong direction knob the wrong way slowing down
Wrong task
Task rep
Pilot dials using the HDCG knob | Plane changes course and not
Task executed on wrong interfacd / instead speed / / /
clement
Task executed to early
Task executed too late
/ Pilot turns the SpeedMACH | Plane slows down too much / ‘/
Task executed too much knob too much
Pilot turns the SpeedMACH | Plane does not slow down
Task d too litde v | knob twolitle enough/Too fast for approach V| d v
Other
Reliability and Validity

Salmon et al (2003) reported sensitivity index ratings between 0.7 and 0.8 for subjects using the
HET methodology to predict potential design induced pilot errors for the flight task ‘Land aircraft X
at New Orleans using the autoland system’. These figures represent a high level of accuracy of the
error predictions made by participants using the HET method (the closer to 1 the more accurate the
error predictions are). Furthermore, it was reported that subjects using the HET method achieved
higher SI ratings than subjects using SHERPA, Human Error HAZOP and HEIST to predict errors
for the same task (Salmon et al, 2003).

Tools Needed

HET can be carried out using the HET error Pro-forma, a HTA of the task under analysis, functional
diagrams of the interface under analysis, a pen and paper. In the example HET analysis described
above, subjects were provided with an error pro-forma, a HTA of the flight task, diagrams of the
auto-pilot panel, the captain’s primary flight display, the flap lever, the landing gear lever, the speed
brake, the attitude indicator and an overview of the A320 cockpit (Marshall et al, 2003).

Technique for the Retrospective and Predictive Analysis of Cognitive Errors
(TRACEYr)

Background and Applications

The Technique for the Retrospective and Predictive Analysis of Cognitive Errors (TRACEr;

Shorrock and Kirwan, 2000) is a HEI technique that was developed specifically for use in the
air traffic control (ATC) domain, as part of the human error in European air traffic management
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(HERA) project (Isaac, Shorrock and Kirwan, 2002). Under the HERA project, the authors were
required to develop a human error incidence analysis method that conformed to the following
criteria (Isaac, Shorrock and Kirwan, 2002).

1. The method should be flowchart based for ease of use;

2. The method should utilise a set of inter-related taxonomies (EEMs, IEMs, PEMs, PSFs,
Tasks and Information and equipment);

3. The method must be able to deal with chains of events and errors;

4. The PSF taxonomy should be hierarchical and may need a deeper set of organisational
causal factor descriptors;

5. The method must be comprehensive, accounting for situation awareness, signal detection
theory and control theory; and

6. The method must be able to account for maintenance errors, latent errors, violations and
errors of commission.

TRACEr can be used both predictively and retrospectively and is based upon a literature review
of a number of domains, including experimental and applied psychology, human factors and
communication theory (Isaac, Shorrock and Kirwan, 2002). TRACETr uses a series of decision flow
diagrams and comprises eight taxonomies or error classification schemes: Task Error, Information,
Performance Shaping Factors (PSFs), External Error Modes (EEMs), Internal Error Modes (IEMs),
Psychological Error Mechanisms (PEMs), Error detection and error correction.

Domain of Application

TRACEr was originally developed for the ATC domain. However, the method has since been
applied in the rail domain and it is feasible that the method could be applied in any domain.

Procedure and Advice (Predictive Analysis)

Step 1: Hierarchical task analysis (HTA)

The first step in a TRACETr analysis involves describing the task or scenario under analysis. For this
purpose, a HTA of the task or scenario is normally conducted. The TRACEr method is typically
applied to a HTA of the task or scenario under analysis. A number of data collection techniques
may be used in order to gather the information required for the HTA, such as interviews with SMEs
and observations of the task under analysis.

Step 2: PSF and EEM consideration

The analyst takes the first bottom level task step from the HTA and considers each of the TRACEr
PSFs for the task step in question. The purpose of this is to identify any environmental or situational
factors that could influence the controllers’ performance during the task step in question. Once the
analyst has considered all of the relevant PSFs, the EEMs are considered for the task step under
analysis. Based upon subjective judgement, the analyst determines whether any of the TRACEr
EEMs are credible for the task step in question. The TRACer EEM taxonomy is presented in Table
6.4. If there are any credible errors, the analyst proceeds to step 3. If there are no errors deemed
credible, then the analyst goes back to the HTA and takes the next task step.
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Step 3: IEM classification

For any credible errors, the analyst then determines which of the internal error modes (IEMs) are
associated with the error. IEMs describe which cognitive function failed or could fail (Shorrock
and Kirwan, 2000). Examples of TRACEr IEMs include Late detection, misidentification,
hearback error, forget previous actions, prospective memory failure, misrecall stored information
and misprojection.

Table 6.4  TRACEr’s External Error Mode Taxonomy

Selection and Quality Timing and Sequence Communication

Omission Action too long Unclear info transmitted

Action too much Action too short Unclear info recorded

Action too little Action too early Info not sought/obtained

Action in wrong direction Action too late Info not transmitted

Wrong action on right object Action repeated Info not recorded

Right action on wrong object Mis-ordering Incomplete info transmitted

Wrong action on wrong object Incomplete info recorded

Extraneous act Incorrect info transmitted
Incorrect info recorded

Step 4: PEM classification

Next, the analyst has to determine the psychological cause or ‘psychological error mechanism’
(PEM) behind the error. Examples of TRACEr PEMs include insufficient learning, expectation
bias, false assumption, perceptual confusion, memory block, vigilance failure and distraction.

Step 5: Error recovery
Finally, once the error analyst has described the error and determined the EEM, IEMs and PEMs, error
recovery steps for each error should be offered. This is based upon the analyst’s subjective judgement.

Procedure and Advice (Retrospective Analysis)

Step 1: Analyse incident into ‘error events’
Firstly, the analyst has to classify the task steps into error events i.e. the task steps in which an error
was produced. This is based upon the analyst’s subjective judgement.

Step 2: Task error classification

The analyst then takes the first/next error from the error events list and classifies it into a task error
from the task error taxonomy. The task error taxonomy contains thirteen categories describing
controller errors. Examples of task error categories include ‘radar monitoring error’, ‘co-ordination
error’ and ‘flight progress strip use error’ (Shorrock and Kirwan, 2000).

Step 3: IEM information classification

Next the analyst has to determine the internal error mode (IEM) associated with the error. IEMs
describe which cognitive function failed or could fail (Shorrock and Kirwan, 2000). Examples of
TRACEr IEMs include late detection, misidentification, hearback error, forget previous actions,
prospective memory failure, misrecall stored information and misprojection. When using TRACEr
retrospectively, the analyst also has to use the information taxonomy to describe the ‘subject matter’
of the error i.e. what information did the controller misperceive? The information terms used are
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related directly to the IEMs in the IEM taxonomy. The information taxonomy is important as it
forms the basis of error reduction within the TRACEr method.

Step 4: PEM classification

The analyst then has to determine the ‘psychological cause’ or psychological error mechanism
(PEM) behind the error. Example TRACEr PEMs include Insufficient learning, expectation bias,
false assumption, perceptual confusion, memory block, vigilance failure and distraction.

Step 5: PSF classification

Performance shaping factors are factors that influenced or have the potential to have influenced the
operator’s performance. The analyst uses the PSF taxonomy to select any PSFs that were evident in
the production of the error under analysis. TRACEr’s PSF taxonomy contains both PSF categories and
keywords. Examples of TRACEr PSF categories and associated keywords are presented in Table 6.5.

Table 6.5 Extract From TRACEr’s PSF Taxonomy

PSF Category Example PSF keyword
Traffic and Airspace Traffic complexity
Pilot/controller communications RT Workload
Procedures Accuracy

Training and experience Task familiarity
Workplace design, HMI and equipment factors Radar display
Ambient environment Noise

Personal factors Alertness/fatigue
Social and team factors Handover/takeover
_Organisational factors Conditions of work

Step 6. Error detection and error correction

Unique to retrospective TRACEr applications, the error detection and correction stage provides the
analyst with a set of error detection keywords. Four questions are used to prompt the analyst in the
identification and selection of error detection keywords (Source: Shorrock and Kirwan, 2000).

1. How did the controller become aware of the error? (e.g. action feedback, inner feedback,
outcome feedback);

2. What was the feedback medium? (e.g. radio, radar display);

3. Did any factors, internal or external to the controller, improve or degrade the detection of
the error?; and

4. What was the separation status at the time of error detection?

Once the analyst has identified the error detection features, the error correction or reduction should
also be determined. TRACEr uses the following questions to prompt the analyst in error correction/
reduction classification (Source: Shorrock and Kirwan, 2000).

1. What did the controller do to correct the error? (e.g. reversal or direct correction, automated
correction);

2. How did the controller correct the error? (e.g. turn or climb);

3. Did any factors, internal or external to the controller, improve or degrade the detection of
the error?; and

4. What was the separation status at the time of the error correction?
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Once the analyst has completes step 6, the next error should be analysed. Alternatively, if there are
no more ‘error events’ then the analysis is complete.

Flowchart (Predictive Analysis)
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Analyse task
using HTA
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Take the first/next
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v
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recovery steps

Are there
any more
errors?
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Flowchart (Retrospective Analysis)

START

Classity incident under
analysis into
‘error events’
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Take the firs/next
error
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error
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Advantages

1.

2.

TRACEr method appears to be a very comprehensive approach to error prediction and
error analysis, including IEM, PEM, EEM and PSF analysis.

TRACEr is based upon sound scientific theory, integrating Wickens (1992) model of
information processing into its model of ATC.

In a prototype study (Shorrock, 1997), a participant questionnaire highlighted
comprehensiveness, structure, acceptability of results and usability as strong points of the
method (Shorrock and Kirwan, 2000).
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4. TRACETr has proved successful in analysing errors from AIRPROX reports and providing
error reduction strategies.

5. Developed specifically for ATC, based upon previous ATC incidents and interviews with
ATC controllers.

6. The method considers PSFs within the system that may have contributed to the errors identified.

Disadvantages

1. The TRACEr method appears unnecessarily overcomplicated. A prototype study (Shorrock,
1997) highlighted a number of areas of confusion in participant use of the different
categories (Shorrock and Kirwan, 2000). Much simpler error analysis methods exist, such
as SHERPA and HET.

2. No validation evidence or studies using TRACEr.

For complex tasks, a TRACETr analysis may become laborious and large.

4. A TRACEr analysis typically incurs high resource usage. In a participant questionnaire
used in the prototype study (Shorrock, 1997) resource usage (time and expertise) was the
most commonly reported area of concern (Shorrock and Kirwan, 2000).

5. Training time would be extremely high for such a method and a sound understanding of

psychology would be required in order to use the method effectively.

Extra work involved if HTA not already available.

7. Existing methods using similar EEM taxonomies appear to be far simpler and much quicker
to apply (SHERPA, HET etc.).

w

a

Example

For an example TRACEr analysis, the reader is referred to Shorrock and Kirwan (2000).

Related Methods

TRACET is a taxonomy-based approach to HEIL. A number of error taxonomy methods exist, such
as SHERPA, CREAM and HET. When applying TRACEr (both predictively and retrospectively)
an HTA for the task/scenario under analysis is required.

Approximate Training and Application Times

No data regarding training and application times for the TRACEr method are presented in the
literature. It is estimated that both the training and application times for TRACEr would be high.

Reliability and Validity

There are no data available regarding the reliability and validity of the TRACEr method. According
to the authors (Shorrock and Kirwan, 2000) such a study is being planned. In a small study
analysing error incidences from AIRPROX reports (Shorrock and Kirwan, 2000) it was reported,
via a participant questionnaire, that the TRACEr method’s strengths are its comprehensiveness,
structure, acceptability of results and usability.
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Tools Needed

TRACETr analyses can be carried out using pen and paper. PEM, EEM, IEM, PSF taxonomy lists
are also required. A HTA for the task under analysis is also required.

Task Analysis for Error Identification (TAFEI)
Background and Applications

Task Analysis for Error Identification (TAFEI) is a method that enables people to predict errors
with device use by modelling the interaction between the user and the device under analysis. It
assumes that people use devices in a purposeful manner, such that the interaction may be described
as a ‘cooperative endeavour’, and it is by this process that problems arise. Furthermore, the method
makes the assumption that actions are constrained by the state of the product at any particular point
in the interaction, and that the device offers information to the user about its functionality. Thus,
the interaction between users and devices progresses through a sequence of states. At each state,
the user selects the action most relevant to their goal, based on the System Image.

The foundation for the approach is based on general systems theory. This theory is
potentially useful in addressing the interaction between sub-components in systems (i.e., the human
and the device). It also assumes a hierarchical order of system components, i.e., all structures and
functions are ordered by their relation to other structures and functions, and any particular object or
event is comprised of lesser objects and events. Information regarding the status of the machine is
received by the human part of the system through sensory and perceptual processes and converted
to physical activity in the form of input to the machine. The input modifies the internal state of the
machine and feedback is provided to the human in the form of output. Of particular interest here is
the boundary between humans and machines, as this is where errors become apparent. It is believed
that it is essential for a method of error prediction to examine explicitly the nature of the interaction.

The theory draws upon the ideas of scripts and schema. It can be imagined that a person
approaching a ticket-vending machine might draw upon a ‘vending machine’ or a ‘ticket kiosk’
script when using a ticket machine. From one script, the user might expect the first action to be
‘Insert Money’, but from the other script, the user might expect the first action to be ‘Select Item’.
The success, or failure, of the interaction would depend on how closely they were able to determine
a match between the script and the actual operation of the machine. The role of the comparator is
vital in this interaction. If it detects differences from the expected states, then it is able to modify
the routines. Failure to detect any differences is likely to result in errors. Following Bartlett’s
(1932) lead, the notion of schema is assumed to reflect a person’s ‘... effort after meaning’ (Bartlett,
1932), arising from the active processing (by the person) of a given stimulus. This active processing
involves combining prior knowledge with information contained in the stimulus. While schema
theory is not without its critics (see Brewer, 2000 for a review), the notion of an active processing
of stimuli clearly has resonance with a proposal for rewritable routines. The reader might feel
that there are similarities between the notion of rewritable routines and some of the research on
mental models that was popular in the 1980s. Recent developments in the theory underpinning
TAFEI by the authors have distinguished between global prototypical routines (i.e., a repertoire of
stereotypical responses that allow people to perform repetitive and mundane activities with little or
no conscious effort) and local, state-specific routines (i.e., responses that are developed only for a
specific state of the system). The interesting part of the theory is the proposed relationship between
global and local routines. It is our contention that these routines are analogous to global and local
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variables in computer programming code. In the same manner as a local variable in programming
code, a local routine is overwritten (or rewritable in TAFEI terms) once the user has moved beyond
the specific state for which it was developed. See Baber and Stanton (2002) for a more detailed
discussion of the theory.

Examples of applications of TAFEI include prediction of errors in boiling kettles (Baber
and Stanton, 1994; Stanton and Baber, 1998), comparison of word processing packages (Stanton
and Baber, 1996b; Baber and Stanton, 1999), withdrawing cash from automatic teller machines
(Burford, 1993), medical applications (Baber and Stanton, 1999; Yamaoka and Baber, 2000),
recording on tape-to-tape machines (Baber and Stanton, 1994), programming a menu on cookers
(Crawford, Taylor and Po, 2000), programming video-cassette recorders (Baber and Stanton, 1994;
Stanton and Baber, 1998), operating radio-cassette machines (Stanton and Young, 1999), recalling
a phone number on mobile phones (Baber and Stanton, 2002), buying a rail ticket on the ticket
machines on the London Underground (Baber and Stanton, 1996), and operating high-voltage
switchgear in substations (Glendon and McKenna, 1995).

Domain of Application
Public technology and product design.
Procedure and Advice

Step 1: Construct HTA

Firstly, Hierarchical Task Analysis (HTA — see Annett in this volume) is performed to model the
human side of the interaction. Of course, one could employ any method to describe human activity.
However, HTA suits this purpose for the following reasons:

1. itis related to Goals and Tasks;
2. itis directed at a specific goal;
3. it allows consideration of task sequences (through ‘plans’).

As will become apparent, TAFEI focuses on a sequence of tasks aimed at reaching a specific goal.

For illustrative purposes of how to conduct the method, a simple, manually-operated
electric kettle is used. The first step in a TAFEI analysis is to obtain an appropriate HTA for the
device, as shown in Figure 6.4. As TAFEI is best applied to scenario analyses, it is wise to consider
just one specific goal, as described by the HTA (e.g., a specific, closed-loop task of interest) rather
than 